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Abstract

Models of true concurrency have gained a lot of interest over the last decades as models of concurrent or distributed systems which avoid the well-known problem of state space explosion of the interleaving models. In this thesis, we study such models from two perspectives.

Firstly, we study the relation between Petri nets and stable event structures. Petri nets can be considered as one of the most general and perhaps wide-spread models of true concurrency. Event structures on the other hand, are simpler models of true concurrency with explicit causality and conflict relations. Stable event structures expand the class of event structures by allowing events to be enabled in more than one way. While the relation between Petri nets and event structures is well understood, the relation between Petri nets and stable event structures has not been studied explicitly. We define a new and more compact unfoldings of safe Petri nets which is directly translatable to stable event structures. In addition, the notion of complete finite prefix is defined for compact unfoldings, making the existing model checking algorithms applicable to them. We present algorithms for constructing the compact unfoldings and their complete finite prefix.

Secondly, we study probabilistic models of true concurrency. We extend the definition of probabilistic event structures as defined by Abbes and Benveniste to a newly defined class of stable event structures, namely, \textit{jump-free} stable event structures arising from Petri nets (characterised and referred to as \textit{net-driven}). This requires defining the fundamental concept of \textit{branching cells} in probabilistic event structures, for jump-free net-driven stable event structures, and by proving the existence of an isomorphism among the branching cells of these systems, we show that the latter benefit from the related results of the former models. We then move on to defining a probabilistic logic over probabilistic event structures (PESL). To our best knowledge, this is the first probabilistic logic of true concurrency. We show examples of expressivity achieved by PESL, which in particular include properties related to synchronisation in the system. This is followed by the model checking algorithm for PESL for finite event structures.

Finally, we present a logic over stable event structures (SEL) along with an account of its expressivity and its model checking algorithm for finite stable event structures.
Lay Summary

The model checking problem in computer science is defined as the procedure of verifying if a given model, representing a system, has certain desirable or undesirable properties. This is very useful as, for example, using model checking one can highlight any safety or security issue within the system. The properties to be checked are usually defined through a logical formula. This thesis studies model checking of true-concurrent systems, i.e. concurrent systems which are loyal to the true notion of concurrency, from two aspects.

Firstly, we study the relation between two models of such concurrent systems, namely Petri nets and Stable Event Structures. Petri nets are well-known and widely used models of true concurrency. However, to our best knowledge, the relation between Petri nets and stable event structures is not studied. Thus, given a safe Petri net, we produce a more compact structure, along with its mapping to Stable Event Structures. We also show some of the important properties of the new compact structure, including its suitability for verification purposes.

Secondly, we study the model checking of probabilistic models of true concurrency. For that purpose, we introduce a logic capable of expressing probabilistic properties for event structures. We also present the model checking produce for finite structures. As a result, for example, we can express and verify that the likelihood of a system modelled by event structures encountering an error is less than two per cent.
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Chapter 1
Introduction

1.1 Motivation and Context

Concurrent systems appear nowadays in various different fields such as telecommunication networks, operating systems, database management systems, communication systems, product systems, monitoring and controlling systems, etc. It is therefore not surprising that there has been a vast amount of interest in modelling and verifying such systems so that they can be analysed, their performance be measured and perhaps most importantly the correctness of their behaviour can be verified. The importance of verification of concurrent systems lies not only in the fact that their failure can be expensive and even fatal, but also since generally they are much harder to test by the usual testing techniques for sequential systems. That is because for example, errors may appear rarely and therefore remain unidentified during the testing process and even if they are identified, it is almost impossible to repeat them and find their roots.

In concurrency theory there are generally two main approaches in modelling concurrency, namely, the interleaving or sequential approach and the partial order or true concurrency one. In the former, concurrency of two events is implicitly modelled as a nondeterministic choice between different possible orderings of the events, while in the latter, such events are explicitly defined to be concurrent and need not be in any particular order, hence the term ‘partial order’ approach. It can therefore be said that the latter approach is more faithful to the concept of concurrency, hence the terms ‘true concurrency’. Examples of the interleaving model include but are not limited
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2 to Kripke structures, labelled transition systems, infinite trees while examples of true concurrency models include Petri nets [53], (different kinds of) event structures [76], Mazurkiewicz trace languages [49], and transition systems with independence [78].

On the one hand, the interleaving approach benefits from being less complex and also from the massive amount of existing studies related to sequential systems which are also applicable to concurrent systems (under such semantics). On the other hand, it suffers from the state explosion problem [70] in verification, namely, the combinatorial explosion of state space. Different techniques exist for alleviating this problem such as using binary decision diagrams or BDDs [50], abstraction techniques [14] and partial order reduction techniques [24]. The true concurrency models, although much more complex, are far less subject to the state explosion problem. Even then, partial order techniques can be applied to them naturally.

A prominent technique specifically defined on true concurrency models, is that of complete finite prefixes of Petri net unfoldings defined by McMillan [51]. Unfoldings of Petri nets were first introduced in [53] and further formalised in [76] and are well-known structures used both for verification of Petri nets and also for describing the behaviour of a net in a simpler, more understandable manner. The latter is achieved by representing the full state space, under the true concurrency semantics. Even without considering all the interleavings, unfoldings of Petri nets grow exponentially. This issue can be addressed by introducing other types of unfoldings, such as Merged Processes [37], Trellis Processes[23] and $R_i$ unfoldings [58], each of which have different objectives including that of compactness. In this thesis we also attempt to address this issue by defining a new unfolding which does not unfold conflicts and is therefore more compact.

Another wide-spread approach in verification is that of model checking, where given a model of the system ($M$) and a logical formula ($\phi$) describing a property of such models, it is verified if the formula is satisfied by the model ($M \vDash \phi$). Some of the most prominent work and references include but are not limited to [13, 15, 21]. In general, some of the most typical properties that are verified include those of safety and liveness. Informally speaking, safety properties express that an undesirable state or scenario does not occur, while liveness properties express that a desirable state or
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Such properties are classified as qualitative properties of a system. However, there are many systems for which such qualities are not guaranteed to hold or even not hold, this arising mainly from the notion of unreliability in such systems. For example, in telecommunication systems there is a possibility that occasionally messages are lost and not delivered. Therefore, rather than requiring a system to always satisfy a property, we are interested in determining the likelihood that the system does so, i.e. in verification of quantitative properties of a system. This requires representing a concurrent system by probabilistic models and expressing properties by probabilistic logical formula.

Similar to the non-probabilistic case, major work has been achieved for modelling and verification of probabilistic interleaving models, naming only a few would include [64, 63, 73, 62, 79, 66, 18, 7]. However, the work on probabilistic true concurrency models is relatively more recent [74, 26, 71, 72, 9, 1, 2] and perhaps for the same reason probabilistic logics with true concurrent semantics are, to our best knowledge, non-existent. In addition to the differences between the two approaches to concurrency mentioned above, there is another crucial difference between the two in the probabilistic framework, in particular when considering distributed concurrent systems. Generally, temporal stochastic processes and models capturing concurrency through non-determinism such as [33, 19, 64, 65, 20] have a global state corresponding to a global time. In a distributed system, however, this is neither feasible nor natural. Thus, in the true concurrency approaches there is no notion of global time or state, but rather local ones. In other words, the local components have their own local states and act in their own local time until they communicate together. This results in a highly desirable match between concurrency and probability, more concretely, following this point of view concurrent choices can be made probabilistically independent.

In our opinion, among the existing probabilistic truly concurrent systems, probabilistic event structures as defined by [1] can be considered as the state of the art. Being mainly based on the work carried out in [9], not only they achieve the desirable objective described above, they also generalise other definitions of probabilistic event structures ([74, 72]) by resolving the crux of the problem, namely, confusion [53, 67]. Confusion arises when occurrence of an event disables two otherwise concurrent events. It is therefore challenging to assign probabilities to occurrence of such events, as even
though they are concurrent, they are not probabilistically independent in the real sense. Thus, the other approaches do not consider confusion. This challenge is tackled in [1] by decomposing the global state of the system into the local ones of sub-event structures called branching cells which resolve confusions internally and each have a local transition probability. The probability of a global state is then defined as the product of the probability of its consisting local states.

For all the reasons mentioned above, we focus on probabilistic event structures of [1] in this thesis and develop a probabilistic logic with true concurrent semantics. We also study the case of probabilistic stable event structures by showing that the technique and results of [1] for probabilistic event structures can be applied to a subclass of stable event structures, producing probabilistic jump-free stable event structures. Moreover, we develop a logic for stable event structures to better understand these structures. A detailed summary of our contribution is described in the next section.

1.2 Contributions and Outline

Our contribution in this thesis can be summarised as development of the following.

1. A new, more compact unfolding of safe Petri nets, including:
   - characterisation of compact unfoldings
   - properties of compact unfoldings
   - complete finite prefix for compact unfoldings which is suitable for existing verification techniques
   - an algorithm for constructing compact unfoldings and complete finite prefixes
   - relation between compact unfoldings and stable event structures.

2. A new probabilistic logic, PESL, interpreted over probabilistic event structures of [1], including syntax, semantics and expressivity of PESL. To our best knowledge, this is the first logic with true concurrency semantics. Furthermore, PESL can explicitly describe synchronisation properties, which is not possible in general by other truly concurrent logics.
3. A new logic, SEL, interpreted over stable event structures, including syntax, semantics and expressivity of SEL.

4. Analogous definition of probabilistic stable event structures for the new class of *jump-free* event structures.

The thesis is organised as follows.

**Chapter 2.** This chapter introduces the basic concepts, definitions and relations referred to throughout this thesis. Definitions of different types of event structures are given, along with the less obvious mappings between them. Moreover, Petri nets and morphisms between nets are defined.

**Chapter 3** This chapter introduces a new, more compact, unfolding of safe Petri nets. As mentioned before, the conventional unfoldings of Petri nets while being highly useful for both the semantics and model checking of Petri nets, grow exponentially in the size of the original Petri net. A major reason is that every possible firing of a transition of the net has a unique corresponding event in the unfolding. Therefore, compact unfoldings are defined in such a way that they account for every possible marking of the net without keeping track of how exactly a transition fires in terms of the choices made in its history. In other words, conflicts are not unfolded as far as possible.

We start with the definition of required background concepts and present the characterisation of compact unfoldings or unfolding−s. We describe properties of unfolding−s, in particular their relation to the traditional unfoldings of Petri nets. This includes proving isomorphism of configurations of the conventional unfoldings and the compact ones.

We then present an algorithm for (deterministically) computing an unfolding− of a given safe Petri net and prove its correctness. This is followed by defining the concept of complete finite prefix for unfolding−s, proving that the existing verification algorithms are applicable to it and adjusting the above algorithm to compute complete finite prefixes.
Finally, we define the relation between unfoldings and stable event structures, a family of event structures which allow for multiple (conflicting) causes and give a brief and high-level view of other existing approaches.

Chapter 4. We start this chapter by characterising the stable event structures arising from safe Petri nets as defined in the previous chapter. This leads to defining the class of net-driven stable event structures.

We then present the definition of probabilistic event structures as in [1], by first defining the required background concepts, such as stopping prefixes, recursively stopped prefixes and branching cells. We then define the analogous concepts for net-driven stable event structures and prove that the concept of branching cells can be defined in a similar way for a certain newly defined class of stable event structures, namely, jump-free event structures.

Informally speaking, in jump-free event structures the confusions occur for events which are not causally related. Therefore, none of the events in the conflict-closed sets of events are causally related. This constraint allows us to define branching cells on stable event structures analogous to those of event structures and by proving the isomorphism between the branching cells in the two structures, the rest of the results follows for the stable case.

Chapter 5. In this chapter we define the syntax and semantics for PESL, the first probabilistic logic with truly concurrent semantics. Since PESL is defined on $R$-stopped configurations (as defined in chapter 4), the logic operates at different levels, namely, that of the events, configurations and in-between configurations. The expressivity of PESL is described along with the proof that it encodes the behaviour of pCTL. More interestingly, synchronisation properties expressible by PESL are discussed. Finally, the model checking algorithm for finite event structures is presented.

Chapter 6. This chapter introduces the new logic SEL, interpreted over stable event structures. Stable event structures have not been studied or used as extensively as event structures. Therefore, the aim is to better understand stable event structures and express different types of relations between groups of events. The syntax and semantics
of SEL is presented, followed by examples of its expressivity and a full comparison with ESL-based logics [56], one of the few family of logics specifically defined for event structures. Finally, the model checking algorithm for finite stable event structures is presented.

Chapter 7. This chapter concludes this thesis with some final remarks and directions for future work.
Chapter 2

Preliminaries

In this chapter we introduce the background definitions and concepts referred to throughout this thesis.

2.1 Notations

- \(x \subseteq_{\text{fin}} y \Leftrightarrow x \subseteq y \& x \text{ is finite}\)
- \(x\) is minimal\(\subseteq\) satisfying a property \(p \Leftrightarrow x\) satisfies \(p\) \& \(\nexists x' \subset x. x'\) satisfies \(p\).
- \(\mathbb{N} = \{0,1,2,\ldots\}\)
- \(\exists! x \Leftrightarrow \text{there is a unique } x\)
- Given a set \(X\) and a binary relation \(R\) on \(X\), \(X' \subseteq X\) is left-closed iff \(x \in X' \& yRx \Rightarrow y \in X'\)

2.2 Multi-sets

**Definition 2.2.1.** A multiset \(\mu\) over a set \(X\) is a function \(\mu : X \rightarrow \mathbb{N}\).

For \(x \in X\), we write \(x \in \mu\) to denote \(\mu(x) \geq 1\) and for two multi-sets \(\mu\) and \(\mu'\) over \(X\), we define \(\mu \leq \mu' \Leftrightarrow_{\text{def}} \forall x \in X. \mu(x) \leq \mu'(x)\). We use \(\{\}\) to explicitly represent a multi-set (when it is finite), e.g. \(\{a,a,b,b,b\}\) denotes a multi-set over \(X = \{a,b,c\}\) where \(\mu(a) = 2, \mu(b) = 3\) and \(\mu(c) = 0\).
Definition 2.2.2. The sum of two multi-sets $\mu$ and $\mu'$ over $X$ is defined as
\[(\mu + \mu')(x) = \text{def} \mu(x) + \mu'(x).\]

Similarly, the difference of $\mu$ and $\mu'$ is defined as
\[(\mu - \mu')(x) = \text{def} \max \{0, \mu(x) - \mu'(x)\} \]

Definition 2.2.3. A multi-relation between sets $X$ and $Y$ is a function $R : X \times Y \to \mathbb{N}$, denoted by $R \subseteq \mu X \times Y$. The number of times element $x \in X$ is related to element $y \in Y$ is denoted by $R[x,y]$. Given a multi-set $\mu$ over $X$, the application $R_{\mu}$ of $R$ to $\mu$ is the multi-set given by $\mu'(y) = \sum_{x \in X} R[x,y] \cdot \mu(x)$.

2.3 Event Structures

In this section we define different types of event structures, namely, elementary event structures, stable event structures, prime event structures and event structures. As we shall see, among these, stable event structures are a refinement of elementary event structures (by adding a stability axiom), and event structures are a refinement of prime event structures (by restricting the consistency to correspond to a binary conflict relation). We also present translations from stable event structures into a prime event structures and from event structures into stable event structures.

2.3.1 Elementary Event Structures [76]

Definition 2.3.1. An elementary event structure $E$ is a triple $(E, \text{Con}, \vdash)$ where:

1. $E$ is the set of events.

2. $\text{Con} \subseteq_{\text{fin}} \mathcal{P}(E)$ is a non-empty consistency predicate satisfying:
\[X \in \text{Con} \& Y \subseteq X \Rightarrow Y \in \text{Con}.\]

3. $\vdash \subseteq \text{Con} \times E$ is the enabling relation satisfying:
\[X \vdash e \& X \subseteq Y \& Y \in \text{Con} \Rightarrow Y \vdash e.\]

Given an elementary event structure, its configurations are defined as follows.
**Definition 2.3.2.** Let $\mathcal{E} = (E, Con, \vdash)$ be an elementary event structure. A configuration of $\mathcal{E}$ is defined as a subset $X \subseteq E$ of events such that:

1. $X$ is consistent: $\forall X' \subseteq_{\text{fin}} X. X' \in \text{Con}$.
2. $X$ is secured: $\forall e \in X. \exists e_0, \ldots, e_n \in X. \ e_n = e$ and $\forall i \leq n. \{e_0, \ldots, e_{i-1}\} \vdash e_i$.

The set of all configurations of $\mathcal{E}$ is represented by $V(\mathcal{E})$ or $\mathcal{V}_E$ or $\mathcal{V}$ when no confusion arises.

We now define the notion of compatibility in order to characterise family of configurations of elementary event structures in the following theorem.

**Definition 2.3.3.** Let $(P, \sqsubseteq)$ be a partial order. Then $S \subseteq P$ is compatible, represented by $S \uparrow$ iff $\exists p \in P. \forall s \in S. \ s \sqsubseteq p$. A subset is finitely compatible, written as $S \uparrow_{\text{fin}}$ iff $\forall S_0 \subseteq_{\text{fin}} S. S_0 \uparrow$.

**Theorem 2.3.4.** [76] Let $\mathcal{E} = (E, Con, \vdash)$ be an elementary event structure. Then its configurations $V = V(\mathcal{E})$ form a family of subsets of $E$ with the following properties.

1. Finite-Completeness:
   $$A \subseteq V \& A \uparrow_{\text{fin}} \Rightarrow \bigcup A \in V$$
2. Finiteness:
   $$\forall u \in V. \forall e \in u. \exists v \in V. (v \text{ is finite } \& e \in v \& v \subseteq u).$$
3. Coincidence-Freeness:
   $$\forall u \in V. \forall e, e' \in u. e \neq e' \Rightarrow (\exists v \in V. v \subseteq u \& (e \in v \Leftrightarrow e' \notin v)).$$

The next definition extends the notion of family of configurations to sets of subsets of an arbitrary set, satisfying the axioms above; the following definition and theorem show how to build an event structure from such a family.

**Definition 2.3.5.** Let $V$ be a set of subsets. Then $V$ is defined to be a family of configurations if it satisfies the axioms of theorem 2.3.4. We say $V$ is a family of configurations of $E$ if $E = \bigcup V$.

**Definition 2.3.6.** Let $V$ be a family of configurations of a set $E$. Then define $\mathcal{E}(V) = (E, Con, \vdash)$ to be the structure such that:

$$X \in \text{Con} \Leftrightarrow \text{def } X \text{ is finite } \& \exists u \in V. X \subseteq u,$$
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\[ X \vdash e \iff X \in \text{Con} \& \exists u \in V. \ e \in u \& u \subseteq X \cup \{e\}. \]

**Theorem 2.3.7.** [76] If \( V \) is a family of configurations on a set of events \( E \), then \( E(V) \), as in definition 2.3.6, is an event structure such that \( \mathcal{V}(E(V)) = V \).

### 2.3.2 Stable Event Structures [76]

Elementary event structures are one of the most general classes of event structures; they allow an event to have different causes, which is a desirable property. However, problems arise when dealing with configurations in which an event does not have a unique cause. Such configurations can be excluded by applying a *stability* constraint, leading to the definition of stable event structures. It is worth noting that for stable event structures there is no global partial order of causal dependency on events, but each configuration has its own local partial order of causal dependency. This is clarified in definition 2.3.12 and example 2.3.14.

**Definition 2.3.8.** A *stable event structure*, is an elementary event structure, satisfying the *stability axiom*:

\[ X \vdash e \& Y \vdash e \& X \cup Y \cup \{e\} \in \text{Con} \Rightarrow X \cap Y \vdash e. \]

Thus, the stability axiom ensures events are caused in a unique way.

**Definition 2.3.9.** A minimal enabling relation \( \vdash_{\text{min}} \) is defined as:

\[ X \vdash_{\text{min}} e \iff X \vdash e \& (\forall Y \subseteq X. \ Y \vdash e \Rightarrow Y = X) \]

Then for any event structure

\[ Y \vdash e \Rightarrow \exists X \subseteq Y. \ X \vdash_{\text{min}} e \]

and for consistent enabling sets of stable event structures such an \( X \) is unique:

\[ Y \vdash e \& Y \cup \{e\} \in \text{Con} \Rightarrow \exists! X \subseteq Y. \ X \vdash_{\text{min}} e \]

The following theorem characterises the family of configurations of stable event structures, while the following definition does so for a family of configurations in general.
Theorem 2.3.10. [76] The family of configurations of a stable event structures $\mathcal{E}$ satisfies:

$$\forall X \subseteq \mathcal{V}(\mathcal{E}). X \neq \emptyset \land X \uparrow \Rightarrow \bigcap X \in \mathcal{V}(\mathcal{E}).$$

Definition 2.3.11. A family of configurations $\mathbf{V}$ is stable when it satisfies the stability axiom:

$$\forall X \subseteq \mathbf{V}. X \neq \emptyset \land X \uparrow \Rightarrow \bigcap X \in \mathbf{V}.$$ 

Definition 2.3.12. Let $u$ be a configuration of a stable family of configurations $\mathbf{V}$. For events $e, e' \in u$ we define

$$e \leq u e' \iff \forall v \in \mathbf{V}. e' \in v \land v \subseteq u \Rightarrow e \in v.$$ 

For $e \in u$ we define

$$[e]_u = \bigcap \{v \in \mathbf{V} \mid e \in v \land v \subseteq u\}$$

Proposition 2.3.13. Let $u$ be a configuration of a stable family of configurations $\mathbf{V}$. Then $\leq_u$ is a partial order on $u$ and $[e]_u$ is a configuration such that $[e]_u = \{e' \in u \mid e' \leq_u e\}$. Moreover, the configurations $v \subseteq u$ are exactly the left-closed subsets of $\leq_u$.

Example 2.3.14. [76] Let $\mathcal{E} = (E, Con, \vdash)$ be an event structure where $E = \{e_0, e_1, e_2\}$, $Con = \wp(E) \setminus \{e_0, e_1, e_2\}$ and the enabling relation is the least one including:

$$\emptyset \vdash e_0, \emptyset \vdash e_1, \{e_0\} \vdash e_2, \{e_1\} \vdash e_2$$

Then it is easy to see that $\mathcal{E}$ is a stable event structure its family of configurations $\mathcal{V}(\mathcal{E})$ are a stable family of configurations.

Let $x = \{e_0, e_2\}$ and $y = \{e_1, e_2\}$ be two configurations of $\mathcal{E}$. Then $e_0 \leq_x e_2$ and $e_1 \leq_y e_2$, however $e_0 \not\leq_y e_2$ and $e_1 \not\leq e_2$. Thus, $\leq_x$ and $\leq_y$ cannot be restrictions of a global partial order on events.

2.3.3 Prime Event Structures [76]

Prime event structures are event structures whose enabling relation provides a global partial order of causal dependency on events, as each event can be enabled in only one way.
Definition 2.3.15. A prime event structure is a triple $\mathcal{E} = (E, Con, \leq)$, where $\leq$ is a partial order on the set of events $E$, called the causality relation and $Con$ is the consistency relation as defined previously in definition 2.3.1. For all $e \in E$ and finite subsets $x, y$ of $E$ it satisfies:

1. $\{e' \mid e' \leq e\}$ is finite.
2. $\{e\} \in Con$.
3. $Y \subseteq X \& X \in Con \Rightarrow Y \in Con$.
4. $Y \in Con \& \exists e' \in X. \ e \leq e' \Rightarrow X \cup \{e\} \in Con$.

Definition 2.3.16. We define the history of $e$ by $\lceil e \rceil =_{def} \{e' \in E \mid e' \leq e\}$.

Definition 2.3.17. The set of configurations of a primary event structure is denoted by $\mathcal{P}(\mathcal{E})$ (or $\mathcal{P}_E$ or $\mathcal{P}$ if no confusion arises) and is defined as the set of subsets $X \subseteq E$ which are consistent and left-closed under $\leq$.

It can be proved that $\mathcal{P}(\mathcal{E})$ is a stable family of configurations for $\mathcal{E}$. The translation from stable event structures to prime event structures is presented in §2.3.5.

A stable event structure can be translated into a prime structure by extending and renaming the events, so that each event is augmented with the history of how it occurred in a configuration. Then, even though the events and as such the configurations are different, the domains of configurations of both event structures are isomorphic as partial orders [76].

2.3.4 Event Structures [76, 78]

Definition 2.3.18. An event structure is a triple $\mathcal{E} = (E, \leq, \#)$, where $\leq$ is a partial order on the set of events $E$, called the causality relation and $\# \subseteq E \times E$ is a binary, symmetric and irreflexive relation called the conflict relation, satisfying the following for all $e, e', e'' \in E$.

1. $\{e' \mid e' \leq e\}$ is finite.
2. $e\#e' \& e' \leq e'' \Rightarrow e\#e''$

Event structures can also be seen as prime event structures which satisfy:

$$X \in Con \Leftrightarrow X \subseteq_{\text{fin}} E \& \forall e, e' \in X. \neg(e\#e')$$
Definition 2.3.19. Let $\mathcal{E} = (E, \leq, \#)$ be an event structure. A configuration of $\mathcal{E}$ is defined as a subset of events $X \subseteq E$ such that:

1. $X$ conflict-free: $\forall e, e' \in X. \neg(e \# e')$.

2. $X$ left-closed: $\forall e \in X. e' \leq e \Rightarrow e' \in X$.

As before we let $\lceil e \rceil = \{ e' \in E \mid e' \leq e \}$ and with abuse of notation, for a set $X$ of events let $\lceil X \rceil = \{ e' \in \lceil e \rceil \mid e \in X \}$.

2.3.5 From Stable Event Structures to Prime Event Structures [76]

Given a stable event structure, for which a global partial order on events does not necessarily exist (example 2.3.14), a prime event structure can be derived with global partial order of causal dependency. This requires restructuring the events to include their history, therefore, the derived prime event structure is not isomorphic to the stable event structure. However, it can be proved that their domains of configurations are isomorphic [76].

Definition 2.3.20. Given a stable event structure $\mathcal{E} = (E, \mathcal{C}on, \vt)\vdash$, its associated prime event structure $\mathcal{E}' = (P, \mathcal{C}on_P, \leq)$ is defined as follows.

- The events are
  \[ P = \{ \lceil e \rceil_x \mid e \in x \in \mathcal{V}(E) \} \].

- The global causal dependency is given by
  \[ p' \leq p \iff p' \subseteq p. \]

- The consistency predicate on $P$ is defined as
  \[ X \in \mathcal{C}on_P \iff X \subseteq_{\text{fin}} P \& X \uparrow. \]

The causality relation is defined based on the idea that an event $p$ can occur only after all events $p'$ included in it (representing its history) have occurred. The consistency predicate checks if a set of events is compatible as a configuration.

Theorem 2.3.21. [76] The domain of configurations of a stable event structure $\mathcal{E}$ and its associated prime event structure $\mathcal{E}'$ as defined in definition 2.3.20 are isomorphic.
2.4 Petri nets [57, 53]

Event structures can be viewed as structures giving semantics to Petri nets which are well-known models of true concurrency with a variety of applications. In this section we define Petri nets along with some of the relevant concepts.

Definition 2.4.1. A general Petri net is a tuple $G = (P,T,Pre,Post,M)$, where $P$ is a set of places, $T$ is a set of transitions s.t. $P \cap T = \emptyset$, $Pre \subseteq \mu T \times P$ is the pre-place multi-relation, $Post \subseteq \mu T \times P$ is the post-place multi-relation and $M$ is a non-empty finite multi-set of $P$ called the initial marking of $G$.

A graphical representation of a Petri net consists of circles for places, rectangles for transitions, connecting arcs between transitions and places denoting $Pre$ and $Post$, annotated by their corresponding multi-relation weight and dots in places denoting the markings.

Definition 2.4.2. Define multi-sets $\cdot x =_{def} Pre.\{x\}$ and $x\cdot =_{def} Post.\{x\}$ where $x \in P \cup T$. By abuse of notation we define the same notion for a multi-set $X$ of transitions or places. Namely, $\cdot X =_{def} Pre.X$ and $X\cdot =_{def} Post.X$.

The token game of Petri nets abides by the following rules. A transition $t$ is enabled at a marking $M$ iff $\cdot t \leq M$.

More specifically, an enabled transition consumes $Pre[t,p]$ tokens from $p$ and deposits $Post[t,p']$ tokens in $p'$. This defines a relation between markings represented by $M \xrightarrow{X} M' \iff \cdot X \leq M$ and $M' = M - \cdot X + X\cdot$ where $X$ is a finite multi-set of events. A marking $M$ is said to be reachable iff there is an initial marking $M'$ from which $M$ can be reached by a finite sequence of transitions $X_i$.

Definition 2.4.3. A Petri net is $k$-bounded iff for every reachable marking $M$ and every place $p \in P$, $M(p) \leq k$.

Another important concept is that of safety, as defined below.

Definition 2.4.4. A Petri net is safe iff it is 1-bounded.

Safe nets can be represented as $(B,E,F,M)$ where $B$ is the set of conditions, $E$ is the set of events and $b \in B$ and $e \in E$ represent $b \in B$ being a pre-condition and post-condition of $e \in E$, respectively.
A morphism between general nets preserves the token game and is defined as follows.

**Definition 2.4.5.** [76] A morphism \((\eta, \beta) : G \rightarrow G'\) consists of a partial function \(\eta : T \rightarrow T'\) and a multi-relation \(\beta \subseteq \mu P \times P'\) such that

1. \(\beta . M = M'\)
2. \(\forall t \in T. \beta (\star t) = \star (\eta (t))\)
3. \(\forall t \in T. \beta (t \star) = (\eta (t))\star\)

where we identify \(\eta\) with its graph viewed as a multi-relation, and write \(\star\) for the empty multiset and we denote the application of \(\eta\) to a set \(X\) by \(\eta . X\).

**Definition 2.4.6.** [76] A morphism between safe Petri nets is a folding iff \(\eta\) is total and \(\beta\) can be identified by a total function.

The following defines a subnet of a Petri net.

**Definition 2.4.7.** [76] Let \((\eta, \beta) : G \rightarrow G'\) be a morphism between safe Petri nets. Then \(G\) is a subnet of \(G'\) iff

\[\eta (e) = e' \iff e = e' \text{ and } \beta [b, b'] = 1 \iff b = b'.\]

The following theorem describes the fact that morphisms preserves markings of nets.

**Theorem 2.4.8.** [76] Let \((\eta, \beta) : G \rightarrow G'\) be a morphism of Petri nets. Then \(\beta\) preserves the initial and reachable markings, i.e. if \(M\) is a reachable marking of \(G\) then \(\beta . M\) is a reachable marking of \(G'\). Furthermore, if \(M \xrightarrow{X} M'\) and \(M\) is reachable in \(G\) then \(\beta . M \xrightarrow{\eta . A} \beta . M'\) in \(G'\).

In the following, the properties of morphism between safe Petri nets are described.

**Proposition 2.4.9.** [76] Let \(G_0 = (B_0, E_0, F_0, M_0)\) and \(G_1 = (B_1, E_1, F_1, M_1)\) be two safe Petri nets. Then \(f = (\eta, \beta) : G_0 \rightarrow G_1\) is a morphism iff \(\eta\) is a partial function from \(E_0\) to \(E_1\) and \(\beta\) is a relation between \(B_0\) and \(B_1\) satisfying all the following.

1. \(\beta (M_0) = M_1\) and \(\forall b_1 \in M_1. \exists! b_0 \in M_0. b_0 \beta b_1\)
2. if \(\eta (e_0) = e_1\) then for any \(b_1 \in B_1\)

\[b_1 F_1 e_1 \Rightarrow \exists! b_0 \in B_0. b_0 F_0 e_0 \& b_0 \beta b_1\]

\[e_1 F_1 b_1 \Rightarrow \exists! b_0 \in B_0. e_0 F_0 b_0 \& b_0 \beta b_1\]
3. If \( b_0 \beta b_1 \) then for any \( e_0 \in E_0 \)

\[
e_0 F_0 b_0 \Rightarrow \exists e_1 \in E_1. \; e_1 F_1 b_1 \; \& \; \eta(e_0) = e_1
\]

\[
b_0 F_0 e_0 \Rightarrow \exists e_1 \in E_1. \; b_1 F_1 e_1 \; \& \; \eta(e_0) = e_1
\]
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Compact Unfoldings

Petri nets are well-known models of true concurrency, as models which capture the behaviour of a system in a fairly intuitive and compact manner. However, the complete behaviour of the system is not immediately obvious from the original Petri net, as different choices (conflicts) and concurrent components create various possibilities for different runs of the net - even within the true concurrency framework.

Unfoldings of Petri nets, first introduced in [53] and further formalised in [76] for safe Petri nets, describe the behaviour of the net by unfolding its conflicts and cycles. Unfolding the conflicts results in a unique event being created for every possible history of a transition, namely, the set of elements leading to firing of that transition. In addition to unfolding the cycles, unfoldings of Petri nets can be viewed as true concurrency semantics for the behaviour of Petri nets. However, creating an event for every possible history results in a fast expansion of the unfolding, growing exponentially with the choices available in the net. The problem becomes worse when when dealing with infinite unfoldings which are usually the cases of interest.

The largeness of unfoldings of Petri nets raises the question that can unfoldings be more compact while describing the behaviour of the net? There are other interesting approaches attempting to achieve compactness, including Merged Processes [37], Trellis Processes [23] and $R$-unfoldings [58]. While the nature of the problem is the same, the main difference between the above approaches lies in the objective that each intends to achieve. For example, merged processes are the most compact structures handling unsafeness, Trellis processes have the factorisation property and $R$-unfoldings give semantics for both individual and collective token philosophy and can forget history step
by step.

In our approach, we primarily deal with safe Petri nets. However, our approach is extensible to the general Petri nets as we discuss in the conclusion chapter. Our aim is to unfold the cycles within a net and keep the conflict relation as folded as possible. In other words, we are more interested in representing what events can be fired, how many of them and in what order, rather than how exactly an event occurs in terms of the choices made in its history. It turns out that we can reuse the conditions created to a great extent, if we forget about the exact history of how an event occurred. Therefore, by allowing backwards conflict, instead of creating a new condition for every single possible history of an event firing, the conflicting events firing to the same place are grouped together, as only one of them can occur at a time.

In this chapter we introduce compact unfoldings of safe Petri nets as described above, which are occurrence nets with backwards conflict preserving the token game of the Petri nets. We also present an algorithm for constructing the compact unfoldings of a safe Petri net (with finitely many reachable markings) in a deterministic and more direct manner.

Apart from defining the semantics of Petri nets, unfoldings of Petri nets are extensively used for verification of certain properties for Petri nets, e.g. detection of deadlocks. For the most common of such approaches, the notion of a complete finite prefix is crucial, which was first introduced by McMillan in [51], improved in [22, 38] and further formalised in [39]. We therefore define the complete finite prefix for the compact unfoldings, which makes the verification algorithms based on complete finite prefixes applicable to them.

Closely related to unfoldings of Petri nets, are event structures as models of true concurrency which explicitly capture concurrency and in particular conflicts. The compact unfoldings correspond directly to stable event structures as first introduced by [76]. To our best knowledge, unlike event structures, the relation between Petri nets and stable event structures has not been studied before. Thus, we conclude the chapter with introducing the translation from safe Petri nets into stable event structures and we also present a short comparison of our approach to the other existing ones.
3.1 Unfoldings

In this section we briefly present the traditional unfolding of Petri nets, which unfolds the original net into an occurrence net, as defined below. Occurrence nets can describe the behaviour of nets in a simpler manner, while being easily translatable into other models of concurrent and in particular into event structures. The definitions in this section (3.1) are mostly taken from [76].

Definition 3.1.1. An occurrence net \( O = (B, E, F, M) \) is a safe net satisfying the following constraints.

1. \( \forall b \in M. \ast b = \emptyset \)
2. \( \forall b' \in B. \exists b \in M. b F^* b' \)
3. \( \forall b \in B. \ |\ast b | \leq 1 \)
4. \( F^+ \) is irreflexive and \( \forall e \in E. \{ e' \mid e' F^* e \} \) is finite.
5. \# is irreflexive, where for \( e, e' \in E \) and \( x, x' \in E \cup B \):

\[
\begin{align*}
e # _m e' & \iff_{\text{def}} e, e' \in E \& e \neq e' \& \ast e \cap \ast e' \neq \emptyset \\
x # x' & \iff_{\text{def}} \exists e, e' \in E. e #_m e' \& e F^* x \& e' F^* x'
\end{align*}
\]

The first constraint describes initial markings, while the second one ensures that there are no isolated conditions. The third constraint prevents backwards conflicts, something that we shall change to achieve a different, more compact structure. The fourth constraint guarantees that cycles are unfolded and that events have finite history. Finally, the last constraint defines the binary and irreflexive conflict relation, describing that conflicts are inherited by elements in \( F \) relation.

A conflict-free net is then defined as below.

Definition 3.1.2. Given an occurrence net \( O = (E, B, F, M) \), a set \( X \subseteq E \cup B \) is \#-free or conflict-free iff \( \forall x, x' \in E \cup B. x # x' \).

In occurrence nets, each element can be enabled in a single manner. The elements involved in enabling another element form the history of that element, as defined below.

Definition 3.1.3. We then denote the history of an element \( x \in E \cup B \) of the occurrence net by

\[
[x] =_{\text{def}} \{ x' \in E \mid x' F^* x \}
\]
Moreover, the notion of *concurrency* is captured by the following definition.

**Definition 3.1.4.** The *concurrency* relation \( co \subseteq (B \cup E) \times (B \cup E) \) is defined as

\[
x \ co \ y \iff \neg (x \# y \lor x F^+ y \lor y F^+ x)
\]

and a set \( A \subseteq E \cup B \) is pairwise concurrent written as \( co A \) iff \( \forall x \neq y \in A. \ x \ co \ y \ & \ \forall x \in A. \ [x] \cap \ E \) is finite.

Unfoldings of safe Petri nets are characterised by the following theorem.

**Theorem 3.1.5.** [76] Given a safe Petri net \( G = (B, E, F, M) \), there is a unique occurrence net \( U(G) = (B_0, E_0, F_0, M_0) \) and a folding \( f = (\eta, \beta) : U(G) \to G \) given by \( \beta((e_0, b)) = b \) and \( \eta((A, e)) = e \), for which the following hold.

\[
\begin{align*}
M_0 &= \{ (\perp, b) \mid b \in M \} \\
B_0 &= M_0 \cup \{ (\{e_0\}, b) \mid e_0 \in E_0 & b \in B \ & \eta(e_0) \in \bullet b \} \\
E_0 &= \{ (A, e) \mid A \subseteq B_0 \ & e \in E \ & co A \ & \beta.A = \bullet e \} \\
b_0 F_0 (A, e) &\iff b_0 \in A \\
e_0 F_0 b_0 &\iff b_0 = (\{e_0\}, b)
\end{align*}
\]

**Definition 3.1.6.** [76] The *unfolding* of a safe Petri net is defined as the unique occurrence net and the folding morphism described in theorem 3.1.5.

The following theorem describes a fundamental property of the unfolding of a Petri net, implied by theorem 3.1.5.

**Theorem 3.1.7.** [76] Let \( G \) be a safe net. Its unfolding \( U \) along with folding \( f \) as defined above satisfy:

\[
\forall A \subseteq B_0. \ co A \ & \ \beta. A = \bullet e \Rightarrow \exists! e_0 \in E_0. \ A = \bullet e_0 \ & \ \eta(e_0) = e.
\]

### 3.2 Compact Unfoldings

Although occurrence nets are easily translated into event structures (and thus into a sub-class of stable event structures), the obtained event structures do not take advantage of the main characteristic of stable event structures, namely, that of allowing multiple histories, uniquely enabling an event. This also implies that event structures driven from occurrence nets are not the most compact ones representing the behaviour of the
original net. In order to allow for multiple histories for an event, backwards conflict should be permitted. Allowing backwards conflicts avoids the expansion caused by creating a unique event for each history of an event. In this section, we introduce a new and more compact unfolding of safe Petri nets, where as far as possible conflicts are not unfolded.

Compact unfoldings of Petri nets are defined on structures called occurrence\-nets, defined below.

### 3.2.1 Definitions

**Definition 3.2.1.** An occurrence\-net \( O^- = (B, E, F) \) is a safe net satisfying conditions 1, 2, and 4 of occurrence nets in addition to a modified version of condition 5 of occurrence nets:

\[ S'. \#^- \text{ is irreflexive, where for } e, e' \in E \text{ and } b, b' \in B: \]

\[
\begin{align*}
e\#^- e' & \iff \text{def} \quad e \neq e' \land \exists e \in \bullet e'. b\#^- e' \lor \exists b' \in \bullet e'. b\#^- e \\
e\#^- e & \iff \text{def} \quad \forall e \in \bullet e. e\#^- e' \lor \exists b, b' \in \bullet e. b\#^- e \lor b, b' \notin M \\
b\#^- b & \iff \text{def} \quad \forall e \in \bullet b, e' \in \bullet b'. e\#^- e' \lor b, b' \notin M \\
e\#^- e & \iff \text{def} \quad \exists b' \in \bullet e. b\#^- b' \lor \exists e' \in \bullet e. e\#^- e' \lor b, b' \notin M \\
b\#^- e & \iff \text{def} \quad \text{defined symmetrically.}
\end{align*}
\]

Note that the above recursive definition of \( \#^- \) is well-defined as the predecessor relation \( \bullet x \) is well-founded. As explained previously, occurrence\-nets allow backwards conflict, which results in allowing multiple histories for an event. Therefore, a new notion of conflict needs to be defined, as now two elements can be in conflict when enabled in one way, and not in conflict if enabled in another way. Consider the following example.

**Example 3.2.2.** Consider two simple occurrence\-nets, \( O^-_1 \) (left) and \( O^-_2 \) (right) in figure 3.1. In \( O^-_1 \), we have \( b_3\#^- b_4 \) since \( \forall e \in \bullet b_3, e' \in \bullet b_4, e\#^- e' \), namely, \( e_1\#^- e_3 \land e_2\#^- e_3 \). However, in \( O^-_2 \) we no longer have \( b'_3\#^- b'_4 \), since \( e'_2 \in \bullet e' \land e'_2 \in \bullet e'_4 \) and clearly \( \neg(e'_2\#^- e'_2) \) as \( \#^- \) is irreflexive. More intuitively, in \( O^-_1 \), no matter how \( b_3 \) is enabled, \( b_4 \) cannot be enabled at the same time. However, in \( O^-_2 \), if \( b'_3 \) is enabled through \( e'_2 \), then \( b'_4 \) is also enabled, though if \( b'_3 \) is enabled through \( e'_1 \) then \( b'_4 \) cannot be enabled at the same time. Thus, \( b'_3 \) and \( b'_4 \) are not always in conflict and therefore, not in \( \#^- \).
As the above example shows, we have defined two elements to be in conflict iff they are always in conflict, i.e. no matter how they are enabled, they are in conflict.

A conflict−free occurrence−net is then defined as follows.

**Definition 3.2.3.** Given an occurrence−net $O^- = (E, B, F, M)$, a set $X \subseteq E \cup B$ is #−free or conflict−free iff $\not\exists x, x' \in E \cup B. x\#x'$.

We have explained that in occurrence−nets, elements can be enabled in more than one way. We now formalise this in the definition of the history of an element and that of a set of elements below.

**Definition 3.2.4.** A history of an element $x \in E \cup B$ is a minimal $\subseteq$ #−free subset $H \subseteq \{y \in E \cup B \mid yF^+x\}$ satisfying the following.

1. $\forall y \in (H \cup \{x\}) \cap B. \bullet y \neq \emptyset \Rightarrow \exists y' \in \bullet y. y' \in H$
2. $\forall y \in (H \cup \{x\}) \cap E. \forall y' \in \bullet y. y' \in H$
3. if $T = \emptyset$ then $\bullet x = \emptyset$

The set of histories of $x$ is then referred to by $^*x$ and $[x]_H =_{def} H \cup \{x\}$ denotes a history of $x$ enabling it.

The first two constraints in the definition above describe that for each condition ($b$), one event is selected is its predecessor ($\bullet b$) and that for each event ($e$), all its predecessors ($\bullet e$) should exist in the history $H$. Note that since occurrence−nets are safe, then a condition cannot have more than one predecessor in a history $H$, as otherwise the predecessor events cannot occur together and therefore $H$ cannot be #−free. The last constraint describes the history of initial conditions.
Remark 3.2.5. There is a slight yet deliberate inconsistency among the definition of a history of an element in occurrence nets and that of an event in (stable) event structures (definitions 2.3.12, 2.3.16): in occurrence nets (and hence occurrence nets) an element is not included in its history whereas in (stable) event structures, and event is included in its history. This is only to simplify some of the arguments about the occurrence nets while maintaining the standard definitions for (stable) event structures.

Example 3.2.6. Consider $O^{-}_2$ in figure 3.1 and its condition $b'_4$. Then

\[ \star b'_4 = \{ \{ b'_1, e'_2 \}, \{ b'_1, e'_3 \} \} \]

Lemma 3.2.7. If $x \#^- x'$ then for any history of $x$, $H$, and any history of $x'$, $H'$, $\exists e \in H \cup \{ x \}, e' \in H' \cup \{ x' \}, e \#_m e'$.

Proof. Follows from the definition of $\#^-$; more concretely, from the fact that for any two element $x$ and $x'$, they are in $\#^-$ iff there are always events $e, e'$ in their past where $e \#_m e'$.

Lemma 3.2.8. Let $O^-$ be an occurrence-net s.t. $\forall b \in B. |\star b| \leq 1$. Then $O^-$ is an occurrence net.

Proof. It is clear that all $O^-$ satisfies conditions 1-4 in definition 3.1.1. Thus, we only need to show that $\forall e, e' \in E. e \#^- e' \iff e \#_m e'$ which follows from lemma 3.2.7

Definition 3.2.9. The set of histories of a set $X \subseteq E \cup B$ is defined as

\[ \star S = \{ H \mid H \text{ is a minimal } \subseteq \#^- \text{-free set s.t. } \forall x \in X. \exists J \in \star x. J \subseteq H \} \]

Example 3.2.10. Consider the occurrence-net $O^-_5$ in figure 3.2. For $e_4, e_5$ in $O^-_5$ we have:

\[ \star e_4 = \{ \{ a_1, e_1, b_1 \}, \{ a_1, a_2, e_2, b_1 \} \} \]
\[ \star e_5 = \{ \{ a_2, e_3, b_2, b_3, e_5 \} \} \]
\[ \star \{ e_4, e_5 \} = \{ \{ a_1, e_1, b_1, a_2, e_3, b_2, b_3, e_5 \} \} \]

We can now define a set to be consistent if it has a history, implying that all the elements in the set can occur in some scenario:
Definition 3.2.11. A set $X \subseteq E \cup B$ is consistent iff $^*X \neq \emptyset$.

Furthermore, a concurrent set can then be defined as follows.

Definition 3.2.12. A set $X \subseteq E \cup B$ is concurrent, represented by $co^X$ iff $X$ is consistent and $\forall x, y \in X. \neg (xF^+y \lor yF^+x)$.

A $\#^-$-free yet inconsistent set appears in nets with confusion, as defined below.

Definition 3.2.13. An event $e \in E$ of an occurrence $^-$ net $O^-$ is confusing iff $\exists e', e'' \in E. co^- \{e', e''\} \& \neg co^- \{e, e', e''\}$.

This is in fact an extension of symmetric confusion in Petri nets defined in [53], in the sense that it includes non-immediate conflict between events. Confusing events affect the outcome of the firing transitions, since if a confusing event occurs, it disables (or reflects the impossibility of) the occurrence of two or more concurrent events.

Example 3.2.14. Consider $O^-_1$ in figure 3.1. Then event $e_2$ is confusing as $co^- \{e_1, e_3\}$, whereas $\neg co^- \{e_1, e_2, e_3\}$.

Example 3.2.15. Consider the following occurrence $^-$ net ($O^-_4$). The set $\{c_1, c_2, c_3\}$ is conflict $^-$$^-$$^-$free, as every pair of its elements can occur together under a certain history. However, these three elements cannot occur at the same time, hence they are inconsistent. (Note that all the events $e_1, \ldots, e_5$ are confusing.)

In what follows, we require to refer to the elements in the unfolding and compact unfoldings (to be defined) in an inductive manner. We therefore define the notion of depth for the elements in occurrence and occurrence $^-$$^-$$^-$nets.
Definition 3.2.16. The depth of an element \( x \in E \cup B \) represented by \( d(x) \) of an occurrence net \( O = (B, E, F, M_0) \) is defined as follows, where \( b \in B \) and \( e \in E \).

- \( d(b) = 0 \) if \( \exists M \in M_0, b \in M \)
- \( d(b) = \max \{d(e) \mid e \in E \land eFb\} \)
- \( d(e) = 1 + \max \{d(b) \mid b \in B \land bFe\} \)

The occurrence net restricted to the elements of up to depth \( n \) is denoted by \( O^{(n)} \) with its events and conditions represented by \( E^{(n)} \) and \( B^{(n)} \), respectively.

As before, since the elements in occurrence-\( ^- \)nets can have multiple histories, they may also be assigned different depths. We use the definition of depth for occurrence nets by applying it to a history of an element. Note that given \( x \) an element of an occurrence-\( ^- \)net, \( H \in \ast x \) can be seen as an occurrence net (lemma 3.2.8) and we define \( d(H) = \max \{d(x) \mid x \in H\} \).

Definition 3.2.17. The set of depths of an element \( x \in E \cup B \) represented by \( D(x) \) of an occurrence-\( ^- \)net \( O^- = (B, E, F, M_0) \) is defined as follows, where \( b \in B \) and \( e \in E \).

- \( D(b) = \{d(H_i) \mid H_i \in \ast b\} \)
- \( D(e) = \{d(H_i) + 1 \mid H_i \in \ast e\} \)

The occurrence-\( ^- \)net restricted to the elements which have some depth less than or equal to \( n \) is denoted by \( O^{-(n)} \) with its events and conditions represented by \( E^{(n)} \) and
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$B^{(a)}$, respectively.

**Example 3.2.18.** Consider $O_6^-$ depicted in figure 3.4. Then, $D(a) = \{0\}$, $D(e_1) = \{1\}$ and $D(d) = \{1, 2\}$.

![Figure 3.4: An occurrence−net ($O_6^-$), with the highest depth of 2](image)

### 3.2.2 Compact Unfoldings of Safe Petri Nets

We now define the new compact unfoldings for safe Petri nets. The idea is similar to the traditional unfoldings of Petri nets with the difference that, as far as possible, we do not unfold conflicts. As it follows from the definition of traditional unfoldings of Petri nets where backward conflicts are not allowed, every condition in the unfolding of a net has one preceding event and therefore a single causal path of elements or history. Here, we try to avoid this fast growing expansion by forming the largest possible groups of conflicting events (which fire to the same corresponding place in the original net), which then fire to the same condition in the compact unfolding or unfolding$^-$.

**Definition 3.2.19.** Let $G = (B, E, F, M)$ be a safe Petri net. An unfolding$^-$ $\mathcal{U}^-(G) = (B_1 \subseteq \varphi(E) \times B, E_1 \subseteq \varphi(B_1) \times E, F_1, M_1 \subseteq B_1)$ is a minimal occurrence$^-$ net closed under the following rules, where $\beta^- : B_1 \rightarrow B$ is given by $\beta^-((X, b)) = b$, and $\eta^- : E_1 \rightarrow E$ is given by $\eta^-((A, e)) = e$.

1. $M_1 = \{(\emptyset, b) \mid b \in M\}$

2. if $A \subseteq B_1, e \in E, \beta^-(A) = \bullet e \& co^- A$ then $(A, e) \in E_1$ and $\forall b_1 \in A. b_1 F_1(A, e)$
3. if \( b \in B \), \( X \subseteq^{\text{max}} E_1 \), \((\forall e_1, e'_1 \in X. e_1 \neq e'_1 \& \forall e_1 \in X. \eta^- (e_1) \in \bullet b) \) then \((X, b) \in B_1 \) and \( \forall e_1 \in X. e_1 F_1 (X, b) \)

**Example 3.2.20.** As a simple example consider the safe Petri net \( G_1 \) depicted in figure 3.5. Then \( G_1 \) has a single unfolding \( ^- \) which is isomorphic to \( G_1 \).

![Figure 3.5: A simple safe Petri net, \( G_1 \)](image)

**Example 3.2.21.** As another example, consider the safe Petri net \( G_2 \) along with its unfolding \( ^- \) and traditional unfolding as depicted in figure 3.6. As the conflicting events are kept folded, the exponential expansion occurring in the unfolding is avoided in the unfolding \( ^- \).

As we shall see in the following example, compact unfoldings are not necessarily unique, as in some cases there are choices to be made in grouping conflicting events. The following example is chosen from merged processes of [37], another unfolding semantics for Petri nets, to illustrate compact unfoldings along with their similarities and differences to the traditional unfoldings and merged processes for the interested reader.

**Example 3.2.22.** Consider \( G_3 \) and its unfolding \( U_3 \) as in figure 3.7. Then \( G_3 \) has two unfoldings, one of which is depicted in figure 3.8. More concretely, we had a choice between merging conditions \( c_4 \) and \( c_7 \) or \( c_5 \) and \( c_6 \) in \( U_3 \) and \( U_3^- \) is the result of choosing the latter.

### 3.2.3 Properties of Compact Unfoldings

In this section we describe some of the properties of compact unfoldings.

**Remark 3.2.23.** As mentioned before, safe Petri nets are generally represented by \( G = (B, E, F, M) \) where \( B \) is the set of conditions and \( E \) is the set of events. However, in the rest of this thesis we represent the original Petri net by \( \tilde{G} = (P, T, F, M) \), referring
to $P$ as the set of places and $T$ as the set of transitions. This is to simplify distinguishing the original net from its unfolding or unfolding $^-$.

We start with the concept of *mergeability* where merging two conditions $b, b'$ means replacing $b, b'$ by a single condition $b''$ whose flow relation is the sum of those of $b$ and $b'$.

**Definition 3.2.24.** Conditions $b$ and $b'$ of an occurrence $^-$ net $O^-$ with a folding $f = (\eta, \beta)$ to a general Petri net are *mergeable* iff

1. $\beta(b) = \beta(b')$
2. $\forall e, e' \in \star b \cup \star b', e \# e'$
3. merging $b_1$ and $b_2$ retains the occurrence $^-$ net (i.e. does not create cycles).

**Definition 3.2.25.** An occurrence $^-$ net is *compact* iff it does not have any mergeable conditions.
Example 3.2.26. Consider the unfolding of the net in example 3.2.22. As explained in the example, conditions $c_5$ and $c_6$ and conditions $c_4$ and $c_7$ are mergeable, however, in the unfolding $-\mathcal{U}$, $c_4$ and $c_7$ are not mergeable (anymore) as they do not satisfy conditions 2 and 3 of definition 3.2.24.

Proposition 3.2.27. Unfoldings $-\mathcal{U}$ of Petri nets are compact.

Proof. Follows from condition 3 of the definition of unfolding $-\mathcal{U}$, namely, that for every condition $b = (X, p)$, $X$ is maximal. \qed

The following theorem establishes a property of compact unfoldings corresponding to that of traditional unfolding of Petri nets in theorem 3.1.7. Additionally, it captures that any compact occurrence net with a folding to a Petri net is isomorphic to an unfolding $-\mathcal{U}$ of that net.

Theorem 3.2.28. Consider a general net $\mathcal{G} = (P, T, F, M)$, any unfoldings $-\mathcal{U}_i^- (\mathcal{G}) = (B_i, E_i, F_i, M_i)$ and the folding $f_i = (\eta_i, \beta_i) : -\mathcal{U}_i^- (\mathcal{G}) \rightarrow \mathcal{G}$. Then the following holds

$$co^- S \& \beta_i^- . S = ^*t \Rightarrow \exists! e_i . S = ^*e_i \& \eta_i^- (e_i) = t \quad (\ast)$$

where $t \in T$, $e_i \in E_i$ and $S \subseteq B_i$.

Furthermore, for any occurrence $-\mathcal{U}$ net $\mathcal{O}^- = (B_0, E_0, F_0, M_0)$ and folding $f_0 = (\eta_0, \beta_0) : \mathcal{O}^- \rightarrow \mathcal{G}$ where $\mathcal{O}^-$ is a compact occurrence $-\mathcal{U}$ net satisfying the above property, there
is an isomorphic unfolding $\mathcal{U}_k^\rightarrow$.

**Proof.** For convenience we omit the $\rightarrow$ in this proof.

The first part (property *) follows easily from the definition of the unfolding $\rightarrow$. Given $O = (B_0, E_0, F_0, M_0)$ and the folding $f_0 : O \rightarrow \mathcal{G}$, we define a labelling function $l$ such that $l(O)$ is an unfolding $\rightarrow$.

Let $l$ be defined as follows (note the reuse of the same notation for a set of elements, i.e. $l(S) = \{l(a) \mid a \in S\}$):

- $\forall b_0 \in M_0. \quad l(b_0) = (\bot, \beta_0(b_0))$
- $\forall b_0 \in B_0. \quad l(b_0) = (l^*(b_0), \beta_0(b_0))$
- $\forall e_0 \in E_0. \quad l(e_0) = (l^*(e_0), \eta_0(e_0))$

Since $O$ is compact, it is easy to verify that $l(O)$ as defined above is an unfolding $\rightarrow$.

The following theorem describes the relation between occurrence nets with a morphism to a safe Petri net and unfolding $\rightarrow$-s of that net.
**Theorem 3.2.29.** For any occurrence net $O = (B, E, F, M_0)$ with a morphism $f : (\pi, \gamma)$ to a general net $G = (P, T, F, M)$, there is a unique morphism, $g_i : (\theta, \alpha)$, for each of its unfoldings $\mathcal{U}_i^-(G) = (B_i, E_i, F_i, M_i)$, such that the following diagram commutes.

\[
\begin{array}{ccc}
\mathcal{U}_i & \xrightarrow{f_i} & G \\
g_i \uparrow & \nearrow & f \\
O & & \\
\end{array}
\]

**Proof.** The proof follows a similar reasoning to that of Theorem 7.15 in [30]. We define $g_i$ by defining $g_i^{(n)}$ at each depth.

For depth 0 of the elements in $O$, let $\theta^{(0)}$ be the empty function and

\[\alpha^{(0)}(b, b_i) \iff \exists p \in P. \ p = \gamma(b) \land b_i = (\gamma, M_0, p)\]

where $b \in B(0)$ and $b_i \in B_i(0)$.

For any element in $O$ with depth less than $n$ we define $g_i^{(n)}(x) = g_i^{(n-1)}(x)$. Then for elements of depth $n$ we define:

\begin{equation}
\theta^{(n)}(e) = \begin{cases} 
* & \text{if } \pi(e) = * \\
(A, t) & \text{if } \pi(e) = t \land \alpha^{(n-1)} \cdot e = A 
\end{cases}
\end{equation}

where $d(e) = n$, $d(b) = n$ and $n \in D(b_i)$.

It can then be shown that $g_i : (\theta, \alpha)$ defined as $g_i(x) = g_i^{(n)}(x)$ if $d(x) \leq n$ is a morphism (c.f. theorems 7.15 and 7.11 in [30]). Finally, it is straightforward to verify that $g_i$ is the unique morphism for which the above diagram commutes.

Applying the above theorem to the traditional unfolding of a Petri net yields a stronger morphism between the traditional unfolding of a net and its unfolding $-$, as the following theorem shows.

**Proposition 3.2.30.** Consider a safe Petri net $\mathcal{G}$ and its unfolding $\mathcal{U}$ with the folding $f_0 : \mathcal{U} \rightarrow \mathcal{G}$, and let $\mathcal{U}^-$ be an unfolding $-$ of $\mathcal{G}$ with the folding $f_1 : \mathcal{U}^- \rightarrow \mathcal{G}$. Then
applying theorem 3.2.29 to $\mathcal{U}$ (treated as $O$ in the theorem) yields a total and onto morphism $g : \mathcal{U} \rightarrow \mathcal{U}^-$.

**Proof.** It is clear that $g$ as described above is total, since $\mathcal{U}$ has a folding to $\mathcal{G}$ and therefore, $g$ is defined for all the events and conditions in $\mathcal{U}$.

We show that $g$ is onto by induction on the depth of the elements in $\mathcal{U}$ and $\mathcal{U}^-$. We focus on $\theta$ being onto, from which it follows that $\alpha$ is onto (proposition 2.4.9).

Let $\mathcal{U} = (B_0, E_0, F_0, M_0)$ and $\mathcal{U}^- = (B_1, E_1, F_1, M_1)$.

**Base Case:** It is clear from the definition of morphism that there is a bijection between $B_0^0$ and $B_1^0$. Then it follows that $E_0^{(1)}$ and $E_1^{(1)}$ are isomorphic as well, since for $\mathcal{U}$ we have $co A_0 \& \beta_0 A_0 =^* t \Rightarrow \exists! e_0. A_0 =^* e_0. \eta(e_0) = t$ and for $\mathcal{U}^-$ we have $co^- A_1 \& \beta_1 A_1 =^* t \Rightarrow \exists! e_1. A_1 =^* e_1. \eta_1(e_1) = t$. As initial conditions are concurrent for both occurrence nets and occurrence- nets, each set of initial conditions enabling an event has a matching set of initial conditions in the other structure, enabling a unique corresponding event, which is captured in the definition of $\theta^{(0)}$.

**Induction Hypothesis:** $g^{(n)} : (\theta^{(n)}, \alpha^{(n)})$ is onto.

To show that $\theta^{(n+1)}$ is onto, suppose $(A_1, e)$ is an event of $\mathcal{U}^-$ which has a depth of $n + 1$. Then by definition of unfolding $^-$, $co^- A_1 \& \beta_1 A_1 =^* e$. Now by induction hypothesis, $\exists A_0. \alpha. A_0 = A_1$ and $\beta_0 A_0 =^* e$. Thus, if we show that $co A_0$, by theorem 3.1.7 it follows that $(A_0, e)$ is an event of $\mathcal{U}$ and $\theta^{(n+1)}(A_0, e) = (A_1, e)$, and therefore, $\theta^{(n+1)}$ is onto.

To prove that if $co^- A_1$ then $co A_0$, where $A_0$ and $A_1$ are as described above, note that morphisms preserve the flow relation in nets. Therefore, if $\exists x_0, x_0' \in E_0 \cup B_0. x_0 F_0 x_0'$ and $g(x_0) = x_1, g(x_0') = x_1'$, then $x_1 F_1 x_1'$. Now since $co^- A_1$, then $\exists x_0, x_0' \in A_0. x_0 F_0 x_0'$ as otherwise $\exists x_1, x_1' \in A_1. x_1 F_1 x_1'$ which contradicts $co^- A$.

Moreover, from $co^- A_1$ it follows that $A_1$ is consistent and therefore, must have at least a history $H_1 \in ^* A_1$. By induction hypothesis, $\exists H_0 \in E_0 \cup B_0. g(H_0) = H_1$. Then $H_0$ is $^*$-free, since otherwise: $\exists e_0, e_0' \in H_0. e_0 \#_m e_0'$ which implies $\exists b_0 \in H_0. b_0 \in ^* e_0 \cap ^* e_0'$; and since $g^{(n)}$ is total and morphisms preserve the flow relation, then $\exists e_1, e_1', b_1 \in H_1. b_1 \in ^* e_1 \cap ^* e_1'$. However, this contradicts $H_1$ being $^*$-free and therefore a history and therefore, $H_0$ is $^*$-free.

Thus, we have shown that $A_0$ is $^*$-free and that $\exists x_0, x_0' \in A_0. x_0 F_0 x_0'$ and therefore $co A$. 


Example 3.2.31. Figure 3.9 depicts the morphism from $\mathcal{U}_3$ to $\mathcal{U}_3^\rightarrow$.

![Figure 3.9: Morphism $g : \mathcal{U}_3 \rightarrow \mathcal{U}_3^\rightarrow$ as in theorem 3.2.29 and proposition 3.2.30](image)

We now define the configurations of an occurrence net and occurrence−net. Roughly speaking, the configurations of these structures correspond to a possible history of a set of their elements.

**Definition 3.2.32.** A prefix $w = (B_w, E_w, F_w, M_w)$ of an unfolding or unfolding− $\mathcal{U}(\rightarrow)(G) = (B, E, F, M_0)$ is a subnet of $\mathcal{U}(\rightarrow)$ for which the followings hold.

1. $\forall b \in B_w. b \neq \emptyset \Rightarrow \exists e \in E_w. e \in B_w$
2. $\forall e \in E_w. e \cup e \in B_w$
3. $\forall b \in B_w. b \neq \emptyset \Rightarrow \exists e \in E_w. eFb$.

**Definition 3.2.33.** A configuration $v$ of $\mathcal{U}$ is defined as any conflict-free prefix $w$ of $\mathcal{U}$. The configuration $v$ is maximal iff $\exists x \in B \cup E. x \notin v \& \{v \cup \{x\}\}$ is a configuration’.

**Definition 3.2.34.** A configuration $v^\rightarrow$ of $\mathcal{U}^\rightarrow$ is defined as any consistent prefix $w^\rightarrow$.
of \( U^- \). The configuration \( v^- \) is maximal iff \( \nexists x \in B^- \cup E^- \cdot x \notin v^- \& v^- \cup \{ x \} \) is a configuration'.

It is important to note that when considering a history of a set of elements, \( \#^- \)-freeness coincides with consistency:

**Lemma 3.2.35.** A prefix \( v^- \) of an unfolding \( -U^- \) is \( \#^- \)-free iff it is consistent.

**Proof.** It is clear that if \( v^- \) is consistent then it has at least one history and therefore it is \( \#^- \)-free (lemma 3.2.7). The opposite follows from the definition of consistency. Suppose \( v^- \) is \( \#^- \)-free but not consistent. Then \( \ast v^- = \emptyset \) and \( v^- \neq \emptyset \) (as the empty set is consistent, i.e. if \( v^- = \emptyset \) then \( \ast v^- = \{ \emptyset \} \)). In other words, the set of histories of \( v^- \) cannot be empty unless there is a conflict in the union of histories of the elements in \( v^- \), which is contained in \( v^- \) by definition of prefix. Therefore, \( v^- \) is not conflict-free which is a contradiction. (For more clarity, consider figure 3.3 of example 3.2.15, where \( A = \{ c_1, c_2, c_3 \} \) is a \( \#^- \)-free and yet inconsistent set. Any attempt to expand \( A \) into a prefix results in including two events which are in \( \#^- \).)

In the following theorem we draw a bijection among the configurations of an unfolding and unfolding \( -U^- \) of a safe Petri net. This further implies that every configuration (and hence marking) corresponding to a Petri net is captured by the unfolding \( -U^- \)s.

**Theorem 3.2.36.** The folding \( g = (\theta, \alpha) \) as in proposition 3.2.30 induces a bijection between the configurations of \( U \) and \( U^- \).

**Proof.** We prove this by first showing that the morphism \( g \) defined in proposition 3.2.30 applied to a configuration \( v \) of the unfolding \( U = (B_0, E_0, F_0, M_0) \) yields a configuration \( v^- \) of \( U^- = (B_1, E_1, F_1, M_1) \) and that it is injective. Then we define a morphism from configurations of \( U^- \) to \( U \), showing it yields a configuration in \( U \).

This is straightforward to verify, as firstly, \( g \) is a morphism and preserves \( F \). Therefore, a prefix in \( U \) is mapped to a prefix in \( U^- \). Secondly, since \( v \) is \( \#^- \)-free, \( \nexists e_0, e'_0 \in v \cdot e_0 \cap \cdot e'_0 \neq \emptyset \). Therefore, \( g \) being a morphism, \( \nexists e_1, e'_1 \in g(v) \cdot e_1 \cap \cdot e'_1 \neq \emptyset \) which implies \( g(v) \) is \( \#^- \)-free. By lemma 3.2.35 it follows that \( g(v) \) is consistent and therefore \( g(v) \) is a configuration of \( U^- \). We refer to \( g(v) \) by \( v^- \) in the rest of this proof.

We now show that \( g \) applied to configurations of \( U \) is injective. Suppose we have configurations \( v_1 \) and \( v_2 \) of \( U \) s.t. \( v_1 \neq v_2 \) and \( g(v_1) = g(v_2) = v^- \) where \( v^- \) is a configuration of \( U^- \). Note that since \( v_1 \neq v_2 \), then \( \exists e_1 \in v_1, e_2 \in v_2. e_1 \neq e_2 \& \theta(e_1) = \theta(e_2) \),
which implies for \( b_1 = e_1^* \) and \( b_2 = e_2^* \), \( b_1 \neq b_2 \) & \( \alpha (b_1) = \alpha (b_2) \) (by rule 2 of definition 3.2.32 of prefix and the fact that in \( U, |\mathbf{1}| \leq 1 \)). Thus for \( b_1 = (\{ e_1 \}, p) \) and \( b_2 = (\{ e_2 \}, p) \) let \( b = (X, p) = \alpha (b_1) = \alpha (b_2) \). Clearly, \( \theta (e_1) \in X \) and \( \theta (e_2) \in X \), however, all the events in \( X \) are pairwise in conflict, thus, \( \theta (e_1) \# \theta (e_2) \) . However, that contradicts \( v^- \) being a configuration as such \( v^- \) cannot be consistent.

Since \( g \) applied to configurations of \( U \) yields configurations of \( U^- \) in an injective manner, consider the inverse of \( g \), denoted by \( g^{-1}_{v^-} = (\theta', \alpha') \), where:

\[
\begin{align*}
\theta'(e', e) & \Leftrightarrow \theta (e, e') \& \alpha. e \in v^- \\
\alpha'(b', b) & \Leftrightarrow \alpha (b, b') \& \theta. b \in v^- 
\end{align*}
\]

Note that \( g^{-1} \) is defined for any configuration \( v^- \) as \( g \) applied to an unfolding is total and onto (proposition 3.2.30). Then it is easy to verify that \( g^{-1}_{v^-} \) is a morphism and that \( g^{-1}_{v^-} \) yields a configuration in \( U \), thus, a bijection is constructed.

\[\square\]

### 3.3 Complete Finite Prefix

Apart from defining the semantics of Petri nets, unfoldings of Petri nets are extensively used for model checking of certain properties for Petri nets, such as detection of deadlocks, etc. For the most common of such approaches, the notion of a complete finite prefix is crucial, which was first introduced in [51], improved in [22] and further formalised in [39].

In this section we briefly define the complete finite prefix for unfolding\(^-\). Similar to merged processes, unfolding\(^-\) sufficiently resemble the usual unfoldings with respect to verification. Therefore, the most common model checking approaches based on unfoldings can be adjusted and applied to unfolding\(^-\).

We start by recalling some of the relevant definitions which are mostly taken or inspired from [22, 36].

**Definition 3.3.1.** Given a finite configuration \( v \) of an unfolding or unfolding\(^-\), we define the corresponding marking of \( v \) as follows

\[
\text{Mark}(v) = (\bigcup_{e \in v} e^*) \setminus (\bigcup_{e \in v} e)
\]
Definition 3.3.2. For an event $e_0$ of an unfolding $\mathcal{U} = (B_0, E_0, F_0, M_0)$, let $[e_0] = \{x_0 \in B_0 \cup E_0 \mid x_0 F_0^* e_0\}$. For an event $e_1$ of an unfolding $\mathcal{U}^- = (B_1, E_1, F_1, M_1)$, let $[e_1]_t = t \cup \{e_1\}$ where $t \in {}^*e_1$.

Lemma 3.3.3. For an event $e_0$ of an unfolding $\mathcal{U}$, $[e_0]$ is a configuration of $\mathcal{U}$ and for an event $e_1$ of an unfolding $\mathcal{U}^-$ and $t \in {}^*e_1$, $[e_1]_t$ is a configuration of $\mathcal{U}$.

Proof. The lemma follows immediately from the definitions of configurations and history of events in occurrence net. □

The notions of a partial order relation and cut-off events, fundamental to defining a complete prefix, are defined below.

Definition 3.3.4. A partial order $\prec$ on the finite configurations of the unfolding of a Petri net is an adequate order if is well-founded, refines $\subset$ and is preserved by finite extensions.

Definition 3.3.5. Given a prefix $\omega$ of the unfolding $\mathcal{U}$, an event $e$ of the prefix is a cut-off event with respect to an adequate order $\prec$ iff $\omega$ contains an event $e'$ such that $\text{Mark}([e]) = \text{Mark}([e'])$ and $[e'] \prec [e]$. We denote the set of cut-off events by $E_{\text{cut}}$.

Definition 3.3.6. A prefix $\omega$ of $\mathcal{U}$ is marking-complete iff for every reachable marking $M$ of $\mathcal{U}$, there exists a configuration $v$ of $\omega$ such that $v \cap E_{\text{cut}} = \emptyset$ and $\text{Mark}(v) = M$.

Definition 3.3.7. A marking-complete prefix $\omega$ of $\mathcal{U}$ is complete, if it preserves the firings, i.e. if for each configuration $v$ of $\omega$ such that $v \cap E_{\text{cut}} = \emptyset$ and for all events $e$ of $\mathcal{U}$ such that $e \notin v$ and $v' = v \cup \{e\}$ is a configuration of $\mathcal{U}$, $v'$ is a configuration of $\omega$.

The new definition of cut-off events for unfolding $\mathcal{U}^-$ is as follows.

Definition 3.3.8. Given a prefix $\omega^-$ of the unfolding $\mathcal{U}^-$, an event $e$ of the prefix is a cut-off event with respect to an adequate order $\prec$ iff for all $t \in {}^*\{e\}$, $\omega^-$ contains an event $e'$ such that $\text{Mark}([e]_t) = \text{Mark}([e']_{t'})$ and $[e']_{t'} \prec [e]_t$ for some $t' \in {}^*\{e'\}$.

Given any algorithm for computing an unfolding $\mathcal{U}^-$ of a safe Petri net with finitely many reachable markings, which adds events and conditions in a procedural manner, we define an algorithm for computing a complete finite prefix the unfolding $\mathcal{U}^-$. Our algorithm is based on that of [36], given for traditional unfoldings. More concretely, we have adjusted the condition for which an event is considered for being added to the prefix (algorithm 1, line 7). In our algorithm, let $P.E.$ denote possible extensions representing
the events that can be added in the next stage by the algorithm which computes an unfolding $\omega^-$. 

**Algorithm 1 Complete Finite Prefix**

1: $\triangleright$ Given a Petri net $\mathcal{G}$ (with finitely many initial and reachable markings), computes $\omega^-$, the complete finite prefix of $\mathcal{U}^-(\mathcal{G})$, where P.E. are the possible extensions

2: $\omega^- \leftarrow M_0$

3: $P.E \leftarrow$ possible extensions of $\omega^-$

4: $E_{cut} \leftarrow \emptyset$

5: while $P.E \neq \emptyset$ do

6: choose $e \in \min^\prec P.E$

7: if $\exists t \in \cdot \{e\}. [e]_t \cap E_{cut} = \emptyset$ then

8: $\omega^- \leftarrow \omega^- \cup \{e\}$

9: $P.E \leftarrow$ possible exttensions of $\omega^-$

10: if $e$ is a cut-off event of $\omega^-$ then

11: $E_{cut} \leftarrow E_{cut} \cup \{e\}$

12: end if

13: else

14: $P.E \leftarrow P.E \setminus \{e\}$

15: end if

16: end while

17: $\omega^- \leftarrow \omega^- \cup E_{cut}$
The following results capture some properties of complete finite prefix for unfolding $-$ and prove the correctness of the above algorithm.

**Lemma 3.3.9.** If an event $e'$ is a cut-off event in $\mathcal{U}^-$ of a net, then $\forall e \in \mathcal{U}, g(e) = e' \Rightarrow e$ is a cut-off event, where $g = (\alpha, \theta) : \mathcal{U} \rightarrow \mathcal{U}^-$ is the folding morphism as defined in theorem 3.2.29.

*Proof.* Follows immediately from the definition of cut-off events for unfolding $-$ and the fact that the morphism $g$ preserves the structure, and as such the history of the events of unfolding are mapped.

**Proposition 3.3.10.** The algorithm in [36] (§2.7.1) terminates for the new cut-off definition (definition 3.3.8).

*Proof.* As there is a bijection among the configuration of an unfolding and unfolding $-$ of a net, for any event $e_i$ of an unfolding of a net, there is an event $e$ in its unfolding $-$ and a history $t \in ^*\{e\}$ such that $[e_i]$ and $[e]_t$ are mapped together. Then the event $e$ is a cut-off point of $\mathcal{U}^-$ as long as all such $e_i$ of the $\mathcal{U}$ are cut-offs. Now suppose there is such an $e_i$ which is not a cut-off in the $\mathcal{U}$. Either $[e_i]$ can enable some event $e'_i$ such that $e_i \leq e'_i$ and $e'_i$ is a cut-off or it never yields a cut-off event which means the path following it will eventually stop at $e_d$ (because there are finitely many markings, so either some markings should be repeated or it should stop after finitely many steps).

In the former case, $e'_i$ will be mapped to an event $e'$ enabled by $e$ and the algorithm stops in this path as $e'$ is now a cut-off (recall that the extensions of a cut-off event are cut-offs). In the latter case, $e_d$ is mapped to some event $e'_d$. If $e'_d$ does not enable any event, then the algorithm stops in this path, correctly showing $e'_d$ as a non-cut-off event. If $e'_d$ does enable other events, they can be mapped to from other events of $e_i$ and as such they are cut-offs so the algorithm stops.

**Proposition 3.3.11.** Given $\omega$ the complete prefix of an unfolding $\mathcal{U}$, $g(\omega)$ is a subnet of $\omega^-$, where $\omega^-$ is a complete finite prefix of the unfolding $-$ $\mathcal{U}^-$ corresponding to $\mathcal{U}$ and $g = (\theta, \alpha)$ is the folding morphism from $\mathcal{U} \rightarrow \mathcal{U}^-$ as defined in theorem 3.2.29.

*Proof.* Suppose $e \in \omega$, then either $e$ is a cut-off event or not. If it is not a cut-off event then $g(e)$ cannot be a cut-off either, and therefore, is added to the prefix by the algorithm. If $e$ is a cut-off event, then either $g(e)$ is also a cut-off or not. In the former
case $g(e)$ is added to the prefix by the last line of the algorithm and in the latter case it is added as usual.

Proposition 3.3.12. The prefix constructed by the algorithm 1 is complete.

Proof. Let $\omega^-$ denote the prefix. Then from proposition 3.3.11 it follows that $\omega^-$ is marking-complete. To show that it is also complete, let $v$ be a configuration of $\omega^-$ such that $v \cap E_{cu} = \emptyset$. Now suppose $\exists e \in U^- . e \notin v \in v \cup \{e\}$ is a configuration of $U^-$. Then $e$ is a possible extension of $v$ which is either a cut-off event or not. If it is, then it is added to $\omega^-$ by the last line of the algorithm and if not, it is added to $\omega^-$ as a non-cut-off event in the possible extensions of $v$. Therefore, $\omega^-$ preserves firings.

3.4 An Algorithm for Computing Compact Unfoldings

The definition 3.2.19 of compact unfoldings implies a non-deterministic approach for finding unfoldings of a safe Petri net. In this section we present a deterministic algorithm for computing a compact unfolding of a safe Petri net. The algorithm we provide starts with the initial markings of the net and gradually adds conditions and events related to the existing ones by the flow relation.

Unfolding into occurrence-nets, we are allowing backwards conflict and as per the definition of compact unfoldings, our main goal is to maximise grouping of events in conflict which can fire to a condition. In order to achieve this, before creating a condition corresponding to a place in the original net, we make sure that all the events corresponding to the transitions firing to that place are created first. In other words, we wait for all such events to be created.

Of course it may happen that a certain transition is never enabled in a net or there may be deadlocks, when there is a cyclic dependency between the waiting conditions; that is when two conditions are waiting for events which can only be created after those conditions are added.

Therefore, in our algorithm, we first add conditions which are ready, i.e. conditions for which all the possible preceding events are present. As it may be the case that there are infinitely many ready conditions to be added, we need to stop adding such conditions (and the in between events) at some point, e.g. at the cut-off points, to check and resolve the waiting conditions. Therefore, we assume that the original Petri
net has finitely many reachable markings. Now if the waiting conditions are waiting for an event and the preceding conditions for that event are not waiting to be enabled, then that event is impossible, therefore, we will not wait for it any longer. Otherwise, once all such conditions are removed from the waiting list, there must be a cyclic dependency between the remaining conditions, in which case we can define a function (deterministic or otherwise) to choose one of them.

The following pseudo algorithm gives the high level view of the algorithm. Later in this section we also present an example in order to further clarify the algorithm.

**Pseudo - Algorithm**

**Algorithm 2 Pseudo - Unfold⁻(\(\mathcal{G}\))**

Calculate initial conditions and events of depth 1

Add conditions and events as follows:

**repeat**

\( P_{\text{next}} = \emptyset \quad \triangleright \text{Next round of conditions} \)

**repeat**

\( P_{\text{ready}} = \) Enabled conditions not waiting for any other transitions

Add conditions corresponding to \( P_{\text{ready}} \)

Add \( E_{\text{next}} = \) non-cutoff events newly enabled

**until** \( E_{\text{next}} = \emptyset \)

\( P_{\text{wait}} = P_{\text{next}} \quad \triangleright \text{stating that} P_{\text{next}} \text{ only has waiting conditions now} \)

\( W = \) waiting conditions tagged with transitions they await

\( P_{\text{resolved}} = \text{Resolve}(W) \quad \triangleright \text{Resolve which waiting places should be added} \)

Add conditions corresponding to \( P_{\text{resolved}} \)

\( E_{\text{next}} = \) events newly enabled

**Optional:** Remove cut-off events from \( E_{\text{next}} \)

Add \( E_{\text{next}} \)

**until** \( E_{\text{next}} = \emptyset \)
The complete algorithm for computing an unfolding of a safe Petri (with finitely many reachable markings) is given below.

**Algorithm 3** \textit{Unfold} \textsuperscript{−}(G)

1: \( W = \emptyset \) \quad \triangleright \text{Waiting list}
2: \( M_0 = B = \{(\emptyset, p) \mid p \in M\} \) \quad \triangleright \text{Conditions of the unfolding} \textsuperscript{−}
3: \( E = E_{next} = \text{Next Events}(B, B) \)
4: for \((A, t) \in E\), let \( \eta^-(A, t) = t \) and for \((X, p) \in B\), let \( \beta^-(X, p) = p \)
5: repeat
6: \( P_{next} = \emptyset \)
7: repeat
8: \( P_{next} = P_{next} \cup \{p \in P \mid \eta^-(e) \in \bullet p \text{ where } e \in E_{next}\} \quad \triangleright \text{Enabled places} \)
9: \quad \triangleright \text{Places ready to be added (places not waiting for any other transition)}
10: \( P_{ready} = \{p \in P_{next} \mid \forall t \in \bullet p. \exists e \in E. \eta^-(e) = t \text{ & } \exists b \in B. eFb \text{ & } \beta^-(b) = p\} \)
11: \( P_{next} = P_{next} \setminus P_{ready} \)
12: \( B = B \cup \text{Next Conditions}(P_{ready}, E, B) \)
13: \( E_{next} = \text{Next Events}(B, B_n) \setminus \text{Cut-offs}(E, B, E_{next}) \)
14: \( E = E \cup E_{next} \)
15: until \( E_{next} = \emptyset \)
16: \( P_{wait} = P_{next} \) \quad \triangleright \text{emphasising that } P_{next} \text{ only has waiting places now} \quad \text{Tag waiting places with transitions they await}
17: \( W = W \cup \{(p, T) \mid p \in P_{wait} \text{ & } T = \{t \in \bullet p \mid \exists e \in E. \eta^-(e) = t \text{ & } \exists b \in B. eFb \text{ & } \beta^-(b) = p\} \} \)
18: \( P_{resolved} = \text{Resolve}(W) \) \quad \triangleright \text{Resolve which waiting places should be added} \quad \text{Find new events (corresponding to new places in } B_n \text{)}
19: \( B = B \cup \text{Next Conditions}(P_{resolved}, E, B) \)
20: \( E_{next} = \text{Next Events}(B, B_n) \)
21: \( E = E \cup E_{next} \)
22: until \( E_{next} = \emptyset \)
23: \( eF(X, p) \Leftrightarrow e \in X \)
24: \( bF(A, t) \Leftrightarrow b \in A \)

**Algorithm 4** \textit{Next Events}(B, B_n)

\textbf{return} \( \{(A, t) \mid A \subseteq B \text{ & } A \cap B_n \neq \emptyset \text{ & } t \in T \text{ & } co^- A \text{ & } \beta^- A = \bullet t\} \)
Algorithm 5 \textit{Next\_Conditions}(P,E,B)

\begin{verbatim}
list = \emptyset

for all \( p \in P \) do
    \( E_p = \{ e \in E \mid \eta^{-1}(e) \in \cdot p \land \not\exists b \in B. (\beta(b) = p \land eFb) \} \)
    \( B_p = (E_p, p) \)
    \( list = list \cup \{B_p\} \)
end for
return list
\end{verbatim}

Algorithm 6 \textit{Resolve}(W)

\begin{verbatim}
list = \emptyset

for all \( w = (p, T) \in W \) do
    \( \triangleright \) Check if \( w \) depends on something in waiting list
    if \( \neg \text{Depends}(w,W) \) then
        list = list \cup \{p\} \hspace{1cm} \triangleright \) If not, it is ready to be added
        \( W = W \setminus \{w\} \)
    end if
end for
if list = \emptyset \& W \neq \emptyset then
    \( \triangleright \) There is a cyclic dependency between places
    list = \{w\} where \( w \) is any waiting place in \( W \) (which can be determinised by any
deterministic function of choice)
end if
return list
\end{verbatim}

Algorithm 7 \textit{Depends}(w,W)

\begin{verbatim}
D_w = \emptyset \hspace{1cm} \triangleright \) where \( w = (p, T) \)

for \( t \in T \) do
    if \( \exists (p', T') \in W. p'Ft \) (i.e. there is an acyclic path from \( p' \) to \( t \)) then
        return \textit{true}
    end if
end for
return \textit{false}
\end{verbatim}
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The following proposition proves the correctness of the algorithm.

**Proposition 3.4.1.** Given a safe Petri net \( G \), algorithm 3 computes an unfolding \( - \) of \( G \).

**Proof.** Let \( \mathcal{N} \) be the net obtained by the algorithm. First observe that \( f = (\eta^-, \beta^-) \) forms a folding \( \mathcal{N} \rightarrow G \), which can be easily verified. It then follows that in sub-algorithm 5, \( \forall e, e' \in E_p, e\#^- e' \), as otherwise \( B_p = (E_p, p) \) can have a marking bigger than one, which is not possible since \( G \) is safe and markings are preserved by morphisms (Theorem 2.4.8). Thus, it is clear that \( \mathcal{N} \) is an occurrence \( - \) net. By Theorem 3.2.28, all we need to show is that \( \mathcal{N} \) is compact.

Now consider two conditions \( b, b' \) in \( \mathcal{N} \) where \( b = (X, p) \) & \( b' = (X', p) \). Note that if they can be merged then \( \forall e, e' \in X \cup X', e\#^- e' \). However, if \( \exists e' \in X', \forall e \in X, e\#^- e' \) then based on the algorithm, \( e' \) should have been included in \( X \), unless there was a cyclic dependency between \( b \) and \( b' \). Now suppose condition \( b \) is chosen to be added first. Since condition \( b' \) was dependent on \( b \) and morphisms preserve the flow relation, then once condition \( b' \) is added, we have \( bF^*b' \). Therefore, merging \( b \) and \( b' \) does not preserve the occurrence \( - \) net as it would introduce a cycle. Moreover, since \( bF^*b' \), then it is no longer the case that \( \forall e, e' \in X \cup X', e\#^- e' \). \( \square \)

**Example 3.4.2.** In this example, we describe how the algorithm 3 can be applied to \( G_3 \) to construct \( U_3^- \) (example 3.2.22).

At line 5 of the algorithm we have:

\[ W = \emptyset \]
\[ M_0 = B = \{ (\emptyset, p_1) = c_1, (\emptyset, p_2) = c_2, (\emptyset, p_3) = c_3 \} \]
\[ E = \{ (\{c_1\}, t_1) = e_1, (\{c_2\}, t_2) = e_2 \} \]

In the first round in inner loop (lines 8 to 14) we have:

\[ P_{\text{next}} = \{ p_4, p_5 \}, P_{\text{ready}} = \{ \} \]
\[ B = B \cup \{ \}, E_{\text{next}} = \{ \}, E = E \cup \{ \} \]

After the first run of lines 16 to 18 we have:

\[ P_{\text{wait}} = \{ p_4, p_5 \} \]
\[ W = \{ (p_4, \{t_4\}) = w_1, (p_5, \{t_3\}) = w_2 \} \]

Running \( \text{Resolve}(W) \), we see that \( w_1 \) depends on \( w_2 \) and \( w_2 \) depends on \( w_1 \). Assuming
$w_1$ is chosen, we get: $P_{resolved} = \{w_1\}$. Going through lines 19 to 22 we have:

$B = B \cup \{e_1, p_4\}$

$E_{next} = \{\{c_1, c_4\}, t_3 = e_3\}, E = E \cup E_{next}$

The rest of the conditions and places are added by running through the inner loop.

### 3.4.1 Complete Finite Prefix of Algorithm 3

As mentioned previously, algorithm 1 can be adjusted to fit any algorithm which calculates unfoldings of a net by adding events and conditions in a procedural manner. Here we describe how algorithm 1 can be used in conjunction with algorithm 3.

Observing that in algorithm 3 new events are added in two locations, namely, lines 14 and 22, the conjuncted algorithm for computing a complete finite prefix is as follows.
Algorithm 8 Complete Finite Prefix for algorithm 3

\[
\begin{align*}
W &= \emptyset \quad \triangleright \text{Waiting list} \\
M_0 &= B = \{ (\emptyset, p) \mid p \in M \} \quad \triangleright \text{Initial Marking and Conditions of the unfolding} \\
E &= E_{\text{next}} = \text{Next\_Events}(\emptyset, B, B) \\
E_{\text{cut}} &= \emptyset \\
\text{repeat} \\
P_{\text{next}} &= \emptyset \\
\text{repeat} \\
P_{\text{next}} &= \ldots \\
&\vdots \\
E_{\text{next}} &= \text{Next\_Events}(B, B_n) \\
\text{while } E_{\text{next}} \neq \emptyset \text{ do} \\
&\quad \text{select } e \in \text{min} \prec E_{\text{next}} \\
&\quad \quad \text{if } \exists h \in \ast e, [e]_h \cap E_{\text{cut}} = \emptyset \text{ then} \\
&\quad \quad \quad E_{\text{next}} = E_{\text{next}} \setminus \{e\} \\
&\quad \quad \text{else} \\
&\quad \quad \quad \text{if } e \text{ is a cut-off event of } (B, E, F, M_0) \text{ then} \\
&\quad \quad \quad \quad E_{\text{cut}} = E_{\text{cut}} \cup \{e\} \\
&\quad \quad \text{end if} \\
&\quad \text{end if} \\
&\text{end while} \\
E &= E \cup E_{\text{next}} \\
\text{until } E_{\text{next}} = \emptyset \\
P_{\text{wait}} &= \ldots \\
&\vdots \\
E_{\text{next}} &= \text{Next\_Events}(B, B_n) \\
\text{while } E_{\text{next}} \neq \emptyset \text{ do} \\
&\quad \text{select } e \in \text{min} \prec E_{\text{next}} \\
&\quad \quad \text{if } \exists h \in \ast e, [e]_h \cap E_{\text{cut}} = \emptyset \text{ then} \\
&\quad \quad \quad E_{\text{next}} = E_{\text{next}} \setminus \{e\} \\
&\quad \quad \text{else} \\
&\quad \quad \quad \text{if } e \text{ is a cut-off event of } (B, E, F, M_0) \text{ then} \\
&\quad \quad \quad \quad E_{\text{cut}} = E_{\text{cut}} \cup \{e\} \\
&\quad \quad \text{end if} \\
&\quad \text{end if} \\
&\text{end while} \\
E &= E \cup E_{\text{next}} \\
\text{until } E_{\text{next}} = \emptyset
\end{align*}
\]
3.5 Petri nets to (Stable) Event Structures

Given an occurrence net $O = (B_0, E_0, F_0, M_0)$, one can derive its corresponding event structure $E_0(O) = (E_0, F_0^* \upharpoonright E_0, \#)$. For an occurrence net $O^{-} = (B_1, E_1, F_1, M_1)$ deriving the corresponding stable event structure $E_1 = (E_1, \vdash, Con)$ is similar.

The consistency relation corresponds well to that defined for occurrence $^-$ nets, thus, we define:

$$\forall X \subseteq E_1. X \in Con \iff_d X \text{ is consistent.}$$

Then the enabling relation $\vdash$ can be defined as follows for each event $e$ in $E_1$.

$$X \vdash_{\text{min}} e \iff_{d f} X = T \cap E_0 \text{ s.t. } T \in^* \{e\}$$

$$X \vdash e \iff X \cup \{e\} \in Con \& \exists X' \subseteq X. X' \vdash_{\text{min}} e$$

It is straightforward to verify that the event structure defined above is indeed a stable event structure.

**Example 3.5.1.** The corresponding stable event structure of unfolding $^- U^-_3 = (E, \vdash, Con)$ of $G_3$ in example 3.2.22 is as below.

- $E = \{e_1, e_2, e_3, e_4, e_5\}$
- $Con = \{X \subseteq E \mid e_2 \in X \Rightarrow e_1 \notin X \& e_3 \notin X\}$
- $\{\} \vdash_{\text{min}} e_1, \{\} \vdash_{\text{min}} e_2$
- $\{e_1\} \vdash_{\text{min}} e_3$
- $\{e_1, e_3\} \vdash_{\text{min}} e_4, \{e_2\} \vdash_{\text{min}} e_4$
- $\{e_2, e_4\} \vdash_{\text{min}} e_5$

3.6 Other approaches

As mentioned before, there are different approaches for defining the semantics of a net and for forming a suitable structure for its model checking. Most of such approaches emerge from the notion of unfolding and some of the well-known ones are Trellis Processes [23], Merged Processes [37, 40] and $R_t$ Unfoldings [58].
The key point to observe is that the root of the complexity of the problem of unfolding or unravelling a net remains the same. In other words, in any approach the behaviour of the net in terms of the relation between configurations (or markings) has to be decoded from the original net. Therefore, in any approach the core issues to be addressed are the same, arising from the nature of the problem. Nevertheless, each approach can achieve different objectives while addressing these core issues.

As mentioned before, Trellis processes and $R_t$ unfoldings are both defined for safe nets. Merged processes can handle unsafeness, by allowing unsafeness in their final outcome. In this thesis, unfolding $^-$s are defined for safe Petri nets, however, our approach can be extended to handle unsafeness as well.

Among all these approaches, the merged processes are elegantly defined as the most compact one. However, this is at the cost of the configurations being more complex to define and deal with. They are also not necessarily acyclic and which makes verification approaches based on marking equations less straightforward. Merged processes were initially defined through merging the traditional unfoldings. Later an algorithm for building the merged processes of safe Petri nets was introduced [40], although there are still no algorithms for directly building the merged processes of the unsafe nets.

Trellis processes focus on having the factorisation property. They unfold time but not conflicts. Due to using a height function, Trellis processes are perhaps more flexible than the other approaches. Though, this requires complementing every net to a multi-clock net and the outcome may be different from the original Trellis net and contain non-executable cycles.

In [58] unfoldings are introduced that forget the history step by step. The $R_t$-unfolding is more forgetful than the unfoldings, and less forgetful than unfolding $^-$s. They are also defined for safe nets only.

To sum up, in comparison to the above approaches, unfolding $^-$s are defined for safe Petri nets, although they can be extended to deal with unsafeness directly. Moreover, they unfold cycles while keeping the conflicts as folded as possible. Finally, their complete finite prefixes can be used for verification purposes.
3.7 Conclusion

Traditional unfoldings of Petri nets, while being widely known and used as semantics of Petri nets, have the disadvantage of growing exponentially with the choices of a net as they create an event for every single possible occurrence of a transition in the original net. This also implies that little can be inferred immediately about the markings of the original net, without further computations.

In this chapter we presented compact unfoldings of safe Petri nets. Similar to the traditional unfoldings, they capture all the reachable markings of a general Petri nets, with the difference that they do not create a new event for every single occurrence of a transition, but rather group the conflicting events together. In other words, conflicts remain folded as far as possible. This reduces the size of the new unfoldings significantly compared to their corresponding traditional unfolding.

In addition to describing the behaviour of nets, traditional unfoldings of Petri nets are used extensively for verification of reachability-like problems. The majority of the existing algorithms use a finite prefix of the unfoldings, namely, the complete finite prefix of a Petri net. The notion of a complete finite prefix, also presented in this chapter, can be directly defined for the compact unfoldings and is presented, making them suitable candidates for a large body of existing model checking algorithms. We have also presented a deterministic algorithms for constructing compact unfoldings and their complete finite prefix in a more direct manner.
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Probabilistic Event Structures

As with the non-probabilistic systems, the two approaches of interleaving and partial-order can be taken when considering probabilistic concurrent systems. While probabilistic systems with the interleaving approach have been studied intensively (examples include [73, 18, 11, 27] among many more), applying the true concurrency approach has gained interest over the last decade or so. Similar to the non-probabilistic case where the true concurrency semantics does not distinguish between the behaviours which are equivalent up to reordering of concurrent events, in the probabilistic framework such behaviours should be assigned the same probability.

Taking event structures as simple yet capable models of true concurrency, the most prominent works in this area include randomised non-sequential processes of Volzer [74] and probabilistic event structures of [34, 72, 1, 77]. This thesis focuses on probabilistic event structures as defined in [1] and in this chapter we introduce and justify this choice.

To our best knowledge, the first probabilistic model for event structures in the literature was given in [34], where the author defines probabilistic extended bundle event structures. Similar to stable event structures, bundle event structures allow different possible causes for an event, only one of which can be the cause in a run. The concept of choice is captured by groups of events which are mutually in conflict and enabled at the same time, called clusters. Clusters can be determined statically and maintain the concept of choice internal to the system.

In [72] a domain theoretic view, closely related to the probabilistic powerdomains of [32, 68], was taken by Varacca, Volzer and Winskel [72], where continuous valuations
are defined on the domain of configurations. The notion of non-leaking valuations are defined and constructed on confusion-free event structures and valuations with independence are described. It turns out that for confusion-free event structures, the so-called non-leaking valuations with independence coincide with distributed probabilities as defined by [1].

Randomised Petri nets along with their corresponding probabilistic branching processes defined in [74] focus on free-choice Petri nets only, namely, Petri nets in which the choice between two transitions is not influenced by the behavior of the rest of the system. Therefore, confusion is not dealt with. Finally, the most recent probabilistic event structures defined by Winskel [77] extend existing notions of probabilistic event structures in order to make them suitable for dealing with certain interactions between strategies.

Since we are more interested in probabilistic event structures arising from Petri nets with probabilistic behaviours (rather than being concerned with strategies), and all other such approaches do not address the notion of confusion, in this thesis we work with probabilistic event structures proposed by [1].

As mentioned above, the main objective of a probabilistic concurrent system with partial order semantics consists of finding units of choice in such a way that concurrent units are probabilistically independent. Abbes and Benveniste in [1] define distributed probabilities taking branching cells as units of choice and show that in probabilistic event structures not only does concurrency match probabilistic independence, but also that this cannot be achieved at a grain finer than that of branching cells. Furthermore, they show how finite configurations can be decomposed into branching cells in a dynamic way, where maximal configurations of the branching cells enforce all the conflicts within the cell to be resolved. Local probabilities are assigned to each branching cell and it is shown that this can be extended to a limiting probability measure on the space of maximal configurations. The only constraint required is that of local finiteness which can be viewed as bounded confusion and which is defined later in this chapter.

In this chapter, we first define net-driven stable event structures, by describing characteristics of the stable event structures arising from safe Petri nets (i.e. event structures corresponding to the compact unfoldings, defined previously in chapter 3). We then present the definition of probabilistic event structures and the related concepts as defined by [1]. In order to define probabilistic stable event structures in a similar manner,
we need to confine the stable event structures, and consequently the original Petri net. Thus, we define a certain class of event structures, namely, jump-free (stable) event structures and show that probabilistic jump-free stable event structures can be defined analogously to probabilistic event structures.

### 4.1 Net-driven (Stable or Prime) Event Structures

In the previous chapter we introduced compact unfoldings of safe Petri nets and saw how they could be translated into stable event structures. In this section we define certain characteristics of the stable event structures derived from compact unfoldings. We start by defining the notion of morphism between stable event structures.

**Definition 4.1.1.** [76] Let \( \mathcal{E}_0 = (E_0, \text{Con}_0, \triangleright_0) \) and \( \mathcal{E}_1 = (E_1, \text{Con}_1, \triangleright_1) \) be two stable event structures. A morphism from \( \mathcal{E}_0 \) to \( \mathcal{E}_1 \) is a partial function \( \theta : E_0 \to E_1 \) on events satisfying:

1. \( X \in \text{Con}_0 \Rightarrow \theta.X \in \text{Con}_1 \)
2. \( \{e, e'\} \in \text{Con}_0 \ & \ & \theta(e) = \theta(e') \Rightarrow e = e' \)
3. \( X \triangleright_0 e \ & \ & \theta(e) \text{ is defined} \Rightarrow \theta.X \triangleright_1 \theta(e) \)

A morphism is synchronously if it is a total function.

**Lemma 4.1.2.** Let \( \mathcal{E}_1 = (E, \text{Con}, \leq) \) be a prime event structure. There is an evident natural and obvious map \( I \) mapping \( \mathcal{E}_1 \) to a stable event structure \( \mathcal{E}_0 = (E, \text{Con}, \triangleright) \), where \( X \triangleright_{\text{min}} e \Leftrightarrow X = [e] \setminus \{e\} \). While we do not need it, \( I \) extends to a functor: a morphism of prime event structures is a partial function on events which satisfies certain conditions, and these conditions also make it a morphism of (stable) event structures [75]. (Note: [75] uses ‘event structures’ for what he now and we here call ‘stable event structures’, with a different but equivalent notation.)

**Remark 4.1.3.** In this chapter we identify a prime event structure \( \mathcal{E}_1 \) with \( I(\mathcal{E}_1) \), when required.

Recall the translation from stable event structures into prime event structures in definition 2.3.20: Given a stable event structure \( \mathcal{E}_0 = (E, \text{Con}, \triangleright) \), let \( \Theta(\mathcal{E}_0) \) be the prime event structure \( \mathcal{E}_1 = (P, \text{Con}_P, \leq) \), with isomorphic domain of configurations, defined as follows.
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- $P = \{ \lceil e \rceil_x \mid e \in x \in \mathcal{V}(\mathcal{E}) \}.$
- $p' \leq p \iff p' \subseteq p.$
- $X \in \text{Con}_P \iff X \subseteq \text{fin} P \& X \uparrow.$

Then $\Theta$ extends to a functor: a morphism $E \rightarrow E'$ given by $\theta$: $E \rightarrow E'$ maps to the morphism given by $\{ \lceil e \rceil_x \mid e \in x \in \mathcal{V}(\mathcal{E}) \} \mapsto \{ \lceil \theta(e) \rceil_{x'} \mid \theta(e) \in x' \in \mathcal{V}(\mathcal{E}') \}.$ Moreover, $\Theta$ is right adjoint to the inclusion function $I$ defined above [75] (theorem 4.3).

For a stable event structure $\mathcal{E}_0$ we refer to $\Theta(\mathcal{E}_0)$ as its associated prime event structure.

Let $\text{SES}$ be the category of stable event structures.

**Proposition 4.1.4.** Let $\mathcal{E}_0 = (E, \text{Con}, \vdash )$ be a stable event structure and $\mathcal{E}_1 = (P, \text{Con}_P, \leq ) = \Theta(\mathcal{E}_0)$ be its associated prime event structure, which can also be viewed as a stable event structure via the inclusion $I$. Let $\theta_{\mathcal{E}_0} : \mathcal{E}_1 \rightarrow \mathcal{E}_0$ be the (SES) morphism given by $\theta_{\mathcal{E}_0}(p) = e$ for $p = \lceil e \rceil_x \in P, e \in E \& x \in \mathcal{V}(\mathcal{E}_0)$. Then $\theta_{\mathcal{E}_0}$ is a synchronous morphism in $\text{SES}$. Indeed, though we do not use this, $\Theta : \mathcal{E}_0 \mapsto \theta_{\mathcal{E}_0}$ is a natural transformation from $I\Theta$ to $\text{Id}_{\text{SES}}$, and is the counit of the adjunction between $I$ and $\Theta$ from [75] mentioned above.

**Proof.** The proof follows trivially from the definition of morphism and translation of stable event structures into prime event structures. \qed

In the definition of stable event structures, the consistency predicate $\text{Con}$ is required to satisfy only one condition. Namely, $Y \subseteq X \& X \in \text{Con} \Rightarrow Y \in \text{Con}$. This does not necessarily have to fit with the configurations of the stable event structures. Consider the following example.

**Example 4.1.5.** Let $\mathcal{E} = (E, \text{Con}, \vdash)$ be a stable event structure, where $E = \{ e_1, e_2, e_3, e_4 \}$, $\{ e_1 \} \vdash e_2, \{ e_3 \} \vdash e_4$, $\{ e_1, e_3 \} \notin \text{Con}$ and $\{ e_2, e_4 \} \in \text{Con}$. It is easy to see that even though $e_2$ and $e_4$ are consistent, they can never appear together in a configuration. Therefore, the consistency predicate is not sensible with respect to the configurations.

We therefore define *sensible* event structures as follows.

**Definition 4.1.6.** Let $\mathcal{E}$ be a stable or prime event structure with the consistency relation $\text{Con}$. We say $\mathcal{E}$ is *sensible* iff $\forall X \in \text{Con} \iff \exists v \in \mathcal{V}(\mathcal{E}), X \subseteq v$.

**Lemma 4.1.7.** Prime event structures are sensible.
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Proof. Follows trivially by the definition of prime event structures, in particular property 4 in definition 2.3.15.

The following lemma further describes the relation between a stable event structure and its associated prime event structure.

Lemma 4.1.8. Let $E_0$ be a sensible stable event structure and let $E_1 = \Theta(E)$ be its associated prime event structure. Then we have the following.

$e \leq e' \iff \lceil e \rceil_x \subseteq \lceil e' \rceil_x$

$X \in \text{Con} \iff \forall v \in \mathcal{V}(E_0) \text{ s.t. } X \subseteq v, \{ \lceil e \rceil_v \mid e \in X \} \in \text{Con}_p$

Proof. Follows trivially from the relevant definitions.

So far we have described how the consistency predicate in sensible event structures relates to the configurations of that structure. We now define the notions of conflict and immediate conflict, and show later that they are the source of inconsistency in stable event structures driven from compact unfoldings.

Definition 4.1.9. Two events $e$ and $e'$ of a stable event structure are in conflict under a finite configuration $v$, represented by $e \# v e'$ iff $\{ e \} \cup \{ e' \} \cup v \not\in \text{Con}$. Then two events are in conflict, represented by $e \# e'$, iff $\forall v \in \mathcal{V}. e \# v e'$.

Note that this is in line with the definition of conflict for unfolding$^-s$. The notion of immediate conflicts in the context of a configuration $v$ is then defined as follows.

Definition 4.1.10. Immediate conflict between two events $e$ and $e'$ of a stable event structure under the configuration $v$ is defined as follows.

$e \#_{\mu, v} e' \iff_{\text{def}} v \vdash e \& v \vdash e' \& \#_v \cap (\lceil e \rceil_v \times \lceil e' \rceil_v) = \{(e, e')\}$.

We define $e \#_{\mu} e'$ iff $\forall v, v' \in \mathcal{V}. v \vdash e \& v' \vdash e' \Rightarrow \exists v'' \subseteq v \cup v'. e \#_{\mu, v''} e'$.

Definition 4.1.11. In the following few results, for a set $X \subseteq \text{fin} E$, let $X$ be the set of the sets consisting of exactly one history $\lceil e \rceil_v$ for each event $e$ and configuration $v$ depending on $e$.

In the following definition we specify a special class of stable event structures, namely, net-driven stable event structures. They are called net-driven stable event structures,
because we will show later that they describe the stable event structures arising from safe Petri nets.

**Definition 4.1.12.** A stable event structure $\mathcal{E} = (E, Con, \vdash)$ is called *net-driven* iff it satisfies the following.

1. $\mathcal{E}$ is sensible.
2. $\forall X \subseteq \text{fin } E. X \not\in Con \Rightarrow \forall T \in \mathcal{E}. \exists e_1, e_2 \in \bigcup T. e_1 \#_\mu e_2$
3. $\forall e, e' \in E, v \in \mathcal{V}. e \#_{\mu, v} e' \Rightarrow e \# e'$

Note that from 2 and 3 it follows that for net-driven stable event structures, $\forall X \subseteq E. X \not\in Con \Rightarrow \forall T \in \mathcal{E}. \exists e_1, e_2 \in \bigcup T. e_1 \# e_2$

As mentioned before, the first characteristic describes that the consistency predicate is in line with configurations and the second one implies that the source of inconsistency is a conflict in the past. The last constraint describes that an immediate conflict derived from a net persists (this is because the source of the conflict of two events in the net is a common preceding condition).

The notion of conflict for prime event structures is defined as follows.

**Definition 4.1.13.** Let $\mathcal{E}_1 = (E, Con, \leq)$ be a prime event structure. Define the conflict relation $\#$ between two events by

$$e \# e' \iff \{e, e'\} \not\in Con$$

In the following theorem we show that for the associated prime event structures of a net-driven stable event structure, the consistency predicate corresponds to a binary conflict relation as defined above.

**Theorem 4.1.14.** Let $\mathcal{E}_0 = (E, Con, \vdash)$ be a net-driven stable event structure and let $\mathcal{E}_1 = \Theta(\mathcal{E}_0) = (P, Con_P, \vdash)$ be its associated prime event structure. Then, we have:

$$X \in Con_P \iff X \subseteq \text{fin } P \& \forall p, p' \in X. \neg(p \# p')$$

**Proof.** ($\Rightarrow$) follows from the definition of consistency relation. More precisely, if $\exists p, p' \in X. p \# p'$ then it follows that $p$ and $p'$ are not consistent (by definition of $\#$) and therefore, they are not compatible as configurations of $\mathcal{E}_0$. Thus, $X \not\in Con_P$ which is a contradiction.
(⇐) follows from the definition of net-driven stable event structures. More specifically, suppose by contradiction that there is a finite set of events $X$ s.t. $\forall p, p' \in X. \neg (p \# p')$ and $X \notin Con_p$. Let $X = \{ p_i \mid p_i = [e_i]_{v_i} \& v_i \in V'(E_0) \}$. Since $X \notin Con_p$ this implies that $p_i$ as configurations of $E_0$ are not compatible, in other words, if we let $\bar{X} = \bigcup [e_i]_{v_i}$, then $\bar{X} \notin Con$. Now since $E_0$ is net-driven, then for any $T \in \bar{X}$. $\exists e_1, e_2 \in \bigcup T. e_1 \# e_2$. For such $e_1, e_2$, suppose $p_1, p_2 \in X$. $p_1 = [e]_{v_1} \& e_1 \in p_1 \& p_2 = [e']_{v_2} \& e_2 \in p_2$. Then $p_1$ and $p_2$ are not compatible are configurations of $E_0$, therefore $\{ p_1, p_2 \} \notin Con_p$, which contradicts $\forall p, p' \in X. \neg (p \# p')$. Therefore, $X$ must be consistent, i.e. $X \in Con_p$. 

\[ \Box \]

**Lemma 4.1.15.** Let $E_1 = (E, Con, \leq)$ be a prime event structure such that there exists a binary relation $\#$ such that $e \# e' \iff \{ e, e' \} \notin Con$. Then $E_1$ can also be seen as an event structure $(E, \leq, \#)$. This embedding extends to a functor $I'$ (leaving morphisms $f : E \to E'$ unchanged) from the subcategory of prime event structures generated by binary conflict relation to the category of event structures.

**Remark 4.1.16.** In this chapter we identify prime event structures whose consistency predicate corresponds to a binary conflict relation with their natural embedding $I'$ into event structures, when required.

From the above theorem it follows that a net-driven stable event structure can be associated to an event structure.

**Definition 4.1.17.** Given a net-driven stable event structure $E_0$, we denote by $\Theta'(E_0) = (E, \leq, \#)$ the event structure $E_2 = I'(\Theta(E_0))$, and we refer to $E_2$ as the associated event structure of $E_0$.

In the following lemma we show that the $\#_m$ relation in occurrence $\mathrm{-}$ nets corresponds to the $\#_\mu$ relation for stable event structures.

**Lemma 4.1.18.** Let $\mathcal{U}^\rightarrow = (E, B, F, M_0)$ be an unfolding of a safe Petri net and $E = (E, Con, \rightarrow)$ the corresponding stable event structure as defined in section 3.5. If $e_0 \#_m e_1$, then for $E$ we have:

\[ \forall T \in \star \{ e_0, e_1 \}. \exists e'_0, e'_1 \in \bigcup T. e'_0 \#_\mu e'_1 \]

**Proof.** First observe that if $e_0 \#_m e_1$ as events of $\mathcal{U}^\rightarrow$, then $e_0 \# e_1$ as events of $E$. That is because $e_0$ and $e_1$ have a common preceding condition which causes a conflict under any configuration. Clearly, if $e_0 \#_\mu e_1$ then the condition in lemma is satisfied. Now
if \( \neg(e_0 \# e_1) \), since we know that \( e_0 \# e_1 \), that is \( \forall v \in \mathcal{V}(\mathcal{E}) \). \( e_0 \# e_1 \), then from the definition of \( \#_v \), it follows that \( \exists v_0, v_1. v_0 \vdash e_0 \land v_1 \vdash e_1 \land \#_v \subseteq v_0 \cup v_1 \). \( e_0 \#_v e_1 \). Now since \( \forall v \in \mathcal{V}(\mathcal{E}) \). \( e_0 \#_v e_1 \), then it must be that \( \#_v \subseteq v_0 \cup v_1. v \vdash e_0 \land v \vdash e_1 \) or if such \( v \) exists, then \( \#_v \cap ([e]_v \times [e']_v) \neq \{(e, e')\} \). In either of the cases, it follows that \( \exists e'_0 \in [e_0]_{v_0}, e'_1 \in [e_1]_{v_1}. e'_0 \# e'_1 \).

Now either \( e'_0 \# e'_1 \) or the exact reasoning applies to deduce that \( \exists e''_0 \in [e'_0]_{v_0}, e''_1 \in [e'_1]_{v_1}, e''_0 \# e''_1 \). As the events of \( \mathcal{E} \) have finite histories, then we must reach a point where \( e_0^{(n)} \# e_1^{(n)} \), thus, the condition in the lemma is satisfied. \( \square \)

Finally, we show that the stable event structures driven from compact unfoldings are net-driven.

**Proposition 4.1.19.** Let \( \mathcal{U} = (E, B, F, M_0) \) be an unfolding of a safe Petri net and \( \mathcal{E} = (E, Con, \vdash) \) the corresponding stable event structure as defined in section 3.5. Then \( \mathcal{E} \) is net-driven.

**Proof.** (1) Follows from the translation in section 3.5. More concretely, \( X \in Con \Leftrightarrow X \) (as a set of events in \( \mathcal{U} \) ) is consistent, which is true iff \( X \) has a history \( h \). It is now very easy to verify that \( h \cup X \) is a configuration in \( \mathcal{U} \) and that \( (h \cup X) \cap E \) is a configuration in \( \mathcal{E} \).

(2) Suppose \( X \subseteq E \) and \( X \notin Con \). Then from the definition of \( Con \) (section 3.5) it follows that \( X \) (as a set of events in \( \mathcal{U} \) ) is not consistent. In other words, \( X \) has no history and therefore, any set consisting of a history for each element in \( X \), is not \( \#_v \)-free, i.e. for any such set \( \bar{X} \), \( \exists e, e' \in \bar{X}. e \#_v e' \). Then by lemma 3.2.7 in any history of \( e, H \), and any history of \( e', H' \), \( \exists e_0 \in H \cup \{e\}, e_1 \in H' \cup \{e'\}. e_0 \#_m e_1 \). Finally, by applying lemma 4.1.18 the proposition is proved.

(3) Follows from the fact that conflicts are first introduced in nets when two events share a common preceding condition. More concretely, observe that if \( e \#_{e', e'} \), then \( \exists b \in \bullet e \cap \bullet e' \), as events in \( \mathcal{U} \). Thus, \( e \#_{e', e'} \), which implies \( \forall v \in \mathcal{V}(\mathcal{E}). e \#_{e', e'} \) as events of \( \mathcal{E} \), therefore, \( e \#_{e', e'} \). \( \square \)
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4.2 Probabilistic Event Structures

In this section we define probabilistic event structures as introduced by [1]. We start by presenting the definitions for the relevant concepts.

Remark 4.2.1. A substantial majority of the definitions in this section are taken from [1].

Definition 4.2.2. A subset $P \subseteq E$ is called a prefix of an event structure $\mathcal{E} = (E, \leq, \#)$, if $P = \left\lceil P \right\rceil$.

Definition 4.2.3. Let $\mathcal{E} = (E, \leq, \#)$ be an event structure and let $F$ be a subset of $E$. Then $(F, \leq \mid F, \# \mid (F \times F))$ is an event structure (which is a sub-event structure of $\mathcal{E}$).

Remark 4.2.4. In this chapter, we use $F$ to also refer to the sub-event structure induced by $F$ as above, when no confusion arises.

Configurations can then be viewed as conflict-free prefixes, representing the set of events which can occur in a specific run of an event structure and in that way they can capture the global state of the system. As before, the set of configurations of an event structure $\mathcal{E}$ is represented by $\mathcal{V}(\mathcal{E})$ or $\mathcal{V}$ if no confusion arises.

Definition 4.2.5. A configuration $v$ is maximal iff $\forall v', v \subseteq v' \Rightarrow v = v'$. We denote the maximal configurations of event structure $\mathcal{E}$ by $\Omega(\mathcal{E})$ or $\Omega$ if no confusion arises.

Definition 4.2.6. The future of a configuration $v$ of event structure $\mathcal{E}$ is defined as $\mathcal{E}^v = \overline{\text{def}} (E^v, \leq^v, \#^v)$ where,

- $E^v = \{ e \in E \mid \lceil e \rceil \text{ is compatible with } v \text{ and } e \notin v \}$
- $\leq^v = \leq \cap E^v \times E^v$
- $\#^v = \# \cap E^v \times E^v$

Definition 4.2.7. Given configurations $u \in \mathcal{V}$ and $v \in \mathcal{V}^u$, the concatenation of $u$ and $v$ is defined as $u \oplus v = \overline{\text{def}} u \cup v$.

Definition 4.2.8. We define the subtraction of two configurations $u, v \in \mathcal{V}$ s.t. $v \subseteq u$ as $u \ominus v = \overline{\text{def}} u \setminus v$

In a probabilistic event structure, the probability reflects the notion of choice which arises whenever a conflict is encountered for the first time. Thus, we consider the
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‘first-hand’ conflicts, i.e. conflicts which are not inherited, as constituents of units of choice. The notion of immediate conflict for event structures is formally defined as follows.

**Definition 4.2.9.** Events $e$ and $e'$ are in immediate conflict iff

$$e \#_\mu e' \iff \text{def } \# \cap ([e] \times [e']) = \{(e, e')\}.$$

As we shall see later in this chapter, in probabilistic event structures the configurations are decomposed into units of choices, which are probabilistically independent. To define these units of choice, called branching cells, we need to define a few other concepts, including stopping prefixes, stopped configurations and recursively stopped configurations.

**Definition 4.2.10.** A prefix $B$ is called a stopping prefix if it is $\#_\mu$-closed.

**Proposition 4.2.11.** Given a set $X \subseteq E$ of an event structure, there is a minimal stopping prefix containing $X$ and denoted by $X^*$.

**Proof.** We define $X^*$ as the closure of $X$ under the following conditions.

1. $e \in X^* \land e' \in E \land e \#_\mu e' \Rightarrow e' \in X^*$
2. $e \in X^* \Rightarrow [e] \subseteq X^*$

**Definition 4.2.12.** A configuration $v$ of $\mathcal{E}$ is called $B$-stopped if $v$ is a maximal configuration of $B$; a configuration $v$ of $\mathcal{E}$ is called stopped if $v$ is a maximal configuration of $v^*$.

The main idea behind stopping prefixes is that they keep conflicts and thus choices internal. Stopped configurations then refer to the maximal configurations of such prefixes, representing the maximal possible set of events contained in a stopping prefix.

Unfortunately, it can be shown that the class of stopped configurations is not closed under concatenation (see example 4.2.14). This is undesirable since we want to decompose a configuration into probabilistically independent units. Therefore, a more relaxed notion of stopped configurations is introduced, namely, the recursively stopped configurations or $R$-stopped configurations.
Definition 4.2.13. A configuration $v$ of event structure $E$ is $R$-stopped if there is a sequence of configurations $v_0, \ldots, v_{n-1} \subseteq v_n, \ldots$, for $0 \leq n < N \leq \infty$ such that:

- $v_0 = \emptyset$ and $v = \bigcup_{0 \leq n < N} v_n$, and
- $\forall n \geq 0, n + 1 < N \Rightarrow v_{n+1} \ominus v_n$ is finite and stopped in $E^{v_n}$.

The sequence is called a valid decomposition of $v$ and if $N < \infty$ then $v$ is said to be finite $R$-stopped. Finally, we refer to the set of $R$-stopped configurations of an event structure $E$ by $\mathcal{W}(E)$.

$R$-stopped configurations are in a sense weaker than the stopped configurations. They can be decomposed into steps which are finite and stopped, i.e. steps which keep the choices internal while being finite. It can be shown that $R$-stopped configurations are closed under concatenation. Moreover, it is obvious that finite stopped configurations are $R$-stopped.

Example 4.2.14. The event structure in figure 4.1 (taken from [1]) clarifies the difference between stopped and $R$-stopped configurations. Consider configuration $v = \{e_1, e_3\}$. Then $v$ is not stopped (or $e_5$ should be added) but it is $R$-stopped as $e_3$ is finite stopped in $E^{\{e_1\}}$.

![Figure 4.1: An event structure, $E_1$](image)

Example 4.2.15. In the event structure in figure 4.2, configuration $v = \{e_1, e_3\}$ is not $R$-stopped as $E^{\{e_1\}}$ includes $e_2, e_3$ and $e_4$, thus $e_2$ needs to be added to $v$ in order to make it $R$-stopped.

Therefore, $R$-stopped configurations serve as good candidates for our purpose. What remains is to find a canonical way of decomposing a configuration. Thus, we define branching cells and coverings through branching cells. We first define a few more concepts including that of local finiteness.
Definition 4.2.16. An event structure $E$ is pre-regular, if for every finite configuration $v$ of $E$, the set of initial events in future of $v$, i.e. $\{ e \in E \mid v \oplus \{ e \} \text{ is a configuration}\}$, is finite.

More informally, in pre-regular event structures, for every configuration the next causal step is finite. In other words, at every point, there are finitely many events which are enabled by their causal predecessors. Pre-regular event structures are tightly connected to unfoldings of Petri nets.

Definition 4.2.17. An event structure $E$ is locally finite if for every event $e \in E$, there is a finite stopping prefix of $E$ containing $e$.

Locally finite event structures are also connected to unfoldings of Petri nets, although unlike pre-regular event structures, the unfolding of a safe finite Petri net is not necessarily locally finite. However, if an event structure is pre-regular and confusion-free, then it is locally finite [1]. Therefore, the unfoldings of confusion-free Petri nets are locally finite. An important property implied by local finiteness is that maximal configurations of a locally finite event structure are $R$-stopped (theorem 3.12 in [1]). This is desirable as we shall see when we have defined branching cells.

Remark 4.2.18. From this point onwards we assume that all event structures are locally finite, unless specified otherwise.

Definition 4.2.19. An initial stopping prefix is a non-empty stopping prefix for which the only other initial stopping prefix included strictly in it is $\emptyset$.

Note that initial stopping prefixes may also contain events which are not minimal and also it is not necessarily the case that every minimal event is in an initial stopping prefix.

Remark 4.2.20. For a set of configurations $X$, we denote the subset of its finite con-
figurations by $\mathcal{X}$.

**Definition 4.2.21.** A *branching cell* of an event structure $\mathcal{E}$ and configuration $v$ (ranging over finite $R$-stopped configurations $\mathcal{W}(\mathcal{E})$) is an *initial stopping prefix* of $\mathcal{E}^v$. The set of all branching cells of $\mathcal{E}$ is denoted by $C(\mathcal{E})$ and the set of maximal configurations of a branching cell $c$ is denoted by $\Omega_c$.

**Definition 4.2.22.** The branching cells which are initial stopping prefixes of $\mathcal{E}^v$ for $v \in \mathcal{W}(\mathcal{E})$ are called the branching cells *enabled* by $v$ and their set is denoted by $\delta_{\mathcal{E}}(v)$ of $\delta(v)$ if no confusion arises.

**Example 4.2.23.** The event structure depicted in figure 4.3 has initial stopping prefixes $c_1$ and $c_2$, which do not consists of initial events only, nor do they cover all initial events.

![Figure 4.3: An event structure, $\mathcal{E}_3$, and its initial stopping prefixes](image)

The relation between branching cells and $R$-stopped configurations is closer than appears from the definition. They go hand in hand, describing each other, as can be seen below.

**Lemma 4.2.24.** [1] Let $v \in \mathcal{W}(\mathcal{E})$ be an $R$-stopped configuration of some event structure $\mathcal{E}$. Then there is a valid decomposition $(v_n)$ for $0 \leq n < N \leq \infty$ and a sequence of branching cells $(c_n)$ for $0 < n < N \leq \infty$ such that for $0 \leq n < N - 1$:

- $c_{n+1}$ is a branching cell enabled by $v_n$, and
- $v_{n+1} \ominus v_n$ is maximal in $c_{n+1}$.

Moreover, the $c_n$ are pairwise disjoint. If $(v'_n)$ for $0 \leq n < N'$ and $(c'_n)$ for $0 < n < N'$ is another pair of such sequences, then we have the following equality of sets (where
in particular \( N = N' \).

\[ \{ c_n \mid 0 < n < N \} = \{ c'_n \mid 0 < n < N' \} \]

The above lemma enables us to define the covering of \( R \)-stopped configurations as follows.

**Definition 4.2.25.** Let \( (v_n) \) for \( 0 \leq n < N \) and \( (c_n) \) for \( 0 < n < N \) be two sequences of an \( R \)-stopped \( v \) of an event structure \( E \) as described in lemma 4.2.24. Then the covering of \( v \) is defined as \( \Delta_E(v) = \{ c_n \mid 0 < n < N \} \).

It is important to note that while branching cells decomposing a configuration are disjoint, in general, different branching cells of an event structure may overlap. This is because not all of the events that can potentially constitute a branching cell are enabled at every configuration. Thus, configurations determine their corresponding branching cells and in this way we say that decomposition through branching cells is dynamic.

### 4.2.1 Distributed Probabilities and Probabilistic Event Structures

We are now prepared to define probabilistic event structures. However, the full framework of [1] requires several pages of technical definitions and theorems using sophisticated probability theory. As we are taking the framework as read, and extending it, we will here give only the definitions we need to use explicitly. For the rest of the framework, we sketch the development, and refer the reader to [1] for the details.

Given a space \( \Omega \), a **probability measure** on \( \Omega \) is a function from a suitable collection (technically a \( \sigma \)-algebra) of subsets of \( \Omega \) to the unit interval \([0, 1]\), satisfying the appropriate behaviour for probabilities (the measure of a union of disjoint sets is the sum of the measures).

Now consider an event structure, and let \( \Omega \) be the space of its maximal configurations (which may be finite or infinite, perhaps uncountably infinite). There is a \( \sigma \)-algebra on \( \Omega \) comprising the sets \( \{ \omega \in \Omega : \omega \supseteq v \} \) for each configuration \( v \) – that is, each set is a full subtree of the configuration tree rooted at \( v \). Call this set \( S(v) \) (the **shadow** of \( v \)). The intuition will be that the probability of \( v \) should be equal to the sum of the probabilities of all the maximal configurations \( \omega \) reachable from \( v \) – except that
not all such configurations are probabilistically independent, so the usual probability calculations for non-independent events have to be made.

**Definition 4.2.26.** A probabilistic event structure is a pair \( (\mathcal{E}, \mathbb{P}) \), where \( \mathbb{P} \) is a probability measure on the space of maximal configurations of \( \mathcal{E} \) with the \( \sigma \)-algebra of shadows.

The likelihood function on configurations of \( \mathcal{E} \) is the function \( p(v) = \mathbb{P}(S(v)) \).

Equipping each branching cell with a probability for its maximal configurations, we can construct a specific class of probabilistic event structures, where the corresponding probabilities are called distributed, in the following manner.

Now a theorem of probability known as Prokhorov’s extension theorem is used to allow the abstract definition of probabilistic event structures to be related to a more operational definition where choice probabilities are attached to the possible next events: the probabilities are given locally, instead of in terms of the shadow in the (infinite) future.

The branching cells of the event structure provide the connection between causal independence and probabilistic independence.

**Definition 4.2.27.** A locally finite event structure \( \mathcal{E} \) is locally randomised if each branching cell \( c \in C \) is equipped with a local transition probability \( q_c \) on the set \( \Omega_C \) of configurations that can be chosen within the cell.

It can be shown that such a locally randomised event structure generates a probabilistic event structure in the previous sense.

**Definition 4.2.28.** For a locally randomised event structure \( (\mathcal{E}, (q_c)_{c \in C}) \), the likelihood function \( p : \overline{W} \to [0, 1] \) is defined as:

\[
\forall v \in \overline{W}, \quad p(v) = \prod_{c \in \Delta(v)} q_c(v \cap c)
\]

where \( \Delta(v) \) denotes the covering of \( v \) in \( \mathcal{E} \).

\( p \) is indeed the likelihood function of the generated abstract probabilistic event structure.

This likelihood function in turn induces a probability measure \( \mathbb{P}_B \) on the (countable) space \( B \) of stopping prefixes of \( \mathcal{E} \); and the full probability measure \( \mathbb{P} \) can be derived from \( \mathbb{P}_B \) via a construction called the distributed product and the Prokhorov exten-
sion theorem. Hence the measure $\mathbb{P}$ is called the distributed product of the branching probabilities $\{q_c : c \in C\}$.

Finally, it can be shown that the above definition of likelihood function can also be applied to the space of $R$-stopped configurations of $\mathcal{E}$.

Thus [1] obtains a definition of probabilistic event structures in which local choice probabilities are attached either to branching cells or to $R$-stopped configurations.

### 4.3 Probabilistic Jump-free Stable Event Structures

In this section we consider adjoining probabilities to stable event structures. We start by presenting the definition of concepts analogous to those of probabilistic event structures. Our aim is to derive an isomorphism between the events of branching cells of net-driven stable event structures and their associated event structure. It turns out that such isomorphism exists if the stable event structures are jump-free, as we shall define later in this section.

**Remark 4.3.1.** We assume that the stable event structures in this section are net-driven unless stated otherwise.

#### 4.3.1 Branching Cells on Stable Event Structures

We now define branching cells for stable event structures, in a similar manner and show that in general, unlike the branching cells of event structures, they do not form the units of choice.

**Definition 4.3.2.** A subset $P \subseteq E$ is called a prefix of a stable event structure $\mathcal{E}^-$ iff $\forall e \in P. \exists X \subseteq P. X \vdash e$.

**Definition 4.3.3.** Let $\mathcal{E}^- = (E, Con, \vdash)$ be a stable event structure and let $F$ be a subset of $E$. Then $(F, Con \upharpoonright \varphi(F), \vdash \upharpoonright (\varphi(F) \times F))$ is a stable event structure (which is a sub-event structure of $\mathcal{E}$).

**Remark 4.3.4.** In this chapter, we use $F$ to also refer to the sub-event structure induced by $F$ as above, when no confusion arises.
Configurations can then be viewed as consistent prefixes and the set of configurations of an event structure $\mathcal{E}^-$ is represented by $\mathcal{V}^-(\mathcal{E}^-)$ or $\mathcal{V}^-$ if no confusion arises. Concepts of compatibility of configuration and maximal configurations are defined as for event structures and we represent the set of maximal configurations of event structure $\mathcal{E}^-$ by $\Omega^-(\mathcal{E}^-)$.

**Definition 4.3.5.** The future of a configuration $v$ of event structure $\mathcal{E}^-$ is defined as $\mathcal{E}^-v = (E^v, \text{Con}^v, \vdash^v)$ where,

- $E^v = \{ e \in E \mid \{e\} \cup v \in \text{Con} \text{ and } e \notin v \}$
- $\text{Con}^v = \text{Con} \upharpoonright E^v$
- $\vdash^v = \vdash \upharpoonright E^v$

Recalling definitions of $\#_{\mu,v}$ (definition 4.1.10), the stopping prefix $-$ for stable event structures is defined as below.

**Definition 4.3.6.** A prefix $B^-$ is called a stopping prefix if it is $\#_{\mu,v}$-closed in the following sense:

$$\forall v \subseteq B^-. e \in v \implies \exists e' \in E. e\#_{\mu,v}e' \Rightarrow e' \in B$$

The notions of $B^-$-stopped and stopped configurations for stable event structures are similar to those of event structures. However, unlike event structures, given $X$ a subset of events, a canonical stopping prefix including $X$ cannot be derived. This is because in the definition of prefix for stable event structures an event can have different sets of events enabling it. Thus, these notions are defined as follows.

**Definition 4.3.7.** A configuration $v$ of $\mathcal{E}^-$ is called $B^-$-stopped if $v$ is a maximal configuration of $B^-; a$ configuration $v$ of $\mathcal{E}^-$ is called stopped if there is a stopping prefix $B^-$ such that $v$ is $B^-$-stopped.

Stopping prefix $-$s of a net-driven stable event structures have a close relation with the stopping prefixes of their associated event structure. To expand this further, we first observe the relation between $\#_{\mu,v}$ of a stable event structure and $\#_{\mu}$ of its corresponding event structure.

**Lemma 4.3.8.** Consider $\mathcal{E}^-$ and $\mathcal{E} = \Theta'(\mathcal{E}^-)$. Then we have $e\#_{\mu,v}e' \iff [e]_v\#_{\mu}[e']_v$

**Proof.** Follows trivially from the definitions of $\#_{\mu,v}, \#_{\mu}$ and $\Theta'$. \qed
Using the above lemma we can describe the relation between stopping prefix $\Sigma^- \tau$ and stopping prefixes as follows.

**Proposition 4.3.9.** Consider $\Sigma^-$ and $\Sigma = \Theta'(\Sigma^-)$. Then we have: $B^-$ is a stopping prefix $\tau$ of $\Sigma^-$ iff $\Theta'(B^-)$ is a stopping prefix of $\Sigma$.

**Proof.** It is easy to verify that $B^-$ is a prefix $\tau$ of $\Sigma$ iff $B = \Theta'(B^-)$ is a prefix as well (follows from the definition of $\Theta'$ and $\tau$ being a morphism). Also, from lemma 4.3.8 it follows that $B^-$ is $\pi, \tau$-closed (for $v \subseteq B^-$) iff $B$ is $\pi$-closed.

**Definition 4.3.10.** A configuration $v$ of event structure $\Sigma^-$ is $R$-stopped if there is a non-decreasing sequence of configurations $(v_n)$ for $0 \leq n < N \leq \infty$ such that:

- $v_0 = \emptyset$ and $v = \bigcup_{0 \leq n < N} v_n$, and
- $\forall n \geq 0, n + 1 < N \Rightarrow v_{n+1} \ominus v_n$ is finite stopped in $\Sigma^{-v_n}$.

The sequence is called a valid decomposition of $v$ and if $N < \infty$ then $v$ is said to be finite $R$-stopped. Finally, we refer to the set of $R$-stopped configurations of an event structure $\Sigma^-$ by $W(\Sigma^-)$.

**Definition 4.3.11.** A stable event structure $\Sigma$ is pre-regular, if for every finite configuration $v$ of $\Sigma$, the set $\{ e \in \Sigma \mid v \oplus \{e\} \}$ is finite.

**Definition 4.3.12.** A stable event structure $\Sigma$ is locally finite if for every event $e \in \Sigma$, there is a finite stopping prefix of $\Sigma$ containing $e$.

**Definition 4.3.13.** As before, an initial stopping prefix is a non-empty stopping prefix which the only other initial stopping prefix it includes strictly is $\emptyset$.

**Definition 4.3.14.** A branching cell of a stable event structure $\Sigma^-$ and configurations $v$ ranging over $W(\Sigma^-)$ is an initial stopping prefix of $\Sigma^v$. The set of all branching cells of $\Sigma^-$ is denoted by $C(\Sigma^-)$ and the maximal configurations of a branching cell $c$ is denoted by $\Omega_c^{-}$.

**Definition 4.3.15.** The branching cells which are initial stopping prefixes of $\Sigma^{-v}$ for $v \in W(\Sigma^-)$, are called the branching cells enabled by $v$ and their set is denoted by $\delta_{\Sigma^-}(v)$ or $\delta^-(v)$ if no confusion arises.
### 4.3.2 Probabilistic Event Structures and Stable Event Structures

Probabilistic event structures as defined by [1] and presented in the previous sections are powerful structures, coping beautifully with the notion of conflicts by viewing them as probabilistically independent units of choices. Therefore, in this section we study if similar structures can be defined for (net-driven) stable event structures. More concretely, as branching cells are at the core of probabilistic event structures, it would be interesting if the branching cells of net-driven stable event structures and their associated event structures were isomorphic. However, that is not always the case as the following example shows.

**Example 4.3.16.** Consider the stable event structure $\mathcal{E}^-$ in figure 4.4 and its associated event structure $\mathcal{E}$ in figure 4.5, where the dashed curved lines represent immediate conflicts. More concretely, for $\mathcal{E}$, let $e_1 \#_\mu e_2, e_2 \#_\mu e_3, e_3 \#_\mu e_4, e_4 \#_\mu e_5, e_5 \#_\mu e_7$. The dotted curved line shows immediate conflict under a particular configuration; in this case $e_6 \#_\mu (e_1) e_7$. For $\mathcal{E}'$ we have $e_1 \#_\mu e_2, e_2 \#_\mu e_4, e_4 \#_\mu e_5, e_5 \#_\mu e_7, e_7 \#_\mu e_6$.

As it can be seen from the figures, $\mathcal{E}$ has two branching cells ($c_1$ and $c_2$), while $\Theta(\mathcal{E})$ has only one. To expand this, suppose we want to construct the branching cells of $\mathcal{E}'$. Consider the configuration $v_1 = \{e_2, e_4, \ldots\}$. Having event $e_2$ implies that events $e_1, e_3, e_4, e_5, e_7$ and $e_6$ must be added to the branching cell to comply to $\#_\mu$-closure. Thus, $e_6'$ is not in this branching cell, but in the next branching cell, consisting of $e_6'$ only. However, in the stable event structure, both $e_6$ and $e_6'$ of $\mathcal{E}'$ are represented by event $e_6$ of $\mathcal{E}$. Therefore, it is not possible to cover $\mathcal{E}$ in any manner that is consistent with the covering for $\mathcal{E}'$. 

![Figure 4.4: A (net-driven) stable event structure $\mathcal{E}^-$](image-url)
Remark 4.3.17. Note that although in this example $c_2$ does not reflect any choice being made, more complex examples exist where all branching cells have a choice to make. Therefore, it is not possible to resolve this at the probabilistic level, e.g. by trying to combine a number of branching cells with respect to their probabilities.

Analysing this example (and concept) further, it can be seen that this problem arises due to an event $e$ of the stable event structure representing two events of its mapping event structure (e.g. $e_1$ and $e_2$) which belong to different branching cells of the event structures (e.g. $e_1 \in c_1$ and $e_2 \notin c_1$). That is when we will encounter a problem when mapping the branching cells of one structure to another. Note that for all such events, $e_1 \# e_2 \& \neg e_1 \# e_2$. Therefore, they cannot be the initial events of a configuration, as the conflict in their past must be resolved before any of them occurs. Therefore, the reason they are grouped in the same branching cell is that at least one of them is connected to the source of conflict in their past via a chain of events in immediate conflict.

Thus, to achieve isomorphic branching cells and avoid the above situation, we consider the stable event structures (and their associated event structures) which do not allow for these cases, namely, those structures which are jump-free.

Definition 4.3.18. An event structure is jump-free iff $\forall e, e' . \ e < e' \Rightarrow \exists e_1, \ldots, e_k . k > 1 \& e \# e_1 \& e_i \# e_{i+1} \& e_k \# e'$, for $1 \leq i \leq k$.

Similarly, a jump-free stable event structure is defined as below.

Definition 4.3.19. A stable event structure is jump-free iff $\forall e, e' . \ e < v \ e' \Rightarrow \exists e_1, \ldots, e_k . k >$
1 \& e_{\# \mu, v_0} e_1, e_i \# \mu, v_i e_{i+1}, e_k \# \mu, v_k e', \text{ for } 1 \leq i \leq k-1 \& v_i \subseteq v.

**Example 4.3.20.** The stable event structure in figure 4.5 is not jump-free as either of the chains of events $e_3, e_4, e_5, e_7$ and $e_1, \ldots, e_7$ break jump-freeness.

Jump-free event structures are simpler to deal with, as, unlike event structures, they are **flat** in the following sense.

**Proposition 4.3.21.** The branching cells of jump-free event structures (as initial stopping prefixes) consist of initial events only.

**Proof.** Suppose $c$ has non-initial events and let $e \in c$ be such event s.t. $\exists e_0 \in c. e_0 < e \& \nexists e_1 \in c. e < e_1$. Then there exists an initial event $e'$ s.t. $\exists e_0 \in c. e_0 < e' \& e' < e$. Noting that $c$ is an initial stopping prefix and therefore, $\nexists c' \subseteq c$, then in the formation of $\{e'\}^\ast$, $e$ can only be added to achieve the closure of $\# \mu$. Therefore, there must be a chain of events $e_1, \ldots, e_k$ s.t. $e_i \# \mu e_1, e_i \# \mu e_{i+1} \& e_k \# \mu e$. Observe that $k > 1$ as otherwise $\neg(e \# \mu e_1)$. Therefore, above chain forms a jump which is a contradiction and as such $c$ only consists of non-initial events.

The same holds for stable event structures as expressed in the following proposition.

**Proposition 4.3.22.** The branching cells of jump-free stable event structures (as initial stopping prefixes) consist of initial events only.

**Proof.** The proof follows a similar reasoning to that of event structures, noting that for all the initial events in $E^v$, $\# \mu$ is resolved meaning $\forall v' \in V'(E^v). e \# \mu, v' e' \Rightarrow e \# \mu e'$. □

**Lemma 4.3.23.** Let $E^-$ be a net-driven stable event structure and let $E = \Theta'(E^-)$ be its associated event structure. Then we have

$$e \# \mu, v e' \leftrightarrow [e]_v \# \mu [e']_v.$$  

**Proof.** Follows trivially from lemma 4.1.8 and definitions of $\#_{\mu, v}$ and $\#_\mu$. □

**Lemma 4.3.24.** Let $E$ be a jump-free net-driven stable event structure. Then $\Theta'(E)$ is jump-free.

**Proof.** Follows trivially from lemmas 4.1.8 and 4.3.23. □
We now show that the branching cells covering the configurations of a stable event structure are isomorphic to those of the corresponding configurations of its associated event structure. We start by proving the following lemma.

**Lemma 4.3.25.** Let $E^-$ be a net-driven stable event structure and let $E = \Theta'(E^-)$ be its associated event structure. Then, for $p \neq p'$ if $\Theta(p) = \Theta(p') \Rightarrow p\#p' \& \neg(p\#_p p')$.

**Proof.** Suppose $\Theta(p) = \Theta(p') = e$, then $p = [e]_v$, $p' = [e]_{v'}$. Let $v_0$ be the subset of $v$ s.t. $v_0 \vdash_{min} e$ and similarly, let $v_1$ be the subset of $v'$ s.t. $v_1 \vdash_{min} e'$. By the stability axiom it follows that $v_0 \cup v_1 \notin \text{Con}$. It is then obvious that $p\#p'$. Since $E^-$ is net-driven, it follows that $\exists e_0 \in v_0, e_1 \in v_1, e_0\#e_1$, and therefore, $[e_0]_v \# [e_1]_v$ and since $[e_0]_v < [e]_v$ and $[e_0]_{v'} < [e]_{v'}$ it follows that $\neg(p\#_p p')$. □

Recalling that the configurations of a stable event structure and its associated event structure are isomorphic, we show in the following theorem that the branching cells of a jump-free net-driven stable event structure and its mapping event structure are isomorphic.

**Theorem 4.3.26.** Given a jump-free net-driven stable event structure $E^-$ and its mapping event structure $E = \Theta'(E^-)$, $C$, the set of branching cells of $E$, is isomorphic to $C^-$, the set of branching cells of $E^-$. 

**Proof.** We use the morphism $\theta$ as in proposition 4.1.4 to prove this theorem. First consider configuration $\nu$ of $E$ and $\nu' = \theta(\nu)$ of $E^-$. Since configurations of $E$ and $E^-$ are isomorphic, it is clear that $\exists e \in E \setminus \nu \land \{e\} \in \mathcal{V}'(E) \iff \exists e' \in E^- \setminus \nu' \land \{e'\} \in \mathcal{V}'(E^-)$. In other words, every initial event in future of $\nu$ has an associated initial event in future of $\nu'$ and vice versa. Let $E^\nu_0$ and $E^-\nu'$ represent the initial events of each structure, respectively. Then we show that $\theta$ yields a bijection between $E^\nu_0$ and $E^-\nu'$.

Suppose $e, e' \in E^\nu_0$ and $\theta(e) = \theta(e') = e''$. By lemma 4.3.25 it follows that $e\#e'$ and $\neg e\#_{\mu} e'$, i.e. there is a conflict in their past. But this is a contradiction as they are both initial events in future of a configuration which is conflict-free. As shown above, every initial event in future of $\nu'$ has an associated event in future of $\nu$, therefore, $\theta$ (applied to initial events $E^\nu$) is onto (for initial events of $E^-\nu$). It then follows that $\theta$ yields a bijection between the events of $E^\nu_0$ and $E^-\nu'$, making them isomorphic.

Furthermore, as we are dealing with the initial events that can occur in future of $\nu'$ i.e. immediately after $\nu'$, the immediate conflict relation among the events of $E^-\nu'$
is resolved, in the sense that it does not depend on any configuration in \( E_0^{-v'} \), and therefore, is obviously compatible with the immediate conflict relation of \( E_0^v \). Thus, the branching cells of \( E_0^v \) and \( E_0^{-v'} \) are isomorphic, which implies the branching cells of \( E \) and those of \( E^- \) are isomorphic.

Recalling that the configurations of a net-driven stable event structure and its associated event structure are isomorphic, the most important result of theorem 4.3.26 is that the covering of any configuration in a stable event structure is exactly the same as that of its corresponding configuration in its associated event structure. That is because the configurations in the future of two isomorphic configurations are also isomorphic and therefore, two isomorphic configurations have isomorphic coverings. Therefore, all the probabilistic properties of branching cells of event structures are applicable to those of stable event structures, and as such, all the probabilistic machinery described in section 4.2.1 for event structures can be applied to net-driven jump-free stable event structures. Thus, for example, the likelihood function for a stable event structure \( E^- \), \( p^- : \mathcal{W}^- \rightarrow \mathbb{R} \) is defined as:

\[
\forall v \in \mathcal{W}^-, \quad p^-(v) = \prod_{c \in \Delta^-(v)} q_c(v \cap c)
\]

### 4.4 Conclusion

In this chapter we have introduced a new class of stable event structure called net-driven stable event structures, which describe major properties of stable event structures driven from general Petri nets. We have then presented the definition of probabilistic event structures as defined by [1]. Required concepts of stopping prefix, stopped configurations, \( R \)-stopped configurations, locally finiteness, branching cells and local transition probabilities have been defined, which help in assigning probabilities to finite \( R \)-stopped configurations. Since for local finite event structures maximal configurations are also \( R \)-stopped [1], then branching cells decompose maximal configurations in an elegant, recursive and dynamic manner. They can be considered as units of choice constituting a configuration, which resolve choices and confusions internally. The most important result is that branching cells are the finest grain units for which choices are resolved independently from each other, therefore, “concurrency matches probabilistic independence” [1].
Our aim was to prove that the solid results of [1] can also be applied to stable event structures. We therefore studied if configurations of stable event structures can be decomposed in the same manner, and proved that although this is not the case in general, by avoiding certain structures, this can be achieved. More concretely, we defined the new concept of jump-free event structures and stable event structures for which the branching cells consist of events which are not causally related. We then proved that for such stable event structures and their associated event structures, the branching cells are isomorphic. Thus, probabilistic jump-free stable event structures were defined in a similar manner to probabilistic event structures of [1].
Chapter 5

Probabilistic Event Structure Logic

Temporal logics and their verification over concurrent and reactive systems have been studied intensely over the last decades. The most well-known logics implementing the interleaving approach include LTL [60], CTL[13], CTL*[13], L_μ[43] (which are usually defined on labeled transition systems) and POTL[59], ISTL[35] and TLC[5] as partial order logics. Logics which implement the true concurrency approach are fairly recent, and there is space for their further exploration. Main examples of these logics include SFL[25] (inspired by [31]) and TCL[8].

The same division can be found for probabilistic logics over concurrent systems. Major work has been achieved on studying and defining probabilistic logics with the interleaving approach. Probabilities were foremost adjoined to linear temporal logics, with the interpretation that a property is (almost) surely satisfied (i.e. with probability 1). Such logics were defined both on finite Markov chains [46, 61, 29, 4, 62] and extended Markov models which can capture both notions of nondeterminism and probabilistic choice [73, 17, 62].

Later, the logics PCTL and PCTL* [28, 6] were developed over discrete Markov chains which could directly express quantitative properties of such systems. Further studies introduced interpretations of PCTL and PCTL* on Markov models incorporating nondeterministic and probabilistic behaviour [11, 12, 44, 7, 45]. The interpretations of these logics over such systems requires a notion of strategy or policy and furthermore, due to existence of nondeterminism, only maximal/minimal probabilities can be defined on each scenario.

As mentioned before, to our best knowledge, there are no probabilistic logics with the
true concurrency semantics. Therefore, in order to define such a logic on probabilistic event structures, new relations need to be defined between configurations. These relations should be able to capture different types of interactions between groups of events such as $R$-stopped configurations. For example, when dealing with $R$-stopped configurations, one cannot immediately apply the non-probabilistic logics such as SFL or POTL to, for example, describe an action (event) that can causally follow a configuration. Consider the following example.

\begin{example}

Consider $E_1$ depicted in figure 5.1. Then existence of event $e_1$ implies occurrence of $e_3$ in an $R$-stopped configuration $v = \{e_1, e_3\}$. Now let us consider a configuration which is caused by $v$. As an example, event $e_4$ can causally follow $v$, however, its occurrence in a configuration implies existence of $e_6$. Therefore, $v$ can progress to $v' = \{e_1, e_3, e_4, e_6\}$ and the events in $v$ and $v'$ are related both causally and concurrently.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{event_structure.png}
\caption{Event structure $E_1$}
\end{figure}

Thus, the relation between configurations need not be purely causal or concurrent and as such it encompasses causality and concurrency by implying a new notion of progression.

In this chapter we introduce the logic PESL which is defined on probabilistic event structures in a number of layers, describing properties related to events, configuration and the interactions between $R$-stopped configurations. In this framework, PESL can describe properties related to scenarios, such as ‘it is unlikely that a configuration (scenario) can lead to an undesirable one’. We start by the definition of its syntax and semantics, followed by a description of its expressivity and conclude by a model checking algorithm for finite systems.

\begin{remark}

Note that although logics such as ISTL can differentiate concurrency from non-determinism, they achieve this through grouping of possible interleavings
into different sets. Therefore, it can be argued that they do not truly have the true concurrency semantics.

5.1 Definitions and Concepts

We define the logic PESL on \( R \)-stopped configurations of probabilistic event structures as defined in the previous chapter. The logic is structured over a number of layers, describing configurations in terms of their constituting events and the relation between \( R \)-stopped configurations. We start by introducing definitions of different relations between \( R \)-stopped configurations.

**Definition 5.1.1.** A configuration \( v \) enables an event \( e \) denoted by \( v \vdash e \) iff \( e \notin v \) \& \( \lceil e \rceil - \{ e \} \subseteq v \) and \( v \cup \{ e \} \) is conflict-free.

**Definition 5.1.2.** We denote immediate causality of events by \( e \rightarrow e' \) iff \( e < e' \) \& \( \not\exists e'' \. e < e'' \& e'' < e \).

The following definition defines a notion related to causality between \( R \)-stopped configurations. Compatibility of two configurations is defined as below.

**Definition 5.1.3.** Two configurations \( v \) and \( v' \) are compatible if \( v \cup v' \) is a configuration. The union of compatible configurations is then represented by \( v \circledast v' \) = \( \text{def} \ v \cup v' \) and we also use \( v \circledast v' \) to denote that \( v \) and \( v' \) are compatible.

Recalling definition 4.2.7 of concatenation of configurations \( (v \circledast v') \), we define a progression step of a configuration as follows.

**Definition 5.1.4.** For configurations \( v \) and \( v' \) we write \( v \rightarrow v' \) iff \( v' = v \circledast (\circledast v_i) \) where \( v_i \) are maximal configurations of branching cells \( c_i \in \delta(v) \) s.t. \( \exists e \in v, e' \in c_i \. e \rightarrow e' \).

Note that if \( v \rightarrow v' \) then \( v' \) is clearly \( R \)-stopped as the \( c_i \)s added to the covering for \( v \) form a covering for \( v' \).

**Example 5.1.5.** Consider the event structure \( \mathcal{E}_2 \) as in figure 5.2 and its configuration \( v = \{ e_1, e_3, e_8 \} \). Then \( v \) can lead to \( v' \) ( i.e. \( v \rightarrow v' \)) where \( v' = v \cup \{ e_4, e_6, e_9 \} \). Note that \( c_1 \) is not enabled unless \( e_{13} \) is added to \( v \).

The following definition relates configurations which are completely concurrent.
Definition 5.1.6. For configurations \( v \) and \( v' \) we write \( v \parallel v' \) iff \( \forall e \in v, e' \in v' \cdot e \co e' \).

In the following definition, we define synchronisation of two \( R \)-stopped configurations.

Definition 5.1.7. For configurations \( v, v' \) and \( v'' \) we write \( (v, v') \not\parallel v'' \) iff \( v'' \) is a minimal \( R \)-stopped configuration such that \( v \otimes v' \otimes E \subseteq v'' \) where \( E \subseteq \{ e'' \in E \mid \exists e \in v, e' \in v'. e \neq e' \land e \rightarrow e'' \land e' \rightarrow e'' \land v \otimes v' \vdash e'' \} \) and is non-empty.

Example 5.1.8. Consider the event structure \( E_3 \) as in figure 5.3. Configuration \( v = \{ e_1, e_2 \} \) can synchronise with \( v' = \{ e_3, e_4 \} \) into \( v'' = \{ e_5, e_8 \} \), i.e. \( (v, v') \not\parallel v'' \).

In order to define the probabilistic operator for PESL, we first define the notion of conditional probability for two configurations.

Definition 5.1.9. Given a probabilistic event structure \((E, \mathcal{P})\), the probability of a configuration \( v \) occurring given configuration \( v' \) has occurred is defined in the usual way, as follows.
\[
\mathbb{P}(v | v') = \begin{cases} 
0 & \text{if } v \cup v' \text{ is not a configuration} \\
\frac{\mathbb{P}(v \otimes v')}{\mathbb{P}(v)} & \text{otherwise}
\end{cases}
\]

Note that \(\mathbb{P}(v \otimes v')\) represents the probability of the event that \(v\) and \(v'\) occur, in other words, the intersection of the events that \(v\) occurs and \(v'\) occurs as well.

Next, we define the conditional probability of any configuration from a set of \(R\)-stopped configurations \(V\) occurring, given that an \(R\)-stopped configuration \(v\) has occurred. Since the branching cells of \(R\)-stopped configurations decompose a configuration into probabilistically independent units, the probability of any configuration of a set of configurations occurring corresponds to the probability of the union of those configurations.

**Definition 5.1.10.** Given a probabilistic event structure \((E, \mathbb{P})\) and a finite set \(V = \{v_1, \ldots, v_n\}\) of \(R\)-stopped configurations of \(E\), the conditional probability of any of the configurations in \(V\) occurring, if \(v\) has occurred is defined as:

\[
\mathbb{P}(V | v) = \mathbb{P}(v_1 | v) - \sum_{i \neq j} \mathbb{P}(v_i \cup v_j | v) + \ldots + (-1)^{n+1} \mathbb{P}(v_1 \cup \ldots \cup v_n | v)
\]

### 5.2 Syntax and Semantics

We can now define the syntax and semantics for PESL, by describing each level of logic. The event-level formulae are represented by \(\eta\) formulae, while the configuration-level formulae are represented by \(\alpha\) formulae. Probabilistic formulae over \(R\)-stopped configurations are then defined by logical formulae \(\phi\) which in turn incorporate \(\psi\) formulae describing the relation between \(R\)-stopped configurations through the operators defined previously.

#### 5.2.1 Event-Level formula

Given a set of events \(E\), the basic properties of an event \(e \in E\) are described by formulae in the form \(\eta\) according to the following syntax:

\[
\eta ::= tt \mid a \mid \neg \eta \mid \eta \land \eta' \mid \forall \eta \mid \leq \eta \mid \geq \eta
\]
where \( a \) is an atomic proposition, \( \forall \) is the concurrency operator and \( \leq, \geq \) are the causality operators.

The formulae over events are interpreted in the context of a set of events \( (X \subseteq E) \). The semantics for \( \eta \) formulae are given below, where \( Q : E \rightarrow \wp(\wp) \) is a validator function for the set of atomic propositions \( AP \).

**5.2.1.** \( \forall e \in E. \ e \models_X \top \)

**5.2.2.** \( e \models_X a \iff a \in Q(e) \)

**5.2.3.** \( e \models_X \neg \eta \iff e \not\models_X \eta \)

**5.2.4.** \( e \models_X \eta \land \eta' \iff e \models_X \eta \land e \models_X \eta' \)

**5.2.5.** \( e \models_X \forall \eta \iff \exists e' \in X. \ e' \models_X \eta \land e \mathbin{\text{co}} e' \)

In other words, an event \( e \) satisfies a formula \( \forall \eta \) if \( \eta \) is satisfied concurrently by another event.

**5.2.6.** \( e \models_X \leq \eta \iff \exists e' \in X. \ e' \models_X \eta \land e \leq e' \)

In other words, an event \( e \) satisfies a formula \( \leq \eta \) if \( \eta \) is satisfied by an event in the potential causal future of \( e \).

**5.2.7.** \( e \models_X \geq \eta \iff \exists e' \in X. \ e' \models_X \eta \land e \geq e' \)

In other words, an event \( e \) satisfies a formula \( \geq \eta \) if \( \eta \) is satisfied by an event in the causal past of \( e \).

### 5.2.2 Configuration-Level Formulae

Let \( E \) be an event structure. The properties of configurations of \( E \) are described by \( \alpha \) formulae according to the following syntax.

\[
\alpha ::= \neg \alpha \mid \alpha \land \alpha' \mid \forall \eta \mid \exists \eta \mid ?\eta
\]

The semantics for the configuration-level formulae are interpreted under the context of a set of events \( (X \subseteq E) \), as follows.

**5.2.8.** \( v \models_X \neg \alpha \iff v \not\models_X \alpha \)

**5.2.9.** \( v \models_X \alpha \land \alpha' \iff v \models_X \alpha \land v \models_X \alpha' \)
5.2.10. \( v \models X \phi \iff \exists e \in v. \ v \models_\gamma \eta \)

5.2.11. \( v \models X \phi \iff \exists e \in v \setminus X. \ v \models_\gamma \eta \)

5.2.12. \( v \models X \phi \iff \exists e \in X. \ v \models_\gamma \eta \)

5.2.3 PESL

Let \((E, P)\) be a probabilistic event structure. A PESL formula capturing properties of \(R\)-stopped configurations of \(E\) is defined as:

\[
\phi := \alpha \mid \neg \phi \mid \phi_1 \land \phi_2 \mid P \sim \lambda \psi
\]

where \(P\) is the probabilistic operator, \(\sim\) is one of the comparators \(<, >, \leq, \geq, =, \lambda\) is a real number and \(\psi\) describes a set of \(R\)-stopped configurations according to the following syntax.

\[
\psi := \rightarrow \phi \mid \phi_1 U \phi_2 \mid \| \phi \mid \phi_1 \lambda \phi_2
\]

The \(\rightarrow\) operator corresponds to the next configuration as in definition 5.1.4, the \(U\) operator is the until operator on a path of \(\rightarrow\)-related configurations, the \(\|\) describes concurrent configurations as in definition 5.1.6 and finally the \(\lambda\) operator captures synchronisation of configurations as in definition 5.1.7.

We are now ready to present the semantics of PESL over \(R\)-stopped configurations which assure maximal progression with respect to executable immediate conflict. In other words, for \(R\)-stopped configurations the (probabilistically) dependent choices are resolved. The semantics for PESL formulae are as follows.

5.2.13. \( v \models X \alpha \) as defined above (§5.2.2).

5.2.14. \( v \models X \neg \phi \iff v \not\models X \phi \)

5.2.15. \( v \models X \phi_1 \land \phi_2 \iff v \models X \phi_1 \) and \( v \models X \phi_2 \)

5.2.16. \( v \models X P \sim \lambda \psi \iff P(V_{\psi, v} | v) \sim \lambda \)

where \(P(V_{\psi, v} | v)\) refers to the probability of occurrence of any of the configurations in \(V_{\psi, v}\) as in definition 5.1.10 and \(V_{\psi, v}\) is defined in the following.
Remark 5.2.17. If the context $X$ is not explicitly mentioned, then we are referring to the empty set. In other words, let $v \models \phi$ iff $v \models \emptyset \phi$.

Given a formula $\psi$ and an $R$-stopped configuration $v$, we define the $V_{\psi,v}$, the set of $R$-stopped configurations captured by $\psi$ as follows.

5.2.18. $V_{\rightarrow \phi,v} = \{ v_i \mid v_i \models^v \phi \land v \rightarrow v_i \}$

5.2.19. $V_{\phi \cup \phi',v} = \{ v_n \mid \text{there is a path } \pi : v \rightarrow v_1 \rightarrow^* v_n \text{ s.t. } v_n \models^{v_n-1} \phi' \land$ for every other configuration $v_i$ in the path $v_i \models^{v_i-1} \phi$, where $0 \leq i < n$ and $v_0 = v \}$

5.2.20. $V_{\parallel \phi,v} = \{ v_i \mid v_i \models^v \phi \land v \parallel v_i \}$

5.2.21. $V_{\phi \triangledown \phi',v} = \{ v_i \mid \exists v'. v' \text{ is a } R\text{-stopped and minimal } \subseteq \text{ configuration s.t. } (v,v') \nprecedes_v v_i \land v' \models^v \phi \land v_i \models^{(v \triangledown v')} \phi' \}$

5.3 Expressivity

PESL is in many ways incomparable to any of the other existing logics in the related areas. On the one hand, as mentioned before, PESL is the first probabilistic logic with truly concurrent semantics defined for a model of true concurrency in the literature. On the other hand, because it is defined over $R$-stopped configurations, a notion of progression step is introduced which does not have a parallel in other logics (probabilistic or non-probabilistic). Therefore, in this section we attempt to describe a relatively full picture of its expressivity, comparing it to other logics such as pCTL and SFL for comparable properties.

Generally, the major advantage of probabilistic logics is that they achieve a more realistic and detailed expressivity over the behaviour of systems. As an example, a system which may fail with a very small probability will be labelled by a non-probabilistic logic as a failing system without any indication of how unlikely it is to fail, whereas a probabilistic logic assigns a likelihood to each desirable or undesirable scenario, describing the behaviour of a system in a more detailed and quantitative manner.

As mentioned above, a crucial difference between PESL and other existing logics for event structures (both with interleaving and true concurrency semantics) is that given
the definition of probabilistic event structures using branching cells, an atomic action between configurations is not necessarily a single event but a particular set of events. This follows from the fact that in probabilistic event structures probabilities are assigned to $R$-stopped configurations covered by branching cells. Therefore, it is both interesting and important to note the new notion of progression defined by the $\rightarrow$ operator used by the logic. As example 5.1.5 shows, the idea is that given an $R$-stopped configuration, there are a number of units of choices enabled to be resolved. These choices between events may be grouped together in a branching cell, or may be concurrently enabled in separate branching cells. Thus, $\rightarrow$ defines in some way a notion of maximal progression in terms of resolving all the enabled units of choices possible. To clarify, by being enabled here we mean that the given configuration is causally required to enable those choices (branching cells). Calling this progression a step, then since steps are defined in between groups of events, they are neither purely causal nor concurrent but possibly a mixture of these. Therefore, it must be emphasised that PESL describes the flow of scenarios described by events grouped together and in that sense it is different from other existing logics for concurrent systems. The examples in this section are aimed to clarify this difference.

We believe that the notion of step and this kind of view of the system fits the concept of true concurrency in concurrent systems, as no order is enforced on a set of concurrent events. Therefore, defining the interleaving space created by such events is neither required nor justified. Instead, we view configurations as scenarios which can lead to other scenarios in a progressive, synchronising or concurrent manner (or a combination of them).

We also show that as a probabilistic logic, PESL is as expressive as pCTL over paths of configurations defined by steps of progression ($\rightarrow$). In terms of its qualitative expressivity, PESL can express certain properties as other true concurrency logics such as SFL and LTC. The main differences lie in the expressive power resulting from using fixed points in those logics expressivity of the notion of causality between events. On the other hand, PESL directly expresses properties related to synchronisation of configurations, which is not possible in general by SFL. This also appears to be the case for LTC, as it is not immediately clear if the logic can express synchronisation properties at least in a direct manner.
We now explain the above facts in more details along some examples. PESL, in addition to its propositional fragment, consists of three major fragments, namely, those of progression, concurrency and synchronisation. We present examples of expressivity of PESL for each of these fragments.

Remark 5.3.1. It should be noted that the configuration-level formulae \((\alpha)\) assigned to the configurations play an important role in the expressive power of PESL. This is because the expressive power of \(\alpha\) formulae directly affects the expressivity of the logic. For example, another logic describing configurations such as ESL can be used instead of the configuration-level formulae. Clearly if the underlying configuration-level logic is more powerful then we obtain a much more expressive logic. However, it will be very difficult to distinguish between the expressivity achieved by the probabilistic layer and the lower layer and to determine the possible overlapping of the two. We therefore have selected a very basic logic for the lower layer formulae on configurations and focus more on the expressivity achieved in between configurations rather than that of the structure of a configuration.

5.3.1 Progression

The operators \(\rightarrow\) and \(U\) are used for expressing properties on paths formed by progression of configurations with respect to the choices enabled at each step. We show that the progression fragment of PESL can be interpreted as encoding the logic pCTL over a tree-structured Markov chain.

Recall that a Markov chain is defined as below.

**Definition 5.3.2.** A (discrete time) Markov chain is a tuple \(\mathcal{M} = (S, \mathbb{P}_M, AP, L)\) where \(S\) is a countable set of states, \(AP\) is a set of atomic propositions, \(L : S \rightarrow 2^{AP}\) is a labelling function and \(\mathbb{P}_M : S \times S \rightarrow [0, 1]\) is the transition probability function such that for all states \(s, \sum_{s' \in S} \mathbb{P}_M(s, s') = 1\).

Recall the definition of pCTL over Markov chains:

\[
\phi := a \mid \phi \land \phi' \mid \neg \phi \mid \mathcal{L}_{\sim \lambda} \psi
\]
where
\[ \psi := \to \psi \mid \psi_1 U \psi_2. \]

The semantics for the propositional fragment of pCTL is as expected, and the semantics of the probabilistic operators over a Markov chain \( \mathcal{M} \) is defined as below, with \( \pi[i] \) representing the \( i \)th state on the path \( \pi \).

5.3.3. \( s \models P \sim \lambda \psi \) iff \( \mathbb{P}_M(\{\pi \in \text{Paths}(s) \mid \pi \models \psi\}) \sim \lambda \).

5.3.4. \( \pi \models \phi \) iff \( \pi[0] \models \phi \).

5.3.5. \( \pi \models \to \psi \) iff \( \pi[1] \models \psi \).

5.3.6. \( \pi \models \psi_1 U \psi_2 \) iff \( \exists j \geq 0. (\pi[j] \models \psi_2) \& \forall k. 0 \leq k < j \& \pi[k] \models \psi_1 \).

Note that for both pCTL and PESL, the operator \( U \) can be used in the usual way to capture that a formula \textit{eventually} (or dually \textit{always}) holds, along a \( \to^* \) path, as defined below.

\[ \Diamond \psi := \text{def} \ it \ U \ \psi, \ \Box \psi := \text{def} \ \neg \Diamond \neg \psi \]

**Theorem 5.3.7.** The logic PESL encodes pCTL interpreted over progressive paths (formed by \( \to^* \)) of configurations.

**Proof.** We first build the Markov chain as required by pCTL and then show PESL can encode all operators of pCTL.

Let \( S_E \) be the \( R \)-stopped configurations of the event structure \( \mathcal{E} \). Then the Markov chain whose states are such configurations can be constructed as \( \mathcal{M}_{S_E} = (S_E, \mathbb{P}_E, AP, L) \). The probability of a transition is then defined as \( \mathbb{P}_E(v, v') = \mathbb{P}(v'|v) \) where \( v \rightarrow v' \). Since for any configuration \( v \), all the configurations \( v' \) such that \( v \rightarrow v' \) are pairwise in conflict, then the progressive paths correspond to paths in pCTL and furthermore, \( \mathbb{P}(\{v' \mid v \rightarrow v'\}) = \sum \mathbb{P}(v') \). Consider the sub-event structure \( \mathcal{E}' = \bigcup c_i \) where \( c_i \)'s are the branching cells covering each \( v' \backslash v \) (and \( v \rightarrow v' \)). Then from the definition of \( \rightarrow \) it follows that \( v' \backslash v \) form the maximal configurations \( \mathcal{E}' \). Since \( \mathbb{P}(v'|v) = \mathbb{P}'(v' \backslash v) \) (c.f. lemma 5.5. and proposition 5.6. of [1]) where \( \mathbb{P}' \) is the probability measure for \( \mathcal{E}' \), then \( \sum_{v \rightarrow v'} \mathbb{P}(v'|v) = \sum_{v \rightarrow v'} \mathbb{P}'(v' \backslash v) = \sum_{v_i \in \Omega(\mathcal{E}')} \mathbb{P}'(v_i) = 1 \) (note that all configuration of different \( c_i \)'s are compatible with each other). Furthermore, it is clear that the above
structure has the Markov property, although this is only because each state has all the past information within itself.

As for the operators, first observe that in \( \mathcal{M}\) a path of configurations is in fact a configuration itself. Therefore, it is easy to see that if \( \pi(v) \models \phi \) then \( v \rightarrow \pi[1] \) & \( \pi[1] \models \phi \). Similarly, noting the only difference between the \( U \) operators in pCTL and PESL is that in the latter the path has the length at least 1, the \( U \) operator of pCTL can be simulated by \( \pi(v) \models \phi_2 \lor (\phi_1 \land \phi_1 U \phi_2) \). Thus, computing the probability a set of paths is the same as computing the probability of a set of configurations. It therefore follows that the progressive fragment PESL encodes the behaviour of pCTL and as such all the related expressivity results follow.

Immediate results of the above theorem include expressivity of almost sure repeated reachability \((P=1(\Box P=1(\Diamond ?a)))\), persistence probabilities \((P \sim \lambda (\Diamond P=1(\Diamond ?a)))\) and repeated reachability probabilities \((P \sim \lambda (\Diamond P=1(\Box P=1(\Diamond ?a))))\). It is known that pCTL can express properties that CTL fails to do, such as \( P=1(\Diamond ?a) \). On the other hand, it fails to express some CTL properties such as \( \forall \Diamond a \) (for infinite paths). A similar argument to the proof of theorem 5.3.7 can be used to show that the same applies to PESL. Thus, in PESL we cannot describe the property that for all paths (i.e. configurations) \( v' \) starting in a state (e.g. configuration \( v \) s.t. \( v \rightarrow^* v' \)) it holds that \( v' \models \Diamond \alpha \). Dually, it cannot express that there is no path \( v' \) such that \( v' \models \Box \alpha \). Therefore, in the examples below we some times refer to almost sure probabilities. For example, \( P=1 || \phi \) expresses that almost surely property \( \phi \) can happen in parallel. Note that similar to pCTL, this only happens when we have infinite paths (configurations).

**Example 5.3.8.** Consider the event structure \( E_4 \) depicted in figure 5.4. Then for \( v = \{ e \} \), \( v \models P=1 || ?b \) even though there is a configuration \( v' = \{ a, a, a, \ldots \} \) such that \( v' \not\models ?b \) and \( v \parallel v' \).

Another important concept to be clarified is that of progressive steps versus causality. For example, the notion of reachability should not be confused with causality of events. Consider the event structure in the following example.

**Example 5.3.9.** Consider the event structure \( E_5 \) depicted in figure 5.5. Then configuration \( v = \{ e_1 \} \) leads to \( v' = \{ e_3 \} \) even though there is no causal relation between \( e_1 \) and \( e_3 \). Thus, \( v \rightarrow v' \) implies that in the next step following \( e_1 \) one of the choices enabled is \( e_3 \).
Therefore, it could be said that PESL is not directly designed for expressing causality. In other words, dealing with confusion in event structures, requires us to consider the notion of progress rather than causality.

This however does not imply that causality is completely indescribable, as even the current very basic underlying configuration-level logic facilitates expressing certain causal properties by PESL, as we shall see below. Clearly even a slightly more powerful logic can expand the expressive power with respect to causality.

**Reachability** In general reachability can be described by $P_{\geq 0}\phi$.

The property that whenever an event labelled by $a$ occurs it can lead to an event $b$ (if $b$ has not already occurred) is expressed by $?a \land \neg ?b \Rightarrow P_{\geq 0}\Diamond ?b$, noting again that this does not necessarily imply that $b$ is causally related to $a$. We can express similar causality related properties as below.

**Request Granted** We can describe that every request (event $a$) almost surely leads
(causally) to a grant (event $b$) by

$$\neg ?(a \land \neg \leq b) \lor P_{\leq 1} \Diamond \neg ?(a \land \neg \leq b).$$

It is interesting to note that PESL can only capture the qualitative form of the above property, i.e. if all or some requests are granted. It cannot describe for example the percentage of the requests being granted in the system as a whole as this notion cannot be defined probabilistically. Consider the following example.

**Example 5.3.10.** Consider the event structure $E_6$ as in figure 5.6. Then the $R$-stopped configuration $\{a, a\}$ does not satisfy the above formula, and we cannot assign a likelihood measuring requests being granted.

![Figure 5.6: Event structure $E_6$](image)

Thus, $P_{\leq 1} \Diamond \neg ?(a \land \neg \leq b)$ describes the likelihood that all the requests in a configuration are granted. Clearly, this limitation is due to the concepts of branching cells and maximal progression and cannot be lifted by a more expressive underlying logic.

We have mentioned the crucial difference in the concept of progression versus causality. The above property can be a good example to portray the benefit of this view point. Consider the SFL formula $\phi_1 = vZ.[a](\mu Y.(b)_c tt \land (-)cY) \land [-]Z)$ describing that every request ($a$) is granted ($b$) on some of its causal paths. The PESL formula is different as the following example shows.

**Example 5.3.11.** Consider the event structures $E_7, E_7'$ as in figure 5.7. The PESL formula above is only satisfied by the $E_7'$ while the SFL formula holds for both.

That is because SFL can only specify all or some of the causal paths following the requests having a grant whereas PESL can specify that in all *scenarios* or progressions, there is a causal path with a grant. This is indeed interesting as we can express properties related to scenarios which group the events that can occur concurrently together.
Furthermore, note that the $\leq$ operator of the underlying formula here implies that there is a causal path from $a$ which eventually leads to $b$. Thus, more complex properties such as those obtained by the until operator over causal paths cannot be expressed in the usual sense. For example, it cannot be expressed that every causal path followed a request has a grant without expanding the expressivity of the underlying logic.

**Safety (Unreachability)** Safety properties can be expressed by $\mathbb{P}_{=0} \diamond \phi$ where $\phi$ can either be $\text{?error}$ or a more complex formula describing an undesirable property (e.g. refer to mutual exclusion below). More generally, the formula $\mathbb{P}_{\leq \varepsilon} \diamond \phi$ can describe that the likelihood of a system (whose initial configurations satisfy the above property) reaching the undesirable configuration is very low.

**Repeated Reachability**

The formula $\mathbb{P}_{\geq 1}(\square \mathbb{P}_{\geq 1}(\diamond \text{?a}))$ describes (almost sure) repeated reachability. Note that the similar formula $\mathbb{P}_{\geq 1}(\square \mathbb{P}_{\geq 1}(\diamond \text{?a}))$ cannot describe repeated reachability since once an event $a$ is reached, it is included in all the configurations it leads to. Therefore, it is important to emphasise a new $a$ event occurs repeatedly.

### 5.3.2 Concurrency

As mentioned previously, concurrency is usually handled in two ways, namely, by interleaving and true concurrency semantics. In the interleaving semantics, a sequence is considered for every possible ordering of concurrent events which quickly leads to the state explosion problem. For example, in the general case when there are two concurrent events $e$ and $e'$, either $e$ can be observed next or $e'$. Then every event following $e$ (and not caused by $e'$) is also concurrent with $e'$ and all orderings possible
between these events is considered which is the cause of state explosion. In the true semantics this is avoided and the ordering between events is only considered when they are causally related. PESL handles true concurrency in different manners as we shall see below.

First observe that two events of an event structure can be concurrent and have a common cause in their history or be totally separate. Additionally, concurrent events can be linked by a chain of $\#_\mu$, as it can occur in a branching cell. We now define these concepts more formally.

**Definition 5.3.12.** Two events $e$ and $e'$ are co-concurrent iff $e \, co \, e'$ and $\exists e''. e'' < e \, & \, e'' < e'$.

**Definition 5.3.13.** Two events $e$ and $e'$ are parallel iff $e \, co \, e'$ and $\nexists e''. e'' < e \, & \, e'' < e'$.

**Definition 5.3.14.** Two events $e$ and $e'$ are cell-concurrent iff $e \, co \, e'$ and $\exists e_1, \ldots, e_n. e\#_\mu e_1 \, & \, e_i\#_\mu e_{i+1} \, & \, e_n\#_\mu e'$ where $1 \leq i < n$.

In PESL parallel and cell-concurrent events are captured by the $\parallel$ operator and the underlying logic $\vee$ operator, respectively. Similarly, any concurrent events if already in the configuration, are covered by the $\vee$ operator. However, for co-concurrent events it may be required to carry out at least one progressive step ($\rightarrow$) so that all such events are included to be covered by the $\vee$ operator.

We now give some examples to clarify the above.

**True concurrency**

The $\parallel$ and in particular $\vee$ operators can be used to describe true concurrency. The classical example of true concurrency versus interleaving semantics is given below.

**Example 5.3.15.** Consider the event structures $E_8$ and $E'_8$ depicted in figure 5.8. The systems can be differentiated by $?a \, \land \, P_{>0} \parallel ?b$ satisfied only by the left hand event structure or by $?a \, \land \, P_{>0} \rightarrow ?b$ satisfied only by the right hand one.

![Figure 5.8: Event structures $E_8$ (left) and $E'_8$ (right)](image-url)
Safety - Mutual Exclusion

The safety property that two processors cannot be in the critical section at the same time can be captured by \( \phi_{safe} \land P = 1 \land (c \Rightarrow P = 0 \parallel ?c) \) where \( \phi_{safe} = \neg ?(c \land \forall c) \).

Apart from the qualitative properties mentioned above, PESL can describe probabilities of parallel configurations as well. Thus, one can specify the probability of a desirable or undesirable scenario. For example, \( ?c \Rightarrow P \leq 1\% \parallel c \) expresses that the probability of an error in parallel mutual exclusion is less than 1%. Similarly, the probability of ending up in an unsafe configuration from a safe one can be expressed by \( \phi_{safe} \Rightarrow P < 1\% \neg \phi_{safe} \). Note that probabilities cannot be assigned to mutual exclusion being violated by cell-concurrent events.

5.3.3 Synchronisation

PESL can directly describe certain aspects of synchronisation in and between configurations. Consider the formula \( ?a \Rightarrow P > 0 \land b \land ?c \) which describes a configuration with an \( a \) event can synchronise with one with a \( b \) event into a configuration which has a \( c \) event. Note that this does not indicate the exact causal relation between synchronising events and in order to achieve that a stronger underlying logic is required. In the examples below, we only express the general form of synchronisation. We give examples of how a stronger underlying logic can help expressing exact causal relation between events. Furthermore, we gives examples of situations where we need to assume that event structures are jump-free to avoid certain complications.

Can Synchronise - Exists

Formula \( \psi_1 = ?a \land P_{>0} ?b \land ?c \) holds for configurations which have an \( a \) event and can synchronise with a configuration having a \( b \) event to enable a \( c \) event. In its general form, \( \phi_1 \land P_{>0} ?\phi_2 \land \phi_3 \) can be interpreted as: given a configuration \( \phi_1 \), there exists a configuration \( \phi_3 \) caused by a synchronisation of \( \phi_1 \) and \( \phi_2 \).

Synchronisation occurs surely

Formula \( \psi_2 = ?a \Rightarrow P_{=1} ?b \land ?c \) states that given a configuration with an \( a \) event, it will surely synchronise with a \( b \) event to enable a \( c \).
For all synchronisation
Formula $\psi_3 = ?a \Rightarrow P_{\geq 0} ?b \not\not ?c$ states that any synchronisation between $a$ and $b$ leads to $c$ only.

Synchronisation can occur for all parties
Extending the event-level formulae $\alpha$, let $e \models X \rightarrow \eta$ iff $\exists e' \in X. (e' \models \eta \land e \leq e' \land \not\not e'' \land e'' \leq e')$. Suppose a read event $a$ synchronises with a write $b$ to form a communication event $c$. Then the formula $\psi_4 = ?(a \land \not\not \rightarrow c) \Rightarrow P_{\geq 0} ?b \not\not (\not\not(a \land \not\not \rightarrow c))$ states that every read event can engage with a write event in a communication.

Example 5.3.16. Consider event structure $\mathcal{E}_9$ depicted in figure 5.9 (left). Then for configuration $v = \{a\}$ we have $v \models \psi_1 \land \psi_4, v \not\not \psi_2 \lor \psi_3$. For $\mathcal{E}_{10}$ (right) and $v' = \{a, a\}$, $v' \models \psi_1 \land \psi_2 \land \psi_3$ and $v' \not\not \psi_4$.

![Figure 5.9: $\mathcal{E}_9$ (left) and $\mathcal{E}_{10}$ (right)](image)

Noting that $P_{\sim\lambda} \phi \not\not \phi'$ calculates the probability of configurations satisfying $\phi'$ and occurring via $\phi$, the probability includes both the likelihood of the synchronising events ($\phi$) occurring and it resulting in $\phi'$. This can be used in other ways as well. For example the formula $?a \land \not\not \rightarrow b \Rightarrow P_{\geq \lambda} ?b \not\not c$ computes how likely it is for the synchronising pair of $a$, namely $b$, to occur and further synchronise into a $c$. On the other hand, $?((a \land \not\not \rightarrow c) \Rightarrow P_{\geq \lambda} ?b \not\not c$ computes the least probability of a synchronisation happening if the synchronising elements are already present.

We now briefly justify the jump-free assumption for event structures. Consider the following example.

Example 5.3.17. Consider the event structure $\mathcal{E}_{11}$ as in figure 5.10. Then $e_2$ and $e_4$
always appear together in a $R$-stopped configuration.

![Figure 5.10: Event structure $E_{11}$](image)

Thus, in event structures which are not jump-free, for some cases synchronisation properties have to be expressed using the $\leq$ and $\geq$ operators of the underlying logic. Therefore, one has to take into account the possibility of such synchronisation in the probabilities computed.

### 5.4 Model Checking

The model checking problem for PESL is defined as determining if a given configuration $v$ of a probabilistic event structure $E$ satisfies formula $\phi$. We assume that either $E$ is finite or that we are considering a finite prefix of an infinite event structure. The algorithm below sketches the model checking procedure, except for the obvious algorithms for verifying $\alpha$ and $\eta$ formulae.

**Algorithm 9 $MC(v, v', \phi)$**

- The model checking algorithm; returns true if $v \models \phi$ where $v'$ defines previous context if required.

```plaintext
if $\phi = \alpha$ then return $v \models v' \alpha$
else if $\phi = \neg \phi$ then return $v \not\models v' \alpha$
else if $\phi = \phi_1 \land \phi_2$ then return $MC(v, v', \phi_1)$ & $MC(v, v', \phi_2)$
else if $\phi = P_\sim \lambda \psi$ then return $MC'(v, \psi)$
end if
```

For clarity we have broken the algorithms for $V(v, \psi)$ into the following parts.
Algorithm 10 $MC'(v, \psi)$

▷ The model checking algorithm; returns true if $v \models \psi$

if $\psi = \rightarrow \phi$ then return $\sum_{v_i \in V(v, \psi)} \mathbb{P}(v_i | v) \sim \lambda$
else if $\psi = \phi_1 U \phi_2$ then return $\sum_{v_i \in V(v, \psi)} \mathbb{P}(v_i | v) \sim \lambda$
else if $\psi = \phi_1 \not\phi_2$ then return $\mathbb{P}(V(v, \psi) | v) \sim \lambda$
else if $\psi = || \phi$ then return $\mathbb{P}(V(v, \psi) | v) \sim \lambda$
end if

▷ Where $V(v, \psi)$ is defined in algorithms 11-14.

Algorithm 11 $V(v, \phi)$

▷ Computes $V_{\rightarrow \phi, v}$ as in the semantics of PESL

$C := \delta(v)$

$C = C \setminus \{c_i \in C | \forall e \in c_i. \exists e' \in v. e' \leq e\}$ ▷ Remove non causal cells

$V = \text{Maxim}(\bigcup C)$ ▷ Find maximal configurations in $C$

for all $v_i \in V$ do
    if $\neg MC(v_i, v, \phi)$ then
        remove $v_i$
    end if
end for

return $V$

Algorithm 12 $V(v, \phi_1 U \phi_2)$

▷ Computes $V_{\phi_1 U \phi_2, v}$ as in the semantics of PESL

$V = V(v, \phi_2)$

$V' = (V(v, \phi_1) \setminus V)$

while $V' \neq \emptyset$ do
    take any $v' \in V$
    $V = V \cup V(v', \phi_2)$
    $V' = V' \cup (V(v', \phi_1) \setminus V) \setminus v'$
end while

return $V$
Algorithm 13 $V(\nu, \phi_1 \wedge \phi_2)$

 Computes $V_{\phi_1 \wedge \phi_2, \nu}$ as in the semantics of PESL

$E_\lambda = \{ e'' \in E \setminus \nu \mid \exists e \in \nu, e' \in E. e \neq e' \& e \rightarrow e'' \& e' \rightarrow e'' \}$

$\rho = \{ X \mid X \subseteq E_\lambda \& X \neq \emptyset \& X \text{ is conflict-free} \}$

for $X \in \rho$ do

 $V_x = \{ e' \mid \exists e \in X. e' < e \}$

 if $V_x \setminus \nu = \emptyset$ then

  $\nu' = \nu$

  $V' = \{ \nu' \}$

 else

  $\nu' = V_x \setminus \nu \cup \{ e' \mid \exists e \in V_x. e' < e \}$

  $V' = RS(\nu')$

 end if

 for $\nu' \in V'$ do

  if $MC(\nu', \nu, \phi_1)$ then

   $V_{\nu'} = RS(\nu \cup \nu' \cup X)$

   for $\nu'' \in V_{\nu'}$ do

    if $MC(\nu'', \nu \cup \nu', \phi_2)$ then

     $V'' = V'' \cup \{ \nu'' \}$

    end if

   end for

  end if

 end for

 end for

 return $V''$
Algorithm 14 $V(v, \parallel \phi)$

▷ Computes $V_{\parallel \phi, v}$ as in the semantics of PESL

\[
E_{\parallel} = \{ e \in E \setminus v \mid \forall e' \in v. e \text{ co } e' \} \\
V_{\text{max}} = \text{Maxim}(E_{\parallel}) \\
\text{for } v' \in \rho(V_{\text{max}}) \setminus \{ \} \text{ do} \\
\quad \text{if } MC(v', v, \phi) \text{ then} \\
\quad \quad \text{optimise:} \\
\quad \quad \quad \text{if } \exists v'' \in V_{\parallel}, v'' \subset v' \text{ then} \\
\quad \quad \quad \quad V_{\parallel} = V_{\parallel} \cup v' \\
\quad \quad \text{end if} \\
\quad \text{end if} \\
\text{end for} \\
\text{return } V_{\parallel}
\]

Algorithm 15 $RS(v)$

▷ Makes $v$ $R$-stopped in all the ways possible

Let $V$ be the set of minimal $R$-stopped configuration $v_i$ s.t. $v \subseteq v_i$

\text{return } V

Algorithm 16 $\text{Maxim}(X)$

▷ Computes the maximal configurations of a given set $X$

\[
\rho = \{ x \mid x \subseteq X \} \\
\rho = \rho \setminus \{ x \in \rho \mid \exists e, e' \in x. e \# e' \} \quad \text{▷ Remove inconsistent subsets} \\
\rho = \rho \setminus \{ x \in \rho \mid \exists x' \in \rho. x \subset x' \} \quad \text{▷ Remove non-maximal subsets} \\
\text{return } \rho
\]
5.5 Conclusion

In this chapter we defined PESL interpreted on probabilistic event structures, which to our best knowledge, is the first probabilistic logic with true concurrency semantics. The main challenge in defining such logic was defining operators which could capture the new concept of progressions of configurations, arising from dealing with $R$-stopped configurations. In other words, typically in other existing logics, from partial order logics such as POTL to true concurrency logics such as SFL, actions or steps are at the granularity of events. However, this is no more the case in the framework of probabilistic event structures. Thus, a new notion of progress was defined which can be viewed as a maximal advancement in terms of resolving all the choices casually following a configuration.

We then described the expressivity of PESL, by first proving that PESL encodes pCTL with respect to the new concept of progress. Therefore, we showed that expressivity results of pCTL follows in the new framework. We further explained how PESL is not directly designed for expression of causality, even though some interesting properties are still expressible, such as responsive of the system (every request begin granted). We showed that PESL can capture different kinds of concurrency via different operators and more interestingly, that it can directly express synchronisation of configurations. Examples of the properties expressible by PESL include mutual exclusion, synchronisation occurs surely, for all synchronisations (some property holds), etc. Finally, a model checking algorithm for finite event structures was presented.
Chapter 6

Stable Event Structure Logic

Logics for event structures can in general be viewed from different perspectives. As a partial order model, one can consider partial order logics, such as the classic logics POTL [59] and ISTL [35]. These logics attribute properties to configurations, and configurations are partially ordered by inclusion. Therefore, causality and concurrency are not expressible directly. From a structural point of view, logics are specifically defined on event structures, such as ESL [54] and its extensions [54, 55, 52]. They attribute properties to events and describe the relation between events. Causality and concurrency between two events are therefore expressible, however, in general configurations and their interactions cannot be identified.

From the implementation of concurrency point of view, partial order logics POTL and ISTL defined over configurations of event structures follow the interleaving approach. The concurrent system is viewed as a collection of possible runs, where the formulae describe the properties of a run. Even though ISTL can distinguish between non-determinism and concurrency, it achieves this through different groupings of possible interleavings. Thus, the well-known verification problem of state explosion ([16, 70]) persists. On the other hand, POTL can also be interpreted over event structures, however, it still lacks the power to explicitly express concurrency and conflict between events.

The other group of logics, namely, ESL and its extensions describe structural properties of event structures. Since they can describe the causal, conflict and concurrency relations between events, we find it useful as a starting point to define a logic with a similar point of view for stable event structures.
In this chapter, we introduce Stable Event Structure Logic (SEL). The aim is to better understand the temporal behaviour of stable event structures. We show that SEL is as expressive as ESL-based logics interpreted over event structures which are encoded as stable event structures. We also point out some of the conceptual differences among SEL and ESL-based logics, which arise from the differences between event structures and stable event structures plus the fact that SEL can describe properties about certain sets of events.

We start by defining some relations and predicates which are later used in the semantics of SEL.

**Remark 6.0.1.** We assume in this chapter that all the stable event structures are sensible (as per definition 4.1.6). However, they are not necessarily net-driven or jump-free.

## 6.1 Relations and Predicates

In this section a number of relations and predicates are defined which are used later in describing the semantics of SEL.

### 6.1.1 Relations and Predicates on Stable Event Structures

For clarity, given a set $X$ of sets $x$, let $\biguplus X = \bigcup_{x \in X} x$.

**History**

**Definition 6.1.1.** The *predecessors* of a consistent set of events, $y$, is defined as:

$$
\text{pre}(y) = \{ x \mid \exists e \in y. x \vdash_{\text{min}} e \}
$$

As the definition describes, the set of sets $\text{pre}(y)$ consists of sets of events which are essential to enable the events in $y$. Thus, for example for a singleton $y = \{e\}$, $\text{pre}(y)$ would consist of all the sets that can enable $e$ in a minimal way (note that according to the stability condition, all these sets are in conflict with each other). Since we are dealing with sensible stable event structures and $y$ is consistent, it follows that $y$ can be enabled and therefore, there is a subset of $\text{pre}(y)$, for which the union of the events involved is consistent and can enable every event in $y$. 
**Definition 6.1.2.** The *enabling* set of a set of events \( y \in \text{Con} \) is defined as follows.

\[
en(y) = \{ X \mid X \subseteq \text{pre}(y) \text{ and } \forall e \in y. \, \exists X : e \vdash X \}\]

Note that \( \exists X : e \vdash X \) implies that \( \exists X \in \text{Con} \).

The set \( en(y) \) exactly refers to sets of events which are required and sufficient to enable \( y \). The events are minimal, in the sense that all of them are required to enable something in \( y \). This can also be seen as a collection of causal histories for each event of \( y \).

**Example 6.1.3.** Consider the stable event structure depicted in figure 6.1, where \( \mathcal{E} = (\{e_1, \ldots, e_{11}\}, \vdash, \varnothing(E) \setminus \{x \mid \{e_1, e_2\} \subseteq x \text{ or } \{e_5, e_6\} \subseteq x \text{ or } \{e_9, e_{10}\} \subseteq x\}) \) and \( \emptyset \vdash e_1, \emptyset \vdash e_2, \emptyset \vdash e_3, \emptyset \vdash e_4, \{e_1\} \vdash e_5, \{e_2\} \vdash e_5, \{e_3\} \vdash e_6, \{e_4\} \vdash e_7 \) and so on.

We then have:

\[
\begin{align*}
\text{pre}(\{e_5\}) &= \{\{e_1\}, \{e_2\}\} \\
\text{pre}(\{e_9\}) &= \{\{e_1, e_5\}, \{e_2, e_5\}, \{e_3, e_6\}\} \\
\text{pre}(\{e_9, e_{10}\}) &= \text{pre}(\{e_8, e_{10}\}) = \{\{e_1, e_5\}, \{e_2, e_5\}, \{e_3, e_6\}, \{e_4, e_7\}\} \\
en(\{e_5\}) &= \text{pre}(\{e_5\}) \text{ (as is the case for any singleton)} \\
en(\{e_9, e_{10}\}) &= \{\{e_1, e_5, e_4, e_7\}, \{e_2, e_5, e_4, e_7\}\}
\end{align*}
\]

![Figure 6.1: Stable Event structure \( \mathcal{E}_1 \)](image_url)

**Enabling - Next**

**Definition 6.1.4.** A set \( y \in \text{Con} \) cooperatively and immediately enables a set \( y' \in \text{Con} \) represented by \( y \rightarrow y' \) iff
\[ y \neq \emptyset \text{ and } \nexists e \in y', \emptyset \vdash e \text{ and } \exists x \in en(y). y \cup x \in en(y') \text{ and } y' \cap (y \cup x) = \emptyset \]

This relation captures the notion of events taking part in enabling another event, in the next step, as roughly depicted in figure 6.2.

![Figure 6.2: A rough sketch of \( y \rightarrow y' \), where \( x \in en(y) \)](image)

The definition implies that every event in \( y \), if enabled, takes part in enabling an event in \( y' \) (as \( y \cup x \in en(y') \)). If \( y' \) is a singleton and \( y \) has concurrent events, then this also captures the concurrent events in \( y \) synchronising together to cause the single event in \( y' \). The condition \( y' \cap (y \cup x) = \emptyset \) ensures that \( y' \) is in the next step in future (of the most recent events). The first condition is to separate the concurrent initial events from those which are caused by other events. It is also important to emphasise that every event in \( y' \) is fully enabled by some subset of \( y \cup x \).

**Example 6.1.5.** For \( \mathcal{E}_1 \) as in figure 6.1 we have:

- \( \{e_5,e_7\} \rightarrow \{e_8,e_{10}\} \)
- \( \{e_5,e_7\} \rightarrow \{e_{11}\} \) (capturing synchronisation in this case)

**Definition 6.1.6.** A set \( y' \) is **potentially enabled** by set \( y \), represented by \( y \triangleright y' \) iff:

\[ y \neq \emptyset \text{ and } \exists x \in en(y). \exists x' \in en(y'). x \cup y \subseteq x' \text{ and } \nexists e \in (x' \cup y') \setminus (x \cup y). \emptyset \vdash e \text{ and } y' \cap (x \cup y) = \emptyset \]

This relation simply captures the fact that if \( y \) is enabled, then \( y' \) can be enabled without requiring any other event which is not in the past or future of events of \( y \). In other
words, the occurrence of \( y \) can be sufficient for enabling \( y' \). Also, all events of \( y \) should have a role in enabling \( y' \). This is roughly depicted in figure 6.3.

![Figure 6.3: A rough sketch of \( y \triangleright y' \), where \( x \in \text{en}(y), x' \in \text{en}(y') \)](image)

**Enabling-partial**

**Definition 6.1.7.** A set (sometimes) partially enables another, represented by \( y \leq y' \) iff

1. \( y \cup y' \in \text{Con} \)
2. \( \forall e \in y, \exists e' \in y'. e \in \text{pre}(e') \)
3. \( \forall e' \in y', \exists e \in y. e \in \text{pre}(e') \)

This means that there is some configuration where \( y \) is required, though not necessarily sufficient, for enabling \( y' \). The first condition guarantees that \( y \) and \( y' \) are consistent.

**Definition 6.1.8.** A set (sometimes) partially enables another in the next step, represented by \( y \Rightarrow y' \) iff

1. \( y \cup y' \in \text{Con} \)
2. \( \forall e \in y, \exists e' \in y'. e \rightarrow e' \)
3. \( \forall e' \in y', \exists e \in y. e \rightarrow e' \)

where \( e \rightarrow e' \) iff \( e \in \text{pre}(e') \) and \( \not\exists e''. (e \in \text{pre}(e'') \) and \( e'' \in \text{pre}(e')) \).

This means that there is some configuration where \( y \) is required as the immediate history of \( y' \), though not necessarily sufficient, for enabling it. The first condition guarantees that events of \( y \) are not from different possible causes of any event of \( y' \) and also that events of \( y \) and \( y' \) are consistent.
Example 6.1.9. Consider the stable event structure in figure 6.4. We have:

\[ y_1 \leq y_4 \]
\[ y_1 \triangleright y_4 \]
\[ y_2 \iff y_4 \]
\[ y_2 \leq y_4 \]
\[ y_3 \rightarrow y_4 \]

Conflict

Definition 6.1.10. The consistency and conflict relations between two finite sets of events are defined as follows.

\[ y \text{Con} y' \iff y \cup y' \in \text{Con} \]
\[ y\#y' \iff y \cup y' \notin \text{Con} \]

Concurrency

Definition 6.1.11. Two events are defined to be independent of each other when:

\[ e \text{ indep } e' \iff e \notin \bigcup \text{pre}(e') \text{ & } e' \notin \bigcup \text{pre}(e) \]

Definition 6.1.12. The concurrency relation between two sets of events should capture the fact that the events of the sets are independent and can occur together, therefore,

\[ y \parallel y' \iff (\forall e \in y, e' \in y'. e \text{ indep } e') \text{ & } y \cup y' \in \text{Con} \]
6.1.2 Relations on Event Structures

Next - Partial Cause

Recalling definition 5.1.2, a next event of an event \( e \) is defined as follows.

\[ e \rightarrow e' \iff e \leq e' \land \neg \exists e'' \text{ such that } e \leq e'' \land e'' \leq e' \]

Concurrency

Definition 6.1.13. Events \( e \) and \( e' \) are concurrent, denoted by \( e \ co e' \iff e \nleq e' \land e' \nleq e \land \neg e \neq e' \).

6.2 Syntax and Semantics

In this section we present the syntax and semantics for SEL. The formulae of SEL are interpreted over special subsets of events, namely, the infixes of stable event structures as defined below.

Definition 6.2.1. An infix \( y \) of an event structure \( E \), is a subset of a configuration \( v \in \mathcal{V}(E) \) such that \( \forall e, e' \in y. \forall e'' \in E. e \in \cup \text{pre}(e'') \land e'' \in \cup \text{pre}(e') \Rightarrow e'' \in y \).

Infixes can be seen as cuts of configurations, or configurations in the future of configurations. Interpreting SEL over infixes provides us with the flexibility to capture properties of configurations or sets of events which can occur together or even single events. This is achieved using two types of limit (maximal/minimal) operators, as we shall define in the semantics of SEL.

The syntax of SEL is defined as follows,

\[ \phi ::= p \mid \forall \phi \mid \neg \phi \mid \phi \land \phi \mid \mathcal{T} \phi \mid \mathcal{I} \phi \mid \llbracket \phi \rrbracket \mid \llbracket \square R \phi \rrbracket \mid \llbracket \Box R \phi \rrbracket \]

where \( p \) is an atomic proposition, \( R \) denotes a relation in the set of relations \{\( \bowtie, \triangleleft, \rightarrow, \leftarrow, \leq, \geq, \Rightarrow, \Leftarrow, \#, \|\)\} and \( \llbracket \mathcal{T} \phi \rrbracket \) and \( \llbracket \Box R \phi \rrbracket \) capture two different notions of maximality and minimality for \( \phi \) and \( \Box R \phi \) formulae, respectively.

We now define the semantics of SEL. In the following, let \( \mathcal{Q} : \mathcal{E}(E) \rightarrow \mathcal{E}(AP) \) be a validator function for the set of atomic propositions \( AP \).

--- Basics
6.2.2. \( y \models p \iff p \in Q(y) \)

6.2.3. \( y \models \forall \phi \iff \forall e \in y. \{e\} \models \phi \)

6.2.4. \( y \models \neg \phi \iff y \not\models \phi \)

6.2.5. \( y \models \phi \land \phi' \iff y \models \phi \) and \( y \models \phi' \)

### Limits

6.2.6. \( y \models [[\phi]] \iff y \models \phi \) and \( \exists y'. y' \models \phi \) and \( y \subset y' \)

In other words, \( y \) is a maximal set satisfying \( \phi \).

6.2.7. \( y \models [[\phi]] \iff y \models \phi \) and \( \exists y'. y' \models \phi \) and \( y \subset y' \)

In other words, \( y \) is a minimal set satisfying \( \phi \).

6.2.8. \( y \models [\Box_R \phi] \iff \forall y' \in Ry. \ y' \text{ is maximal in } Ry \Rightarrow y' \models \phi \)

In other words, all maximal sets \( y' \) which are in \( R \) relation with \( y \) satisfy \( \phi \).

6.2.9. \( y \models [\Box_R \phi] \iff \forall y' \in Ry. \ y' \text{ is minimal in } Ry \Rightarrow y' \models \phi \)

In other words, all minimal sets \( y' \) which are in \( R \) relation with \( y \) satisfy \( \phi \).

**Remark 6.2.10.** For convenience, in the following let \( \Box \phi \) denote \( \Box_{\prec} \phi \) and let \( \Box_{R'} \phi \) denote the formulae for the reverse of \( R \). For example, \( \Box \phi \) denotes \( \Box_{\prec} \phi \).

The intuition behind defining the above operators is clarified in the rest of this chapter, by giving a comparison to existing ESL-based logics and giving further examples of SEL formulae.

### 6.3 Logics on Event Structures

In this section we briefly introduce some of the other logics which can be interpreted over event structures. In particular ESL-based logics are presented and later compared with SEL.

The first temporal logic specifically defined on event structures is Sequential Event Structure Logic (SESL) defined on the subclass of \( n \)-agent event structures by Lodoya and Thiagarajan [47]. An \( n \)-agent event structure consists of \( n \) sequential agents, meaning that each agent is an event structure whose events are either related by causality or conflict, but are not concurrent. Therefore, such event structures can capture
sequentiality and non-determinism. Concurrency is then captured via communication between the agents. Thus, while each agent has its local state, communication between the agents defines a global partial order. While SESL has true concurrency semantics and can express properties such as safety and possibility properties (both at the system or agent level), it cannot describe eventuality.

Event Structure Logic (ESL) was introduced by Penczek [54] (around the same time that a similar logic was defined by Mukund and Thiagarajan [48]), where a modality for conflict was introduced. ESL has the power to express properties such as conflict freeness and inevitability, but it cannot describe eventuality and properties related to immediate successors/predecessors. Thus, Discrete Event Structure Logic (DESL) was defined to extend the expressivity of ESL by describing properties of successors/predecessors [54]. Finally, ESL[c] [52] extends ESL by adding a concurrency operator while ESL[δ] [55] allows for marking a particular run of interest.

We now present the syntax and semantics of ESL-based logics.

### 6.3.1 Syntax of ESL-based logics [56]

The syntax of a formula $\varphi$ of ESL is as follows, where $AP$ is the set of atomic propositions and $p \in AP$.

$$
\varphi ::= p \mid \neg \varphi \mid \varphi \land \varphi' \mid \Box \varphi \mid \Diamond \varphi \mid \Diamond_\# \varphi
$$

The dual formulas $\Diamond \varphi$, $\Box \varphi$ and $\Diamond_\# \varphi$ are defined in the usual way. A model for ESL formulas is simply $M = (E, Q)$ where $E = (E, \leq, \#)$ is an event structure and $Q : E \rightarrow \wp(AP)$ is a valuation function. Then for such a model the semantics of ESL is as follows.

- $e \models p$ iff $p \in Q(e)$, where $p \in AP$.
- $e \models \neg \varphi$ iff $e \not\models \varphi$.
- $e \models \varphi \land \psi$ iff $e \models \varphi$ and $e \models \psi$.
- $e \models \Box \varphi$ iff $\forall e' \in E. e \leq e' \Rightarrow e' \models \varphi$.
- $e \models \Diamond \varphi$ iff $\forall e' \in E. e' \preceq e \Rightarrow e' \models \varphi$.
- $e \models \Diamond_\# \varphi$ iff $\forall e' \in E. e' \#e \Rightarrow e' \models \varphi$. 


The logic ESL[c] extends ESL by a concurrency operator, $\Box_c$, with the following semantics.

- $e \models \Box_c \varphi$ iff $\forall e' \in E. e' \text{co} e \Rightarrow e' \models \varphi$.

Finally, the logic DESL extends ESL by forward and backward next operators, $\otimes$ and $\otimes^-$ with the following semantics.

- $e \models \otimes \varphi$ iff $\forall e' \in E. e \rightarrow e' \Rightarrow e' \models \varphi$.
- $e \models \otimes^- \varphi$ iff $\forall e' \in E. e' \rightarrow e \Rightarrow e' \models \varphi$.

### 6.4 Comparison and Expressivity

In this section we present a full comparison between SEL and ESL-based logics, namely, ESL, DESL and ESL[c]. The comparison describes the expressive power of ESL and we explain this further by giving some examples.

The comparison is carried out, in two parts. The first part shows that SEL can express properties defined by ESL-based logics. Recall that since the event structures on which ESL-based logics are defined are a simpler subclass of stable event structures (where each event has only one possible set of events causing it), there is a natural mapping from event structures to stable event structures. Therefore, for each ESL formula, we present an SEL formula, proving that they are satisfied by the same events. All the proofs are presented at the end of this chapter.

The second part focuses more on the concepts captured by SEL and ESL-based formulae. Namely, it studies the main difference caused by working with sets of events as denotations of formulae and the capability of the logics to express synchronisation of events and certain configuration-related properties.

### 6.4.1 From ESL-based logics to SEL

Here, for each ESL-based formula, we present an SEL formula with the same satisfying set of events. For some cases, extra operators need to be defined as explained below.

**ESL to SEL**
Proposition 6.4.1. A formula $\varphi$ of ESL is translated to $f(\varphi)$ in the following manner, where $e \models_{ESL} \varphi$ iff $\{ e \} \models_{SEL} f(\varphi)$.

- $p : f(p) = \forall p$
- $\neg : f(\neg \varphi) = \neg f(\varphi)$
- $\land : f(\varphi \land \varphi') = f(\varphi) \land f(\varphi')$
- $\Box : f(\Box \varphi) = [\Box \forall f(\varphi)]$ (Note that this is not directly translatable with causality operators 6.1.4 and 6.1.6 (conjecture 6.6.4))
- $\Box : f(\Box \varphi) = [\Box \forall f(\varphi)]$
- $\Box : f(\Box \varphi) = [\Box \exists f(\varphi)]$

Proof. Refer to proof 6.6.1. 

Thus, in summary, SEL can be as expressive as ESL. It is important to note that, although SEL can express ESL formulae, the formulae given above do not represent the same notion for stable event structures, simply because stable event structures allow for disjunction of causes. For example, $\Box \varphi$ in ESL denotes that there is an event with $\varphi$ property in the past, thus such event is always needed. However, its equivalent in SEL would only imply that there is some configuration for which such event exists and is needed, but this is not necessarily the case for all configurations. This property (necessity of an event $\varphi$ in past) is expressible in SEL by a different formula, namely, $[\Box \exists f(\varphi)]$.

ESL[c] to SEL

Proposition 6.4.2. The formula $\Box_c \varphi$ of ESL[c] is can be captured by ESL in the following manner, where $f(\varphi)$ is defined in proposition 6.4.1.

$$e \models_{ESL} \Box_c \varphi \iff \{ e \} \models_{SEL} [\Box \forall f(\varphi)]$$

Proof. Refer to proof 6.6.2. 

DESL to ESL
**Proposition 6.4.3.** DESL can be captured by ESL in the following manner, where $f(\varphi)$ is defined in proposition 6.4.1.

\[
e \models_{ESL} \varphi \iff \{e\} \models_{SEL} [\square \rightarrow \forall \varphi] \\text{iff} \\{e\} \models_{ESL} \big[\square \rightarrow \forall f(\varphi)\big]
\]

Proof. Refer to proof 6.6.3. 

---

### 6.4.1.1 SEL to ESL-based logics

There is an obvious difference between SEL and ESL-based logics, namely, SEL is defined on infixes, a particular subsets of events, whereas ESL is defined on events. This difference is enough to say that ESL cannot express SEL formulae. The main advantage is that working with sets of events gives the power of grouping events into different sets, which is highly desirable when working with stable event structures and not possible with ESL-based logics. This grouping effect is what causes the major difference in expressivity of SEL and ESL-based logics. Here we explain different aspects of this difference.

### Synchronising of events

Consider stable event structure $E'_0$ and its associated event structure $E_0$ depicted in figure 6.5.

\[
E_0 = (E = \{e_1, \ldots, e_6\}, \{e_1 \leq e_5, e_2 \leq e_5, e_3 \leq e_6, e_4 \leq e_6\}, \emptyset), \\
E'_0 = (E, \emptyset \vdash e_1, e_2, e_3, e_4, \{e_1, e_2\} \vdash e_5, \{e_3, e_4\} \vdash e_6, \varphi(E)),
\]

where $Q(e_5) = Q(e_6) = \{p\}$.

As can be seen, events $e_1$ and $e_2$ synchronise to enable $e_5$ and $e_3$ and $e_4$ synchronise to enable $e_6$. Now suppose we want to find the events that synchronise to achieve an event with property $p$. This can easily be expressed in SEL by $\varphi = [\square \rightarrow [\forall p]]$ for which $\{e_1, e_2\} \models \varphi$ and $\{e_3, e_4\} \models \varphi$. However, any formula of ESL-based logics, will either be true for all events $e_1, e_2, e_3$ and $e_4$ (such as $\otimes p$) or for neither. This is due to the symmetry of the given event structure which is maintained in the translation. This
Figure 6.5: \( \mathcal{L}_0 \)

example clearly demonstrates the grouping effect mentioned above, in addition to the expressibility of synchronisation properties by SEL.

The same concept is captured by the fact that ESL-based logic cannot distinguish between the following event structures, represented in figure 6.6.

\[
\mathcal{E}_1 = (E, \{e_1 \leq e_5, e_2 \leq e_5, e_3 \leq e_6, e_4 \leq e_6\}, 0),
\]

\[
\mathcal{E}_2 = (E, \{e_1 \leq e_5, e_2 \leq e_5, e_3 \leq e_5, e_4 \leq e_6\}, 0)
\]

where \( E = \{e_1, \ldots, e_6\} \) and \( Q(e_5) = Q(e_6) = \{p\} \). This can be proved by exhaustive inspection of formulae of ESL-based formulae of depth 2 or 3 at most.

Figure 6.6: \( \mathcal{E}_1 \) (left) and \( \mathcal{E}_2 \) (right)

Reachability via Cooperation

Another major difference between SEL and ESL-based logics is that SEL can express reachability properties. For example, given a set of events, SEL can express what other events can be reached which require all the events of that set. The formula of the form \( [\exists p_1 \land \exists p_2 \land \ldots] \land [\neg (\neg p_1 \lor \neg p_2 \lor \ldots)] \) describes what minimal infixes can be reached with events \( p_i \). Alternatively, the maximal of the same formula yields the
biggest reachable infixes. However, even for a stable event structure mapped from an event structure, \( e_i \models_{ESL} \diamondsuit p_i \cup \{e_i\} \) does not express the same, as it may not include other events possibly required to enable \( e_i \). In other words, ESL-based logics can only express partial causality and not full causality, i.e. cooperation of events, as illustrated previously for synchronisation of events.

**Steps**

SEL can also express what events form a step in enabling another set of events. Consider stable event structure \( \mathcal{E}_3' \) mapped from the event structure \( \mathcal{E}_3 \) as below, depicted in figure 6.7.

\[
\mathcal{E}_3 = (E = \{e_1, \ldots, e_5\}, \{e_1 \leq e_3, e_2 \leq e_4, e_3 \leq e_5, e_4 \leq e_5\}, \emptyset),
\]

\[
\mathcal{E}_3' = (E, \emptyset \vdash e_1, e_2, \{e_1\} \vdash e_3, \{e_2\} \vdash e_4, \{e_3, e_4\} \vdash e_5, \varphi(E)).
\]

where \( Q(e_5) = p \). Then, the SEL formula \( [\diamond \forall p] \), yields all the sets which are sufficient as steps towards enabling \( e_5 \), such as \( \{e_3, e_4\} \). However, ESL-based logics cannot identify this but only all the events that are required, i.e. \( e_1, e_2, e_3 \) and \( e_4 \), for all of which \( \diamond p \) holds.

![Figure 6.7: \( \mathcal{E}_3' \)](image)

**Conflict**

Another obvious difference between expressivity of SEL and ESL results form the difference between the models they are defined on, in terms of consistency and conflict. Suppose we are dealing with a stable event structure with more than 2 events being inconsistent with each other. A simple example would be \( \mathcal{E}_4 = (E = \{e_1, e_2, e_3\}, \emptyset \vdash e_1, e_2, e_3, Con) \) where \( Con = \varphi(E) \setminus \{e_1, e_2, e_3\} \) (figure 6.8). Such stable event structure and its isomorphic prime event structure cannot be mapped to an event structure, as the inconsistencies here cannot be mapped into a binary conflict relation. Thus, SEL can express conflict properties related to sets being in conflict, whereas ESL-based logics
only describe binary conflict relations.

\[ E_4 = (E = \{ e_1, e_2, e_3, e_4 \}, \{ \emptyset \vdash e_1, e_2, e_3, \{ e_1, e_3 \} \vdash e_4, \{ e_2, e_3 \} \vdash e_4 \}, Con) \], where \( Con = \mathcal{P}(E) \setminus \{ x \mid \{ e_1, e_2 \} \subseteq x \} \) and \( Q(e_4) = p \) (figure 6.9).

\[ E_5 = (E' = \{ e_1, e_2, e_3, e_4', e_4 \}, \{ e_1 \leq e_4, e_2 \leq e_4, e_3 \leq e_4, e_3 \leq e_4' \}, \{ e_1 \# e_2 \} \) and it follows that \( Q(e_4) = Q(e_4') \). Note that in \( E' \) \( e_1 \# e_2 \) and \( e_1 \leq 4 \) imply \( e_1 \# e_4 \) and similarly \( e_2 \# e_4 \). Thus, as an event structure, \( E' \) cannot capture the complete relation between events of \( E \). Moreover, grouping of events is not expressible by ESL-base logics.

**Disjunctive Causes and Constant Requirement**

The grouping capability of SEL becomes more evident when it comes to expressing properties related to disjunctive causes. Consider the following stable event structure, \( E_5 = (E = \{ e_1, e_2, e_3, e_4 \}, \{ \emptyset \vdash e_1, e_2, e_3, \{ e_1, e_3 \} \vdash e_4, \{ e_2, e_3 \} \vdash e_4 \}, Con) \), where \( Con = \mathcal{P}(E) \setminus \{ x \mid \{ e_1, e_2 \} \subseteq x \} \) and \( Q(e_4) = p \) (figure 6.9).

Now suppose we want to know what is required to enable event 4. In SEL this is given by \( \lceil \Diamond \forall p \rceil \), holding for \( \{ 1, 3 \} \) and \( \{ 2, 3 \} \). Moreover, with SEL one can distinguish that some events are *always* required to enable another, i.e. they are in every possible history of that event. For example, in the previous case, suppose \( Q(3) = q \), then \( \lceil \Diamond \forall p \rceil \rightarrow \exists q \) indicates that an event \( q \) is always required to enable an event \( p \).

**Remark 6.4.4.** The stable event structure \( E_5 \) is translated into the event structure \( E'_5 = (E' = \{ e_1, e_2, e_3, e_4, e_4' \}, \{ e_1 \leq e_4, e_2 \leq e_4', e_3 \leq e_4, e_3 \leq e_4' \}, \{ e_1 \# e_2 \} \) and it follows that \( Q(e_4) = Q(e_4') \). Note that in \( E' \) \( e_1 \# e_2 \) and \( e_1 \leq 4 \) imply \( e_1 \# e_4 \) and similarly \( e_2 \# e_4 \). Thus, as an event structure, \( E' \) cannot capture the complete relation between events of \( E \). Moreover, grouping of events is not expressible by ESL-base logics.
6.5 Model Checking

The model checking problem for SEL is defined as the process of determining if an infix $u$ of a stable event structure $E$ satisfies a formula $\phi$ of SEL. In this section we present the model checking algorithm, under the assumption that $E$ is finite or that we are considering a finite prefix of an infinite stable event structure.

The model checking process presented by algorithm 19, called $MC(\phi)$, returns a list of infixes for which $\phi$ holds and for this calculation we need to populate the list of all possible infixes, as presented by algorithm 17. The model checking algorithm is given for relations $\leq, \triangleright, \rightarrow, \leftarrow, \#$ and $\parallel$ and the algorithm can be extended to include $\leq, \geq, \Rightarrow, \Leftarrow$ in a similar manner. All these algorithms are for a given stable event structure, $E = (E, \models Con)$. 
Algorithm 17 \textit{Inf} \hfill

\textgreater \textit{Creates all the infixes of a stable event structure and expands Con to exclude implied conflicts}

\begin{verbatim}
Infixes = \emptyset 
subs = \wp(E) 
for all \( s \in \text{subs} \) do 
    flag = true 
    if \( s \in \text{Con} \) then 
        if \( \text{En}(s) \neq \emptyset \) then 
            for all \( e \in s \) do 
                for all \( e' \in s, e \neq e' \) do 
                    for all \( e'' \in E \) do 
                        if \( e \in \wp(\text{Pre}(e'')) \land e'' \in \wp(\text{Pre}(e')) \land e'' \notin s \) then 
                            flag = false 
                            break 
                        end if 
                    end for 
                end if 
            end for 
            if flag \neq false then 
                break 
            end if 
        end if 
    end if 
    if flag \neq true then 
        Infixes = Infixes \cup \{ s \} 
    end if 
else 
    Con = Con \setminus s
end if 
end for
\end{verbatim}
Algorithm 18 \( En?(s) \)

\( \triangleright \) Given a set, returns empty if it cannot be an infix due to inconsistencies or otherwise its enabling set.

\begin{verbatim}
for i := 1, |s| do
    Pres[i] = Pre({e_i}), where e_i ∈ s
    Size[i] = |Pres[i]|
end for

while \( \exists i. Size[i] = 1 \) do
    Fixed = Fixed ∪ x, where x ∈ pre ∈ Pres[i]
    if Fixed ∉ Con then
        return \( \emptyset \)
    end if
    for all j ≠ i ∧ Size[j] > 1 do
        for all u ∈ Pres[j] do
            if Conf(u, x) then
                Pres[j] = Pres[j] − u
                Size[j] = Size[j] − 1;
            end if
        end for
    end for
end while

for all i. Size[i] > 1 do
    Var[i] = Pres[i]
    Enums = Enum(Var, 1)
end for

if Enums = \emptyset then
    return \emptyset
else
    for all en ∈ Enums do
        result = result ∪ \{en ∪ Fixed\}
    end for
    return result
end if
\end{verbatim}
Algorithm 19 $MC(\phi)$ - Part 1

The model checking algorithm, returns the set of all the infixes for which $\phi$ holds.

\[
\begin{align*}
\text{result} &= \emptyset \\
\text{flag} &= \text{true} \\
\text{if } \phi = p \text{ then} \\
&\quad \text{for all } u \text{ do} \\
&\qquad \text{if } p \in Q(u) \text{ then} \\
&\qquad\quad \text{result} = \text{result} \cup \{u\} \\
&\quad \text{end if} \\
&\quad \text{end for} \\
\text{else if } \phi = \forall \phi' \text{ then} \\
&\quad \text{for all } u \text{ do} \\
&\qquad \text{for all } e \in u \text{ do} \\
&\qquad\quad \text{if } \{e\} \notin MC(\phi') \text{ then} \\
&\qquad\quad\quad \text{flag} = \text{false} \\
&\qquad\quad\quad \text{break} \\
&\qquad\quad \text{end if} \\
&\qquad \text{end for} \\
&\qquad \text{if flag = true then} \\
&\qquad\quad \text{result} = \text{result} \cup \{u\} \\
&\quad \text{end if} \\
&\quad \text{end for} \\
\text{else if } \phi = \neg \phi' \text{ then} \\
&\quad \text{for all } u \text{ do} \\
&\qquad \text{if } u \notin MC(\phi') \text{ then} \\
&\qquad\quad \text{result} = \text{result} \cup \{u\} \\
&\quad \text{end if} \\
&\quad \text{end for} \\
\text{else if } \phi = \phi' \land \phi'' \text{ then} \\
&\quad \text{for all } u \text{ do} \\
&\qquad \text{if } u \in MC(\phi') \land u \in MC(\phi'') \text{ then} \\
&\qquad\quad \text{result} = \text{result} \cup \{u\} \\
&\quad \text{end if} \\
&\quad \text{end for}
\end{align*}
\]


Algorithm 20 $MC(\phi)$ - Part 2

\[ \text{else if } \phi = \|\phi'\| \lor \phi = \|\phi'\| \text{ then} \]

\hspace{1em} for all $u$ do

\hspace{2em} if $u \in MC(\phi')$ then

\hspace{3em} result = result \cup \{u\}

\hspace{2em} end if

\hspace{1em} end for

\[ \text{if } \phi = \|\phi'\| \text{ then} \]

\hspace{1em} result = Max(result)

\[ \text{else} \]

\hspace{1em} result = Min(result)

\[ \text{end if} \]

\[ \text{else if } \phi = [\square_R \phi'] \lor \phi = [\square_R \phi'] \text{ then} \]

\hspace{1em} for all $u$ do

\hspace{2em} if $\phi = [\square_R \phi']$ then

\hspace{3em} result = Max(Find(R, u))

\hspace{2em} else

\hspace{3em} result = Min(Find(R, u))

\hspace{2em} end if

\hspace{1em} end for

\hspace{1em} for all $u' \in result$ do

\hspace{2em} if $u' \notin MC(\phi')$ then

\hspace{3em} flag = false

\hspace{3em} break

\hspace{2em} end if

\hspace{1em} end for

\[ \text{if } flag =? true \text{ then} \]

\hspace{1em} result = result \cup \{u\}

\hspace{1em} end if

\[ \text{end if} \]

\[ \text{return } result \]
Algorithm 21 Find\((R,u)\)
\(\triangleright\) Given a causal operator and an infix \(u\), returns the set of all the infixes in relation with \(u\)
\(\text{result} = \emptyset\)
for all \(u'\) do
if \(R = \triangleright\) & Future\((u,u')\) then
result = result \(\cup\) \{\(u'\)\}
else if \(R = \triangleleft\) & Future\((u',u)\) then
result = result \(\cup\) \{\(u'\)\}
else if \(R = \rightarrow\) & Next\((u,u')\) then
result = result \(\cup\) \{\(u'\)\}
else if \(R = \leftarrow\) & Next\((u',u)\) then
result = result \(\cup\) \{\(u'\)\}
else if \(R = \#\) & Conf\((u,u')\) then
result = result \(\cup\) \{\(u'\)\}
else if \(R = \parallel\) & Par\((u,u')\) then
result = result \(\cup\) \{\(u'\)\}
end if
end for
return result

Algorithm 22 Future\((u,u')\)
\(\triangleright\) Determines if \(u \triangleright u'\)
if \(u \neq \emptyset\) then
for all \(x \in \text{En}\?(u)\) do
for all \(x' \in \text{En}\?(u')\) do
if \(x \cup u \subseteq x'\) \& \(\not\exists e \in (x' \cup u') - (x \cup u), \emptyset \vdash e \land y' \cap (x \cup y) = \emptyset\) then
return true
end if
end for
end for
end if
return false
Algorithm 23 \textit{Next}(u,u')

\begin{algorithmic}
\STATE \textit{\text{\triangleright} Determines if } u \rightarrow u' \textit{\text{\triangleright}}
\IF {u \neq \emptyset} \text{ and } \nexists e \in y'. \emptyset \vdash e \text{ \text{\triangleright}}
\FORALL {x \in En?(u)} \text{ \text{\triangleright}}
\IF {x \cup u \in En?(u')} \text{ and } u' \cap (u \cup x) = \emptyset \text{ \text{\triangleright}}
  \RETURN \text{true} \text{ \text{\triangleright}}
\ENDIF
\ENDFOR
\ENDIF
\RETURN \text{false}
\end{algorithmic}

Algorithm 24 \textit{Conf}(u,u')

\begin{algorithmic}
\STATE \textit{\text{\triangleright} Determines if } u \# u' \textit{\text{\triangleright}}
\RETURN u \cup u' \notin Con? \textit{\text{\triangleright}}
\end{algorithmic}

Algorithm 25 \textit{Par}(u,u')

\begin{algorithmic}
\STATE \textit{\text{\triangleright} Determines if } u \parallel u' \textit{\text{\triangleright}}
\IF {\neg \textit{Conf}(u,u')} \text{ \text{\triangleright}}
\FORALL {e \in u} \text{ \text{\triangleright}}
\FORALL {e' \in u'} \text{ \text{\triangleright}}
\IF {e \in \uplus Pre(e') \lor e' \in \uplus Pre(e)} \text{ \text{\triangleright}}
  \RETURN \text{false} \text{ \text{\triangleright}}
\ENDIF
\ENDFOR
\ENDIF
\RETURN \text{true} \textit{\text{\triangleright}}
\ELSE
\RETURN \text{false} \textit{\text{\triangleright}}
\ENDIF
\end{algorithmic}
Algorithm 26 $Pre(u)$

\[ \text{result} = \emptyset \]

\[
\begin{array}{l}
\text{for all } e \in u \text{ do} \\
\quad \text{for all } x. x \vdash_{\text{min}} e \text{ do} \\
\qquad \text{result} = \text{result} \cup \{x\}
\end{array}
\]

end for

end for

\[ \text{return result} \]
Algorithm 27 Enum($X, i$)

$\triangleright$ Given an array of $Pre$ of some events, returns all possible combinations of their $Pre$’s.

$\text{result} = \emptyset$

$\text{enumRest} = \emptyset$

$\text{flag} = \text{true}$

if $i \leq |X|$ then

$\text{enumRest} = \text{Enum}(X, i + 1)$

if $\text{enumRest} = \emptyset \land i < |X|$ then

return $\emptyset$

end if

else

return $\emptyset$

end if

for all $pre \in X[i]$ do

if $\text{enumRest} = \emptyset$ then

$\text{result} = \text{result} \cup \{pre\}$

else

$\text{flag} = \text{false}$

for all $en \in \text{enumRest}$ do

if $\neg \text{Conf}(pre, en)$ then

$\text{result} = \text{result} \cup \{pre \cup en\}$

$\text{flag} = \text{true}$

end if

end for

end if

end for

if $\text{flag} = \text{false}$ then

return $\emptyset$

else

return $\text{result}$

end if
Algorithm 28 Max(list)

▷ Given a set of infixes, returns those who are maximal

for all $u \in \text{list}$ do
    for all $u' \in \text{list. } u \neq u'$ do
        if $u \subset u'$ then
            $\text{list} = \text{list} \setminus \{u\}$
        end if
    end for
end for
return $\text{list}$

Algorithm 29 Min(list)

▷ Given a set of infixes, returns those who are minimal

for all $u \in \text{list}$ do
    for all $u' \in \text{list. } u \neq u'$ do
        if $u' \subset u$ then
            $\text{list} = \text{list} \setminus \{u\}$
        end if
    end for
end for
return $\text{list}$
6.6 Proofs

Proof 6.6.1. Prove that a formula $\varphi$ of ESL is translated to $f(\varphi)$ as in §6.4.1, where $e \models_{ESL} \varphi \iff \{e\} \models_{SEL} f(\varphi)$. This can be proved by induction on the formulae.

- Base case $f(p) = \forall p$. Clearly, if $e \models_{ESL} p$, then for the set $\{e\}$, it holds that all of its events having property $p$. Thus, $\{e\} \models_{SEL} \forall p$. The backwards is also as trivial.
- $f(\neg \varphi) = \neg f(\varphi)$. 
  $e \models_{ESL} \neg \varphi \iff e \not\models_{ESL} \varphi$ 
  $\iff \{e\} \not\models_{SEL} f(\varphi)$ by I.H. 
  $\iff \{e\} \models_{SEL} \neg f(\varphi)$.
- $f(\varphi \land \varphi') = f(\varphi) \land f(\varphi')$ 
  $e \models_{ESL} \varphi \land \varphi' \iff e \models_{ESL} \varphi$ and $e \models_{ESL} \varphi'$ 
  $\iff \{e\} \models_{SEL} f(\varphi)$ and $\{e\} \models_{SEL} f(\varphi')$ by I.H. 
  $\iff \{e\} \models_{SEL} f(\varphi) \land f(\varphi')$.
- $f(\Box \varphi) = [\Box \forall f(\varphi)]$. Proved in Induction Step 6.6.1.
- $f(\Box \varphi) = [\Box \forall f(\varphi)]$. Proved in Induction Step 6.6.2.
- $f(\Box \# \varphi) = [\Box \exists f(\varphi)]$. Proved in Induction Step 6.6.3.

Proof 6.6.2. Prove that a formula $\varphi$ of ESL[c] is translated to $f(\varphi)$ as in §6.4.1 and §6.4.1, where $e \models_{ESL[c]} \varphi \iff \{e\} \models_{SEL} f(\varphi)$. This can be proved by induction on the formulae.

As ESL[c] extends ESL by $\Box_c$ operator, the proof is the same as proof 6.4.1, with one added case, as follows.

- $f(\Box_c \varphi) = [\Box_c \forall f(\varphi)]$. Proved in Induction Step 6.6.4.

Proof 6.6.3. Prove that a formula $\varphi$ of DESL is translated to $f(\varphi)$ as in §6.4.1 and §6.4.1, where $e \models_{DESL} \varphi \iff \{e\} \models_{SEL} f(\varphi)$. This can be proved by induction on the formulae.

As DESL extends ESL by $\otimes$ and $\otimes$ operators, the proof is the same as proof 6.4.1, with two added cases, as follows.

- $f(\otimes \varphi) = [\Box_{\otimes} \forall f(\varphi)]$. Proved in Induction Step 6.6.5.
Chapter 6. Stable Event Structure Logic

• \( f(\overline{\square \phi}) = [\square \rightarrow \forall f(\phi)] \). Proved in Induction Step 6.6.6

**Induction Step 6.6.1.** \( e \vDash_{ESL} \square \phi \iff \{ e \} \vDash_{SEL} [\square \leq \forall f(\phi)] \)

R.H.S means: \( \forall y. \{ e \} \leq y \Rightarrow \forall e' \in y \{ e' \} \vDash f(\phi) \), where by applying the definition of \( \leq \) for sets of events, \( \{ e \} \leq y \) iff:

1. \( \{ e \} \cup y \in Con \)
2. \( \exists e' \in y \text{ s.t. } e \in \bigcup \text{pre}(e') \)
3. \( \forall e' \in y. e \in \bigcup \text{pre}(e') \)

Note that \( y \) cannot be an empty set, as otherwise \( \{ e \} \not\leq y \). Therefore, if 3 holds, then so does 2.

\( \Rightarrow \) \( e \vDash_{ESL} \square \phi \Rightarrow \{ e \} \vDash_{SEL} [\square \leq \forall f(\phi)] \)

L.H.S unfolds to: \( \forall e'. e \in \bigcup \text{pre}(e') \Rightarrow e' \vDash \phi \) by semantic rules of ESL.

Based on the translation of relations between event structures we have:

\[ \forall e'. e \in \bigcup \text{pre}(e') \Rightarrow e' \vDash \phi. \]

Thus, for any set \( y \) consisting of such \( e' \) events, it holds that \( \forall e' \in y. e' \vDash \phi \), or by I.H. \( \forall e' \in y. \{ e' \} \vDash f(\phi) \), which is denoted by \( y \vDash \forall f(\phi) \).

Also, such \( y \) sets are exactly those for which \( \{ e \} \leq y \) as they satisfy conditions 1 and 3, and thus 2. Therefore, for all sets \( y \) such that \( \{ e \} \leq y \), it holds that \( \forall f(\phi) \). Thus, the same holds for all such \( y \) sets which are maximal and by semantic rules of SEL for the \( [\square \leq] \) operator:

\[ \{ e \} \vDash_{SEL} [\square \leq \forall f(\phi)]. \]

\( \Leftarrow \) \( \{ e \} \vDash_{SEL} [\square \leq \forall f(\phi)] \Rightarrow e \vDash \square \phi \)

L.H.S unfolds to: for all maximal \( y. \{ e \} \leq y \Rightarrow \forall e' \in y. \{ e' \} \vDash f(\phi) \).

Then, the definition of \( \leq \) and transformation of event structures give us:

\[ \forall e' \in y. e \in \bigcup \text{pre}(e') \Rightarrow \{ e' \} \vDash f(\phi). \]

Clearly for any event \( e' \) such that \( e \in \bigcup \text{pre}(e') \), there is a maximal set \( y \) such that \( e' \in y \) and \( y \) consists of only such events. Therefore,

\[ \forall e'. e \in \bigcup \text{pre}(e') \Rightarrow \{ e' \} \vDash f(\phi), \]

or equivalently by I.H,

\[ \forall e'. e \leq e' \Rightarrow e' \vDash \phi. \]
Induction Step 6.6.2. $e \models_{ESL} \Box \varphi \Leftrightarrow \{ e \} \models_{SEL} \bigl[ \Box \forall f(\varphi) \bigr]$

$(\Rightarrow) e \models_{ESL} \Box \varphi \Rightarrow \{ e \} \models_{SEL} \bigl[ \Box \forall f(\varphi) \bigr]$

L.H.S unfolds to: $\forall e', e' \leq e \Rightarrow e' \models \varphi$ by semantic rules of ESL. Based on the translation of relation between event structures we have

$$\forall e'. (\exists x \in \text{en}(\{ e \}), e' \in x) \Rightarrow e' \models \varphi.$$ 

Thus, for any set $y$ consisting of such $e'$ events, it holds that $\forall e' \in y. e' \models \varphi$, or equivalently by I.H. $\forall e' \in y. \{ e' \} \vdash f(\varphi)$, which is denoted by $y \vdash \forall f(\varphi)$.

On the other hand, the R.H.S. concerns sets $y \upharpoonright \{ e \}$ and based on the definition of $\upharpoonright$ we have $\exists x \in \text{en}(\{ e \}). y \subseteq x$. Therefore, for any $y, y \upharpoonright \{ e \} \Rightarrow \forall e' \in y. \exists x \in \text{en}(\{ e \}). e' \in x$ and as shown above $y \vdash \forall f(\varphi)$. Since this is true for any $y \upharpoonright \{ e \}$, it holds also for all such maximal sets, therefore, by semantics of $\Box \varphi$ we have

$$\{ e \} \models_{SEL} \bigl[ \Box \forall f(\varphi) \bigr].$$

$(\Leftarrow) \{ e \} \models_{SEL} \bigl[ \Box \forall f(\varphi) \bigr] \Rightarrow e \models \Box \varphi$

L.H.S unfolds to: for all maximal $y. y \upharpoonright \{ e \} \Rightarrow \forall e' \in y. \{ e' \} \vdash f(\varphi)$.

Thus, as proved in proof 6.6.5. $\forall x \in \text{en}(\{ e \}) \Rightarrow \forall e' \in x. \{ e' \} \vdash f(\varphi)$. Based on the translation of operators, $\forall e'. e' \in x \iff e' \leq e$. Therefore, $\forall e' \leq e \Rightarrow \vdash f(\varphi)$ or equivalently, by I.H., $\forall e' \leq e \Rightarrow \vdash \varphi$.

Induction Step 6.6.3. $e \models_{ESL} \Box \# \varphi \Leftrightarrow \{ e \} \models_{SEL} \bigl[ \Box \exists f(\varphi) \bigr]$.

$(\Rightarrow) e \models_{ESL} \Box \# \varphi \Rightarrow \{ e \} \models_{SEL} \bigl[ \Box \exists f(\varphi) \bigr]$.

L.H.S unfolds to: $\forall e'. e' \# e' \Rightarrow e' \models \# \varphi$, or equivalently by I.H. $\{ e' \} \models f(\varphi)$. Also, for any set $y$, $\{ e \} \# y$ iff $y$ has an event $e'$ s.t. $e' \# e'$. Thus, for any set $y$ in conflict with $e$, there is an event $e' \models \varphi$. Equivalently, $\forall y. \{ e \} \# y \Rightarrow \exists f(\varphi)$, thus, the same holds for all minimal $y$s. This is exactly expressed by the semantics of the $[\Box \#]$ operator in SEL, i.e. $\{ e \} \models [\Box \exists f(\varphi)]$. 


\[\{e\} \models_{SEL} [\Box\exists f(\varphi)] \Rightarrow e \models_{ESL} [\Box\exists \varphi].\]

L.H.S unfolds to: for all minimal \(y\). \(\{e\} \# y \Rightarrow y \models \exists (f(\varphi))\). And as we are dealing with event structures where the conflict relation is a binary relation on events, \(\{e\} \# y\) iff \(\exists e' \in y\) s.t. \(e\# e'\). Thus, the minimal \(y\) is a singleton \(\{e'\}\) such that \(e\# e'\). Therefore, from L.H.S. \(\forall e'. e\# e' \Rightarrow \{e'\} \models f(\varphi)\) or equivalently by I.H. \(\forall e'. e\# e' \Rightarrow \{e'\} \models \varphi\) which is exactly expressed by the semantics of the \(\Box\#\) operator in ESL, i.e. \(e \models [\Box\# \varphi]\).

**Induction Step 6.6.4.** Prove that \(e \models_{ESL} \Box e \varphi\) iff \(\{e\} \models_{SEL} [\Box_{\parallel} \forall f(\varphi)]\).

\[\Rightarrow \] \(e \models_{ESL} \Box e \varphi \Rightarrow \{e\} \models_{SEL} [\Box_{\parallel} \forall f(\varphi)]\).

Consider \(y \parallel \{e\}\). Applying the definition of concurrent sets yields \(y \cup \{e\} \in \text{Con}\) and \(\forall e' \in y. e \text{ indep } e'\). Therefore, \(\forall e' \in y. -e\# e'\) as otherwise \(y \cup \{e\} \notin \text{Con}\). Moreover, by translation of event structures and definition of \(\text{indep}\), \(\forall e' \in y. e \notin e'\) and \(e' \notin e\). Thus, \(\forall y. y \parallel \{e\} \Rightarrow \forall e' \in y. e \text{ co } e'\).

Now by semantic rules of ESL the L.H.S. expands to \(\forall e'. e \text{ co } e' \Rightarrow e' \models \varphi\). Therefore, for any \(y\) if \(y \parallel \{e\}\) then \(\forall e' \in y. e' \models \varphi\) or equivalently by I.H. \(\forall e' \in y. \{e'\} \models f(\varphi)\). Clearly, if this is true for any \(y\) it is also true for all minimal \(y\)s and this is exactly given by \(\{e\} \models [\Box_{\parallel} \forall f(\varphi)]\).

\[\Leftarrow \] \(\{e\} \models_{SEL} [\Box_{\parallel} \forall f(\varphi)] \Rightarrow e \models_{ESL} \Box e \varphi\).

By semantic rules of SEL the L.H.S. expands to for all minimal \(y. y \parallel \{e\} \Rightarrow \forall e' \in y. \{e\} \models f(\varphi)\), or equivalently by I.H., \(\forall e' \in y. e' \models \varphi\).

As we are dealing with event structures, the concurrency relation is a binary relation defined on events. Therefore, the minimal set \(y \parallel \{e\}\) is a singleton \(\{e'\}\) such that \(y \parallel \{e\}\). Moreover, if \(y \parallel \{e\}\) then applying the definition of \(\parallel\) and using translation of event structures we obtain \(\{e, e'\} \in \text{Con}\) and \(e \notin e'\) and \(e' \notin e\), and thus, \(e \text{ co } e'\). Thus, for the singleton \(y = \{e'\}\) we have \(y \parallel \{e\}\). Therefore, for any \(e' \text{ co } e\) there is a minimal set \(y' = \{e'\}\) s.t. \(y' \parallel \{e\}\). Additionally, from above we have \(\forall e' \text{ co } e \Rightarrow e' \models \varphi\) which is exactly given by the ESL formula \(\Box_{\varphi}\).

**Induction Step 6.6.5.** Prove that \(e \models_{ESL} \Diamond \varphi\) iff \(\{e\} \models_{SEL} [\Box_{\Rightarrow} \forall f(\varphi)]\).

\[\Rightarrow \] \(e \models_{ESL} \Diamond \varphi \Rightarrow \{e\} \models_{SEL} [\Box_{\Rightarrow} \forall f(\varphi)]\.

R.H.S expands to: for all maximal \(y. \{e\} \Rightarrow y \Rightarrow \forall e' \in y. \{e'\} \models f(\varphi)\), where by applying the definition of \(\Rightarrow\) for sets of events, \(\{e\} \Rightarrow y\) iff:
1. \{e\} \cup y \in \text{Con}

2. \exists e' \in y \text{ s.t. } e \rightarrow e'

3. \forall e' \in y. e \rightarrow e'

Note that \( y \) cannot be an empty set, as otherwise \{e\} \models y does not hold. Therefore, if 3 holds, then so does 2.

\((\Rightarrow)\) \( e \models_{ESL} \otimes \phi \Rightarrow \{e\} \models_{SEL} [\square_{\Rightarrow} \forall f(\phi)]\)

L.H.S unfolds to: \( \forall e'. e \rightarrow e' \Rightarrow e' \models \phi \) by semantic rules of ESL. Thus, for any set \( y \) consisting of such \( e' \) events, it holds that \( \forall e' \in y. e' \models \phi \), or equivalently by I.H., \( \forall e' \in y. \{e'\} \models f(\phi) \), which is denoted by \( y \models \forall f(\phi) \).

Also, such \( y \) sets are exactly those for which \{e\} \models y as they satisfy conditions 1 and 3, and thus 2. Since this holds for any such \( y \), clearly it also holds for all maximal \( y \) as well. Therefore, by semantic rules of SEL for the \([\square_{\Rightarrow}]\) operator:

\[ \{e\} \models [\square_{\Rightarrow} \forall f(\phi)]. \]

\((\Leftarrow)\) \{e\} \models [\square_{\Rightarrow} \forall f(\phi)] \Rightarrow e \models \otimes \phi

L.H.S unfolds to: for all maximal \( y. \{e\} \models y \Rightarrow \forall e' \in y. \{e'\} \models f(\phi) \).

The definition of \( \Rightarrow \) for sets imposes that \( \forall e' \in y. e \rightarrow e' \) and as such:

for all maximal \( y \) s.t. \( \forall e' \in y. e \rightarrow e' \Rightarrow \{e'\} \models f(\phi) \).

Now for any event \( e' \) such that \( e \rightarrow e' \), consider the singleton \( y = \{e'\} \). Either \( y \) is maximal or \( \exists y'. y \subset y' \& \{e\} \models y' \) & \( y' \) is maximal. Thus, any such \( e' \) is part of a maximal set \( y' \) such that \( \forall e'' \in y'. e \rightarrow e'' \). Thus,

\[ \forall e'. e \rightarrow e' \Rightarrow \exists \text{maximal } y'. \{e\} \models y' \& e' \in y' \]

Therefore, from above, \( \forall e'. e \rightarrow e' \Rightarrow \{e'\} \models f(\phi) \) or equivalently, by I.H.,

\[ \forall e'. e \rightarrow e' \Rightarrow e' \models \phi. \]

This is exactly captured by the ESL formula \( e \models \otimes \phi \)
**Induction Step 6.6.6.** Prove that \( e \models_{ESL} \bigotimes \phi \) iff \( \{e\} \models_{SEL} [\square \rightarrow \forall f(\phi)] \).

This is proved using proof 6.6.6, as follows.

\((\Rightarrow)\) \( e \models_{ESL} \bigotimes \phi \Rightarrow \{e\} \models_{SEL} [\square \rightarrow \forall f(\phi)] \)

The L.H.S. expands to \( \forall e'. e' \leq e \Rightarrow e' \models \phi \). Consider the set \( y = \{e' \mid e' \leq e\} \), for which \( \forall e' \in y \cdot e' \models \phi \). But \( y \rightarrow \{e\} \) by theorem 6.6.6 and \( y \) is unique. Therefore, \( \forall y \cdot y \rightarrow \{e\} \Rightarrow \forall e' \in y \cdot \{e'\} \models f(\phi) \) (by induction hypothesis). But this is exactly given by the semantics of \( [\square \rightarrow \forall f(\phi)] \).

\((\Leftarrow)\) \( \{e\} \models_{SEL} [\square \rightarrow \forall f(\phi)] \Rightarrow e \models_{ESL} \bigotimes \phi \).

The l.h.s. expands to \( \forall y \cdot y \rightarrow \{e\} \Rightarrow \forall e' \in y \cdot \{e'\} \models f(\phi) \), or equivalently, \( \forall y \cdot y \rightarrow \{e\} \Rightarrow \forall e' \in y \cdot e' \models \phi \). By proof 6.6.6 \( y = \{e_i \mid e_i \rightarrow e\} \), therefore, \( \forall e_i, e_i \rightarrow e \Rightarrow e_i \models \phi \). But that is exactly given by the semantics of \( \bigotimes \phi \).

**Conjecture 6.6.4.** SEL cannot describe the ESL formula \( e \models \Box \phi \) by using operators \( \forall, \neg, \land, \square, \square \rightarrow, \square \parallel, \square \# \) and \( \square \parallel \).

**Plausibility Argument:** Consider the event structure \( E_6 = (\{e_1, e_2, e_3, e_4\}, \leq, \#) \) where \( e_1 \leq e_3, e_2 \leq e_3, e_2 \leq e_4 \) and the relation \# is empty (figure 6.10). Suppose that \( Q(e_3) = \{p\} \) and \( \phi = p \). Then, clearly \( e_1 \models \Box p \). This would translate to the stable event structure \( E' = (\{e_1, e_2, e_3, e_4\}, \sqsubseteq, \text{Con}) \) where \( \{e_1, e_2\} \models e_3 \), \( \{e_2\} \models e_4 \) and Con contains any subset of the events of \( E' \). We will now show an exhaustive inspection of SEL formulae.

![Figure 6.10: \( E_6 \)](image-url)

To start with, it is clear that the operators \( \square \# \) and \( \square \parallel \) are of no avail here, as they only capture conflict and concurrency. Therefore, the main operators to consider are \( \square, \square \rightarrow \) and \( \square \parallel \) in combination with the other operators. Let us first list all the sets
which are in $\rightarrow$ or $\triangleright$ relation with each other.

\[
\begin{array}{cccc}
{} & \rightarrow & \left\{ e_1, e_2 \right\} \rightarrow \left\{ e_3 \right\}, \left\{ e_3, e_4 \right\} & \left\{ e_1, e_2, e_3 \right\} \rightarrow \\
\left\{ e_1 \right\} & \rightarrow & \left\{ e_1, e_3 \right\} \rightarrow & \left\{ e_1, e_2, e_4 \right\} \rightarrow \\
\left\{ e_2 \right\} & \rightarrow & \left\{ e_1, e_4 \right\} \rightarrow & \left\{ e_1, e_3, e_4 \right\} \rightarrow \\
\left\{ e_3 \right\} & \rightarrow & \left\{ e_2, e_3 \right\} \rightarrow & \left\{ e_2, e_3, e_4 \right\} \rightarrow \\
\left\{ e_4 \right\} & \rightarrow & \left\{ e_2, e_4 \right\} \rightarrow & \left\{ e_1, e_2, e_3, e_4 \right\} \rightarrow \\
{} & \rightarrow & \left\{ e_3, e_4 \right\} \rightarrow &
\end{array}
\]

Similarly, for the sets in $\triangleright$ relation the following list is obtained.

\[
\begin{array}{cccc}
{} & \triangleright & undefined & \left\{ e_2, e_3 \right\} \triangleright \\
\left\{ e_1 \right\} & \triangleright & \left\{ e_2, e_4 \right\} \triangleright & \\
\left\{ e_2 \right\} & \triangleright & \left\{ e_3, e_4 \right\} \triangleright & \\
\left\{ e_3 \right\} & \triangleright & \left\{ e_1, e_2, e_3 \right\} \triangleright & \\
\left\{ e_4 \right\} & \triangleright & \left\{ e_1, e_2, e_4 \right\} \triangleright & \\
\left\{ e_1, e_2 \right\} & \triangleright & \left\{ e_3 \right\}, \left\{ e_3, e_4 \right\} & \left\{ e_1, e_3, e_4 \right\} \triangleright \\
\left\{ e_1, e_3 \right\} & \triangleright & \left\{ e_2, e_4 \right\} \triangleright & \\
\left\{ e_1, e_4 \right\} & \triangleright & \left\{ e_1, e_2, e_3, e_4 \right\} \triangleright &
\end{array}
\]

From the lists above, it is clear that the nothing in the relations $\rightarrow$ and $\triangleright$ gives us the singleton $\left\{ e_1 \right\}$. Therefore, no matter how many levels of logic operators are used, forwards or backwards, and applying maximal or minimal operators, there is no way to obtain $\left\{ e_1 \right\}$ in a relevant manner. The reason is that the causality related operators in SEL only consider full causes as opposed to partial causes considered by ESL. Since the logic does not have any means of taking out a subset of a set, it is plausible that any formula of ESL relating to partial causes is not expressible by SEL.

**Proof 6.6.5.** Prove that for any nonempty set $y$ and $y'$, $y$ is a maximal set such that $y \triangleright y'$ iff $y \in en(y')$.

($\Rightarrow$) Based on the definition of $\triangleright$, if $y \triangleright y'$, then $\exists x \in en(y'). y \subseteq x$. Also, $y$ is maximal iff $\not\exists y''$. $y'' \triangleright y'$ & $y \subseteq y''$. Clearly, the maximal subset of $x \in en(y)$ is $x$ itself. Thus, $y \in en(y')$.

($\Leftarrow$) Following the definition of $\triangleright$, for any nonempty set $x \in en(y')$, $x \triangleright y'$.
Proof 6.6.6. Prove that for an event structure $\mathcal{E}_0 = (E, \leq, \#)$ and the stable event structure $\mathcal{E}_0' = (E, \rightarrow, Con)$ mapped to it, for a nonempty minimal set $y$, $y \rightarrow \{e\}$ where $e \in E$ iff $y = \{e_i \mid e_i \rightarrow e\}$ (Recall that $e \rightarrow e'$ iff $e \leq e'$ and $\exists e''. e \leq e''$ and $e'' \leq e'$).

The first observation is that as for event structures there are no disjunctive causes, then each event or set of consistent events has a unique set of events causing it. Therefore, generally for a set $y$, $en(y) = \bigcup pre(y)$ and for the case of a singleton such as here, $pre(\{e\}) = en(\{e\})$ is the singleton $\{x = \{e' \mid e' \leq e\}\}$.

$(\Rightarrow) y \rightarrow \{e\} \Rightarrow y$ is the minimal set s.t. $y = \{e_i \mid e_i \rightarrow e\}$.

If $y \rightarrow \{e\}$, by definition of $\rightarrow$ and the minimality condition, we have the following.

1. $y \neq \emptyset$ and as such, $\emptyset \nvdash e$

2. $\exists x \in en(y)$ s.t. $x \cup y \in en(\{e\})$ and thus, $x \cup y = \{e' \mid e' \leq e\}$ and $e \notin x \cup y$

3. $\nexists y'$ s.t. $y' \subseteq y$ and $y' \rightarrow \{e\}$

From above, it is clear that $\forall e' \in E. e' \in y \Rightarrow e' \leq e$. Now we just need to show that $\forall e' \in y. \nexists e''$ s.t. $e' \leq e'' \leq e$. To prove by contradiction, suppose such $e''$ exists. Then either $e'' \in y$ or $e'' \notin y$.

If $e'' \notin y$, then this is in contradiction with $x \cup y = en(\{e\})$, as $en(\{e\}) = \{e_i \mid e_i \leq e\}$. Therefore, such $e''$ does not exist outside $y$. Now suppose $e'' \in y$ and consider $y' = y - z$ where $z = \{e_i \mid e_i \in y$ and $e_i \leq e''\}$. It can be shown that $x \cup y = x' \cup y'$ where $x' = en(y')$ and therefore, $\exists y' \subseteq y$ s.t. $y' \rightarrow \{e\}$ which is a contradiction.

Consider $x \cup y$ and $x' \cup y'$ as described above. Then $\forall e' \in x \cup y$, either $e' \in y$ or $e' \in x - y$. In the former case, then if $e' \notin z \Rightarrow e \in y'$, otherwise, as $x' = en(y') = \{e_j \mid e_j \leq e_i \}$ for some $e_i \in y'$, then $e' \in x'$ as $e' \in z$ and as such $e' \leq e''$ (and $e'' \in y$). In the latter case, i.e. $e' \in x - y$ implies that $e' \leq e$ for some $e_i \in y$. If $e_i \notin z$, then $e_i \in y'$ and therefore, $e' \in x'$ as $e' \leq e_i$. Otherwise, if $e_i \in z$, again $e' \in x'$ as $e' \leq e_i$ and $e_i \leq e_i$ for some $e_i \in y'$ and by transitivity of $\leq$, $e' \leq e_i$ and as such, $e' \in x'$. Therefore, $\forall e'. e' \in x \cup y \Rightarrow e' \in x' \cup y'$. Similarly, $\forall e' \in x' \cup y'$, either $e' \in y'$, and as $y' \subseteq y$, $e' \in y$ or $e' \in x' - y'$, which means $e' \leq e_i$ for some $e_i \in y'$. Then again as $y' \subseteq y$, $e' \leq e_i$ for some $e_i \in y$ and as such $e' \in x$. Therefore, $\forall e'. e' \in x' \cup y' \Rightarrow e' \in x \cup y$. Thus, $x \cup y = x' \cup y'$.
(⇐) y is the minimal set s.t. \( y = \{ e_i \mid e_i \rightarrow e \} \Rightarrow y \rightarrow \{ e \} \).

As \( y \) is not empty, \( \emptyset \not\vdash e \) as \( \exists e_i. e_i \rightarrow e \). Next we show that \( \{ x \cup y \} = en(\{ e \}) \).

First observe that in a simple event structure, \( \forall e_i \leq e, \) either \( e_i \rightarrow e \) or by finiteness of the history of each event, \( e_i \leq e' \rightarrow e \). The L.H.S. expands to \( y = \{ e_i \mid e_i \leq e \} \) and \( \exists e_i', e_i \leq e_i' \leq e \). Then \( x = en(y) = \bigcup \text{pre}(y) = \{ e_j \mid e_j \leq e_i \} \).

Therefore, \( x \cup y = \{ e_k \mid e_k \leq e_i \) and \( \exists e_i', e_i \leq e_i' \leq e \} \). It can be shown that \( x \cup y = en(\{ e \}) \). Clearly, \( \forall e_k \in x \cup y, e_k \in en(\{ e \}) \) as by transitivity of \( \leq, \forall e_k, e_k \leq e \). Similarly, as mentioned above \( \forall e' \in en(\{ e \}) \), either \( e' \in y \) or \( e' \leq e_i \) for some \( e_i \in y \), and therefore \( e' \in x \). Therefore, \( x \cup y = en(\{ e \}) \).

It now suffices to show that \( \nexists y' \subseteq y, y' \rightarrow \{ e \} \). Suppose \( y' \subseteq \{ e_i \mid e_i \rightarrow e \} \) and \( y' \rightarrow \{ e \} \).

Then \( x' \cup y' = en(\{ e \}) = x \cup y \), where \( x' = en(y') \). Equivalently, \( x' \cup y' = \{ e_j \mid e_j \leq e \} = x \cup y \). Now take \( e_i \in y - y' \). Clearly \( e_i \in x \cup y \) and therefore, \( e_i \in x' \cup y' \). As \( e_i \notin y' \) then \( e_i \in x' \). Thus, as \( x' = en(y') \), \( e_i \leq e' \) for some \( e' \in y' \) and \( e' \leq e \). But that is in contradiction with \( e_i \rightarrow e \). Therefore, such \( y' \) does not exist.

**Conjecture 6.6.7.** SEL cannot express the ESL formula \( \otimes \varphi \) using operators \( \forall, \neg, \land, \square \)
\( \lozenge, \square \rightarrow, \lozenge \rightarrow, \lozenge \# \), and \( \square \parallel \).

**Plausibility Argument:** The argument is very similar to that of conjecture 6.6.4, as the reason this formula cannot be expressed is the same. Namely, the ESL formula captures any event partially caused by an event, whereas in SEL, the causality operators mentioned above express events being fully caused or enabled by other events.

Consider the event structure in the argument for conjecture 6.6.4, ESL formula \( \otimes p \) and the list of sets in \( \rightarrow \) and \( \triangleright \) relation. As before, there are no formulae with denotation \( \{ e_1 \} \) or its negation \( \{ e_2, e_3, e_4 \} \). Similarly, even though there are formulae with denotation \( \{ e_1, e_2 \} \), there are no formulae with denotation \( \{ e_2 \} \) or its negation \( \{ e_1, e_3, e_4 \} \), so that \( \{ e_1 \} \) can be extracted from it. Moreover, maximality or minimality constraints cannot change this. Therefore, it is plausible that no SEL formulae can express this operator of ESL.
6.7 Conclusion

In this chapter, SEL, the first logic specifically designed for stable event structures is presented. The aim was to better understand stable event structures, while being able to express properties of interest. We then proved that SEL can capture ESL-based logics over event structures encoded as stable event structures. Furthermore, the maximal/minimal operators help with expression of properties both at the granularity of events and sets of events. In addition to properties expressible by ESL-based logics, PESL can capture properties such as synchronisation, disjunctive causes and constant requirements. Finally, a model checking algorithm for finite stable event structures was presented.
In this thesis we have studied different aspects related to the verification of some of the well-known models of true concurrency, namely, Petri nets, event structures and stable event structures.

First we considered verification of Petri nets through unfoldings. As explained in this thesis, unfoldings of Petri nets are widely used for description and verification of the behaviour of Petri nets. However, they have the drawback of growing exponentially with the choices of a net, since every single concurrent or conflicting firing of a transition in the Petri net has a separate corresponding event in the unfolding. Thus, unfolding of a net describes its behaviour by describing the full state space, without assigning any order to concurrent events. The issue of unfolding a net in a more compact manner has recently been addressed in [37, 23, 58].

In this thesis, we added to these solutions by developing a new and more compact unfolding for safe Petri nets, namely, the unfolding $\overline{s}$ of a net. We showed that similar to unfoldings, they capture all the reachable markings of the net. However, by reusing the conflicting places or in other words, by not unfolding the conflicts as far as possible, the unfolding $\overline{s}$s constructed are more compact.

A prominent technique for verification of Petri nets is that of McMillan [51] which defines and uses complete finite prefix of Petri nets for verification of reachability-like properties. Majority of the existing algorithms use or improve the same notion. Therefore, by defining complete finite prefixes of unfolding$\overline{s}$, we show that a large body of existing verification algorithms are applicable to them. We have also provided algorithms for constructing the compact unfoldings and their complete finite stopped
prefixes.

The other perspective we have investigated in this thesis is that of model checking the probabilistic behaviour of models of true concurrency with randomness. Probabilistic models of true concurrency have been studied only in the last decade or so, and among such models (such as [74, 72, 1]) we have focused on probabilistic event structures as described by [1] as the most general approach which, unlike the others, handles confusion. We presented its definition, with the most important concept being that of branching cells. Branching cells can be viewed as units of choice decomposing configurations while resolving conflict and confusion internally. Thus, they decompose configurations in a probabilistically independent manner and as such, it can be said that in this model, concurrency matches probabilistic independence. We showed in this thesis that the same approach can be used on stable event structures, as long as confusions have a simple structure, and do not involve events which are causally related to each other. We call such (stable) event structures jump-free and define probabilistic jump-free stable event structures similar to probabilistic event structures.

The model checking problem is the procedure of verifying if a model $M$ has a property captured by formulae $\phi$. Thus, having chosen a model, we required a logic which could capture properties of interest for the verification purpose. While there are few logics with the true concurrency semantics, we knew of no such probabilistic logic. Therefore, we have defined a new logic, PESL, which introduces a new concept of progress, since dealing with $R$-stopped configurations requires formalising the interaction between sets of events. We have shown that with respect to the new concept of progress, PESL captures pCTL. Thus, in terms of expressivity it subsumes pCTL while it also has the ability to express concurrency and more interestingly, synchronisation. A model checking algorithm for finite probabilistic event structures was then proposed.

Finally, we have developed a new logic, SEL, interpreted over stable event structures. The aim was to better understand stable event structures, while being able to express properties of interest related to event structures in general and more specifically, stable event structures. We showed that an extension of SEL can capture ESL-based logics and also presented some of the properties expressible by SEL specific to stable event structures.
7.1 Future Work

Some natural directions for continuation of this research include the following.

7.1.1 On Compact Unfoldings

The results and algorithms for compact unfoldings presented in this thesis are defined for safe Petri nets. However, this approach can be extended to be applicable to general Petri nets. The main complexity arises from the fact that in a general Petri net, multiple transitions can fire into a place. Therefore, to make sure a minimum number of conditions are created in the unfolding process, we can have several choices. This can be resolved using graph theory, and in particular the graph coloring problem fits this purpose beautifully. Furthermore, it would be reasonable to give some formal measurement of the extent of compactness of unfolding’s. Finding the patterns which results in having cyclic dependencies in the algorithm can be the first step in that direction.

On another note, while we have provided the theoretical foundation related to these unfoldings, it would be interesting to investigate these from the implementation point of view. Seeking efficient computation algorithms can be fulfilled by taking advantage of the existing optimisation techniques for calculating the possible extensions in construction of the unfoldings (such as [36]), and in particular by investigating in efficient ways to compute and store the consistency relation. More importantly, optimising the ‘wait’ and ‘resolve’ processes would significantly improve the efficiency of the algorithm. Finally, computing the computational complexity for construction of unfoldings can help with determining the extent of its feasibility.

7.1.2 On PESL

As mentioned before, the main challenge in defining PESL was in definition of operators suitable for capturing the interaction between sets of events. It would be interesting to study the interaction between these sets, i.e. an $R$-stopped configuration and what it can develop into, in a more systematic manner. One direction would be that of investigation ways to formalise the way in which $R$-stopped configurations communicate. Some insight may be taken from object Petri nets [69] and structured occurrence nets [42, 41], to evaluate if this idea has scope for further research.
The other important direction is that of model checking infinite systems. Based on theorem 5.3.7 it is reasonable to assume that existing techniques for model checking of infinite state systems with Markov chains and PCTL may be applicable to a major fragment of PESL [45, 3, 10]. If that is possible, a similar approach should be taken for the other operators. Since the synchronisation operator has a finite nature, it is likely that only the parallelism operator has to be tackled. Another approach is studying recurrent nets [2] and consider event structures arising from such nets.

7.1.3 On Probabilistic Stable Event Structures

We have given a definition of probabilistic jump-free stable event structures, based on probabilistic event structures of [1]. However, it would be interesting to investigate if other definitions or representation of the same definitions can be found which are more intrinsic to the concept of stable event structures. To expand this, consider the compact unfoldings developed in this thesis. The main idea is that we may not always require the knowledge of the exact history of how an event has occurred. Therefore, finding a class of stable event structures for which the history of an event does not affect its future (e.g. with respect to branching cells) may be a good starting point. If the history is important and therefore required, one can consider a different representation of probabilistic stable event structures where the sets enabling events are tagged with the probability of being the cause for the event. Either way, there is scope for speculation of different types of probabilistic stable event structures.
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