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Abstract

This thesis examines the ‘evaluation culture’ of derivatives ‘quants’ working in the over-the-counter markets for interest rate derivatives tied to Libor. Drawing on data from interviews with quants, financial mathematicians, and economists conducted primarily in the United Kingdom and the United States, combined with fieldwork at derivatives ‘quant’ conferences and an extensive set of technical sources, this thesis explores the historical development and contemporary patterning of modelling practices that are used within derivatives dealer banks to price and hedge Libor-based interest rate derivatives. Moreover, this thesis uses the historical development of interest-rate modelling techniques, beginning in the late 1970s, as a lens through which to understand the establishment, differentiation and separation of this ‘derivatives quant’ evaluation culture as a body of knowledge and practice distinct from financial economics.

The analysis is carried out in nine chapters. The thesis begins with an introductory chapter, a chapter reviewing the relevant sociological and historical literature on economic and financial modelling, and a chapter covering the research methodology employed in the thesis. In Chapters 4-5, I provide background on the mathematical techniques used by derivatives quants and financial economists, the social and institutional structure of the Libor derivatives markets, and the instruments that are traded in these markets. In Chapter 6, I explore the organisational patterning of modelling practices in these markets and highlight the tacit and experiential nature of quant expertise. In Chapters 7-8, I investigate the ‘social shaping’ of models that are currently used to price so-called ‘exotic’ Libor derivatives. These models originated within the discipline of economics and were designed for a set of purposes different from models currently used by derivatives quants. By tracing out how these models were adapted to serve as derivatives pricing ‘engines’ within banks, I highlight how modelling practices are shaped by the organisational contexts in which they are used.
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Part I

Preliminary Material
Chapter 1

Introduction

A rocket scientist in faculty slang is not a scientist who works on rockets. Wernher von Braun was another kind of rocket scientist altogether. “A rocket scientist”, I am informed by Ray Healey, Jr. of Forbes Magazine, “is an academic superstar, especially in math and the physical sciences, who is lured away from the hallowed halls to work on Wall Street.” By putting their number-crunching to work on less-academic pursuits, these former theoreticians devise stratagems for making money in great bundles. “Apparently, zero-coupon bonds are an example of a new investment vehicle created by a rocket scientist,” Mr. Healey said. Thus quants, or rocket scientists, are great brains drained off campus by the business world.


Prior to the mid-1980s, a financial institution would have been one of the very last places an aspiring physicist or mathematician would have sought to build a career after finishing a PhD. For much of the twentieth century, the world of high finance – particularly its more prestigious varieties such as securities underwriting – was a relationship-based business. Chernow (2001, pg. 519) describes The City of London of the 1950s as a place of “obsolete splendor” where “self-respecting merchant bankers still wore bowler hats and carried furled umbrellas; their reading glasses were always crescent-shaped” and where “junior men wore stiff collars and were considered dangerously uppity if they let them soften.” Education in this elite world meant attending the right schools, making the right friends, and developing the habitus necessary to interact with executives from prominent corporations. Academics were not entirely absent from the financial markets. Indeed, in 1949, a “a rather shy, scholarly journalist” with a PhD in sociology from Columbia University created what he called a ‘hedged fund’ (Brooks, 1998, pg. 142), the first of its kind. Moreover, physicists and mathematicians have a long history of interaction with private industry (c.f. Freeman and Soete, 1997; Rosenberg and Nelson, 1994), most commonly – but certainly not always1 – in corporate

1See: Bowker (1994) for a prominent example of industrial science performed outside of the laboratory.
research and development labs. But the world of finance provided few, if any, opportunities for serious scientific or mathematical work.

Although bankers were far from being ‘masters of the universe’ in the years following the Second World War, research physicists working in academia and at national laboratories such as Los Alamos in the United States came close. In his history of the physicist community in the U.S., Kevles writes that the postwar generation “was dominated by physicists who seemed to wear the ‘tunic of Superman’, in the phrase of a Life reporter, and stood in the spotlight of a thousand suns” (Kevles, 1978, pg. 334). The Manhattan Project had transformed physicists like J. Robert Oppenheimer into quasi-celebrities, while the growing spectre of the Cold War made research in mathematics, nuclear physics and engineering a national priority. Physical scientists and mathematicians found themselves awash with research funding from the federal government, even for ‘basic’ research that had no obvious military purpose. Invoking the imagery of Manifest Destiny, Vannevar Bush – President Roosevelt’s science advisor – declared in 1945 that science was a new, “endless frontier” for the country to explore.² The U.S. government, according to Bush, had previously “opened the seas to clipper ships and furnished land for pioneers. Although these frontiers have more or less disappeared, the frontier of science remains” (Bush, 1945, pg. 234). Broad public support ushered in a new era of ‘Big Science’: big budgets, big experiments, and perhaps most importantly, big enrolments in PhD programmes. In 1940, the number of physics PhDs awarded in the United States had never exceeded more than 200 per year. By the mid 1960s, American research universities were producing nearly 1,000 new physicists each year and the rate was growing quickly (Mulvey and Nicholson, 2011).

Those halcyon days did not last, though. In the U.S., high inflation caused by Vietnam spending and reduced growth in federal funding in the late 1960s and early 1970s combined to create a substantial reduction in real funding for research; there was effectively a fifty percent reduction in funding for high energy physics over a four year period beginning in 1970 (Kevles, 1978, pg. 421). Moreover, by the late 1960s, public support for science began to wane as social and political priorities changed, particularly in the wake of an increasingly unpopular American war in Vietnam which had shed light on the influence of the ‘military-industrial complex’ on the practice of academic science. Whereas it was once widely believed that ‘what is good for science is good for the country’, Alvin Weinberg – then chief administrator of Oak Ridge National Laboratory – was forced to concede in 1976 that research on “isobaric analog states in nuclei won’t resolve racial tension in Detroit or religious tension in Belfast” (Kevles, 1978, pg. 425).

Two crucial developments in the 1970s would ultimately turn physicists and mathematicians into prized commodities for banks and drive these individuals into Wall Street and the City en masse. The first development was the emergence of severe inflation and high and

²Dennis (2004) carefully examines the significance of this document and Bush’s intentions in writing it.
volatile interest rates during the 1970s, the former of which was, coincidentally, one of the major causes of a reduced federal budget for physics research.\textsuperscript{3} These forces combined to make the profitability and status of working as a bond salesman or a trader – “people long shunned as the rabble of the business” – grow considerably as fixed-income investors shifted from a ‘buy and hold’ approach to investing to active portfolio management (Chernow, 2001, pg. 585). With the growth of these markets came the need for more quantitative acumen on the trading floor, especially as record yields and volatility made the favourite calculative apparatus of bond traders – the ‘yield book’ – increasingly unusable. Salomon Brothers & Hutzler – the most prominent bond firm in the United States in the late 1960s and one where nearly half the partners at the time had never attended university (Lewis, 2010, pg. 41), chose to hire Martin Leibowitz, its first PhD mathematician, after he finished his doctorate at New York University in 1969 (Homer and Leibowitz, 2004, pg. xvi). Later, firms like Salomon Brothers would create new types of financial instruments that investors, corporations, and banks could use to protect themselves against – or speculate on – these changes in interest rates. In the U.K., American investors had been depositing U.S. dollars into British banks at least since the 1960s in an effort to evade ‘Regulation Q’, which since its enactment in 1933 placed a cap on the interest paid on money deposited with U.S. banks (Friedman, 1971, pgs. 17-18). British banks were, in turn, happy to receive deposits in U.S. dollars in part due to the pound’s weak international position following World War II, especially following the 1957 sterling crisis (MacKenzie, 2008). This market for ‘Eurodollars’ grew quickly in the wake of the 1973-4 oil crisis when many oil producing states chose to deposit significant amounts of their dollar-denominated profits into London banks (Chisholm, 2009). Over time, the cost of borrowing money in this market came to be represented by an interest rate known as the London Interbank Offered Rate (Libor), and by the early-to-mid 1980s a new set of financial products emerged called ‘interest rate derivatives’ that were tied to the Libor rate.

The second development was intellectual, and originated in a handful of economics departments and business schools in the United States. In 1973, Fischer Black, Myron Scholes, and Robert C. Merton jointly developed a model for pricing European call options, a type of derivative that gives the holder the right, but not the obligation, to buy an asset at a predetermined price on a future date (Black and Scholes, 1973; Merton, 1973b). Although the Black-Scholes model was not the first options pricing model to be developed – indeed, work on options pricing originated with a French mathematician named Louis Bachelier in 1900 – it soon became popular on the nascent options exchange in Chicago and would be used to justify and legitimate the practice of options trading, an activity that was widely regarded as a dubious form of gambling at the time (MacKenzie and Millo, 2003). Perhaps more importantly, though, the Black-Scholes model provided a strategy for ‘synthesising’ options by trading in the underlying stock, thus making it possible for a bank or trading firm to ‘make markets’ in

\textsuperscript{3}I credit Derman’s (2004) memoir for initially drawing my attention to this coincidence.
options to clients in large volumes without, in principle, taking on a large amount of risk. Risk could now be manufactured or engineered, rather than simply avoided or managed.

Emanuel Derman, a PhD-trained physicist who eventually moved to Wall Street in 1985 after he and his wife were unsuccessful in finding tenure-track academic positions in the same city, emphasises in a recent memoir how Black-Scholes’ capacity for dynamic replication fundamentally altered the business of selling options:

Before the advent of the [Black-Scholes] model, a dealer who sold a call option to a client had to take the other side of the trade; the dealer then bore the risk, if the stock price went up, of having to pay the client out of pocket. After the model’s dawn, a dealer could use its recipe to roll his or her own option out of stock and cash, and estimate the cost of doing so. The dealer could then sell the homemade option to the client, ideally being left with no risk at all. Options dealers soon began to use the Black-Scholes model to manufacture options out of raw stock and then sell them. Dealers charged a fee for this manufacture, just like any other value-added reseller. (Derman, 2004, pg. 146)

Within the academy, the work of Black, Scholes and Merton turned options pricing into a hot area of financial research, as economists sought to generalise their work to new applications and contexts. Cox and Ross (1976) soon realised that the price of a variety of options could be calculated by simply taking the discounted expectation of the option’s future payoff under a special set of ‘risk-neutral’ probabilities. Later, Harrison and Kreps (1979); Harrison and Pliska (1981) recast the idea of ‘risk-neutral’ pricing in the rigorous mathematical language of probability theory and martingales. These generalisations of the Black-Scholes model provided a set of tools for pricing derivatives of many types – even new derivatives that had not yet been invented – rather than the simple call options. Using these theories, however, required many of the same mathematical tools that underlie the study of quantum physics. Thus while Alvin Weinberg may have been correct that research on isobaric analog states in nuclei could not resolve the major social issues of the day, the same tools and skills that mathematicians and physicists had developed to study these phenomena became incredibly valuable – and lucrative – to banks and other financial institutions.

The move of physicists and mathematicians from universities into banks parallels a broader, century-long transformation in Western societies. On the one hand, ‘risk’ has been transformed from an obscure concept used within the narrow field of marine insurance into an organising concept of finance and society more broadly (c.f. Levy, 2012; Power, 2007). At the same time, businesses and corporations in Western economies have become increasingly ‘financialised’, as profits have come to be accrued primarily through financial channels rather than through trade or commodity production (Krippner, 2005). As the epigraph to this chapter indicates, by the mid-1980s a new job description was beginning to enter the popular lexicon: the ‘rocket scientist’ or ‘derivatives quant’. Early quants tended to be “retreads from other disciplines who could learn quickly, solve equations, and write [their] own programs”, according to Emanuel Derman. But by the late 1990s this new community of ‘quants’ was “becoming a discipline, a business, and a profession” of its own, complete with its own canonical textbooks,
graduate programs, journals, and conferences (Derman, 2004, pg. 224). Today, this new ‘quant profession’ is a fixture in the world of finance. The models and tools that quants build and maintain are central not only to the day-to-day activities of traders, but also the governance of those traders and even the financial institutions in which they work. Quant models are used to assess the vulnerability of banks to financial shocks, and to levy capital charges on them according to the riskiness of the assets and liabilities on their books. Perhaps most importantly, though, quant models have become a key technology enabling the modern practice of ‘mark-to-market’ accounting. Moreover, quants increasingly work outside banks, at institutions such as hedge funds and pension funds, where their quantitative acumen is applied to developing investment strategies rather than pricing derivatives that are sold to clients.

At the time the above epigraph was written, little was known about these apparently brilliant individuals by members of the public and even their former academic colleagues, other than the fact that what they do is both complicated and well-compensated. Yet despite their obvious significance within the global financial system in the present day, there has been remarkably little social science or historical work on the quant community and how its models are developed and used.\(^4\)

### 1.1 Focus and Aims of the Thesis

This thesis builds upon existing work by MacKenzie and Spears (2014a,b) on the derivatives quant ‘evaluation culture’, a term they use to characterise distinctive communities of evaluation practice that span multiple financial institutions.\(^5\) In particular, the concept of ‘evaluation culture’ is intended to capture the shared sets of beliefs among certain groups of financial market practitioners about how financial assets ought to be valued, along with a set of shared conceptual objects (‘an ontology’) around which evaluation practices are organised, and a set of social processes by which those practices are shared and reproduced. In the case of derivatives quants, this ‘evaluation culture’ is primarily centred around the practice of articulating, constructing, and maintaining mathematical models that, like the original Black-Scholes model, are used by traders to ‘manufacture’ derivatives that are sold to clients. Moreover, it largely exists within a small set of financial institutions conventionally called ‘dealer banks’ that ‘make markets’ in these instruments with client institutions such as corporations. It is these models, used in this particular institutional context, which constitute the focus of this thesis.

\(^4\)Notable exceptions include Lépinay’s (2011)’s ethnography of an equity derivatives trading floor at a French bank, which examines the role of quants within this organisation in some detail; however, quants and their models are not the focus of his book. MacKenzie and Spears (2014a,b), on the other hand, examine the derivatives quant community and the historical development and use of one model in particular: the Gaussian Copula model, which was originally developed to value complex structured products such as the ABS CDOs that played a significant role in the 2008-2009 financial crisis.

\(^5\)’Evaluation practice’ in this context means any practice that is concerned with assessing the (not necessarily monetary) worth of an object. Unlike Lamont (2012), whose recent review on the sociology of valuation and evaluation tends to differentiate between these two activities, I intend for the term ‘valuation practice’ to refer to a specific type of evaluation wherein the worth of an object is assigned a price or monetary value.
My focus is on models that derivatives quants build to price and hedge financial instruments that are traded in a particular set of markets: those for ‘over-the-counter’ (OTC) derivatives tied to Libor, a set of markets that are based predominantly in London. Since the 1980s, this market has grown to become a central component of the global financial system, as corporations, government entities, and financial institutions have come to rely on Libor derivatives to both manage – and speculate on – changes in the cost of borrowing money in the Eurocurrency markets. The markets for Libor derivatives are also some of the largest ‘over-the-counter’ derivatives markets in existence. According to statistics provided by the Bank for International Settlements, interest rate derivatives make up approximately eighty-one percent of total notional issuance of OTC derivatives globally, while a recent trade-level analysis of these markets conducted by Fleming et al. (2012) suggests that Libor derivatives make up the majority of these contracts. Despite its relative size, as far as I am aware the only existing work on these markets by a social scientist is Riles’s (2011) ethnographic study of the legal practices employed in the ‘back office’ of a derivatives dealer operating in Japan. There has not been any social science research that directly examines the modelling or valuation practices employed in these markets.

This thesis examines the models and modelling practices employed by derivatives quants from two distinctive vantage points. Within the first vantage point – which occupies part II of this thesis – I provide a holistic picture of how modelling practices are employed by quants who work at dealer banks that ‘make markets’ in the Libor derivatives market in the present day. By closely examining the ways in which these models are used by various stakeholders within dealer banks and the relationship between these practices and the organisational structure of these banks, I shed light on the social and technical processes that underpin trading in these markets. We will see that modelling activities in these markets are organised around a particular set of what I call ‘model objects’ which are produced by traders working at distinct trading desks. I trace out how these ‘model objects’ circulate around the trading room while reinforcing a cognitive division of labour between different trading desks within banks. I also highlight a distinct set of practices referred to as ‘implied calibration’ by quants which they use to connect these abstract models to market data. Finally, I draw attention to the largely tacit body of knowledge that quants need to perform these practices.

The second vantage point is instead historical and occupies part III of this thesis. I pick out one class of models that are used by quants to price and hedge so-called ‘exotic’ Libor derivatives known as ‘interest rate term structure models’, and trace their development from

---

6I use the term ‘Libor derivative’ to generically refer to any contract that is tied to either one of the currency-specific Libor rates, the Euribor rate, or swaps written on these rates. London-based derivatives quants and traders often refer to such contracts generically as ‘interest rate derivatives’. Throughout this thesis – and particularly in part II – I have used the more specific term ‘Libor derivative’ to acknowledge that there are many interest rate derivatives contracts that are traded in the financial markets whose practitioners use evaluation practices very different from those that I examine here; for instance, mortgage-related securities.

the late 1970s until the present day. As Galison (1997, pgs. 4-5) notes in his study of the material culture of physics, as soon as one begins examining the development of the tools that practitioners in an intellectual community use to produce knowledge, one inevitably traces a path far outside the original centre of investigation: in his case, that investigation entailed a journey outside the physics laboratory through fields as diverse as seismology and glass blowing in sites as varied as Victorian Scotland and England and the Los Alamos National Laboratory in New Mexico during World War II. Likewise, tracing the historical development of these ‘interest rate term structure models’ will take us away from the City and Wall Street, back into a set of economics departments and business schools in the United States. We will see that these models were originally designed for a very different set of purposes and modelling practices than are used by present-day derivatives quants.

By tracing how quants and financial mathematicians gradually reshaped these models into tools that could be employed within the social and technical context described in part II, the models themselves will serve as a technical microcosm through which to view a much larger social development that has gone virtually unnoticed by social scientists: the establishment and growth of communities of financial modellers that are distinct and separate from economists and finance academics working in universities. As Morgan (2012) shows in a recent book, modern academic economists build and use models according to a distinctive set of rules and conventions that govern their use, and a set of normative criteria of what ‘good’ modelling entails. As she shows, models that are created and used in this community are designed to be “small worlds” that contain “compressed” descriptions of real-world economic processes. Academic economists are rarely interested in building models that can make accurate predictions or that reflect the richness and complexity of the real world. Instead, models in economics are used to express, at most, one or several economic processes in a highly caricatured manner that elucidates their economic significance. Derivatives pricing models, as I show in this thesis, are rarely designed to be the ‘small, caricatured worlds’ that economists prefer, but instead are meant to be tools for calculation. Moreover, they are evaluated by a comparatively pragmatic set of criteria that is distinctive of the derivatives quant community: namely, their capacity to produce ‘good hedges’ for a trader in a reasonable amount of time, and their ability to ‘match’ or ‘reproduce’ a wide variety of observed prices seen in the market. However, building models that are capable of doing these things requires a distinctive body of knowledge – what I call ‘quant expertise’ – from that which is possessed by economists and finance academics working in business schools.

Term structure models, as I demonstrate, have also been ‘shaped’ by factors other than these explicit normative criteria. An old theme in sociology and structuralist anthropology is the way in which classification systems come to reflect (be homologous to) the structure of the society in which they are employed. Durkheim and Mauss famously argued that the cosmological beliefs of certain communities are shaped or “moulded, as it were, by the totemic
organisation” (Durkheim et al., 1963, pg. 29). While contemporary social scientists recognise that there are rather serious methodological problems with Durkheim and Mauss’s particular case, the notion that the objects and tools used by a community reflect the community itself has been a major theme in structuralist-influenced anthropology (c.f. Bourdieu, 1977). In chapter 8, I provide tentative evidence of such a Durkheimian process: the popularity and influence of the term structure models I examine in that chapter is at least partly due to the fact that the theoretical structure of these models is homologous to the market structure of Libor derivatives trading and the organisational structure of many banks.

This distinction between the modelling ‘cultures’ of economics and derivatives quants can potentially inform the recent literature on the ‘performativity’ of economics and economic models. This concept, which was first articulated by Callon (1998a), refers to the capacity of economic theories and models to not only describe and explain social and economic phenomena, but to actively intervene, reformat and constitute forms of social and economic order. Much of the subsequent performativity literature has implicitly treated ‘economics’ as a relatively unified and homogeneous set of logics and practices revolving around the enactment of Homo Economicus. The historical case studies that I provide in part III of this thesis instead suggests the possibility of multiple epistemic ‘cultures’ – distinct from academic economics – which engage in economic and financial modelling, along with a potential diversity of logics and practices that these communities employ in the course of building and using models.

1.2 Structure of the Thesis

Although the subject of this thesis is unavoidably technical in nature, I have attempted to structure it in such a way that it is possible to follow my line of argument without delving into the technicalities of interest rate derivatives modelling. On the other hand, I do not completely banish equations from the text, as the conceptual objects that are invoked in these equations are central to the argument that I make in this thesis. Moreover, the technical jargon of quantitative finance and derivatives cannot be avoided entirely, and thus I have also included a glossary and a summary of abbreviations and mathematical notation at the end of this thesis. The reader should also bear in mind that the material I present in chapters 4 through 8 is cumulative, with each chapter introducing a set of technical concepts that are used later in the thesis.

The thesis consists of nine chapters, including this introduction, which are grouped into three parts.

Chapter 2 continues part I of the thesis. In this chapter, I review the relevant literature from economic sociology and science and technology studies on financial models and their relationship to markets. Of particular importance is the recent body of work on the ‘performativity of economics’ that I mentioned above. I examine this approach to the study of economics and
markets, along with several prominent critiques and refinements of the performativity concept. I also introduce existing historical and ethnographic work on the use of models within the economics discipline.

Chapter 3 explains the methodology employed whilst researching this thesis and the data that this thesis draws upon. This data include interviews, a large corpus of technical documents on interest rate modelling, and participant observation at derivatives quant conferences. I also discuss some of the issues that arose during the research phase; in particular, the need to acquire ‘interactional expertise’ in the area of financial mathematics and how I went about accomplishing this.

Chapter 4, which concludes part I of the thesis, provides an introduction to the mathematical concepts that underlie no-arbitrage models, the family of models that includes all of the models discussed in this thesis. I present the central concepts of these models using simple mathematics; however, it is not strictly necessary for the reader to understand the material in this chapter to follow the argument that I make in this thesis.

Chapter 5 begins part II of the thesis, which focusses on the ‘evaluation culture’ of derivatives quants working in the Libor derivatives markets. This chapter introduces this culture by describing the role and function of the Libor derivatives markets within the broader financial system, the major types of derivatives that are traded in these markets, the institutional structure of these markets, and how and why no-arbitrage models are used by banks operating within them. I also introduce the institutional role of derivatives ‘dealer banks’ within these markets, and end the chapter by describing the activities of derivatives quants within these banks.

Chapter 6 engages more deeply with the cognitive world of derivatives quants working in the Libor derivatives markets, and the models they build and use. I introduce a family of ‘model objects’ and ‘modelling practices’ that organise quants’ modelling activities in these markets, explain how they map onto the organisation structure of dealer banks, and highlight how they enable a system of ‘distributed cognition’ between trading desks. This chapter provides a description of the sociotechnical context to which quants needed to ‘re-shape’ the term structure models that are the focus of part III of the thesis.

Chapter 7 begins part III of the thesis. In this chapter, I examine the development of the family of ‘short rate’ interest rate models by economists and financial academics beginning in the late 1970s. These models, I claim, were initially designed to study the economy, and in particular, the bond market. This entailed a certain style of modelling that was, unfortunately, incompatible with the emerging modelling practices in the Libor derivatives markets. This chapter traces how these models were gradually re-configured to work as tools of calculation embedded within the information infrastructure of banks, and how this shift corresponded with the development of a new form of ‘quant expertise’.

Chapter 8 examines the development of another family of interest rate models that were
initially created by a group of academics who identified as mathematicians as much as they did economists. These models were initially developed to address some of the shortcomings of those I examine in chapter 7, but were later re-shaped into a set of ‘market models’ that are deeply homologous both to the ‘model objects’ that I introduce in chapter 6, and to the organisational division of labour between trading desks within dealer banks. However, a material shortcoming of these models – their capacity to produce ‘good hedges’ quickly and reliably – caused certain users to experience considerable losses during the recent financial crisis.

Chapter 9 summarises the major findings of the thesis, and discusses its contribution to the existing sociological literature on economic and financial modelling. I also examine several limitations of the research design I employed, and offer some directions for future research.
Chapter 2

Literature Review

This thesis examines the ‘evaluation culture’ of derivatives quants working in the Libor derivatives markets, and how a set of models used to price ‘exotic’ Libor derivatives were ‘reshaped’ to work within this evaluation culture. As such, this thesis makes a number of contributions to the emerging sociological literatures on the ‘performativity of economics’ and financial modelling practices. The purpose of this chapter is, first, to review the existing sociological and historical literature on performativity and economic modelling and position this thesis within this body of existing work. Second, I introduce a number of concepts that will be employed throughout the empirical portion of this thesis.

2.1 Economic Sociology and the Study of Markets

Sociologists can claim to be some of the earliest academics to take an empirical interest in modern financial markets; however, the systematic study of financial markets, and financial valuation practices in particular, is a relatively recent development in the discipline’s history. While Louis Bachelier’s (1900) study of speculation on the Paris Stock Exchange – *Théorie de la spéculation* – is generally regarded by financial mathematicians as one of the founding documents of their field (and indeed many of the mathematical techniques that the models discussed in this thesis draw upon Bachelier’s thesis), Max Weber’s two pamphlets on the German stock and commodity exchanges were actually published four and six years prior to it (Weber, 2000a,b). Weber’s interest in these institutions was not merely confined to the broader importance and effects on society: in addition, the second of these pamphlets contains rich descriptions about the practice and operations of futures and stock trading, the processes of calculation used by market participants, and so on.

During much of the twentieth century, however, empirical interest in marketplaces such as financial exchanges faded within sociology and across the academy in general. Both Weber and Bachelier’s interest in these institutions reflected their perceived social and political im-
portance at the time: Weber, for instance, penned his two pamphlets on the stock and commodity exchanges in order to contribute to a political debate within Germany over their regulation (Lestition, 2000). Yet both Bachelier and Weber’s work largely failed to gain interest from each of their respective disciplines. Bachelier’s thesis was not awarded the mark necessary for him to attain a prestigious professorial appointment within French mathematics, in part due to its lack of fit with other work in the discipline (Taqqu, 2001). While some of the mathematicians who laid the groundwork for the mathematical techniques that underlie derivatives pricing knew of his work (e.g. Kolmogorov, Doob and Itô), its importance to the study of finance and economics was only rediscovered by economists such as Paul Samuelson in the 1960s (Jarrow and Protter, 2004, pgs. 6-7).

For Weber, the use of calculation was an important characteristic of the process of rationalization, with monetary and financial calculation (e.g. capital budgeting) being associated most closely with formal, bureaucratic rationality (Weber, 1968, pg. 86). Weber also believed that modern society’s ability to “master all things by calculation” was an important cause of society’s “disenchantment” and the elimination of magical thinking (Weber, 2009, pg. 139). Despite its importance within Weber’s sociology, empirical work on calculation – particularly economic and financial calculation – is notably absent in much of 20th century sociology. Within sociology, empirical interest in economic calculation withered as the discipline came to embrace an implicit jurisdictional demarcation between itself and the discipline of economics that was not yet present in Weber’s time. In particular, many mid-century sociologists came to implicitly embrace the view that modern economies are embedded within but distinct from society, and are characterised by a set of distinctive logics and rationalities. Consequently, economists should have intellectual jurisdiction over the workings of the economy and markets, whereas sociologists should instead focus on the broader macro-social system in which economies are embedded.

Stark (2000) attributes this shift to the influence of Talcott Parsons, who tried to carve out a distinct intellectual niche for sociology. Stark refers to the resulting demarcation as “Parsons’ Pact”. While Parsons’ highly theoretical functionalist sociology became increasingly unpopular during the 1970s (Joas and Knobl, 2009, pg. 93) and sociologists came to embrace a much more critical attitude towards the rational-choice approaches used by economists, the implicit jurisdictional demarcation that he set out between economics and sociology remained influential for many additional years. Moreover, during much of the 20th century, economics moved in an increasingly formal and mathematised direction with little interest in real-world markets, while the study of finance remained a marginalised and low-status field of study within business schools well into the 1950s (MacKenzie, 2006).

Across the academy, the shift away from interest in finance had a number of broader causes, including the rise of managerial capitalism and large, hierarchical corporations (Chandler, 1977). For economists such as Coase (1937), the existence of such large forms of social organis-
sation was a paradox for economics to answer, and later economists such as Williamson (1973) created a research programme to address the question of why so much economic activity is organised through managerial ‘hierarchies’ rather than bilateral trading through ‘markets’. The theme of ‘markets vs. hierarchies’ came to shape a generation of thinking within sociology and organisational theory as well: the influence of this perspective can be seen in Granovetter’s (1985) critique of Williamson’s research programme, and subsequent attempt to find a middle path between “oversocialised” and “undersocialised” accounts of economic action. However, focus on the nature and existence of such ‘hierarchies’ among social scientists meant that market institutions such as the stock and commodities exchanges that Weber had examined went unstudied.

Beginning in the early 1980s, a new style of sociology emerged that began to challenge Parsons’ disciplinary demarcation, while at the same time the marketplace became a renewed area of empirical interest. White’s (1981) work on production markets was a crucial development in this respect. As Stark notes, White “turns the table” on Parsons’ Pact: “Markets, he argues, are not simply embedded in social relations, they are social relations” (Stark, 2000, pg. 2). Unlike Parsons who saw sociological theory as being a generalisation of economic theory, Stark notes that White created the possibility of a sociological approach to the study of markets distinct from economics. As a consequence, real-world markets came to be seen as legitimate subjects of empirical sociological inquiry. Two empirical studies particularly exemplify this new approach to the study of the economic domain. In his study of the prices of options traded on an options exchange in the United States, Baker (1984) showed that the structural properties of the networks of traders participating in the market can significantly affect the volatility of options traded in the market. Likewise, Zuckerman (1999) showed that the existence and organisation of industry categories can shape the valuation of stocks, particularly those that do not cleanly fit into established categories. Later, Zuckerman (2004) showed how such categories can also drive the quantity of trading in particular stocks. Carruthers and Stinchcombe (1999) took this line of inquiry a step further still. They showed that the existence of ‘liquidity’ in a financial market – the ability to transact relatively large quantities of a particular instrument without affecting its price – is a problem in the sociology of knowledge, as buyers and sellers must possess a shared conviction about what counts as an identical good and must be able to engage in what Espeland and Stevens (1998) call ‘commensuration’ between similar goods: that is, compare them according to a common metric. Liquid markets are thus not a ‘naturally’ existing entity as economic theory traditionally assumes; instead, they must be constructed. Doing so entails what Carruthers and Stinchcombe describe as “minting work”, which often amounts to stripping away the distinctiveness and complexity of a particular object to turn it into a standardised commodity.
2.2 The ‘Performativity’ of Economics

A subtly different challenge to ‘Parsons’ Pact has come in the form of a research programme around Michel Callon’s concept of the “performativity of economics”. Like Weber, Callon puts the study of calculation at the centre of a sociology of markets (Callon, 1998b, pg. 3); however, there is a crucial difference between Callon’s approach and previous approaches to the study of markets. The major premise of Callon’s programme is that the models, techniques and theories of economics (broadly interpreted to include related disciplines such as accounting and management in addition to academic economics) do not merely describe a naturally existing economy or a set of economic actors with predefined properties, but instead play a role in formatting, shaping, and even constructing these entities (Callon, 1998b, pg. 2). For Callon, the important sociological question is not how economic actors behave “naturally”, but instead how activities, behaviours and social domains become ‘economised’ and amenable to calculation and hence transformed into the realities that economic theory assumes to be natural (Caliskan and Callon, 2009; Callon, 1998b, pg. 33). Economics is thus ‘performative’, according to Callon, because it is a discourse that “contributes to the reality that it describes” (Callon, 2007c, pg. 315). Callon argues that with a performative statement – such as an economic model – it is more appropriate to say that the world it represents or describes “becomes actual” rather than ‘true’, since its truth value is not independent of its description. This representation or description is made actual through a “long sequence of trial and error, reconfigurations and reformulations” of “articulating, experimenting, and observing” (Callon, 2007c, pg. 320).

2.2.1 Evidence of Performativity

Of course, the idea that economics is performative is merely a hypothesis: it is ultimately an empirical question whether and to what extent such a process of “reconfiguration and reformulation” drives alignment between the social world and the models and theories of economics. It is also not altogether clear from Callon’s description of the concept what performativity means in practice. However, there does exist some tentative evidence of the performative capacity of economics and economic models which also clarifies its meaning. One prominent example provided in a case study written by Guala (2007) is the use of game theory – a sub-field of economics concerned with the study of strategic interactions between rational agents – by economists working in conjunction with the U.S. Federal Communications Commission (FCC). The FCC hired economists to develop a set of procedures for auctioning ‘wireless spectrum’ – contractual rights to broadcast at certain radio frequencies – to private corporations, such as telecommunications providers. Auctioning wireless spectrum turned out to be incredibly lucrative for the U.S. government, with revenues in the billions of U.S. dollars; however, it was believed that the willingness of private corporations to pay for wireless spectrum tends to be highly sensitive to the rules and procedures of the auction itself. As a consequence, the FCC
employed economists with expertise in a branch of game theory known as ‘mechanism design’ to design an auction protocol. According to Guala (2007), one of the problems that designers of the auctions faced was that the efficiency of the auction protocol that the game theorist designed was sensitive to all participants in the auction possessing ‘common knowledge’ of the rationality of other players: in other words, the situation in which each player is rational, each player knows that each player is rational, each player knows that each player knows that each player is rational, and so on out to infinite degrees of such higher order knowledge (Guala, 2007, pg. 146). The simplest solution to this problem, it turned out, was to assign a “pet game theorist” to each participating team in the auction (Guala, 2007, pg. 147).

Perhaps the most well-known evidence of performativity to date is MacKenzie and Millo’s (2003) case study of the Black-Scholes model for pricing equity (i.e. stock) options. To provide a brief summary of their argument, MacKenzie and Millo explain that when the Black-Scholes model was first developed, it did a rather poor job fitting the patterning of market prices for traded options. In particular, whereas the Black-Scholes model assumes that a single constant parameter can be used to describe the volatility of the underlying stock, initially this was not the case. However, as they argue, use of the model by market practitioners (e.g. options traders at the newly formed Chicago Board Options Exchange, or CBOE) drove patterns of market prices to coincide with those predicted by the model. MacKenzie and Millo identify four distinct mechanisms through which this occurred. First, the Black-Scholes model lent legitimacy to the practice of options trading, whereas it had previously been seen as a form of reckless gambling. Consequently, options exchanges – such as the CBOE – were permitted to grow and become an institutional fixture within modern finance. Second, as the model and options markets became prominent, laws and regulations were adjusted to align more closely to the assumptions of the underlying model (i.e. the fact that short-selling restrictions were waived for “bona fide hedging by options market makers”) (MacKenzie and Millo, 2003, pg. 123). Third, that by being used as a tool for spotting and exploiting arbitrage opportunities (that is, opportunities for risk-free profit arising from a divergence in the prices of financially identical securities), traders helped drive patterns of market prices to align with those predicted by the Black-Scholes model itself. Finally, and perhaps most importantly, the model became embedded into the communicative practices of the market itself, as traders came to quote options in terms of their ‘implied volatility’ (the value for the volatility of the underly-

---

1This technical formulation of the term ‘common knowledge’ originates with Lewis’s (1969) game-theoretic approach to the study of social conventions. Lewis’s concept was later appropriated by economists, and most game theoretic models in economics make certain assumptions about the existence of common knowledge of certain types of information (most notably, common knowledge of the rationality of actors and the structure of the game). This idea also underpins many theories and concepts in financial economics, such as the existence of a ‘rational expectations equilibrium’ in an economy. See: Brunnermeier (2001, ch. 2) for a summary of the connection between common knowledge and finance. Barnes (1995), a sociologist, points to the difficulty in producing and maintaining common knowledge among rational, atomistic actors as a critique against the ‘rational choice’ tradition in social theory, a criticism that seems to be validated by an increasingly voluminous literature in economics on how the equilibrium outcomes of certain games can change in the presence of deviations from common knowledge among players (c.f. Rubinstein, 1989; Shin, 1996).
ing stock that must be inputted into the Black-Scholes model so that the model’s price matches that which is quoted in the market) and continue to do so in the present day. However, insofar as the Black-Scholes model shaped market practices and options prices, its performative capacity was neither total nor permanent. Following a stock market crash in October 1987 which was at least partly caused by the use of the formula as a hedging tool, a “volatility smile” emerged in the options markets (and indeed eventually spread to the Libor derivatives markets which I examine in this thesis), thus violating Black-Scholes’ assumption of constant volatility of the underlying stock.

If models and theories are indeed able to perform markets but in an imperfect manner, then as MacKenzie (2003, pg. 373) suggests, the “insulation” of the economic sphere from what are traditionally thought of as social dynamics (e.g. imitation and convention) may – contrary to Parsons’ conception of the economy/society divide – be limited and imperfect. For example, MacKenzie (2003) argues that a social process of imitation was the primary causes of the 1998 Long Term Capital Management (LTCM) disaster, in which an unexpected event forced the then-prominent fixed-income investment firm to unwind its positions at a considerable loss and threatened the stability of the whole financial system. LTCM’s success had attracted a large number of imitators, who unconsciously imitated the firm’s portfolio of investments. This, in turn, forced LTCM to increase its leverage, in effect creating an enormous market-wide “superportfolio” that was highly vulnerable to slight changes in bond yields.

Beunza and Stark’s (2012) ethnographic study of merger arbitrageurs also highlights the use of models as tools for spotting mispriced securities. They examine how merger arbitrageurs reflexively use models to assess whether or not proposed corporate mergers will ultimately be carried out. As they explain, merger arbitrageurs use spreadsheet-based models to form probabilistic estimations of a merger between two companies, but they are keenly aware that their own models are likely to be wrong. Because of this, they reflexively watch for changes in a stock’s price in the lead-up to a merger announcement in order to ‘back out’ other traders’ changing beliefs about the likelihood of the merger. If the price of a stock changes in a way that does not correspond with a trader’s model, she will re-check her model to be sure no relevant information was left out of her prediction. However, as Beunza and Stark show, this shared practice of ‘backing out’ other traders’ beliefs from changes in prices can cause traders to overestimate other traders’ confidence in a particular outcome. Beunza and Stark argue that this type of reflexive social process created a feedback loop of false confidence that lay at the heart of $2.9 billion in losses in the lead-up to a proposed merger between Honeywell and GE in 2001, an incident that they at least partially attribute to “a lack of diversity in the models and databases of the actors engaged in a deal” (Beunza and Stark, 2012, pg. 43).

The behavioural dynamics Beunza and Stark observed are similar to models of rational

2Many of LTCM’s trades were bets on the difference between the yield on government bonds and interest rate swaps of a given maturity (MacKenzie, 2006, pg. 219). Interest rate swaps are a type of Libor derivative whose properties I examine in depth in chapter 6.
‘herding’ from the information economics literature (c.f. Bikhchandani et al., 1992; Scharfstein and Stein, 1990). The important insight of these models is that conformity in beliefs and action can often be rationalisable for individuals even if it leads to collective decisions that appear to be irrational. The critical difference between Beunza and Stark’s account and these herding models is the fact that in Beunza and Stark’s account, agents’ beliefs are shaped by a common set of valuation practices, tools, and models, whereas the herding literature assumes agents’ private beliefs are independent from each other but can become dependent through a process of social learning. More generally, Beunza and Stark’s perspective is attentive to how specific material artefacts – what Callon and Muniesa (2005) call “calculative devices” and Muniesa et al. (2007) equivalently call “market devices” – constitute and shape the social order of markets.

2.2.2 Critiques of Performativity

The ‘performativity programme’ has attracted a considerable amount of criticism, both from within and outside sociology. Some of this criticism pertains specifically to Callon’s particular approach to the study of performativity, while others relate more to the concept in general. I will first address some criticisms of Callon’s particular approach to the study of this subject, and then move on to more general critiques.

Callon’s specific approach to the study of calculation and performativity deviates from mainstream economic sociology in important ways, some of which have been highly controversial among anthropologists and sociologists. First, along with scholars working within the French ‘sociology of conventions’ school (c.f. Orléan, 2003), Callon is specifically interested in ‘de-naturalising’ the vision of the economy and of economic actors provided by economics, and instead showing how the modes of social interaction and behaviour (e.g. competition, profit-maximising action) that characterise this vision are brought into being. In particular, Callon (1998a) draws on actor network theory (ANT) (c.f. Callon and Law, 1986; Latour, 2005) and Hutchins’s (1995) work on ‘distributed cognition’ to argue for a radically non-essentialist conception of economic actors in which an actor’s ability to make rational decisions is contingent upon her use of calculative ‘prostheses’, such as models, computers, and other such material tools (Callon, 2007a). Callon suggests that if equipped with a sufficiently advanced set of calculative tools, the utility-maximising model of strategic behaviour assumed by economics could, to borrow his phrase, ‘become actualised’. Consequently, he (2007a) argues that social science critiques of rational Homo Economicus lose their “relevance”, and that economic sociologists should instead concern themselves with how such calculative agencies come into being. For Mirowski and Nik-Khah (2007), Callon’s Transformers-like vision of economic actors is uncomfortably similar to that within cybernetic disciplines such as operations research and game theory; they argue that Callon’s approach to the study of markets is far too mechan-
ical and ignores the politics surrounding the adoption of particular economic theories and models. Mirowski and Nik-Khah focus in particular on Guala’s case of the use of game theory in developing an auction protocol for the FCC and claim that he fails to highlight the deeply political ramifications of using game theoretic techniques to design such auctions.

Second, a central concept to Callon’s approach to the study of economization is the notion of “disentanglement” – the re-formatting of social and material relationships both of goods and actors (or ‘actants’ in Callon’s ANT-based terminology) which perform calculation. Returning to Carruthers and Stinchcombe’s work on liquidity, a mortgage must be ‘disentangled’ from the time and location in which it was originated so that it can be packaged into a mortgage-backed security and transformed into a good for which there is a liquid market. Thus in the case of objects, ‘disentanglement’ is less controversial, since it is similar to the ‘minting work’ discussed by Carruthers and Stinchcombe whereby heterogenous objects are transformed into a set of standardised goods that buyers and sellers can commensurate between. However, Miller (2002) strongly objects to the notion that rational, socially disentangled actors – i.e. Homo Economicus from literal interpretations of economic theory – can be created, or that such actors are a natural component of economization. For Miller, “there are distinct practices in capitalist societies but these rarely if at all assume the form presumed for them by market theory and economists. [...] We can theorise such bare bones academically but that is not how economies or economic agents operate” (Miller, 2002, pg. 232). In a separate paper, Holm (2007) defends Callon’s approach from Miller’s critique. In Holm’s view, Miller’s rejection of Callon’s programme is reminiscent of the way that Collins and Yearley (1992) rejected Latour and Callon’s actor-network theory over a decade prior as a “betrayal” of the social studies of science. Callon, according to Holm, does not believe in the existence of a perfect utility-maximising rational actor whose existence is natural and universal. “Instead, he insists that markets sometimes can be formatted in such a way that real people achieve some powers of calculation and rationality” (Holm, 2007, pg. 327).

However, even if we grant to Callon that the rational, self-interested behaviour of Homo Economicus can be enacted, a market of such agents would still depend on shared knowledge in order to coordinate their actions in such a way so as to achieve the outcomes predicted by economic theory, since economic models – particularly those of the game theoretic variety – generally make strong assumptions about the distribution of knowledge among economic actors but do not explicitly account for how this shared body of knowledge is produced or sustained. This is, in fact, born out by the existing empirical work on performativity: in Guala’s case, the models that were used to inform the design of the spectrum auctions crucially depended on there being ‘common knowledge’ of rationality among the players, which was most easily achieved by assigning a game theorist to each team. Moreover, if Carruthers and Stinchcombe are right that liquid markets depend on the existence of shared knowledge, then market actors must be socially “entangled” at least insofar as they possess a shared body
of knowledge for evaluating goods that are traded in the market. Even if each team participated in the auction in a fully rational and self-interested manner in accordance with auction theory itself, Guala’s case suggests that the enactment of the auction depended upon each of the participants in the market belonging to a shared epistemic community: that of academic economics.

Another line of criticism has focussed on setting boundaries on the extent to which a model or theory can ‘perform’ a certain social reality. Felin and Foss (2009), for instance, criticise the social constructivist assumptions underlying the concept of performativity and maintain that “objective reality” sets a barrier on the extent to which an economic model or theory can reshape reality in its own image. With reference to MacKenzie and Millo’s study of the Black-Scholes model, they maintain that “not just any (false or other) prophecies and theoretical claims about option value could be made by these scholars. Rather, the underlying realities that the model tapped into better explained a more true value of options” (Felin and Foss, 2009, pgs. 656-7). Felin and Foss claim in a endnote to their paper that much of the research on the performativity of economics assumes that the content of these theories and models is essentially arbitrary or conventional in nature:

The nature of economic theories and models themselves, it is argued, then is explicitly (though this remains implicit in most work, see MacKenzie 2006) arbitrary in nature (i.e., their truth value is not of interest), specifically because it is the social, technological, and political factors, rather than the models themselves, that receive primacy in determining whether a theory obtains. In line with this, Callon (2007, pp. 321-323) argues that economic models and theories are “arbitrary conventions”. (Felin and Foss, 2009, pg. 664)

Felin and Foss’s criticism of MacKenzie (2006) is puzzling given that MacKenzie explicitly states that, “[i]t is emphatically not my intention to imply” that the Black-Scholes formula itself was arbitrary. To say that the Black-Scholes model is performative “is not to make the crude claim that any arbitrary formula for option prices, if proposed by sufficiently authoritative people, could have “made itself true” by being adopted” (MacKenzie, 2006, pg. 20). Moreover, a closer reading of Callon (2007c) reveals that he himself rejects the notion that models such as Black-Scholes can be “arbitrary” (several paragraphs below the section that Felin and Foss quote in their article). According to Callon, “the content of the formula matters” (Callon, 2007c, pg. 323): in the case of the Black-Scholes story that MacKenzie and Millo provide, this is shown definitively by the fact that the use of the model partly contributed to the stock market crash of 1987, and that patterning of prices predicted by the model came to deviate from observed prices following the crash. Felin and Foss nevertheless raise an important question: to what extent can models or theories be conventional? While the Black-Scholes formula was not arbitrary, there is nevertheless a conventional aspect to the formula, insofar as it is used by traders to this day to quote options prices in terms of their “implied volatility”.

Felin and Foss’s argument is based on the premise of an “objective reality” that ‘pushes back’ and makes the success or failure of a model or theory contingent upon its capacity to
represent this reality faithfully. The problem with this line of criticism is that it fails to acknowledge the extent to which models and theories can become embedded within such an ‘objective reality’. In doing so, they can change that reality so fundamentally as to render the concept of objectivity unhelpful or meaningless in this context. A central message of chapters 5 and 6 of this thesis is the degree to which financial models are not only used to spot discrepancies between prices (in order to engage in arbitrage), but also to produce prices that are used for accounting purposes. At least in the case of the Libor derivatives markets, models are being used to create Felin and Foss’s so-called “objective reality”. Indeed, Ayache (2007) – a former options trader turned philosopher (and hence someone with first-hand knowledge of how the Black-Scholes model is used) – instead provocatively suggests that MacKenzie and Millo’s analysis of the Black-Scholes model does not go far enough: rather than merely ‘shaping’ options markets, the Black-Scholes model quite literally constituted them in their current form, since traders use the formula itself to “dynamically replicate” or synthesise new options contracts out of shares of stock. Thus because MacKenzie and Millo were primarily focussed on the model’s capacity to perform arbitrage on the CBOE, they do not sufficiently emphasise what is perhaps an ultimately more important use of the model: the creation of a high volume business in stock options. Without the Black-Scholes formula, the volume of options that are traded in the markets would almost certainly be much lower. Derman and Ayache thus suggest that Black-Scholes is thus not merely a story of a model affecting the patterning of prices for options; instead, it is a case of performativity in a much deeper sense, in which a model is used to quite literally constitute the market.

2.2.3 Recent Work on Economics and Economic Modelling

More recent work on economic modelling has begun to address some of the limitations of the original work on the performativity of economics. First, I mentioned that one of the major criticisms given by Mirowski and Nik-Khah of research on the performativity of economics is that it tends to downplay the politics surrounding the adoption and institutionalisation of economic theories and models. What Callon’s articulation of performativity does not seem to consider is the possibility that such political factors could influence the types of models or theories that are performed. Fourcade’s (2011) study of the economic valuation of damaged natural habitats following oil spills in France and the United States illustrates that the capacity of a set of valuation practices to ‘perform’ in a given context is highly dependent on the degree to which those practices align with what she calls the “political cosmology” of each country: a set of beliefs widely shared by citizens of the country about the relevant political actors, victims, institutions and matters of concern in the context of an oil spill. Moreover, her cases carefully show how the assumptions and concepts underlying each set of practices came to reflect the political cosmology of each country. In the United States, for instance, a
set of economic techniques known as ‘contingent valuation’ were used to assess the value of
natural habitats that were damaged in the wake of the Exxon Valdez oil spill in Prince William
Sound, Alaska in 1989. Contingent valuation, as it was applied following the Exxon Valdez
disaster, was practiced by surveying members of the American public – and not just the local
inhabitants of Prince William Sound – to determine how much they would be ‘willing to pay’
to prevent a similar oil spill from happening in the future. These survey responses would then
be averaged in order to determine an estimate of the monetary damages to the environment
caused by the oil spill. The principal assumption underlying contingent valuation is that the
environment provides ‘utility’ to the public at large; even members of the public who would
never visit Prince William Sound might be willing to forego some of their income to assure its
safety. According to Fourcade, there is a deep correspondence between the assumptions and
concepts underlying this method and the broad “political cosmology” of the United States:

[B]y representing the value of the Prince William Sound as an aggregation of individual
utilities, the contingent valuation method relied heavily on the idea of a putative “public”
made up of individual citizens [...] The use of a survey to represent these citizens’ state of
mind in the face of the spill symbolically performed this democratic cosmology, and it was,
of course, very much in line with a long tradition of using public opinion to justify public
decisions. (Fourcade, 2011, pg. 1764)

What Fourcade is alluding to is the notion of a homology between the conceptual objects of a
model or valuation practice and the social context in which it is performed; and moreover,
how the model or practice’s degree of conceptual correspondence with its social context can
potentially inhibit or enhance its capacity to ‘perform’ its intended function within that con-
text. This touches on an old theme in sociology and structuralist anthropology, but one which
is notably absent from Callon’s approach to performativity: the way in which classification
systems come to reflect the structure of the society in which they are employed. Durkheim
and Mauss, as I mentioned in chapter 1, argued that the cosmological beliefs of certain com-
munities are shaped or “moulded, as it were, by the totemic organisation” (Durkheim et al.,
1963, pg. 29). The concept of homology is also prominent in Fourcade’s (2010) comparative
study of how the economics discipline became institutionalised within the academic, public
and private sectors in the United States, Britain and France during the 20th century. Fourcade
shows how the form of economics that is practiced in each of these countries – not their mod-
elling practices per se, but the nature of economists’ professional identity and the ways they
engage with the state and private industry – has come to reflect the broader political culture
in which they are situated.

As noted above, a second important line of criticism of the performativity literature came
from Miller. It instead focussed on Callon’s claim that economization naturally entails a pro-
cess of “disentanglement”. According to Miller, Callon’s view tends to reinforce the overly-
mechanical and asocial view of economic interactions that is claimed by economic theory. One
way that the literature has addressed this criticism is by focussing on the heterogeneity of mod-
elling practices that tends to exist within contemporary finance, many of which deviate in important ways from those that would be thought of as ‘natural’ by economists. Moreover, recent work has shown that the development and institutionalisation of these practices tend to be historically contingent and characterised by a considerable amount of path dependence and historical lock-in. For example, MacKenzie (2011b) examines the modelling and evaluation practices that were used to rate and value ‘ABS CDOs’, a type of structured financial product backed by consumer mortgage debt that experienced significant losses during the credit crisis of 2007-2008. MacKenzie argues that these instruments were valued using two distinct bodies of “evaluation practice” that were organisationally separate within the ratings agencies that were responsible for evaluating the credit worthiness of the mortgages contained in these instruments. This separation created an arbitrage opportunity that banks exploited in the lead-up to the financial crisis. One of these bodies of practice was rooted in the staid field of mortgage finance, where a rich body of evaluation practices arose around the evaluation of ‘prepayment risk’ (the risk that a homeowner will refinance their loan and that the owner of the mortgage will receive a smaller quantity of interest payments than was originally promised) but not ‘default risk’ (the risk that the homeowner will stop making mortgage payments altogether). MacKenzie shows that this arrangement is due to a particular set of historical contingencies distinctive to the mortgage markets of the United States. The second body of practice emerged from the world of derivatives trading, particularly Banker’s Trust’s invention of credit derivatives and J.P. Morgan’s efforts to build credit derivatives into a full-fledged business. This set of practices emphasised the calculation of default risk, and did so with highly sophisticated mathematical tools, such as the Gaussian Copula model. MacKenzie (2011b) argues that when ratings agencies combined these two approaches to modelling to evaluate the risks associated with complex structured products such as ABS CDOs in a two-stage fashion, they inadvertently created an arbitrage opportunity whose exploitation by large banks fundamentally altered the structure of the mortgage issuance market. Poon’s (2009) study of the institutionalisation of the Fair Issac Company’s proprietary credit scoring system (FICO) within the American mortgage markets complements MacKenzie’s work on the ABS CDO markets in that it focuses attention on the institutionalisation of a set of modelling practices that came to perform the ‘subprime’ mortgage markets. Poon’s work illustrates how FICO was initially institutionalised within the lending procedures of the American government-sponsored enterprises (GSEs) such as Fannie Mae and Freddie Mac as a secondary risk control apparatus, but eventually came to enable a new pathway of mortgage-financing that ultimately displaced the GSEs themselves. In telling this story, her case illustrates a very particular feature of the path dependent nature of economic modelling practices and tools, in that models which are developed for one set of political, social and economic purposes tend to be incrementally appropriated for another for which they were not initially designed.
2.2.4 Evaluation ‘Cultures’ in Finance

Depicting a plurality of modelling and evaluation practices does not, however, constitute a conception of ‘the social’ that is likely to appease strong critics of performativity, such as Miller. As I emphasised in section 2.2.2, one way to achieve a richer, more classically sociological understanding of how these tools and practices are used is to focus on the social communities which produce and sustain the shared bodies of knowledge that underlie and shape their use and development. Even if one is willing to grant to Callon that the atomised, hyper-rational actors from economic theory can be enacted in the social world, that enactment must necessarily depend on a shared body of knowledge, a fact that is not only shown by the assumptions of economic theory itself but also some of the existing empirical work on performativity, such as Guala’s study of the FCC’s spectrum auctions. Yet several decades of work on the sociology of scientific knowledge has shown that knowledge production is rarely, if ever, an atomistic activity: it always takes place within a shared intellectual community. This is true even within intellectual domains that at first glance appear to be the straightforward application of logic, such as pure mathematics. As Bloor (1991), Livingston (1999) and – more recently – Barany and Mackenzie (2014) have shown, the creation of new mathematical knowledge is a deeply – and ineluctably – social activity.

![Figure 2.1: A schematic illustration of the relationship between evaluation cultures and organisations. Source: MacKenzie and Spears (2014b).](image)

This brings me to the last body of work related to the performativity of models that I will discuss in this chapter, and moreover, the one that this thesis contributes to most substantially:
MacKenzie and Spears’s (2014a; 2014b)’s recent work on the development and use of the Gaussian Copula model, which was used to value and hedge the ABS CDOs discussed previously. MacKenzie and Spears examine how the model was adapted to perform a set of practices that lie at the heart of ‘over-the-counter’ derivatives trading and which Ayache has previously criticised the social studies of finance for ignoring: dynamic replication and hedging within derivatives dealer banks, whereby models – such as the Gaussian Copula – are used to synthesise new financial products which are sold to clients and then used to ‘hedge’ (i.e. eliminate) the resulting risks. Thus rather than being merely used as a tool to spot arbitrage opportunities – a major theme of some of the earlier work on performativity and financial models – models are shown to constitute markets and economic value in a more fundamental manner. Used in this capacity, the Gaussian Copula became embedded within the practices of banks in several important ways. First, consistent with existing work on the performativity of financial models, the Gaussian Copula came to be used as a communicative tool to quote the prices of ABS CDOs in terms of the “implied correlation” of the credit derivatives underlying the ABS CDO, much as the Black-Scholes formula is used to quote stock options in terms of the stock’s “implied volatility”. Second, the Gaussian Copula came to be used by banks to ‘mark-to-model’ their financial position in these instruments and calculate their profit and loss (the ‘P&L’ in trader parlance) on a day-to-day basis. As a consequence of this, the Gaussian Copula became deeply embedded within the informational infrastructure of banks, and was responsible for not only measuring the riskiness of these trades, but the bonuses of traders and other personnel as well.

What is most important for the purposes of this thesis – and unlike most previous work on the performativity of models – MacKenzie and Spears highlight the social community responsible for building models that are used to replicate and hedge derivative instruments within banks: that of ‘derivatives quants’. Rather than being a set of atomistic market participants, derivatives quants work within a distinctive community of practice that spans multiple banks and other financial institutions, which MacKenzie and Spears refer to as an “evaluation culture”. (A schematic illustration of the relationship between evaluation cultures and organisations is provided in figure 2.1.) Evaluation cultures provide their members with shared knowledge, practices, and conventions that enable routine and unproblematic exchange between market participants (Biggart and Beamish, 2003). MacKenzie and Spears’s use of the term ‘culture’ parallels existing uses of that term within existing work in both the field of science and technology studies (STS) and the broader discipline of sociology. Within STS, Knorr-Cetina and Barnes et al. (1996), for instance, both emphasise the heterogeneity of the practices, tools, and conceptual ontologies that are used to produce knowledge across fields and disciplines. Moreover, the distribution of these elements is not random, and in most fields there exist social structures to ensure their reproduction. MacKenzie and Spears’s use of the term ‘culture’ is also broadly consistent with uses within sociology. Swidler, for instance, frames the concept of culture in terms of a “tool-kit” of symbols, skills, rituals, and styles that mem-
bers of that culture use to develop “strategies of action” (Swidler, 1986, pg. 273). According to Swidler, ‘culture’ should not be seen as defining the end goals of actors, but rather the techniques used to achieve those goals. Likewise, while most financial market participants may have roughly the same end goals (e.g. maximising risk-adjusted returns), numerous ‘evaluation cultures’ may be drawn upon by different communities of actors to achieve those goals. Although the derivatives quant evaluation culture is primarily organised around the development and use of mathematical models like the Gaussian Copula and the models that I examine in this thesis, the concept of ‘evaluation culture’ is flexible enough to encompass evaluation practices that do not involve explicit models. Indeed, to borrow Hacking’s (1992) terminology, modelling represents just one ‘style of reasoning’ that could characterise an evaluation culture.

By orienting the concept of ‘culture’ primarily around a characteristic ‘ontology’ of derivatives quants, this use of the term is roughly consistent with a recent body of ‘object-oriented’ work in social anthropology (Henare et al., 2007) and science and technology studies (Latour, 2005; Law and Singleton, 2005). What these bodies of work have in common is an attempt to move beyond an epistemologically-focussed social science - wherein studying ‘culture’ amounts to examining how different groups interpret a single universal reality – toward an ontologically-focussed social science that attempts to take seriously the objects that social actors themselves use to understand - and even constitute - their reality. In anthropology, much of this recent work has been concerned with material objects (Miller, 2005); by comparison, the derivatives quant ‘culture’ that MacKenzie and Spears examine revolves around a set of conceptual objects, namely “risk-neutral” or “martingale” probabilities, that organise modelling activities within the derivatives quant evaluation culture. Given my focus on the modelling activities that this community uses to price and hedge Libor derivatives specifically, in chapter 6 I expand this ontology to include a number of ‘model objects’ which are particular to these markets.

While use of the term ‘culture’ is relatively unproblematic within STS, it has acquired a negative connotation within some circles of social anthropology in recent years, with some anthropologists even advocating for outright abandonment of the concept itself. Abu-Lughod (1991), for instance, argues that the concept of culture is deeply entwined with anthropology’s historical relationship with colonialism and its tendency to treat non-Western persons as ‘Other’. Moreover, she argues that ‘culture’ tends to flatten and essentialise social groups by ignoring differences that exist within those groups. When applying the concept of ‘culture’ to financial markets in which the researcher is inevitably ‘studying up’ (Nader, 1972), the former of these concerns does not seem particularly relevant. With respect to the second of these concerns, Brumann argues contrary to Abu-Lughod that ‘culture’ is fundamentally concerned with “the set of specific learned routines (and/or their material and immaterial products) that

---

3In anthropology particularly, the relationship between ‘ontology’ and ‘culture’ is complex and controversial, and I acknowledge that some anthropologists may find my use of the term ‘culture’ alongside ‘ontology’ problematic. See Carrithers et al. (2010) for an overview of these debates.
are characteristic of a delineated group of people” and thus does not necessarily imply essentialism or a flattening of internal difference within groups (Brumann, 2005, pg. 6). However, this issue is potentially worrisome insofar as it might imply a ‘boundedness’ to the practices and beliefs of the derivatives quant community that is facile or misleading. Fortunately, by examining the derivatives quant community in relation to financial economists, the account I present in this thesis does not risk ‘essentialising’ the practices of quants. Indeed, certain practices that might at first seem characteristic of derivatives quants are, in fact, shared by financial economists; most notably the use of no-arbitrage models. The fact that both of these communities share a common approach to modelling is exactly what allows me to trace how these models were re-shaped by quants as they were appropriated from financial economists. Culture, Brumann argues, is ultimately “an abstraction” that one imposes on an otherwise distinct set of practices, beliefs, and objects (Brumann, 2005, pg. 6). To borrow Brumann’s metaphor, in the same way that one can always debate whether a group of trees really qualifies as a forest, one can always contest whether a set of practices, beliefs, and objects together actually constitute a culture. The concept of culture is thus inherently vague. The proper criterion for evaluating the concept of culture is not, then, its truth value, but instead its usefulness.

2.3 The ‘Shaping’ of Financial and Economic Models

The literature that I have reviewed thus far has focussed primarily on how economic and financial models shape and constitute the social contexts in which they are employed, but little of this work has explicitly focussed on the obverse issue: how economic and financial models are shaped and moulded by those social contexts. Yet such a focus on the ‘shaping’ of models is wholly consistent with Callon’s (2007c)’s formulation of the performativity of economics, for whom performativity simply implies that there is a “long sequence of trial and error, reconfigurations and reformulations” between a model or theory and the social context in which it is applied. Fourcade’s work, both on the economic valuation of damaged coastlines and the professionalisation of the economics discipline, suggests that modelling practices and social contexts tend to be homologous to each other: in broad terms, each tends to reflect the other in some fashion. Yet, to claim that models are shaped by their context amounts to a stronger claim than the claim that modelling practices differ systematically across different social and political contexts. Shaping implies that financial models are malleable – that they can undergo substantial changes in their structure as they are adapted from one context to another and refashioned for a different purpose. Indeed, from Poon’s work, we know that models are incrementally adapted for purposes and contexts beyond those for which they were designed. By examining how interest rate term structure models were re-shaped as they were adapted into the derivatives quant ‘evaluation culture’, this thesis thus makes a set of original contributions to the existing literature on the performativity of economics and financial models. To
develop this idea further, I will need to draw on two additional bodies of literature outside of economic sociology.

2.3.1 How Economists Use Models

As I stressed earlier in this chapter, Callon frames economics around its distinctive vision of individual actors as atomistic, rational, and self-interested *Homo Economici*. Unfortunately, this framing of economics says little about the models and modelling practices that economists use, which is ultimately the interest of this thesis. As a consequence, this thesis also draws upon existing historical and ethnographic work on the use of models within the economics discipline. Morgan’s (2012) recent collection of case studies on the history of modelling in economics and Yonay and Breslau’s ethnographic work on the modelling practices of economists are perhaps most relevant to this thesis. These cases make clear that economic models have taken a variety of forms over the last several centuries, while the practice of modelling economic relationships using abstract mathematics represents a rather recent innovation within the discipline. François Quesnay’s *Tableau Économique* – developed in 1758 – is an early predecessor to models that would later be developed in economics. Yet it has more in common with a visual diagram than the mathematical models used by economists in the present day. Morgan shows that the use of abstract mathematics within economics did not emerge until the late nineteenth century, and did not begin to flourish within the discipline until the 1930s (Morgan, 2012, ch. 1). Since then, economists have developed a distinctive ‘style of reasoning’ with which they use models to produce economic phenomena.

Among academic economists, the primary use of models is – according to one economist that Yonay and Breslau interviewed – to “organise one’s thinking” about how to *explain* an economic phenomenon (Yonay and Breslau, 2006, pg. 373). To do so, an economist will strip that process to its essence through what Morgan calls a “sophisticated process of caricaturisation” (Morgan, 2012, pg. 384). The resulting models function as “small worlds” in which the interaction between different economic phenomena can be studied and understood by the economist in order to clarify and validate his or her economic intuition. But crucially, models in economics are generally not intended to be ‘scale models’ of the phenomenon under investigation. Indeed, economists will often exaggerate certain features of interest within their models, while ignoring or minimising the importance of other phenomena that are not needed to explain the phenomenon under consideration (Morgan, 2012).

Morgan’s account of the style of economic modelling is largely consistent with Yonay and Breslau’s (2006) ethnographic research on academic economists. They found that the aim of the style of modelling that is practised by academic economists is not to represent an economic phenomenon per se, but instead “to isolate one mechanism behind the phenomenon by building a simplified model of the real-world economy that shows how the (rational) conduct of
maximising agents under specific conditions leads to that phenomenon” (Yonay and Breslau, 2006, pg. 362). Economists thus tend not to evaluate models “based on some standard distance from reality, but rather on distance from a more refined model” that takes account of some set of relevant economic processes or phenomena (Breslau and Yonay, 2008, pg. 325).

Consistent with existing work on the importance of non-formal, ‘tacit’ knowledge in scientific practice (c.f. Collins, 1974, 2001), the knowledge that economists need to build a model according to these criteria is not something that can be easily codified into a set of formal rules or propositions. As Morgan explains:

Model-making is a skilled job. [...] Learning how to portray elements in the economy, learning what will fit together, and how, in order to make the model work, are specialised talents using a tacit, craft-based, knowledge as much as an articulated, scientific knowledge. (Morgan, 2012, pg. 25)

In part II of this thesis, we will see that within the derivatives quant evaluation culture, the explanatory capacity of models plays a secondary role to their capacity to calculate – prices for various derivatives, ‘risk sensitivities’ that capture the degree to which those prices will change depending on changes in other market data, and so on. As a consequence, derivatives quants practice a ‘style’ of modelling that differs in important ways from that of academic economists. Associated with this style of modelling is a characteristic body of tacit knowledge about how to produce effective models that can be used to calculate, and a set of largely tacit criteria for what counts as a ‘good’ model. In part III, we will see that while early interest rate term structure models were designed to explain the behaviour of bond prices and interest rates – and hence were developed in accordance with the style of modelling that Morgan and Breslau and Yonay describe – they were less than capable of calculating the prices of various derivatives written on interest rates.

2.3.2 Models as Technological Systems

The existing historical, philosophical and social science literature on models has found it difficult to classify models within standard categories of entities associated with science: they are neither theories, ‘data’, or scientific instruments per se, yet possess elements of all of these things. Morgan and Morrison’s (1999) anthology on the subject of modelling frames models as ‘mediators’ that sit between and connect high-level theories and real-world data, possessing elements of both but remaining distinct from each. Cartwright (1984) articulates a similar view in her work on the epistemic status of fundamental laws in physics: she sees models as ‘bridging’ between idealised, ceteris paribus laws and observable data. Models also possess elements of both what is ordinarily thought of as ‘science’ and ‘technology’. Derivatives pricing models embody theoretical concepts from no-arbitrage pricing theory in the form of abstract mathematical equations, but often can only be solved using sophisticated computer systems.
In contrast to the models that academic economists routinely build and use – which can usually be solved using pencil and paper alone – the models that derivatives quants build and maintain form some of the essential informational infrastructure within banks and are used to price and hedge many thousands of trades every day. As a consequence, models are rarely evaluated by derivatives quants purely in terms of their veracity. Instead, a number of criteria more typically associated with technological artefacts tend to be more relevant, such as the speed at which the model can be solved, its reliability, and so on. The stakes in this game for banks are high, as Nawalkha and Rebonato explain: “[w]henever the computational time required to extract the risk metrics for a book that may contain thousands of deals exceeds 24 h, the game is, literally, over” since a trader will not be able to hedge his book in time to mitigate any risks that arise (Nawalkha and Rebonato, 2011, pg. 6).

Models – particularly derivatives pricing models – thus possess many of the same properties as technological artefacts. An important finding of this thesis is that the historical development of derivatives pricing models has been influenced by several of the dynamics that were originally observed in the STS literature on the ‘social shaping’ of technology (c.f. Mackenzie and Wajcman, 1999; Williams and Edge, 1996). This work begins from the premise that the path along which technologies develop rarely, if ever, follow an ‘internal logic’ embedded within the technology itself, but instead are shaped by the social and institutional context in which they are developed and used. One important theme from this literature is that the development of a technological artefact never proceeds according to unambiguous criteria such as ‘good design’ or ‘efficiency’, for several reasons. First, these ideas are open to interpretation by different users. Bijker’s (1997) study of the evolution of the modern safety bicycle illustrates this point nicely. While the evolution of the modern bicycle toward a uniform design (characterised by two wheels of similar diameter) might appear to be natural outcome of the evolution of the technology, Bijker demonstrates that the modern design was only able to ‘win out’ over competing designs (such as the big-wheeled ‘penny farthing’) after it had been able to meet the needs of multiple social groups with different values of what counts as a ‘good’ bicycle design. Bijker’s case study thus highlights the interpretive flexibility of technological artefacts: the idea that a single artefact can be simultaneously viewed as a successful or a failed design by different social groups. Models, likewise, are characterised by interpretive flexibility, given that different communities of modellers – e.g. economists and derivatives quants – often possess different criteria of what counts as a ‘good’ model. Another popular theme in this body of work is historical path dependency or ‘lock in’. Drawing on work by economists of technological change (Arthur, 2009; David, 1985), this refers to the notion that minor historical contingencies can create a self-reinforcing pattern that shapes the development and use of new technologies. In chapter 6, I will show how the development and use of a variant of the Black-Scholes model that is used in the Libor derivatives markets to price vanilla interest rate options has been characterised by a complex dynamic of path-dependency,
whereas in chapter 8 I show how the popularity of this model came to shape the development of another set of models that are used to price ‘exotic’ Libor derivatives.

2.4 Conclusion

This chapter has positioned this thesis within the existing literature in economic sociology and STS on the ‘performativity of economics’, and has introduced a number of other useful concepts that I employ throughout the remainder of the thesis. I explained that one of the major criticisms of Callon’s original formulation of the performativity of economics is that it embodied a rather asocial conception of economic actors. More recent work – such as Fourcade’s research on the economics profession and the use of contingent valuation – has focussed on the social communities in which models are built and used. I explained that while this work has effectively shown that economic modelling practices tend to differ between communities and in some cases come to reflect the beliefs and practices of those communities, the principal aim of this thesis is to capture the ways in which models are ‘reshaped’ as they are adopted from one social context and moved into another.
Chapter 3

Research Design and Methodology

The purpose of this chapter is to detail the research design, methodology, and data collection strategy that were used while researching this thesis. The first two sections of this chapter examine some of the methodological issues that arose whilst researching the subject matter of this thesis. In section 3.1, I discuss some of the methodological challenges that arise when drawing historical inferences about how a set of technical artefacts – such as mathematical models – were ‘shaped’ by the social and organisational context in which they are used. I explain how a historical contingency associated with the development of interest rate term structure models alleviates some of these potential problems. In section 3.2, I discuss another set of challenges that arise specifically in the context of studying a community of scientific practice: the need to balance one’s status as an ‘outsider’ with the opposing need to build trust and rapport with members of that community and understand their logics and practices. In section 3.3, I explain the strategy that was employed to build a sample of interviewees, while section 3.4 concludes this chapter by summarising the resulting data.

3.1 ‘Identical twins separated at birth’

One of the primary aims of this thesis is to investigate how mathematical models are shaped by the social contexts in which they are developed and used. Unfortunately, one faces a potential methodological challenge in researching this topic: ‘social shaping’ arguments essentially amount to causal claims, albeit weak ones. It is not sufficient to point to a correspondence or similarity between a model and the social or organisational context in which it is used, as that correspondence could have arisen due to mere coincidence. Indeed, at least some of the contemporary criticism of Durkheim et al.’s work on primitive classification is that they attribute a causal link between systems of classification and social structure where there is insufficient evidence of one.\footnote{Durkheim et al. (c.f. 1963, pg. xiv)} Alternatively, the direction of causality could instead be flipped: the model
itself could be a ‘shaping agent’ in creating a correspondence between the social and organisational environment and the model rather than the reverse. Indeed, this latter notion is, in very general terms, the central idea of the “performativity of economics”, as articulated by Callon (2007c). Thus, any potential claim about the capacity of ‘the social’ to shape the development of a model must at the very least eliminate the possibility that the causal relationship is not running in the opposite direction.

According to one line of thinking on the nature of causality, for a social shaping argument to be at all meaningful, it should satisfy what philosophers call ‘counterfactual dependence’ (Goertz and Mahoney, 2012, ch. 6). In plainer language: had the social or organisational environment been different, then the development or use of the model itself would have differed as well. Of course, counterfactuals can never be observed, so the best one can do is make a compelling case that were the counterfactual to have occurred, the outcome would have been significantly different. There are at least two strategies one can adopt to accomplish this. The first is deep within case historical analysis. In the context of financial modelling, this would amount to studying the development of a set of models within a single community of practice and examining how the values and practices of that community came to influence its models. This has been the approach that STS scholars who contributed to the original ‘social shaping’ literature have adopted almost universally. With this approach, one establishes the ‘social shaping’ effect using a detailed analysis with rich primary sources of the development of the technological artefact. For instance, Fallows (1999) examines how a rather idiosyncratic set of beliefs and values concerning weapon design held by members of the U.S. Army’s ordnance corps shaped the development of the M-16 rifle, which was the standard issue rifle for U.S. infantrymen during the Vietnam War. Although this rifle was widely used, it was regarded as faulty and susceptible to jamming by soldiers at the time. Using a rich analysis of primary sources, Fallows convincingly shows that “these problems, which loomed so large on the battlefield, were entirely the result of modifications to the rifle’s original design by the Army’s own ordnance bureaucracy” which were made primarily to settle “organisational scores” (Fallows, 1999, pg. 382). Fallows’s article is convincing in large part due to the richness of his data: nearly 600 pages of transcripts from an “exhaustive inquiry” by the Committee on Armed Services in the U.S. House of Representatives. Similarly, Armacost (1999) examines how interdepartmental competition between the U.S. Air Force and the Army and the character of the U.S. political process came to shape the development of the military’s intermediate-range ballistic missile systems also by drawing heavily on transcripts of congressional hearings and official reports written by these branches of the U.S. military.

Unfortunately, the reliability of ‘within case’ analysis of this sort depends crucially on the existence of this sort-of rich primary source data. This is problematic in the context of finan-

---

2 An example of where ‘within case’ social shaping-type analysis can go awry in the absence of reliable primary sources is Winner’s (1980) famous claim that Robert Moses designed the overpasses along the Long Island Expressway...
cial modelling given that many of the historical details related to the development of these models are non-public: they were made behind closed doors by quants working within banks and many remain closely guarded trade secrets and hence are inherently unknowable to outside researchers. While it is often quite straightforward to gather general, non-specific data on contemporary practices, it is much harder to find data on the historical development of modelling practices that took place *within* banks. Good interview data can alleviate some of these problems, but interviewees are subject to hindsight bias. With no written record to corroborate interviewee accounts, any conclusions drawn from such an analysis must be taken with a grain of salt.

Figure 3.1: Shared lineage of derivatives quant and financial economics approaches to interest rate term structure modelling

An alternative approach is to examine the development of models across multiple communities. The primary advantage of this approach is that, in most cases, there will be more reliable, publicly available information on the development of models from which to draw a set of conclusions. The typical disadvantage of this approach, however, is that if the models used by the communities are different, then observed differences might arise from intrinsic technical properties of the models rather than the social or organisational context in which they are used. Thus, the greater the extent to which the models used by a group of epistemic communities differ, the harder it is to isolate the ‘shaping’ effect of a particular practice on the models.

This thesis exploits a historical contingency associated with the class of models that are used to price and hedge exotic Libor derivatives that alleviates this problem: these models were originally developed outside the derivatives quant community and were only later adapted to be used for pricing and hedging Libor derivatives. Moreover, these models are still used for their original purpose to this day. Thus within a single technical class of models are two ‘identical twins separated at birth’: two different communities have developed and modified these models to suit their own purposes, as I illustrate in figure 3.1. To alleviate these problems, this thesis adopts a ‘between case’ analysis by focussing on how models were developed within the epistemic community of economics and then adapted and modi-
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in New York so as to keep buses out of Long Island. Winner attributes this decision to racism on Moses’s part. However, Joerges (1999) points out that Winner’s sources seem to consist only of a biography of Moses written by Robert Caro. There is no reliable first-hand evidence of Moses being racist.
3.2 Acquiring Interactional Expertise

In classic anthropological style, I began this research project as an outsider. My undergraduate training was in economics and mathematics, but I came to this project with no particular knowledge of what derivatives quants do or the mathematical models and techniques they use. My undergraduate training in economics gave me little substantial insight into the practices and methods of this community: indeed, a major theme of this thesis is that academic economists and derivatives quants inhabit relatively distinct intellectual communities with their own respective modelling practices and theoretical and tacit bodies of knowledge for using those models.

Approaching a research site as an outsider has distinct advantages and disadvantages. With little pre-existing knowledge of financial mathematics, it is likely that I had fewer pre-existing notions of what constitutes a ‘good’ modelling practice for pricing Libor derivatives than would somebody with a prior background or experiences working in the derivatives quant community. As Kuhn (1963) noted, in the course of being trained in a scientific discipline, an entrant to a scientific field is usually taught to reproduce a set of exemplary results or experiments, which come to deeply shape their views on what constitutes good scientific practice. While this process of ‘indoctrination’ is necessary for producing capable and productive members of a scientific field, it can get in the way of doing social science research on the practices of that field or discipline. My outsider status was thus useful as the aim of this project has been to approach the question of financial modelling from a position of ‘methodological relativism’, in which one “brackets out” pre-existing and received notions as to what counts as good modelling practice or a good model (c.f. Collins, 1998, pg. 297). On the other hand, given my undergraduate training in economics, I did not approach this project from a position of neutrality. Economists have their own distinctive practices and styles of mathematical modelling into which I was once, to an extent, enculturated. Yet as Shapin and Schaffer (1985, pg. 6) note, one of the primary advantages of being an outsider to an epistemic community is that one is more likely to be aware of alternatives to the beliefs and practices of the community one is studying, as knowledge of such alternatives tends to be forgotten as one becomes more and more of an insider into the community in question. Unfortunately, when studying a highly technical topic such as derivatives pricing, true outsiders are unlikely to have any use-
ful knowledge of alternative practices and beliefs. My familiarity with the modelling practices of economists has thus provided a useful alternative case with which to compare the practices that I have examined in the derivatives quant community.

There are substantial disadvantages, however, of approaching a highly technical research site from a position of unfamiliarity. First and most obvious is the problem that one is less able to converse with members of that community and understand what it is they do. This is a potentially serious issue given that this thesis is primarily concerned with how the social context in which derivatives quants work has shaped the technical development of the models used by this group. To engage with such a topic, one must be relatively proficient with the mathematical tools and techniques used by the community in question. A second very serious problem is that one’s perceived outsider status can impinge on one’s ability to collect useful interview data. For a quant, being asked to participate in a research study on the historical development of derivatives modelling practices creates professional and reputational risks, particularly in the wake of the recent financial crisis, as derivatives quants have received a considerable amount of scrutiny from the media and journalists. Sitting down for an interview with an outsider to one’s field entails a certain amount of trust: not only trust that the outsider is coming to the interview with an open mind and without a political ‘axe to grind’, but also trust that the outsider is technically capable of describing the practices of one’s field in an accurate and complete manner. For instance, the following is an example of the sort-of probing question that I was asked at the beginning of several of my interviews in order to assess my intentions in conducting this research:

Interviewee: And just out of curiosity, the angle that people [in your field] take here, is it a scandalous angle in terms of, “Look the market blew up, let’s try to figure out what all these rocket scientists are doing... that they’re wrong”, or...?

These problems of trust are compounded when using a respondent-driven sampling technique, as I do in this thesis. Studying the models and modelling practices used by derivatives quants is an example of what anthropologists refer to as “studying up” (Nader, 1972), in which case the social scientist is in an inferior position of status and power compared to the people that she is interviewing. In providing a list of additional insiders for the outsider to speak to, the insider is – to a certain extent – making a tacit endorsement of the outsider and hence risking her reputation within the community. There is a known tendency for respondent-driven samples to be biased by the homophilous tendency of respondents to select participants who are similar to themselves (c.f. Gile and Handcock, 2010; Heckathorn, 2002). This tendency is likely to be compounded if the insider perceives that the outsider presents a threat to her reputation, particularly in the highly stratified social context that exists within investment banks (Godechot, 2008): he will, for instance, be reluctant to encourage the outsider to speak to quants that are either socially ‘above’ or ‘below’ his position within the community. It is thus not surprising that some of the prominent examples of approaching the study of scientific
practice as a naive outsider – e.g. Latour and Woolgar (1986, ch. 1) – were done in the context of observing scientists working in a particular laboratory where the outsider is less dependent on referrals from members of the community in question.

All of these problems are unavoidable to an extent: the closer one comes to being an ‘insider’ to a particular community, the more certain features and practices of that community come to be taken for granted. However, there is a balance between insider and outsider status and knowledge that can ameliorate some of the problems associated with being at either of the two extremes. One strategy is to develop and cultivate what Collins (2004) refers to as “interactional expertise”. Collins argues that there exists a second – albeit weaker – type of expertise that one can acquire in which one is able to interact deeply with members of a particular field while not possessing the tacit and experiential knowledge needed to be a fully competent and contributing member of that community. In other words, “mastery of an entire form of life is not necessary for the mastery of the language pertaining to the form of life” (Collins and Evans, 2007, pg. 77). As he explains:

What I am saying is that it is possible to learn to say everything that can be said about bicycle-riding, car-driving or the use of a stick by a blind man, without ever having ridden a bike, driven a car, or been blind and used a stick [...] [by] spending enough time talking with the practitioners of the relevant domains without actually practising the practices. But that is not the same as being able to make the knowledge explicit or to be able to encode it in a computer program. Being able to speak a language is a social skill, but the new point is that it is not the same social skill as being able to practice the corresponding physical activities; crucially, the latter is not necessary for the former. (Collins, 2004)

In developing a body of interactional expertise, the goal for an outsider is to develop enough of the formalised and tacit knowledge associated with a field so that he or she can converse with members of that community at a technical level about their work and understand and follow the conversation, but not enough to perform the day-to-day practices of members of that community. One can think of the process of acquiring interactional expertise as coming to know, to use Kuhn’s (1963) terminology, the “disciplinary matrix” of a particular field or discipline: that is, its symbolic generalisations, values, and its ‘exemplary solutions’ to specific epistemic problems. In the case of derivatives quants and their models, this means developing knowledge of the different type of models they use, their logic and structure, and the various problems that quants face in implementing these models within the context of a bank. What it does not entail is developing the body of largely tacit knowledge needed to contribute to the community itself: e.g., develop new models and implement and optimise those models within a bank’s computer system. Indeed, a major purpose of this thesis is to shed light on the existence of this body of tacit ‘quant knowledge’ and explain its role within the organisation of dealer banks.

Possessing interactional expertise has another incidental benefit: it aids the creation of rapport and trust with potential interviewees, given that acquiring this body of knowledge is time-intensive and requires a considerable amount of effort. Coming to an interview “hav-
ing done one’s homework” can serve as what economists refer to as a ‘costly signal’ of a researcher’s intention to do high-quality academic work on their topic and field, which is more credible than “cheap talk” to this effect which an interviewee is less inclined to trust (c.f. Crawford and Sobel, 1982; Farrell and Rabin, 1996). The following quote exemplifies one of the instances in which an interviewee was put more at ease by the fact that I had come to the interview with a familiarity of the technical details of his own work on interest rate modelling:

Interviewee: Yeah. You really are into this stuff. Most people don’t know what you know.
Spears: Oh, thanks! Well, I think it’s pretty hard to do anything on the history of this without getting -
Interviewee: I think that’s good. You know, we ought to spend more time here. Would you like a dessert?

Later in the interview, the interviewee said that he was initially a bit concerned about talking to me, “but when I looked at what you do on your website, I was not worried. You knew too much about models.”

The difficulty with developing interactional expertise is finding a place to start. As its name implies, ‘interactional expertise’ depends on interaction with insiders. Indeed, according to Collins and Evans, the demarcation between “primary source knowledge” – which an outsider can acquire by reading technical papers in a scientific field or discipline – and genuine “interactional expertise” is the possession of a sufficient amount of specialist tacit knowledge unique to that field (Collins and Evans, 2007, pg. 14). One of the most effective ways to acquire specialist tacit knowledge is through intensive participant-observation. In the context of my research project, this would entail substantial time spent working with quants at derivatives dealer banks. Unfortunately, this level of access was not possible for me to achieve: banks rarely permit outsiders to spend extensive periods of time interacting with their employees. On the other hand, interviews alone generally provide an insufficient amount of exposure to the tacit knowledge of a field or discipline for a researcher to make the crucial transition from primary source knowledge to interactional expertise. While it is possible to acquire considerable interactional expertise in many apparently mathematical fields of science without a familiarity with advanced mathematics (Collins and Evans, 2007, pg. 109), this is unfortunately not the case with derivatives modelling. Indeed, a pre-requisite to being able to speak and understand the language used by derivatives quants is familiarity with the mathematical concepts and techniques with which the models developed and used by this community are expressed. Mathematical knowledge is not merely propositional in nature: there is a substantial tacit component to it and its acquisition is deeply connected with the material practice of proving theorems and solving problems (Livingston, 1999). Furthermore, acquiring ‘derivatives quant’ interactional expertise goes beyond learning a mathematical language. In the case of this community, it entails an understanding of the market and organisational context in which those models are used and the complexities involved in implementing those models.
into banks’ computer systems.

How can one begin to acquire this type of tacit knowledge without being ‘on site’? This is a tricky problem, and at first glance it might appear to be impossible. Indeed, some of Collins’s most famous work on tacit knowledge explicitly shows how the knowledge needed to perform a given scientific practice can only be transmitted person-to-person by participating in an activity in the same location (Collins, 1974, 2001). For instance, in the case of the TEA-Laser, Collins showed that this particular laser could not be constructed in a new laboratory without a researcher who had constructed the laser in another laboratory being present and assisting with its construction, despite the fact that the original developers of the laser had provided extensive instructions to the new lab. What I want to suggest, however, is that there is a substantial amount of “off-site learning” that can be done away from the site of scientific practice which can dramatically reduce the amount of time it takes for an outsider to acquire interactional expertise once she begins interacting with members of the field. Moreover, this ‘off-site’ learning can be continued after each interview is conducted to fill in, as much as possible, any gaps in technical understanding that arise during the interviews. In the case of the TEA-Laser, for instance, it is helpful to imagine two otherwise identical social scientists witnessing the difficulties that the physicists building the laser are encountering, except one of the social scientists has studied chemistry and optical physics and understands the physical principles of the laser, whereas the other is a complete outsider. While the first social scientist does not possess any relevant tacit knowledge in the field of laser physics, having “done her homework” she will be able to understand the nature of the scientists’ difficulties more quickly than her colleague. Moreover, it is possible that the second social scientist will never be able to understand the issues at stake without extensive preparatory work, because the scientists will not only be speaking in terms of an unfamiliar language but concepts she has never encountered.

Before embarking on my interviews, I audited several classes in the University of Edinburgh’s School of Mathematics on discrete and continuous-time asset pricing theory in the Autumn and Spring terms of 2010 and 2011, which are two of the core classes that any new MSc student in financial mathematics would be required to take as a part of their degree programme. (I repeated the classes in 2011 because my first-year coursework in sociology prevented me from immersing myself sufficiently in the material.) To acquire as much of the tacit knowledge that a quant-in-training would acquire, I approached these courses as if I myself were an MSc student and attempted to master the material as completely as possible by working through proofs and problem sets on my own and with other MSc students. Unfortunately, MSc-level coursework on financial mathematics barely covers the field of interest rate modelling, a rather specific (albeit important) sub-topic of derivatives pricing theory. Thus after these classes were finished, I engaged in a substantial amount of self-study with textbooks and papers on interest rate modelling and derivatives pricing theory on my own time. (These sources are examined in more detail in section 3.4.2.)
I continued this process of ‘off-site’ learning throughout the course of the research project, alongside the more traditional ‘sociological analysis’ of interview data. As new issues were brought up by my interviewees, I spent a substantial amount of time learning about these after the interview had been completed. I would then spend a portion of later interviews corroborating these issues with additional interviewees and confirming my own understanding of the issues at stake.

3.3 Interview Structure and Sampling Strategy

While many derivatives quants identify as members of a shared ‘quant’ community, membership in this community is not explicitly regulated by the community itself, unlike traditional professions. On the other hand, admission to the community is informally regulated by the fact that most quants in the present day possess PhDs in physics, math or a related discipline and nearly all work or have worked at a major bank or financial institution. Due to the informal nature of this community, however, there is no sampling frame from which to build a random sample of potential interviewees. In this respect, the community shares something in common with typical ‘hidden populations’ studied by sociologists in that non-probabilistic sampling methods must be used to build a sample of interviewees. (The derivatives quant community differs in a crucial way from ‘hidden’ populations, however, in that membership in the community itself is not a source of stigma.)

One popular approach to sampling communities such as these is the ‘snowball’ or “chain-referral” sampling approach (c.f. Goodman, 1961). To use this method, a small number of interviews are initially conducted with ‘visible’ members of the community: in the case of derivatives quants, individuals who have published in financial mathematics and speciality quant journals, e.g. Risk Magazine. At the end of these interviews, participants are asked to connect the researcher to other members of the community of interest. This process is, in turn, repeated with each new batch of interviews until an appropriately large and diverse sample has been created. Due to the fact that many quants publish academic articles on a regular basis, this initial sample ended up making a comparatively large fraction of the final interview sample.

Snowball sampling has a number of well-known limitations (Erikson, 1979). Estimates produced by a snowball sample tend to be sensitive to the structure of the network being examined and the structural properties of the initial interviewees chosen to seed the sample. Highly connected actors, for instance, tend to be oversampled because there are naturally more paths between those actors and other actors in the network. In addition, a snowball technique will be unable to sample actors in a population that belong to a subnetwork that is ‘disconnected’ (in the graph-theoretical sense that there exists no path of social ties between nodes) from the initial interviewees. Finally, as noted, it is a well-documented fact that individuals tend to be
homophilous (McPherson et al., 2001) in making chain-based referrals; that is, they frequently choose individuals who are highly similar to themselves. Consequently, even large portions of densely connected networks of interviewees can be undersampled as a result of this tendency.

In recent years, sociologists have developed a number of solutions to these problems. One is the “respondent-driven” sampling (RDS) technique developed by Heckathorn (2002) and Salganik and Heckathorn (2004), which was initially created to study populations of drug users in an urban setting. RDS can be shown to produce estimates that are asymptotically unbiased, unlike snowball samples. But similar to a snowball sample, an RDS methodology begins with a small sample of visible ‘level 0’ participants and fans outwards. After data is collected from these participants, however, they are given a set of coded ‘coupons’ and instructed to distribute these to other members of the population of interest (the ‘level 1’ group), who can then reimburse a coupon with the researcher for a cash reward for participating in the study. This process is repeated with each new group of recruits. The fact that interviewees are given coupons which they can distribute to their peers, rather than being asked to identify these individuals without their consent, partially addresses the problem of homophily that arises with snowball samples. Second, the fact that these coupons are coded with a unique identifying number allows the researcher to then build a graph of the network structure of the sampled population and make corrections for the sampling bias using a specialised set of statistical techniques.

While appealing, the RDS method is inappropriate in the context of this project. First, while RDS is well-suited to quantitative or survey-based data collection, it is not at all straightforward to apply this technique to semi-structured interview data. I considered surveys and highly-structured interviews as possible options, but they have their own deficiencies. Surveys, for instance, tend to have extremely low response rates when given to financial market practitioners – e.g. 8% in the case of Mosley (2003, pg. 132) – and are likely to create compliance and legal complications for quants working in financial institutions. Structured interviews, on the other hand, do not allow a sufficient degree of freedom for a researcher like myself to build a sense of rapport and trust with an interviewee: as I mentioned in section 3.2, trust is extremely important when conducting interviews with derivatives quants given the increased scrutiny of this community in the wake of the recent financial crisis. Moreover, given the lack of existing research on derivatives quant modelling practices, it would be difficult to design a structured interview protocol that would be able to capture the diversity and nuances of these practices and how they have shaped the development of models used by quants. A more serious problem with the RDS method, however, comes with the territory of “studying up”: due to the market value of their time, derivatives quants are extremely unlikely to respond to the financial incentives for participation that are required to practice RDS, or alternatively, the incentives would need to be so large that it would be economically impractical to conduct the research in the first place. Given their academic orientation, however, I found that quants are
quite willing and happy to engage intellectually with outsiders who are genuinely interested in their work.

All hope is not lost, however: there are certain social and structural features of the derivatives quant community that make the application of a snowball sampling procedure less problematic than with many ‘typical’ hidden populations. First, the network of quants is likely to be much more densely connected than typical ‘hidden’ populations studied by sociologists. In technical terms, one might expect that the ‘diameter’ or ‘average path length’ between any two derivatives quants to be lower than in many hidden populations, which means that a snowball sample is more likely to be representative of the underlying population than is the case with populations composed of less connected networks. Although there is no formal data on the structural properties of this network, this is not an unreasonable assumption to make given the following: first, the fact that a great number of derivatives quants work or have worked at one of the G16 derivatives dealer banks at some point during their careers (with the remainder working at asset management firms, hedge funds, and smaller regional banks); second, the fact that there tends to be a ‘churn’ of employees between these institutions; and finally, the fact that quants regularly publish in public venues and meet regularly at conferences and industry events.

Second, as noted, derivatives quants are not a stigmatised group, unlike many of the typical ‘hidden’ populations studied by sociologists. Thus, there is little risk of negative consequences that might arise from ‘outing’ the identity of another member in the group, unlike in the context of a community of drug users in an urban setting. My experience was that quants were generally willing to offer the names of colleagues and peers who they perceived I might benefit from speaking to, although they were quick to mention that “he may or may not be willing to speak with you. It’s worth asking, though”. As I mentioned in section 3.2, my perception is that the quants I interviewed instead perceived a certain risk in associating themselves with me, which comes with the territory of ‘studying up’. As one senior quant put it to me, “you just have to be aware that there’s a tendency on that side to be nervous about requests from outside hierarchies, and misjudging politics. They’re quite paranoid.” In one case, a quant I interviewed gave me a set of names but explicitly instructed me not to mention him if I decided to contact the names on the list. With that said, I sensed that this perceived risk-of-association was more common among more junior quants than senior quants, who were more comfortable handling and negotiating requests from outside their organisational hierarchy, and who seemed quite confident in recommending other quants with a similar level of professional status, and in some cases, their own employees. Of course, this tendency can create its own type of homophilic bias, especially given that there tends to be a relatively high degree of social stratification within banks between different employees (Godechot, 2008). Thus, if one begins seeding a snowball sample of interviewees with the most prominent and widely published quants, there is a risk that one may never receive referrals outside of this upper ‘stratum’ of
elite quants. A major risk here is that one may end up with descriptions of modelling practices that are overly idealised and ‘ungrounded’ from the day-to-day practices of more junior quants. Moreover, it is well-known among sociologists of science that members of scientific professions often construct a “public image” of scientific practice that often differs in subtle (or not subtle) ways from its actual practice (Gieryn, 1983).

To ameliorate these potential problems, I supplemented the interview data with technical analysis of a large corpus of documents on interest rate derivatives modelling and approximately 12 days of ethnographic work at derivatives quant conferences. In the next section, I describe each of these data sources.

3.4 Description of Data

3.4.1 Interview Data

The primary data for this project are a series of 41 semi-structured interviews conducted between July 2011 and March 2013. Interviews took an average of 81 minutes (the shortest interview was 23 minutes in length, while the longest was 180 minutes long).

A first set (sample A) of interviews was conducted with 20 individuals who range from mid-to-senior level derivatives quants who currently or previously have worked for at least one of the G16 derivatives dealer banks. 15 of these interviews took place in London, 3 took place in New York City, 1 took place in San Francisco. An additional interview took place in Barcelona, but was conducted at a derivatives quant conference with a quant who is based in London. (This geographic asymmetry is not a weakness of my sample, but instead reflects the fact that London does a much greater volume of business in exotic Libor derivatives than New York City.) The primary focus of these interviews was to understand, in general terms, how models are used by quants and traders within dealer banks, how these models and practices are situated within the organisational structure of the bank, and how they have changed over the quant’s career in banking. Prior to the interview, I explained to the prospective interviewees – usually over email – that I was doing a predominately historical project on the development and shaping of interest rate models and modelling practices. These interviews took a loose oral-history form in order to establish how each quant’s career history touched on the historical development of modelling practices used within this community; however, the focus of the interview was to understand the models and practices rather than the quant’s personal story. Because ‘on the record’ interviews can create legal and compliance issues for employees of financial institutions, all of the quants interviewed in this sample were told that their comments would be kept strictly non-attributable and neither they nor their employers would be identified. In this thesis, these individual and bank names have been given randomly-assigned code names and are referenced using these code names. 15 of these
interviews were tape recorded, while 2 were documented through extensive note taking.

The second set (sample B) of interviews consisted of primarily oral-history interviews conducted with 13 academics, financial mathematicians, and derivatives quants who have made what are regarded within the derivatives quant community as historically significant contributions to the development of the field since the late 1970s. Selection of these interviewees was made after reviewing the technical literature on interest rate modelling, or in some cases after recommendations made from present day quants interviewed for sample A. These interviews took place in New York City, Ithaca, Boston, San Francisco, London, and Toronto. Due to the fact that these interviews focussed on the development of specific models, it is not possible to keep the identity of these interviewees anonymous. Throughout this thesis, I quote these interviewees by their last names.

A third set (sample C) of 8 interviews was conducted with individuals with extensive experience in the OTC derivatives markets but who are not derivatives quants. These included hedge fund managers, consultants, attorneys, regulators, and members of prominent derivatives industry groups. The purpose of these interviews was to ‘fill in the gaps’ in my knowledge that can arise when interviewing only a specific group of individuals within banks. For instance, hedge fund managers are especially useful to interview as they have knowledge of what it is like to trade derivatives with derivative dealer banks, whereas nearly all of the quants whom I interviewed work within dealer banks. These interviews took place in Washington, D.C., London, and New York.

Interviews with 35 of these individuals were tape recorded and transcribed, while interviews with the remaining 6 were documented through extensive note taking on my part during the interview. (In these cases, interviewees were given an opportunity to review my notes after the interview and correct transcriptional or technical errors I had made.) In two cases, interviewees explicitly requested that the tape recorder remain off due to confidentiality concerns. On the other hand, the other 4 non-recorded interviews were some of the last interviews I conducted: I left the recorder off to see if any new information would be mentioned in a more relaxed environment. I found that although individuals were willing to speak more candidly without a recorder present, their descriptions of modelling and valuation practices were roughly consistent with the previously recorded interviews.

One potential weakness of the resulting samples is a large gender disparity among my interviewees. Out of the 41 individuals I was able to interview, only one was female, making up approximately 2.4% of the total sample of interviewees. Although this might first appear to be a potentially grave weakness in my sampling protocol, it largely reflects the rather severe gender disparity that exists within the derivatives quant community. What little evidence of the gender composition of this community that exists suggests that female quants are rare, and exceedingly so within senior roles at banks and other financial institutions. Unfortunately, I was not able to find any reliable survey data on the prevalence of women within the quant
community. However, I examined conference brochures for one popular derivatives quant conference for the years 2004-2013 and found that only two of the total 141 featured speakers during that time period were women, and exactly zero of these individuals were quants: one was the CEO of a finance company while the other was a scientist who participated in the conference as an outside guest speaker. Thus any unrepresentativeness of my resulting sample likely reflects the snowball sampling strategy I employed, which began with interviewing senior-level quants and those who have published widely.

### 3.4.2 Documentary Sources

Interview data were supplemented and corroborated with an analysis of a large corpus of technical documents on interest rate modelling and derivatives pricing written between 1930 and the present day. (Those of which are cited in this thesis are included in the Sources chapter beginning on page 235.) The first group of documents consists of textbooks, monographs and articles written by economists on the economics of interest rates from the 1930s until approximately the late 1970s. These documents combined with interviews from sample B with several financial economists were used to establish the intellectual context of early work in the economics discipline on interest rate modelling. The second group of documents consist of textbooks and papers published on interest rate modelling from the late 1970s until the present day that were published by financial economists, financial mathematicians, and more recently derivatives quants working in the financial services industry. This set included papers published in specialist trade publications (e.g. Risk Magazine, Euromoney Magazine), in addition to more traditional academic journals on economics and mathematics. I used this set of documents and interviews from sample B to understand how the mathematical structure of interest rate models changed as these models moved from the academic world and became institutionalised within the financial markets. These papers were also used to generate an initial sample of historical interviewees for the project (e.g. sample B). The last set of documents consists of miscellaneous publications that I used to understand the organisational and market context of interest rate derivatives modelling and trading.

### 3.4.3 Quant Conferences

A third and final source of data came in the form of ethnographic work done at derivatives quant conferences. Because derivatives quants work within a quasi-academic community, each year there are a number of academically-oriented conferences on technical topics that are attended and run by members of this community. For the derivatives quant community, conferences serve as a crucial vehicle by which modelling know-how is exchanged between

---

3Notably: Andersen (2000); Brace et al. (1997); Cox et al. (1985); Heath et al. (1992); Ho and Lee (1986); Hull and White (1990a); Hunt et al. (2000); Jamshidian (1997); Piterbarg (2003); Vasicek (1977).
financial institutions. As von Hippel (1987) observed, the exchange of know-how between engineers at competing firms can be viewed as a type of cooperative research and development. Rebonato (2004b) – a derivatives quant himself – notes that derivatives traders “do not routinely make money by pitting their intellects against each other in a (zero-sum) war-game of pricing models”, and so there are times when information sharing can be mutually beneficial between quants working across competing banks. (In chapter 7, I mention one case in which a bank had a strong incentive to share a proprietary model with its competitors as it believed that they were underpricing a financial product significantly, which put the bank that had developed the model at a competitive disadvantage.)

The three conferences that I attended were the week-long ‘ICBI Global Derivatives’ conferences in April 2012 in Barcelona and April 2013 in Amsterdam. According to a presentation given by Peter Carr, a well-known derivatives quant, the ICBI conferences are the field’s “equivalent of the academy awards” (Carr, 2006). In addition, I attended a two-day conference on the “Valuation of Financial Instruments” in London in May 2013. This latter conference was oriented more towards quants and practitioners working in banks’ product control and model validation functions, and thus served to understand the issues particular to quants working in this section of dealer banks.

These conferences were extremely useful for several reasons. First, they allowed me to develop my “interactional expertise” in a way that is not possible by taking courses, working through mathematical finance problems on my own, or by interviewing quants. This is partly due to the fact that these conferences represent one of the few occasions where it is possible to see how the members of the community interact together, given that quants work across a variety of financial institutions, many of which are competitors. Drawing on her training as an anthropologist, Tett notes that financial market conferences “fill a similar structural function as wedding ceremonies. Both events allow an otherwise disparate tribe of players to unite, mingle and forge all manner of fresh alliances on the margins of the main event” (Tett, 2009, pg. xii). Conferences also, according to Tett, serve to re-articulate the dominant beliefs and narratives of the group. Second, quant conferences provided valuable information to me on current modelling practices used by quants. Third, they provided an opportunity to meet and interact with a greater number of quants than would be possible through interviews alone and hence alleviated some of the biases that tend to arise when drawing inferences from interview data resulting from a ‘snowball’ sample of interviewees.
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No-Arbitrage Pricing Theory: An Overview

It seems that the market – the aggregate of speculators – can believe in neither a market rise nor a market fall, since, for each quoted price, there are as many buyers as sellers. [...] The mathematical expectation of a speculator is zero.

Louis Bachelier (1900)

This thesis examines the ‘evaluation culture’ of derivatives quants working in the Libor derivatives markets and how a set of models that were originally developed by financial economists were ‘reshaped’ to align with the modelling practices, conventions, and ontology of this quant ‘culture’. As I explained in chapter 3, the fact that interest rate models were initially developed within a relatively separate epistemic community – namely, economics – and were only later appropriated and modified by derivatives quants for their own needs is extremely useful from a methodological standpoint. This feature allows one to more effectively isolate the degree to which certain properties of present-day interest rate models are due to the distinctive practices and social context of the derivatives quant community itself, or can be better understood as simply ‘technical’ or mathematical properties of the models themselves.

One consequence of this feature is that the interest rate models developed and used within both of these epistemic communities are based on a shared body of mathematical and financial theory called ‘no-arbitrage pricing theory’, which is also known as ‘martingale pricing theory’. As is illustrated in figure 4.1, no-arbitrage pricing theory is employed by members of both of these communities, despite the fact that the actual models, modelling practices, and conceptual ‘objects’ that these models describe and act upon vary greatly between these two communities.
The purpose of this chapter is to provide an overview of this body of theory before examining the distinctive models and modelling practices of derivatives quants, and the conceptual objects around which quants organise their modelling activities. While it is unusual for a work of social science to have a chapter devoted to abstract mathematical theory, there is an important reason for doing so in this case: the remaining chapters of this thesis invoke ideas and concepts that are connected to this body of theory, and so the reader will benefit from understanding some of this conceptual and mathematical language. I ask that the reader temporarily suspend judgment about whether this body of theory is realistic or true, and simply accept that it constitutes much of the cognitive world of the members of the communities discussed in this thesis.

If it seems paradoxical that a common body of theory can be used in two distinctive epistemic communities, it might be helpful to consider the philosophical view of models articulated by Morgan and Morrison (1999) that I mentioned in chapter 2, which is that models ‘mediate between’ high-level theories and real-world data. Thus, two very different models can be used to ‘link’ a single high-level theory to observable data. This distinction between between arbitrage pricing theory and particular pricing models has been articulated, at least implicitly, by certain derivatives quants. Hagan et al., for instance, seem to embrace such a distinction in a paper that introduces a popular stochastic volatility model that I examine in chapter 6. The paper begins by deriving a number of general results on the price of European call options using the techniques I describe in this chapter before noting that:

This is as far as the fundamental theory of arbitrage free pricing goes. In particular, one cannot determine the coefficient $C(t, \ast)$ on purely theoretical grounds. Instead one must postulate a mathematical model for $C(t, \ast)$. (Hagan et al., 2002, pg. 85)

at which point they introduce the Black-Scholes model, and then later their own stochastic volatility model.\(^1\)

While this chapter examines no-arbitrage pricing theory, it does not delve into the mathematics of continuous-time stochastic processes, the mathematical objects that constitute the actual models examined later in this thesis. I have done this to keep the chapter as readable as possible to non-mathematical audiences, as it is impossible to introduce these models without delving into university-level calculus and probability theory. Moreover, I believe it is possible to understand the sociological argument I make about these models without understanding the meaning of the mathematical equations that define the models. However, I have included a brief overview of continuous-time stochastic processes for the interested reader in appendix A.

---

\(^1\) I acknowledge that other quants dispute the claim that the mathematical concepts I present in this chapter constitute a unified mathematical ‘theory’. For instance, Emanuel Derman, the quant I referenced in the introductory chapter of this thesis, states in a recent book on financial modelling that “finance cannot be a branch of mathematics, and therefore should not have a fundamental theorem” (Derman, 2011, pg. 143). Regardless of how one chooses to categorise the concepts and ideas explained in this chapter, it is difficult to dispute that they are shared between financial economists and derivatives quants and are important in both of these communities in constructing and using financial models.
4.1 Arbitrage

In finance, an ‘arbitrage’ is a trading strategy that involves simultaneously entering into a series of financial transactions that requires no net capital investment in which there is no possibility of a loss and some possibility of a gain (c.f. Baxter and Rennie, 2007; Björk, 2009). As Hardie (2004) observes, what is often called “arbitrage” by financial market practitioners usually entails a considerable amount of risk. Moreover, in real-world markets, arbitrage is a distinct form of trading activity, and it is typically performed by ‘proprietary traders’ who seek to exploit inconsistencies between the prices of assets that are traded in the market. In recent years, arbitrage has attracted a considerable amount of interest from sociologists and other researchers working in the social studies of finance (c.f. Beunza et al., 2006; Beunza and Stark, 2004; MacKenzie, 2003). Some of this work has focussed specifically on how financial models are used to engage in arbitrage activities (Beunza and Stark, 2012).

The models that derivatives quants build and maintain and which are the focus of this thesis are generally not used to find and exploit arbitrage opportunities. Instead, dealer banks and the traders they employ are primarily focussed on ‘making markets’ in derivatives to

---

2Consequently, the exploitation of even seemingly cut-and-dry examples of risk-free arbitrage in the interest rate derivatives market can require an enormous amount of planning, re-engineering of pricing systems, and coordination across all levels of a bank. Such was the case when Goldman Sachs attempted to arbitrage other dealers who came to misvalue interest rate swaps in the wake of the recent financial crisis, as Cameron (2013) highlights in a recent cover story in Risk Magazine.
clients and earning a profit in doing so rather than finding and exploiting mispricings. As I mentioned in chapter 3, most Libor derivative traders – with the exception of proprietary traders – “do not routinely make money by pitting their intellects against each other in a (zero-sum) war-game of pricing models” (Rebonato, 2004b, pg. 9). Rebonato further explains that:

It is for them much more reliable and profitable to deal with the non-trading community, by providing the end users with the financial payoff they want (e.g. interest-rate protection, principal-protected products, yield ‘enhancement’, cheaper funding costs), and by executing a compensation for the technological, intellectual and risk-management costs involved in providing this service. (Rebonato, 2004b, pg. 9)

While arbitrage is not a trading activity that interest rate quants and traders engage in on a day-to-day basis, the concept of arbitrage underlies nearly all of the models that are built and maintained by quants and the ones which I focus on in this thesis, including those that were originally developed by financial economists. In particular, the basic assumption of these models is that assets are priced in such a way that opportunities for risk-free arbitrage are entirely ruled out: or, put another way, it is not possible to earn a profit without taking on risk. These models are thus referred to as ‘no-arbitrage models’. For financial economists, no-arbitrage models are theoretically appealing since the presence of arbitrage opportunities represents a deviation from economic equilibrium. Derivatives quants and traders use no-arbitrage models for a far more practical reason: since their models are used to ‘produce’ prices of financial instruments that are sold to clients and other dealer banks, a model that produces prices that do not admit arbitrage opportunities ensures that the trader selling the product will not become the target of an arbitrageur seeking to profit from her mispriced securities.

4.2 Martingale Pricing Theory

No-arbitrage models that are built and used in the present day are based on an abstract body of mathematical theory known as ‘martingale pricing theory’. While earlier models were derived using alternative techniques – including some that I examine in chapter 7 – martingale pricing theory has generally supplanted the alternative approaches due to its higher-level of generality and flexibility. Moreover, these earlier models can be derived using martingale pricing theory, and so for the sake of consistency and clarity I adopt the ‘modern’ martingale-based notation throughout this thesis.4

It would be difficult to overstate how deeply the theory of martingale pricing has influenced the language and day-to-day practices used by derivative quants and traders, and the

---

3 Kevin, an interest rate quant at AlphaBank, told me that: “The other thing you can do is make baby - not arbitrage free - models for how the market’s behaving. Quick and dirty models, you can run relative value models, etc etc, to identify trade ideas, etc etc.” However, the development of these ‘baby’ models is an activity that appears to be somewhat peripheral to the day-to-day activities of most derivatives quants.

4 I recognise that re-expressing these earlier models using ‘modern’ notation is somewhat ahistorical. I do not intend to suggest that the ‘modern’ approach to asset pricing was a ‘natural’ or pre-determined development. However, some notational consistency is needed in order to trace out how the models I examine in this thesis have changed over time.
historical development of the modelling practices considered in this thesis. The theoretical entities tied to this approach (namely, ‘martingale probability measures’) are a core component of the language that quants use; indeed, MacKenzie and Spears (2014b) argue that ‘risk-neutral probabilities’ are the fundamental ontology of what they call the “culture of no-arbitrage modelling”, of which the interest rate modelling practices I describe in this thesis are associated. Moreover, by expressing the prices of derivatives in terms of ‘discounted expectations’ – which can be converted into partial differential equations, a type of mathematical object that physicists are adept at solving – the theory provided a bridge that allowed physical scientists and mathematicians to apply their numerical skills within the derivatives industry.

A complete description of the theory of martingale pricing theory lies outside the scope of this thesis: to provide one would require a serious engagement with several branches of graduate-level mathematics. My goal is instead the less ambitious one of introducing some of the language associated with this approach that will make the remainder of this thesis more readable. I begin with a general statement of the theory. It is likely that this general description of the theory will contain language that is unfamiliar to the reader; however, I elucidate its meaning using a simple example that involves only high-school level mathematics in the following section. I have adapted this simplified exposition from Shreve’s (2004) popular financial mathematics textbook, but it ultimately derives from a discrete time reformulation of the Black-Scholes model that was developed by Sharpe (1978) and Cox et al. (1979), and which became immensely popular among MBA students where these academics worked. The model has remained popular within certain corners of the financial markets as well, such as the equity options markets where it is used to price ‘American-style’ options that can be exercised on multiple dates.

Although the connection between financial markets and what are now called ‘martingales’ has been recognised at least since Louis Bachelier’s work financial mathematics (as indicated by the epigraph of this chapter), the essence of modern arbitrage pricing theory is a series of mathematical theorems developed by Harrison and Kreps (1979) and Harrison and Pliska (1981), and a general equation for pricing financial assets that results from those theorems. Harrison, Kreps, and Pliska showed that in a certain idealised type of market (e.g., one in which there are no transaction costs, no restrictions on short selling, where assets are perfectly divisible, and so on), the current prices of financial assets in that market are compatible with the assumption of no-arbitrage if-and-only-if their current prices are equal to the expectation of their possible future prices, where the expectation is taken under a special set of probabilities (what mathematicians call a ‘probability measure’) known as a ‘risk-neutral’ or ‘equivalent martingale’ probability measure. A more formal (albeit still paraphrased) statement of the Harrison and Kreps result is given by the following:

**Theorem: Harrison-Kreps**
1. A market is free from risk-free arbitrage if and only if there exists an equivalent martingale measure such that the current prices of assets in that market are discounted expectations of their future prices under that martingale measure.

2. Every asset in the market has a unique no-arbitrage price if and only if the equivalent martingale measure is unique.

The meaning of these statements will be made clear shortly. Using the Harrison and Kreps result, one can then derive a very general equation for pricing financial assets (Brigo and Mercurio, 2006, pg. 30). According to this equation, financial assets can be valued by discounting their expected future prices back to the present day using a ‘numéraire’ asset, an asset – such as cash in a particular currency – that is used to express the value of all other prices in the market. Moreover, these expectations are taken using a particular probability measure \( N \) that is associated with that numéraire asset that makes those discounted payoffs into ‘martingales’ (the meaning of this term will be made clear in the next section). The general asset pricing equation is:

\[
\frac{X(t)}{N(t)} = E^N \left[ \frac{X(T)}{N(T)} \mid \mathcal{F}_t \right]
\]

which can be equivalently expressed in a more convenient manner by multiplying both sides by \( N_t \):

\[
X(t) = N(t)E^N \left[ \frac{X(T)}{N(T)} \mid \mathcal{F}_t \right]
\]

In these equations, \( X(t) \) denotes the price of an asset today (at time \( t \)) while \( X(T) \) denotes the price of an asset at some future date (at time \( T \)), whereas \( N(t) \) represents the value of the numéraire asset today, and \( N(T) \) represents the value of the numéraire at the same future date.

The resulting equation is very general, since the choice of numéraire and associated martingale probability measure is independent of the price of the asset. This means that if one instead switches to a different strictly-positive numéraire \( N^*(t) \), then in the absence of arbitrage there will exist an equivalent probability measure \( N^* \) that makes the derivative’s payoffs into martingales. (For this reason I use variations on the letter ‘\( N \)’ to express both the value of the numéraire asset and its associated martingale probabilities.) Moreover, if we take the expectation of these payoffs discounted under this alternative numéraire, then we will find the same price for the derivative.

### 4.3 A Simplified Explanation

These statements and the resulting equation are dauntingly abstract. The easiest way to endow them with some intuitive meaning is to consider an extremely simple – although admittedly unrealistic – model of a financial market consisting of only two assets: a risky asset \( X(t) \) (e.g. a stock, a derivative, etc.) and cash deposited into a risk-free bank account, denoted by \( Q(t) \),
which will serve as a ‘numéraire’ asset in the model. In this hypothetical market, there are only two possible future prices for the risky asset, while the numéraire asset accrues interest at a known annualised interest rate of 10% per annum. Although this model is unrealistic, it will allow us to more easily understand the connection between absence of arbitrage and the ‘martingale probability measures’ mentioned previously.

This admittedly contrived situation is illustrated in figure 4.2, where $X(0)$ denotes the current unknown price of the asset while $X(1)_U$ and $X(1)_D$ denote the only two possible future prices for the asset in one year’s time. Likewise, $Q(1)_U$ and $Q(1)_D$ represent the value of a cash deposit in one year’s time that is made at time $t = 0$. Because the return on the numéraire asset is risk-free in this case, both of these values are identical.

Upon some reflection, it becomes clear that in our simple model, for the current price of the asset – $X(0)$ – to be free from arbitrage, its value should be between the discounted present value of the two possible future prices for the asset. If not, an investor could buy or short sell the asset until $X$ adjusts to be within that range and in doing so earn a risk-free profit. (The current price of the asset must lie between the discounted value of the two future possible prices to correct for the ‘time value of money’: the fact that the money used to pay for $X$ could be invested in the numéraire asset and receive a financial return of 10% over the year.)

Thus the current price of the asset – $X(0)$ – must lie between $\frac{\mathcal{E}3}{1.1}$ and $\frac{\mathcal{E}0}{1.1}$, or simply $\mathcal{E}0$. This restriction on the value of $X(0)$ is enforceable via arbitrage: for instance, suppose that the current price of the asset is $\mathcal{E}5$. Then an investor could short sell the asset in unlimited quantities and immediately book a risk-free profit of $\mathcal{E}5 - \mathcal{E}3/1.1$ per share, which could grow to $\mathcal{E}5$ per share if the asset’s price instead converges to $\mathcal{E}0$ in a year’s time. Likewise, today’s price of the asset should not be below $X(1)_D$, or else the investor could buy the underpriced asset and hold it to the future period and likewise earn a risk-free profit.

A more mathematically precise way of stating that $X(0)$ must lie “between” the discounted value of $X(1)_U$ and $X(1)_D$ is to say that it must be equal to a linear combination of these values,
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or:

\[
\frac{X(0)}{1} = q_U \frac{3}{1.1} + q_D \frac{0}{1.1}
\] (4.1)

for some numbers \(q_U\) and \(q_D\). To ensure that \(X(0)\) lies between the two discounted possible future prices – and hence is an arbitrage-free price – \(q_U\) and \(q_D\) must sum to one, e.g. \(q_U + q_D = 1\). But at this point, we cannot say anything more about the value of \(q_U\) and \(q_D\), and multiple choices of \(q_U\) and \(q_D\) satisfy this requirement.

Yet regardless of their actual values, because \(q_U\) and \(q_D\) must sum to one to ensure the absence of risk-free arbitrage, they form a set of probabilities; thus, the ‘linear combination’ in equation 4.1 is in fact the expected value or expectation of the future prices of the asset calculated using those probabilities. Re-written in probabilistic notation:

\[
\frac{X(0)}{1} = E_Q \left[ \frac{X(1)}{1.1} \right]
\] (4.2)

where \(E_Q[.]\) signifies that one should take the expectation of the various future outcomes of \(X(1)\) using the (presently unspecified) probabilities \(q_U\) and \(q_D\), which are collectively denoted by \(Q\). Note that the values of these probabilities are dependent on the fact that we chose \(Q(t)\) – cash deposited in a risk-free bank account with a 10% annual interest rate – as our numéraire asset. If we had instead chosen a different numéraire with which to express the discounted values of the stock, then these probabilities would also need to change to properly express the current value of the stock as an expectation of its discounted future values.

We can make equation 4.2 more general by re-writing the specific values for the numéraire asset – 1 and 1.1 – with the respective variable names – \(Q(0)\) and \(Q(1)\):

\[
\frac{X(0)}{Q(0)} = E_Q \left[ \frac{X(1)}{Q(1)} \right]
\] (4.3)

We are now in a position to understand the meaning of the term ‘martingale’ mentioned in the previous section.\(^5\) Informally speaking, a martingale is just a random process (i.e. a sequence of random variables) in which the expected value of the process in each period is equal to its value in the previous period, or put another way, the process is neither expected to rise or fall in value in each moment of time.

Equation 4.3 is a martingale, since its current discounted price is equal to its discounted future price under the probability measure \(Q\). Of course, in our simple two-outcome example, the probability that the asset’s price will actually remain constant is zero, since – by assumption – it must either move up to £3 or £0 in one year’s time. However, what is needed for

---

\(^5\)Formally, a martingale is a stochastic process \(\{W_t\}_{t \geq 0}\) such that:

1. \(E[|W_t|] < \infty\),
2. \(E[W_t|\mathcal{F}_s] = W_s\) for all \(s < t\).
a process to be a martingale is that the value of the process in the next time step is expected to remain constant, not that this outcome be likely, or even possible. (In fact, in a model in which the asset’s future price is drawn from a continuous interval, the probability that the asset’s price will remain the same is exactly zero.) The probability measure Q thus transforms the discounted future price of the asset into a martingale, which can be seen by comparing equation 4.3 to the definition of a martingale provided in the footnote. For this reason, Q is known as a “martingale measure” for the asset. Harrison and Kreps showed that at least one such martingale measure must exist in an idealised economy if-and-only-if the asset is priced in such a way that there are no arbitrage opportunities.

We must be careful to note that this ‘martingale measure’ Q for the asset is distinct from the probability measure that describes the ‘real-world’ probability (usually denoted by ℙ) of either \(X(1)_U\) or \(X(1)_D\) being realised at date \(T\). This is a subtle but important point. Were we to know ℙ, we would generally find that the current price of the asset is not the discounted expectation of the asset’s future price under this ‘real-world’ probability measure. An additional piece of information – called the “risk premium” – would need to be added to the expectation before the current price \(X(0)\) could be equated to its possible future prices. This is due to the fact that investors tend to be “risk-averse”: if presented with the choice, many people would strongly prefer to be handed a £20 bank note than make a gamble that has a 60% chance of gaining £100 and a 40% of losing £100, despite the fact that this gamble has the same expected outcome as the £20 payment. Generally, investors tend to place less value on a risky investment than the expected value of that investment and consequently demand extra compensation – a risk premium – to be induced to make the investment. Although ℙ and Q are distinct probability measures, they must share one important thing in common: they must agree on what future prices for the asset are possible; or, in more precise language, they must share agreement on the events that have a probability of zero. Mathematicians call such measures ‘equivalent’. Thus, Q is an “equivalent martingale measure” for the asset.

4.4 Replication

In our simple example, imposing the condition that the asset’s current price must satisfy no-arbitrage placed a set of bounds on its value: in particular, we saw that in such a simple model, the current price should lie between the discounted value of the two future possible values of the asset – \(\frac{e^3}{1.1}\) and \(\frac{20}{1.1}\) – which is satisfied only if \(q_U\) and \(q_D\) sum to one. But this in and of itself is not particularly useful: an infinite number of choices of \(q_U\) and \(q_D\) satisfy this criterion. What we want is a specific price for \(X(0)\), which entails choosing particular values of \(q_U\) and \(q_D\). In principle, one could determine specific values for \(q_U\) and \(q_D\) for any asset if one possessed knowledge of both the ‘real-world’ probability distribution ℙ that I mentioned previously, along with information on investors’ ‘risk premia’. However, this information is not freely
available in the financial markets. It is not possible to ‘observe’ the real-world probabilities of a stock in the same way as one can observe the price of a stock. Instead, these quantities can only be *estimated* via statistical analysis of historical data, which has the unfortunate property of being ‘backward looking’ and do not necessarily represent the properties of the asset going forward. Fortunately, with certain types of assets, it is possible to determine unique values for these martingale probabilities solely using arbitrage-based arguments and the *prices* of other assets as modelling inputs. This brings us to the second major concept of martingale pricing theory: that of replication.

To ‘replicate’ an asset means to construct a portfolio of simpler securities (whose value can be known with certainty at each moment in time) and which together match the value the asset one wishes to price. If one can construct such a collection of simpler securities that replicates the value of the original asset at each moment in time and along every potential future scenario, the replicating portfolio and the derivative itself must have the same price, otherwise there will be an arbitrage opportunity. Thus if the asset one wishes to price is replicable using a portfolio of other financial instruments (those that are are usually called ‘derivatives’ or ‘contingent claims’), then in certain circumstances it is possible to determine a unique probability measure $\mathbb{Q}$ that defines the current price of the asset.

The replication approach to asset pricing originated with Merton’s (1973b) derivation of the Black-Scholes formula; he showed that Black and Scholes’ original result could be derived by replicating the payoff of a stock option by means of continuous, moment-by-moment trading in shares of the underlying stock and cash. To develop an intuition for this approach, let us return to our simple model and apply a simplified version of Merton’s replication-based derivation of the Black-Scholes model to the valuation of our asset. We will need to expand the set of financial assets in our model, and will need to place some restrictions on our original financial instrument, $X$. Let us instead imagine that our financial asset is a ‘call option’ written on a share of stock, a financial contract that gives its owner the right, but not the obligation, to buy that share of stock at some future time at a pre-specified price, which is called the ‘strike price’. Suppose a call option is written on IBM’s stock for one year from today with a strike price of £100. Thus in one year, the owner of the option will have the right, but not the obligation to buy a share of IBM stock from the option seller at £100, regardless of what the stock’s actual price might be at that time.

Replication-based pricing is ideally suited for financial instruments that have a fixed lifespan and whose value at that expiration date can either be known in advance, or can be expressed in terms of an underlying asset whose value can be modelled. Such is the case for call options, and indeed nearly all of the Libor derivatives mentioned in this thesis (e.g. caps and swaptions). For instance, through arbitrage-based reasoning, it is possible to write down the exact payoff of the call option in terms of the underlying stock: absence of arbitrage dictates that in one year’s time, the payoff of a 1 year call option on IBM stock will be worth
max\{S(1) - K, 0\}, i.e. the maximum of the difference between the stock price in one year’s time \(S(1)\) and the strike price of the option \(K\), and zero. To see why, suppose that in one year, the stock’s price is less than the strike price. Then the owner of the option would ideally choose not to exercise the option, since she could purchase the stock in the stock market for less than the strike price of the option. In this scenario, the option would therefore be worthless and hence have a value of £0. On the other hand, suppose that in one year’s time \(S(1)\) is greater than the strike price of the option. Then the owner of the option could exercise the option and buy the stock at its strike price, and then immediately turn around and sell the share of stock in the stock market for its current price, thus earning a profit of the difference between the stock’s price and the strike price of the option.

\[
\begin{align*}
X(1)_{UI} &= \max\{£10 - £7, 0\} \\
&= £3 \\
S(1)_{UI} &= £10 \\
Q(1)_{UI} &= £1.1
\end{align*}
\]

\[
\begin{align*}
X(0) &= \text{?} \\
S(0) &= £7 \\
Q(0) &= £1
\end{align*}
\]

\[
\begin{align*}
X(1)_{DI} &= \max\{£4 - £7, 0\} \\
&= £0 \\
S(1)_{DI} &= £4 \\
Q(1)_{DI} &= £1.1
\end{align*}
\]

Figure 4.3: A two-period, two-outcome model with three assets

Because the value of the call option has a known relationship with the underlying stock on its expiry date, one can – in principle – replicate the option by constructing a ‘replicating portfolio’ of simpler assets – shares of stock and units of cash – that mimic the value of the option at every date and across every potential movement of the underlying stock. By absence of arbitrage, the current value of this portfolio must then have the same value as the call option, otherwise there will be an opportunity for risk-free profit. We can denote the number of shares of stock and units of cash held in the replicating portfolio by variations on the greek letter psi:

\[
\Psi = (\psi_Q, \psi_S)
\]

where \(\psi_Q\) and \(\psi_S\) denote the units of cash and stock held in the portfolio, while \(\Psi\) represents the portfolio itself. In a more complex model, this portfolio of cash and shares of stock would be updated dynamically over the lifetime of the option; however, because our example only has a single time period, the portfolio will only be specified once: at the current date. To keep the model consistent with our previous example, we will also assume that call option matures one
year from today, that the underlying stock will either be £10 or £4 on the option’s expiry date, and that strike price of the option is £7, while the cash deposit grows at an annualised interest rate of 10%. This simple model is illustrated in figure 4.3.

If we let \( V(1)_U \) and \( V(1)_D \) denote the value of the replicating portfolio one year from today in the up and down-state, respectively, then the problem of pricing the option amounts to choosing \( \psi_Q \) and \( \psi_S \) that solve the following linear system of equations:

\[
\begin{align*}
V(1)_U &= \psi_Q 1.1 + \psi_S 10 = 3 \\
V(1)_D &= \psi_Q 1.1 + \psi_S 4 = 0
\end{align*}
\]

This is a system of two linear equations with two unknowns, so a unique solution pair \((\psi_Q, \psi_S)\) is guaranteed to exist. Indeed, one can solve this system of equations using high-school level algebra. Having done so, one is left with the following solution:

\[
\begin{align*}
\psi_Q &= -\frac{20}{11} \\
\psi_S &= \frac{1}{2}
\end{align*}
\]

meaning that to exactly replicate the call option, an investor would need to buy \( \frac{1}{2} \) a share of stock and sell short \( \frac{20}{11} \) units of cash in the current period until the option’s expiry date in one year’s time. Having solved for the quantities of cash and stock that will replicate the payoff of the option, one can then calculate the current no-arbitrage price of the call option by multiplying these quantities by the current price of cash and stock:

\[
V(0) = \psi_Q 1 + \psi_S 7
\]

\[
= -\frac{20}{11} \cdot 1 + \frac{1}{2} \cdot 7
\]

\[
= \frac{37}{22} \approx £1.68
\]

This price of £1.68 is, in principle, enforceable by arbitrage. Suppose that the option were instead priced at £1.75. In that case, an investor could theoretically sell options on the stock in unlimited quantity while simultaneously buying the replicating portfolio and hence earning a risk-free profit of £0.07 per option. Likewise, if the option were underpriced, an investor could buy the option in unlimited quantities while selling short the replicating portfolio, thus also earning a risk-free profit.

What is more, this arbitrage-enforced price specifies a unique set of martingale probabilities – namely \( q_U = \frac{37}{22} \) and \( q_D = \frac{23}{22} \) – that allow us to calculate a unique, no-arbitrage price for every asset in our model. For instance, with these probabilities, we can express the price of the
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Option in terms of equation 4.3:

\[ \frac{X(0)}{Q(0)} = \mathbb{E}^Q \left[ \frac{X(1)}{Q(1)} \right] \]
\[ \frac{X(0)}{1} = q_U \frac{X(1)_U}{Q(1)_U} + q_D \frac{X(1)_D}{Q(1)_D} \]
\[ X(0) = \frac{37}{60} \cdot \frac{3}{1.1} + \frac{23}{60} \cdot \frac{0}{1.1} \]
\[ = \frac{37}{22} \approx \£1.68 \]

Moreover, these probabilities also give the current price of the stock:

\[ \frac{S(0)}{Q(0)} = \mathbb{E}^Q \left[ \frac{S(1)}{Q(1)} \right] \]
\[ \frac{S(0)}{1} = \frac{37}{60} \cdot \frac{10}{1.1} + \frac{23}{60} \cdot \frac{4}{1.1} \]
\[ S(0) = \£7 \]

and, trivially, the numéraire asset itself (i.e. cash deposits into a bank account):

\[ \frac{Q(0)}{Q(0)} = \mathbb{E}^Q \left[ \frac{Q(1)}{Q(1)} \right] \]
\[ = \frac{37}{60} \cdot \frac{1.1}{1.1} + \frac{23}{60} \cdot \frac{1.1}{1.1} \]
\[ = \£1 \]

4.5 Summary

Let us sum up. In section 4.2, I explained that the primary result of Harrison and Kreps was that in a certain idealised economy, if an asset’s price does not admit opportunities for risk-free arbitrage, then there will be at least one martingale probability measure \( \mathbb{N} \) that allows its current price to be expressed as the discounted expectation of its future price under those probabilities, where this discounting is done with a numéraire asset chosen by the model builder. Moreover, we saw that the converse is true: if such a probability measure \( \mathbb{N} \) can be shown to exist, then the asset’s price must be free from opportunities for risk-free arbitrage. We saw this through a simple one period, two state example which is illustrated in figure 4.2. In that admittedly contrived case, the price of an asset would be free from opportunities for risk-free arbitrage if and only if its current price lies between the discounted value of the asset’s value in these two future states, in which case its current price could be connected to these future possible prices via a set of numbers that sum to one (i.e. a set of probabilities).

We encountered a problem, though. We saw that in our simple example, there were a range of prices for \( X(0) \) that were compatible with risk-free arbitrage when we only considered the
risky and risk-free asset, and when we did not place any restrictions on the type of risky asset that $X$ is. Indeed, any choices of $q_{U}$ and $q_{D}$ were permissible so long as they were positive and summed to one. To pin down a specific price for $X(0)$, we resorted to a replication-based argument. We were able to do so when our original asset was a derivative written on some other asset, such as a share of stock, in which case, its payoff could be expressed directly in terms of that underlying asset. We then expanded the set of financial instruments in the model from our two original assets to three assets (a call option, a stock, and risk-free cash) and then showed how the payoff of the call option could be replicated (e.g. reproduced) using a portfolio consisting of shares of stock and cash. This allowed us to pin down a specific price for the asset that was enforceable by arbitrage, along with a specific martingale probability measure that connected the current price of all of the assets in the model to their possible future prices.

Our simple example illustrated that our ability to pin down a specific price for an asset solely using arbitrage arguments depended crucially on the nature of the relationship between the asset being valued and the assets used to replicate its value. What was needed was a set of replicating assets that could together ‘span’ every possible future value of the unpriced asset, a condition which financial mathematicians and economists refer to as a “complete market”. In our second example, ‘market completeness’ was satisfied when we assumed $X$ to be a call option written on a share of stock and allowed the call option to be hedged with shares of stock and cash. If, on the other hand, $X$ were some other financial asset that could not be ‘replicated’ by trading other assets – as was the case in our first example – the market would be ‘incomplete’. In ‘incomplete markets’, there are instead multiple martingale measures that are compatible with the assumption of risk-free arbitrage. In this case, additional information – about the real-world probabilities for the asset and investors’ risk premia – are needed before a model can pin down a unique price for the asset.

4.6 Derivatives Quants vs. Financial Economists

The no-arbitrage interest rate models used by derivatives quants and economists that I examine in this thesis roughly map on to the aforementioned terminology of “complete” and “incomplete” markets. The interest rate models that are developed and used by derivatives quants are generally done within a ‘complete markets’ setting. Quants use these models to price and hedge ‘exotic’ Libor derivatives, whose payoffs can – in principle – be fully replicated using other fixed-income instruments that are traded by derivatives traders: namely swaps and vanilla interest rate options. (I examine derivatives quant modelling practices in more detail in chapter 6.) These ‘replicating portfolios’ of swaps, vanilla interest rate options and other instruments are in turn used to ‘hedge’ the trades executed by a trader. Put another way, as Martin Baxter – a derivative quant at Normura – explains in one of his papers:
Any market practitioner who sells derivatives on his own account will say that hedging is the key to pricing. If a contract is not hedged, one can sell it at any price, even the right one, and still lose money. The price of the contract must be the cost of the hedge, plus margin, and the profit/loss of the deal will depend crucially on the hedge being effective. (Baxter, 1998, pg. 1)

Because the payoffs of these ‘exotic’ derivatives are in principle ‘fully replicable’ using portfolios of these simpler assets, derivatives quants can, again in principle, use their models to derive a specific price for the assets they wish to price using the prices of assets in a ‘replicating portfolio’ as inputs, and hence a unique set of martingale probabilities that describe these prices. Consistent with this, we will see in chapter 6 that much of what derivatives quants know and do consists of building models and specific ‘replicating portfolios’ in order to price and hedge the assets that need to be valued by traders and other bank personnel. Moreover, a set of distinctive ‘model objects’ that describe the prices of these underlying instruments constitute the ‘ontology’ of Libor derivatives quants.

By contrast, the models I examine which were developed and used by financial economists were done so within an “incomplete markets” framework. (In the earliest models, this terminology was not used since early interest rate models were developed independently from work on options pricing theory; however, these models can be – and were later – recast in the modern ‘martingale’ approach to asset pricing that I have outlined in this chapter.) These economists used no-arbitrage models to understand how macroeconomic factors shape the behaviour of interest rates and the pricing of bonds. Like derivatives quants, their models are also based on the concept of replication that I have outlined in this chapter. Whereas derivatives quants ‘replicate’ the price of exotic Libor derivatives using combinations of swaps and interest rate options, economists’ models instead replicate the price of bonds using the theoretical construct of the instantaneous ‘short rate’ earned on cash deposited into a risk-free bank account. Crucially unlike the models used by derivatives quants, it is generally not possible to derive a unique price for a bond from the interest rates earned on bank deposits; in martingale terminology, there are generally multiple martingale measures that describe the prices of bonds which are compatible with the assumption of no-arbitrage. As we will see in chapter 7, another parameter is needed to pin down a specific price for these assets: the ‘market price of risk’ or more generally the ‘risk premium’, which economists use to capture the extra compensation that investors demand to be willing to invest in a risky asset such as a bond. Only after this parameter is specified can a unique price for a bond be determined with a no-arbitrage interest rate model. Conversely, by studying the way in which investors price bonds, an economist can use a no-arbitrage interest rate model to study the nature and behaviour of investors’ risk premia. Modelling the ‘bond risk premium’ continues a key area of interest for academic financial economists who study the movement of interest rates (c.f. Cochrane and Piazzesi, 2005; Piazzesi, 2010). Thus, to be able to accurately predict the future behaviour of interest rates requires one to develop a measurement of this premium. As a consequence, the
variety of interest rate modelling that was performed by financial economists was primarily oriented around this conceptual object – the risk premium – one which makes no appearance in the ‘complete markets’ setting adopted by derivatives quants and traders.

A second major difference between the interest rate models used by derivatives quants and financial economists concerns which assets are priced by a model and which are taken ‘as given’ within the model. When we expanded the set of assets in our simple model to include a call option written on a share of stock, the stock itself, and the risk-free bank account, we implicitly took the current price of the stock (£7) ‘as given’ and did not attempt to derive a ‘correct’ price of this asset within the model: doing so is what allowed us to derive a no-arbitrage price for the call option. Likewise, when derivatives quants use interest rate models to value and hedge exotic interest rate derivatives, they take the prices of the assets in their replicating portfolios ‘as given’ and do not use their models to derive prices for these instruments. As we will see in chapters 5 and 6, this practice is closely aligned to the organisation of derivatives trading within dealer banks. By contrast, the models developed by financial economists which I examine in chapter 7 were instead focussed on pricing what derivatives quants take as ‘given’ in their models.

Finally, the models that are used by derivatives quants and financial economists differ in terms of the numéraire assets that are used. The models developed by financial economists that are examined in chapter 7 use a numéraire known as the ‘money market account’, a continuous-time analogue of the risk-free bank account that underpinned the simple two period, two outcome example I presented in this chapter. Associated with this numéraire is the $Q$ martingale measure, which makes the discounted future prices of assets into martingales in the absence of arbitrage when discounting is done with the money market account. On the other hand, we will see that derivatives quants often prefer to use numéraire assets within their models which correspond to an informational object – a bank’s ‘discount curve’ – that is ‘produced’ by banks’ swaps traders. Associated with this numéraire asset is a separate martingale measure: the $T$-forward measure, denoted by $Q_T$, in which discounting is done using a financial instrument that I will introduce in chapter 6 called a discount bond that matures at date $T$.

In the next chapter, I will go into more detail about how no-arbitrage models are used within banks that ‘make markets’ in Libor derivatives, the place of these markets within the broader financial system, and the role of derivatives quants within these organisations.
Part II

The Derivatives Quant ‘Evaluation Culture’
Chapter 5

Overview of the ‘Over-the-Counter’ Markets for Libor Derivatives

In the previous chapter, I highlighted the major technical features of ‘no-arbitrage’ financial models, which were initially developed by financial economists in the late 1970s and were later appropriated and modified by derivatives quants and traders for the purpose of pricing and hedging derivative contracts. Before examining that historical episode, this chapter and the next provide a description of the market and organisational context in which present-day derivatives quants work, with a particular focus on derivatives quants who build models that are used to price and hedge ‘over-the-counter’ (OTC) Libor derivatives. Chapter 6 will, by comparison, highlight an important set of modelling practices that are employed by these quants and Libor derivatives traders. Finally, chapters 7 and 8 will examine how the models used by derivatives quants were reshaped to match the social context and practices described in this chapter and the next.

This chapter has the following structure. In section 5.1, I provide a brief overview of the Libor derivatives markets and their place within the broader financial system. Next, in section 5.2, I explain the types of contracts that are traded in these markets. In section 5.3, I explain the basic institutional structure of these markets, which is characterised by an ‘over-the-counter’ mode of trading. A set of institutions known as ‘dealer banks’ play a particularly important role by ‘making markets’ between clients who wish to enter into Libor derivatives contracts. As I explain in section 5.4, no-arbitrage models are used for several interrelated purposes within dealer banks, including the production of prices and hedging strategies and the governance of the activities of traders. The chapter ends, in section 5.5, with a brief explanation of what derivatives quants do within dealer banks.
5.1 Libor Derivatives and the Financial Markets

The economic function of the Libor derivatives markets primarily derives from their connection to two important sets of financial markets: on the one hand, the interbank money markets and the so-called ‘Eurocurrency’ market in particular; and on the other hand, the markets for bonds, and in particular floating rate notes.

An interbank money market consists of banks who borrow and lend unsecured funds (in other words, money that is not backed by collateral) to other banks. From an economic standpoint, the existence of interbank money markets is driven by the basic social function of banks in modern economies. Generally, banks take short-term deposits and invest these deposits into longer-term loans and investments to businesses and other productive endeavours. As such, banks fulfil an important social and economic role by channelling short-term deposits by savers into longer-term loans and thus solving a liquidity mismatch that would otherwise exist between savers and borrowers (Diamond and Dybvig, 1983). While socially useful, this model of intermediation is inherently unstable and can lead to bank runs if savers all make withdrawals simultaneously. Merton (1948) famously observed that a bank run can occur even when a bank is otherwise fully solvent, which has become the quintessential example of a ‘self-fulfilling prophecy’. For this reason, modern banks are required to hold reserves – the quantity of which are, in most countries, set by central banks – against their short-term liabilities to mitigate the possibility of bank runs. As a consequence, it is often the case that banks face a short-term funding shortage and need to borrow money from banks that have a surplus of deposits. Likewise, banks with a surplus of deposits are often interested in lending these funds to banks that have funding shortages to earn interest on these funds.

Prior to the development of the Eurocurrency markets, most interbank lending activity in U.S. dollars occurred between banks within the United States through the ‘Fed funds market’ under the supervision of the U.S. central bank, known as the Federal Reserve, or simply ‘the Fed’ (Chisholm, 2009, pg. 17). As I mentioned in chapter 1, the Eurocurrency market initially arose out of attempts by American investors and financial institutions in the 1950s and 1960s to avoid reserve requirements and other rules set by the Fed and the U.S. Congress by depositing significant quantities of funds into British-based banks (Chisholm, 2009, pgs. 26-7). As the market for ‘Eurodollars’ grew, it came to include currencies other than U.S. dollars, thus creating what are now called the ‘Eurocurrency’ markets. Today the Eurocurrency markets are one of the major focal points of the international money markets and are a major source of short-term funding for large international institutions such as banks and corporations. Unlike domestic money markets such as the Fed funds market, which tend to operate under the supervision of a central bank, the Eurocurrency markets are comparatively less regulated and supervised.

At least since the late 1970s, the cost of borrowing money in the Eurocurrency markets has
been measured by the London Interbank Offer Rate, also known as Libor.\(^1\) Informally, Libor represents the interest rate at which large banks are willing to lend each other money in a Eurocurrency market for a specific currency for certain intervals of time up to a year. However, it is arguably more accurate to say that Libor represents an interrelated set of technical and organisational practices and conventions for producing those rates. Libor rates are constructed by calculating a trimmed average interest rate from a set of self-reported borrowing rates provided by a panel of large banks, with the composition of that panel dependent on the currency. For transactions denominated in U.S. dollars and sterling, each business day just before 11:00 a.m. London time, a panel of nineteen and sixteen banks (respectively) are asked the following question:

\[
\text{At what rate could you borrow funds, were you to do so by asking for and then accepting inter-bank offers in a reasonable market size just prior to 11 a.m.? (British Bankers’ Association, 2013)}
\]

which panel members must answer with respect to loans in that currency for seven different maturities.\(^2\)

Beginning in 1998, a variation of Libor known as Euribor was developed to gauge the cost of borrowing in euros. To calculate the Euribor rate, a somewhat different question is asked to a panel of forty-six banks:

\[
\text{At what rate do you believe one prime bank is quoting to another prime bank for interbank term deposits within the eurozone? (Euribor-EBF, 2013)}
\]

Euribor panel members submit their rates for a similar but not identical set of maturities. After determining their responses to these questions, banks then submit their answers to Thomson Reuters, which serves as the designated ‘calculation agent’ for both Libor and Euribor, which then has the responsibility to throw out the highest four and the lowest four responses for each group of responses, in order to calculate Libor rates for the ten currencies.

The organisations that previously maintained Libor and Euribor prior to the recent Libor fixing scandal – the British Bankers’ Association and Euribor-EBF, respectively – created a number of standardised conventions for the calculation of interest using these rates, without which market participants would be unable to agree on the value of instruments written on Libor rates. One such convention is known as the ‘day count fraction,’ typically denoted by \(\tau(D_1, D_2)\) which determines how interest is to be accrued for fractions of a year. With the exception of GBP Libor, all other Libor rates and Euribor use an Actual/360 convention, which means that the length of the loan to be divided by 360, i.e. \(\frac{D_2-D_1}{360}\). GBP Libor, on the other

\(^1\)Although the modern incarnation of Libor was not formulated until 1985, an informal version of Libor was used as early as the mid-1970s. For instance, the earliest mention of Libor I was able to find is in a 1976 manuscript on “The Determination of Eurocurrency Interest Rates” published by the University of Michigan Business School. The authors note that even then, Libor had become established as “the fundamental base rate on which actual charges for all but interbank borrowers – the wholesale market – are computed” (Dufey and Giddy, 1976).

\(^2\)In the wake of the recent Libor fixing scandal, the number of currencies and tenors was reduced reduced beginning 1 November 2013.
hand, uses an Actual/365 convention. Figure 5.1 shows the relevant portion of the BBA Libor website that defines these conventions.

Figure 5.1: Current convention for calculating interest with Libor rates. (Source: British Bankers’ Association)

The Libor derivatives markets are also crucially important to the markets for loans and bonds. For nearly as long as Libor has been an accepted measure of the cost of borrowing money in the Eurocurrency markets, it has been used to underpin many corporate loan agreements, which are often stipulated in terms of a percentage spread over the rate. Moreover, banks and the U.S. government sponsored entities (e.g. Fannie Mae and Freddie Mac) often issue ‘floating rate notes’ or ‘floaters’, which are bonds that pay a coupon that is tied to Libor. As private and public organisations throughout the world became increasingly ‘financialised’ during the 1980s and 1990s (Krippner, 2005), it became more common for their treasurers to actively manage their balance sheets and hedge exposure to interest rate risk, at which point Libor derivatives became important tools for even non-financial corporations and certain non-profits.

5.2 Overview of Libor Derivatives

A market for swaps and other derivatives written on Libor emerged in the early 1980s, a time when both interest rates and the volatility of these rates were at their highest levels in over a century (Homer and Sylla, 2005, ch. 18). Today, the Libor derivatives markets have become centrally important to the institutions that participate in the Eurocurrency markets – such as large financial institutions – by providing them with tools for managing the costs of borrowing money in these markets. For instance, swaps allow banks to ‘lock-in’ a particular cost of bor-


4Dufey and Giddy (1976) note that even in the late 1970s, many corporate loans were written as a percentage spread over Libor (Dufey and Giddy, 1976, pg. 12).
rowing in the Eurocurrency markets, while options gave them the ability to set a ‘cap’ on their borrowing costs but allow them to benefit from cheaper funding should interest rates instead decline.

Today, there are three broad categories of ‘over-the-counter’ Libor derivatives written on Libor: linear products, vanilla options, and exotic instruments. The purpose of this section is to highlight the major products that are traded within each of these categories.

5.2.1 Linear Products

The first category of instruments are so-called ‘linear’ Libor derivatives. (These products are called ‘linear’, as I explain later, because their future payoffs are defined as a linear function of the future value of the underlying Libor rate.) Two important types of such instruments are forward rate agreements (FRAs) and fixed/floating interest rate swaps. Both of these instruments enable a buyer to either ‘lock in’ their borrowing costs for a period of time, or alternatively, to speculate on changes in interest rates.

A forward rate agreement (FRA; pronounced ‘frah’) is a contract that allows one to ‘lock in’ an interest rate on the trade date \( t \) for a loan that is made at a later date \( T_1 \) (known as the ‘settlement date’) and is paid back at a third date \( T_E \) (known as the ‘end date’ or ‘expiry date’). A FRA is negotiated between a ‘borrower’ and a ‘lender’ where the size and direction of the cash-flow between the two parties depends upon a chosen notional principal amount (e.g. £1 million) and the realised difference between a standardised reference interest rate (e.g. Libor in a particular currency) and a fixed rate specified in the contract. (Unlike a bond’s ‘principal’, the *notional* principal itself is never exchanged by the counterparties, but is instead used as a multiplier to determine the final cash flows of the contract.)

At the trade date \( t \) of the FRA, the borrower and the lender negotiate the contract’s notional principal \( N \), its fixed rate \( K \) and choose a reference Libor rate \( L(T_1, T_E) \) whose value is unknown at time \( t \). Later, on the settlement date \( T_1 \), the chosen spot Libor rate \( L(T_1, T_E) \) will have become observable in the market, and this value determines the net cash flows between the participants in the FRA agreement, which are typically made two days after date \( T_1 \). For a FRA with a notional principal of \( N \), its payoff for the ‘lender’ and ‘borrower’, respectively, on the settlement date is given by the following formulae:

\[
\text{Payoff}_{\text{LFRA}}(T_1) = N \frac{(L(T_1, T_E) - K)\tau(T_1, T_E)}{1 + L(T_1, T_E)\tau(T_1, T_E)}
\]

\[
\text{Payoff}_{\text{BFRA}}(T_1) = N \frac{(K - L(T_1, T_E))\tau(T_1, T_E)}{1 + L(T_1, T_E)\tau(T_1, T_E)}
\]

Thus if on the settlement date \( T_1 \), the relevant Libor rate for a loan between \( T_1 \) and \( T_E \) turns out to be higher than the previously negotiated fixed rate \( K \), then the lender must pay to the borrower an amount equal to the discounted difference in those rates multiplied by the
notional principal amount. Conversely, if the reference rate is lower than the fixed rate, the borrower pays the seller this discounted difference to the lender. The value of the FRA is thus inherently zero-sum in nature: if interest rates change in such a way that the present value of the contract is reduced to the lender, then its value to the borrower will increase by exactly an off-setting amount. Through this contract, each party can effectively ‘lock-in’ an interest rate at time \( t \) for a loan over the period \( T_1 \) to \( T_E \).

Another, and much larger, class of linear Libor derivatives are swaps. Today, the most common type of swap in existence is the fixed/floating Libor swap.\(^5\) According to no-arbitrage pricing theory, interest rate swaps are financially equivalent to a sequence of FRAs, and thus the defining characteristic of swaps is that payments are made over a sequence of dates rather than at a single date. For instance, in a typical fixed/floating swap contract, one party - such as a corporation or a hedge fund - agrees at the trade date \( t \) to make floating interest rate payments to another party - such as a bank - on a specified number of payment dates \( T_0, T_1, \ldots, T_E \), usually spaced at 3 or 6 month intervals. The second party to the swap, in return, agrees at the trade date \( t \) to make payments at a fixed interest rate on a notional principal amount to the first party (e.g. 2% \( \times \£1m = \£20,000 \)) on each of the payment dates. A bank might quote a 10 year semi-annual payer swap with a fixed rate of 2% on 6 month U.S. dollar Libor. A client who buys this deal agrees to pay 2% every six months in exchange for six month U.S. dollar Libor. Like FRAs, fixed/floating swaps allow clients to both speculate and protect themselves against changes in the cost of borrowing money in the financial markets.

The mechanics of a swap usually proceed in the following way: after the trade date \( t \) of the swap, there is a period known as the ‘spot lag’ before the swap’s ‘settlement date’, which is denoted by \( T_0 \). In most cases this lag period is two business days, but many swaps are also forward starting, in which case \( T_0 \) would be equal to the forward period of the swap plus the spot lag. Several days before date \( T_0 \) is the first Libor ‘fixing date’, at which point the relevant Libor rate \( L(T_0, T_1) \) is observed, which locks-in a set of payments to be made between the parties at the next payment date, which usually occurs on day \( T_1 \) or just thereafter. The cycle is then repeated: several days before \( T_1 \), the relevant Libor rate \( L(T_1, T_2) \) is observed, which locks in a set of payments to be made shortly after date \( T_2 \). This routine is then repeated until the swap contract terminates on date \( T_E \).

The cash flows of a simplified fixed/floating interest rate swap are shown in Table 5.1. This particular contract has a maturity in thirty-six months time, while the contract specifies that payments are to be made between the counterparties every six months. One party to the contract – the ‘fixed rate payer’ – agrees to pay the ‘fixed leg’ of the contract to the other party

\(^5\)Another increasingly popular class of interest rate swaps are overnight index swaps (OISs), which are tied to a particular overnight borrowing rate, e.g. the Fed Funds rate in the case of U.S. dollar denominated transactions, SONIA in the case of GBP denominated transactions, EONIA in the case of Euro denominated transactions, and so on (c.f. Hull, 2012, 7.8). Because the focus of this thesis is the Libor derivatives markets, I have omitted discussion of these from this thesis.
Table 5.1: Future cashflows for a 3 year fixed/floating swap with a notional principal of £1m in which the reference rate is GBP Libor, denoted by \( L(T_1, T_2) \). The future spot Libor rates (coloured red) are uncertain at the swap’s initiation but will ultimately determine which party the swap is profitable for.

<table>
<thead>
<tr>
<th>Payment Date</th>
<th>Fixed Leg Payments</th>
<th>Floating Leg Payments</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 months</td>
<td>£1m \times K \times \frac{180}{365}</td>
<td>£1m \times L(0, 6) \times \frac{180}{365}</td>
</tr>
<tr>
<td>12 months</td>
<td>£1m \times K \times \frac{180}{365}</td>
<td>£1m \times L(6, 12) \times \frac{180}{365}</td>
</tr>
<tr>
<td>18 months</td>
<td>£1m \times K \times \frac{180}{365}</td>
<td>£1m \times L(12, 18) \times \frac{180}{365}</td>
</tr>
<tr>
<td>24 months</td>
<td>£1m \times K \times \frac{180}{365}</td>
<td>£1m \times L(18, 24) \times \frac{180}{365}</td>
</tr>
<tr>
<td>30 months</td>
<td>£1m \times K \times \frac{180}{365}</td>
<td>£1m \times L(24, 30) \times \frac{180}{365}</td>
</tr>
<tr>
<td>36 months</td>
<td>£1m \times K \times \frac{180}{365}</td>
<td>£1m \times L(30, 36) \times \frac{180}{365}</td>
</tr>
</tbody>
</table>

– the ‘fixed rate receiver’. The cash flows for the fixed leg are determined by multiplying the fixed rate \( K \) specified in the contract by the notional principal amount \( N \), in this case £1 million. As the name implies, the payments for the fixed leg do not change over the life of the contract. Meanwhile, the fixed rate receiver agrees to pay the 6 month spot Libor rate prevailing on those dates multiplied by the same notional principal amount. Like a FRA, a fixed/floating swap is inherently zero sum. If the spot Libor rates rise, then the net payments to the fixed rate payer will increase relative to her fixed payments. However, if rates fall, then the size of the floating leg payments will decrease, and the fixed leg payer will end up paying more than she receives from her counterparty to the swap.

Swaps and FRAs may appear to be opaque financial instruments, but they are routinely used by non-financial corporations and even certain non-profit organisations for rather mundane purposes. For example, according to its 2012 consolidated financial statements, the American Sociological Association entered into a thirty-year, fixed/floating interest rate swap in 2008 “in order to hedge against the effect of the floating interest rate on its long-term debt”. The ASA issued approximately $7.2 million in floating rate bonds in order to finance the construction of a new headquarters in Washington, D.C. and used the swap to transform those variable rate payments into a set of fixed-rate obligations.\(^6\)

### 5.2.2 Vanilla Options

The next class of vanilla Libor derivatives are options written on FRAs and swaps. The three most popular types of interest rate options are called caps and floors, European swaptions, and CMS options.

Interest rate caps and floors are a series of consecutive call options or put options, respectively, that correspond to a sequence of dates \( T_0, T_1, \ldots, T_E \) and which are written on a sequence of spot Libor rates \( L(T_0, T_1), L(T_1, T_2), \text{etc.} \) Each of these individual options is referred

### Table 5.2: Caps and Floors: Rights and Obligations

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Buyer/Holder</th>
<th>Seller/Writer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cap</td>
<td>Right, but not obligation, to pay fixed (at K) to the cap seller and receive Libor on a sequence of dates.</td>
<td>Contingent obligation to pay Libor to the cap buyer and receive fixed (at K) on a sequence of dates.</td>
</tr>
<tr>
<td>Floor</td>
<td>Right, but not obligation, to pay Libor to the floor seller and receive fixed (at K) on a sequence of dates.</td>
<td>Contingent obligation to pay fixed (at K) to the floor buyer and receive Libor on a sequence of dates.</td>
</tr>
</tbody>
</table>

Table 5.2: Caps and Floors: Rights and Obligations

to as a ‘caplet’ or a ‘floorlet’. (I examine the basic structure of a call option in chapter 4.) Ignoring certain subtleties regarding the difference between payment, expiry and accrual dates, the payoff of a caplet at time \(T_2\), conditional on a particular realisation of the underlying spot Libor rate for the accrual period \(T_1\) to \(T_2\) (denoted by \(L(T_1, T_2)\)) is given by:

\[
\text{Payoff}_{\text{caplet}}(T_2) = N \tau(T_1, T_2) (L(T_1, T_2) - K)_+ 
\]

where \(N\) is a chosen notional principal amount, \(\tau(.)\) is the conventional date count fraction associated with the Libor rate \(L(.)\) and \((.)_+\) denotes \(\max{(.), 0}\). With such a structure, a caplet will only provide a payment to the cap holder if the underlying Libor rate exceeds the strike rate \(K\), and the amount of this payment will scale proportionally with the extent to which the underlying Libor rate exceeds the strike rate. The payoff of a floorlet, by contrast, is given by:

\[
\text{Payoff}_{\text{floorlet}}(T_2) = N \tau(T_1, T_2) (K - L(T_1, T_2))_+ 
\]

Conversely, a floorlet will only provide to its owner if the underlying Libor rate falls below the strike rate \(K\), while the size of this payment will, again, scale proportionally with the extent to which the underlying Libor rate falls below \(K\).

With these structures, caps and floors provides their owners with protection against increases or decreases in the cost of borrowing in the interbank money market. Caps are useful to corporations who issue corporate bonds, many of which are ‘floating rate’ notes whose payments fluctuate with Libor. Whereas a FRA effectively allows an investor to ‘lock-in’ a future interest rate, caps establish an upper limit on the cost of financing that its owner will face, but allows the buyer to exploit cheaper funding options if they become available. For instance, a five year cap might consist of 20 three-month caplets, which would allow the purchaser to be certain of never having to pay an interest rate greater than the strike on the cap for five years. As one might expect, this additional freedom has a price: whereas one can generally enter into a FRA or a swap with no upfront cost, the buyer of a cap must pay an option premium to the option seller. Floors, by comparison, can be useful to lenders for whom a decrease in market interest rates can create financial losses. According to Sadr (2009, pg. 127), it is common for traders to buy and sell what are known as cap/floor ‘straddles’, which consist of the simul-
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<table>
<thead>
<tr>
<th>Instrument</th>
<th>Buyer/Holder</th>
<th>Seller/Writer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payer Swaption</td>
<td>Right, but not obligation, to enter into a swap with the swaption seller to pay fixed (at $K$) and receive Libor.</td>
<td>Contingent obligation to enter into a swap with the swaption buyer to pay Libor and receive fixed (at $K$).</td>
</tr>
<tr>
<td>Receiver Swaption</td>
<td>Right, but not obligation, to enter into a swap with the swaption seller to pay Libor and receive fixed (at $K$).</td>
<td>Contingent obligation to enter into a swap with the swaption buyer to pay fixed (at $K$) and receive Libor.</td>
</tr>
</tbody>
</table>

Table 5.3: Payer and Receiver Swaptions: Rights and Obligations

taneous purchase or sale of a cap and floor written on the same underlying Libor rates. The payoff of a ‘straddle’ is illustrated in figure 5.4.

The second major class of interest rate options are called ‘swaptions’ (a portmanteau of ‘swap’ and ‘option’), an instrument that gives the buyer the right, but not the obligation, to enter into a swap with a pre-specified fixed rate at a future date. While caps/floors represent call and put options, respectively, on a future spot Libor rate, ‘payer swaptions’ and ‘receiver swaptions’ represent call and put options on the future fixed-rate quoted by the market to enter into a new swap. In particular, the holder of a ‘3 into 7’ payer swaption has the right, but not the obligation, to enter into a seven year fixed/floating swap with the option seller in three years time in which she pays at the fixed rate $K$ and receives the spot Libor rate. Conversely, a ‘4 into 6’ receiver swaption gives one the right, but not the obligation, to enter into a six year fixed/floating swap after four years in which one pays the spot Libor rate and receives the pre-specified fixed rate $K$. Swaptions provide a useful way for corporations to hedge (i.e. eliminate) the funding disadvantage that comes from the call provisions embedded in the bonds that they have issued. Moreover, the U.S. Government Sponsored Entities (GSEs) such as Fannie Mae and Freddie Mac often use swaptions to partially hedge the right that American homeowners have to refinance their mortgages when interest rates drop.

Whereas a swaption is an option whose payoff depends on the realisation of an underlying swap rate, constant maturity swap (CMS) spread options are instead options that depend on the spread between two forward swap rates. These instruments became very popular during the early-to-mid 2000s, as they allowed investors and other market participants to make bets on the likelihood that the yield curve would ‘invert’, a situation in which the yield-to-maturity on shorter term loans is higher than the yield-to-maturity on comparatively longer maturity loans. (Yield curve ‘inversion’ often precedes an economic recession, which is why such a phenomenon is of interest to market participants.)

5.2.3 Exotic Libor Derivatives

The last broad category of Libor derivatives are the so-called ‘exotic’ instruments, and it is the modelling practices associated with these instruments that occupy the central focus of this the-
Figure 5.2: Payoff profiles of caps (written on a forward Libor rate) and payer swaptions (written on a forward swap rate).

Figure 5.3: Payoff profiles of floors (written on a forward Libor rate) and receiver swaptions (written on a forward swap rate).

Figure 5.4: Payoff profile of an option ‘straddle’, i.e. the simultaneous purchase of either a cap and a floor, or a payer and a receiver swaption.
sis. Exotic Libor instruments differ from their vanilla counterparts in several important ways. First, unlike vanilla instruments such as swaps, caps and swaptions, exotic Libor instruments usually have some special feature that either adds additional risk, with the benefit of a possibly greater yield to the client purchasing the instrument, or provides a client with a funding advantage. These advantages come at a cost, and embedded within many of these structures is a ‘volatility premium’ that is an implicit option sold to the bank itself. Second, exotic instruments tend to be highly illiquid; in particular, there tends to be very little if any trading of exotic instruments between dealer banks, unlike vanilla swaps and options. As I explain later, this feature has rather profound implications for how these instruments are modelled and valued. Third, unlike most vanilla instruments, Libor exotics require an interest rate term structure model – a financial model that describes the simultaneous evolution of the interest rates for multiple maturities in an arbitrage-free fashion – in order to be valued and hedged.

The term ‘exotic’ has no fixed meaning, and the financial instruments that are considered ‘exotic’ by market participants have evolved considerably over the last two decades. In the past, what are now considered ‘vanilla’ swaptions and caps were once considered relatively ‘exotic’ (Rebonato, 2002, pg. 9). Today, the term ‘exotic’ encompasses a variety of complex instruments that are tied to the realisation of Libor rates, many of which have colourful names (e.g. snowballs, ratchet caps, pathwise accumulators).7

Some exotics are ‘callable’, meaning that they can be exercised at one or more dates prior to their expiry date. One of the most common and liquid exotic Libor instruments is the ‘Bermudan swaption’, which gives its owner the right, but not the obligation, to enter into an interest rate swap on a pre-determined set of dates. This instrument is similar to a vanilla swaption, except that one has the right to enter into a fixed-rate swap on multiple dates instead of a single date. In trading jargon, the owner of a “10 year no call 3” Bermudan would have the right, but not the obligation, to enter into a pre-specified fixed rate swap each subsequent year after the third year. The popularity of Bermudan swaptions is due to the relationship between the Libor derivatives market and the market for corporate bonds: corporations that issue debt will often immediately swap their floating-rate payment obligations using interest rate swaps and then simultaneously purchase Bermudan swaptions to maintain the right to cancel those swaps at a later date (Longstaff et al., 2001, pg. 40). (One can, in effect, cancel an existing swap by entering into a new swap in the opposite direction.)

In addition to the corporate bond market, Libor exotics – particularly Bermudan swaptions – are used by participants in the mortgage markets to partially hedge the possibility of ‘pre-payment risk’, i.e. the risk that homeowners will refinance their mortgages when interest rates fall, which can create losses to mortgage lenders. (Unlike the United Kingdom, due to a set of

7For instance, Andersen and Piterbarg (2010, Vol. 3) organise commonly traded Libor derivatives into six categories: single-rate vanilla derivatives (e.g. caps and swaptions), multi-rate vanilla derivatives (e.g. spread options), callable Libor exotics, Bermudan swaptions, TARNs (Target Redemption Notes) and Volatility Swaps. In this categorisation, the latter four categories of instruments would all qualify as definitively ‘exotic’. 
historical contingencies in the U.S. mortgage market, American homeowners have traditionally been granted the valuable option to refinance their mortgages without penalty by their lenders, which is particularly attractive when interest rates fall.) In chapter 8, I mention a particular type of exotic interest rate derivative, called an ‘indexed principal swap’ (IPS), whose development intersects with the development of the interest rate models I examine in this thesis. While this instrument does not appear to be traded in contemporary markets, it was very popular in the early 1990s for its promised ability to replicate the prepayment behaviour of large groups of homeowners and hence was sold as an instrument that could be used to hedge the risks that arise from lending in the mortgage markets.

Finally, some popular instruments appear to be designed specifically to allow investors to make bets (or ‘take a view on’) on particular macroeconomic phenomena. One such instrument that I examine in chapter 8 and whose development intersects with that of a popular group of interest rate models are called “callable CMS range accruals”. These products promise an investor a relatively large coupon so long as the ‘swap curve’ in a particular currency – the market’s price for fixed/floating swaps across various maturities – remains ‘non-inverted’. (As I stated previously, yield curve ‘inversion’ refers to a situation in which the yields of shorter maturity instruments is lower than longer maturity instruments, which historically has preceded an economic recession.)

While trading in vanilla Libor derivatives seems to be truly global, much of the trading in exotic products is centred in London. (This explains why the vast majority of my interviews with derivatives quants took place in London as well.) For instance, ‘Stephen’, a quant at EpsilonBank, explained to me that a large quantity of the bank’s trading in Libor exotics is done out of its London office:

Stephen: In terms of exotic rates, that’s primarily - in our case - done out of the London office. We have far bigger volume, far bigger profits in that business, in the London office. [...] What drives it in London? Who are the market participants? I mean, a lot of it has to do with structured notes. You just package stuff in note form and sell it to retail investors who are interested in getting exposure to weird payoffs - they have views. [...] in Europe there’s a tradition for that; packaging stuff and selling it out to retail.

5.3 Market Structure

The markets for Libor derivatives are primarily characterised by three types of institutions: clients, dealers, and interdealer brokers. Clients in these markets tend to be sophisticated market participants such as large corporations, governments, and financial institutions such as banks, hedge funds, and asset management firms. These institutions enter into Libor derivatives contracts for a variety of reasons, some of which I explained in the previous section, which range from risk protection and hedging to outright speculation.

Unlike more traditional financial markets such as the stock markets, many Libor deriva-
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Figure 5.5: Schematic illustration of major participants in the OTC market for Libor derivatives

tives are not traded at a centralised trading venue.8 Exchanges like the Chicago Mercantile Exchange and the Chicago Board Options Exchange - which are so crucial to enabling price discovery in the futures and equity option markets - do not fully exist for Libor derivatives. Since the birth of these markets in the 1980s, most Libor derivatives – particularly those with longer maturities – have been traded ‘over the counter’ (OTC); however, the role of banks within these markets has evolved over time.

The earliest swap and derivatives contracts were so-called ‘matched deals’, in which an investment bank would individually arrange a contract on behalf of two clients who had compatible interests. For instance, in 1981 Salomon Brothers famously negotiated the first currency swap agreement between IBM and the World Bank (Tett, 2009, pg. 13). In the IBM/World Bank deal, the World Bank issued bonds in U.S. dollars and swapped these payment obligations to IBM in exchange for taking over IBM’s existing Swiss Franc and Deutsche Mark-backed obligations (Tett, 2009, pgs. 13-14). While not an interest rate swap tied to a standardised reference rate such as Libor, this deal demonstrated that the derivatives business could be profitable for both investment banks and their clients. Because matched deals such as the one negotiated by Salomon Brothers must be individually tailored to meet the needs of clients, in those years a bank’s primary role was to use its institutional knowledge and connections to find counterparties with mutually aligning interests. In exchange, each client would typically pay a fee or

8The primary exception are Eurodollar futures traded on the Chicago Mercantile Exchange and Euribor futures traded on NYSE Life and Eurex, which are roughly analogous to exchange-traded versions of Libor and Euribor-denominated FRAs, respectively. According to Fleming et al. (2012, pg. 10), trading volumes in these instruments is much higher than short-maturity FRAs ($3.2 trillion vs. $8 billion in average daily volume in 2010, respectively); however, the volume of trading in longer-maturity swaps and other Libor derivatives is much higher in the OTC market than is the case for comparable exchange-traded products. For example, according to Fleming et al. (2012), average daily notional volume in U.S. dollar-denominated swap futures in 2010 was approximately $600 million, while average daily notional volume in dollar-denominated interest rate swaps was approximately $86 billion.
commission to the bank for its work in arranging the deal (Miron and Swannell, 1991, pg. 27).

With the exception of a large volume of trading in Eurodollar and Euribor futures contracts, most Libor derivatives are still traded ‘over-the-counter’ today, but through a set of ‘dealer banks’ who ‘make markets’ in these instruments. The largest derivative dealers are members of an industry group known as the G16, which currently consists of: Bank of America - Merrill Lynch, Barclays, BNP Paribas, Citigroup, Crédit Agricole, Credit Suisse, Deutsche Bank, Goldman Sachs, HSBC, JPMorgan Chase, Morgan Stanley, Nomura, Royal Bank of Scotland, Société Générale, UBS, and Wells Fargo (Cameron, 2011; Mengle, 2010).\(^9\) Instead of working to find clients with off-setting interests (akin to IBM and the World Bank in the previous example), ‘market making’ traders who are employed by these banks stand ready to enter into derivatives contracts with clients, such as governments, hedge funds and corporations. In this capacity, a derivatives dealer plays a role similar to a bookmaker at a horserace, effectively quoting odds for and against a particular outcome in the hope of making a profit from the ‘spread’ between the ‘odds’ she quotes to her various clients (Baxter and Rennie, 2007, pg. 1-2). However, unlike a bet at a horserace which concerns an outcome at a particular moment in time (e.g. the outcome of the race), entering into an interest rate derivative contract entails an agreement by both parties to make and receive payments over long periods of time. Indeed, whereas more familiar financial markets are often characterised by a largely anonymous interaction order in which market participants trade with each other at arm’s length, ‘over the counter’ Libor derivatives often entail a long-term agreement between two counterparties to exchange payments over many months, years, or even decades. As Riles (2011) eloquently explains, with instruments such as interest rate swaps, “the fates” of two counterparties “are intermingled”.

For these reasons, ‘market making’ in OTC Libor derivatives is not a simple task. Due to the fact that many of these derivatives contracts entail financial obligations for many years, traders at dealer banks must be able to hedge these risks over similar lengths of time. If a trader miscalculates the contracts that she must buy or sell to hedge away the risk that has been created through a client trade, the bank can stand to lose large amounts of money over a long period of time. Hedging client trades is also complicated by the fact that there is generally a mismatch between the number of buyers and sellers for a particular product (Sadr, 2009, pg. 217), and the dates at which clients enter off-setting trades. In the early days of the interest rate swaps and derivatives market, this problem was mitigated by a rather low degree of competition in the market: a trader could simply charge a large premium (through a wide bid/ask spread) as profit that could also cover any difficulties that might arise in hedging a book of positions. However, as competition intensified and bid/ask spreads gradually diminished, there came

\(^9\)In the wake of the recent financial crisis and the passage of the Dodd-Frank Act in the United States, the structure of these markets is evolving considerably. One of the changes mandated by the Dodd-Frank Act is the use of ‘swap execution facilities’ for certain instruments, which would create an electronic platform similar to an electronic exchange for swaps and other Libor derivatives.
to be an increasing need to hedge large volumes of swaps and derivatives in the cheapest way possible with greater speed and precision (Miron and Swannell, 1991, pgs. 27-8). Moreover, in contemporary times it is usually not economically profitable for a trader to keep a ‘flat book’ in which all instruments are perfectly hedged. Instead, a modern derivatives trader’s job is – as one recent Risk Magazine article puts it succinctly – “to take and manage basis risk”, that is: the risk that a set of client trades will be imperfectly hedged by a set of hedging instruments. As the article further explains, “We [traders] do not go out and hedge client trades one-to-one - if we did, the business would not make money. We use simple, liquid products to partially hedge more complex exposures” (Madigan, 2013).

Whereas clients primarily enter into trades with ‘market making’ dealers, there also exists a robust market in trading between dealer banks in certain simpler products. These trades are usually orchestrated through a set of ‘interdealer brokers’ who broker trades between dealer banks. These firms essentially allow dealers to trade with each other anonymously, which avoids the ‘adverse selection’ problem that arises from the tendency for market participants to avoid entering into trades with participants seen as knowledgeable.

5.4 Why Do Traders at Dealer Banks Use No-Arbitrage Models?

The importance of models within dealer banks is connected to the institutional role and position of these banks within the OTC markets for Libor derivatives, and contemporary financial and accounting regulations that govern how the value of derivatives are measured.

5.4.1 To Design Hedging Strategies

First, models are essential tools that allow traders to fulfil their institutional role as market makers by ‘taking and managing basis risk’; in other words, entering into derivatives contracts with clients and then hedging those exposures using simple vanilla instruments, such as FRAs, swaps, caps and swaptions. Surprisingly, in the case of vanilla Libor derivatives there exists a two-way market for these instruments in the interdealer market, and thus swap and option market makers do not technically need a model to price new trades, as quotes for many vanilla options are available from other dealers through interdealer brokers. ‘Kevin’, an interest rate quant from AlphaBank that I interviewed joked that in these vanilla markets, “nobody cares about prices that much”:

Kevin: The reason for that is, if I need to price a deal, I can call up John and say “What will you sell it to me for?” and call up Suzie and say “What will you buy it for?” If I put those two together, I pretty much know the price of the deal. So you say, “Why the heck do we go through all this effort [of building and maintaining models]?” Well the real reason is because of hedging. If I spend £117 million on a deal on January 1st; come a year from now,
the deal plus all the hedges I have better be worth £117 million, or you know - I’m going to
be fired. So it’s to defend the value; it’s to - no matter what happens in the marketplace, you
have to be able to keep the value.

To understand how no-arbitrage models are useful in this capacity, consider the simple
two-period, two-outcome no-arbitrage model I examined in chapter 4. I showed that the pay-
off of a call option written on a share of stock could be ‘replicated’ by assembling a portfolio
of shares of stock and cash that provide the same value to an investor as an option itself. Con-
versely, if an investor were to instead ‘sell short’ the model-prescribed replicating portfolio of
cash and shares of stock (that is, borrow the constituent shares of stock and cash such that one
will profit if their value decreases rather than increases), then one could, in principal, fully
‘hedge’ one’s position in the call option.

The hedging strategy for this call option depended on the chosen mathematical model for
the movement of the underlying asset itself. Our simple example consisted of a toy model in
which the stock price could only take on one of two possible future outcomes. Not surpris-
ingsly, a more sophisticated continuous-time model – such as those that I outline in appendix A –
would prescribe a different hedging strategy. Moreover, most derivatives (for instance, op-
tions) require ‘dynamic’ hedging strategies in which the trader changes the composition of
the hedging portfolio throughout the life of the instrument. Models thus play a crucial role in
allowing derivatives traders to hedge the derivatives they have sold to clients by prescribing
a dynamic strategy to the trader with which she can hedge her position in those derivative
instruments using other assets.

5.4.2 To Produce Risk Sensitivities, a.k.a. ‘Greeks’

Derivatives traders and quants tend to think, communicate, and calculate the effectiveness
of hedging strategies using a set of concepts known as ‘risk sensitivities’ or more informally,
‘the Greeks’. As far as I know, their use throughout the community derivatives quants and
traders is universal. These conceptual objects originate with the mathematical equations that
define the Black-Scholes model itself. Central to that model is a partial differential equation
that relates the no-arbitrage value of a call option, denoted by \( C \), that is written on a share of
stock whose current price is \( S \), with the risk-free rate of interest \( r \):

\[
\frac{\partial C}{\partial t} + rS \frac{\partial C}{\partial S} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 C}{\partial S^2} = rC
\]

If one solves the above equation for a specific price of \( C \), one can derive the famous Black-
Scholes formula.\(^\text{10}\)

Although the Black-Scholes PDE describes the value of a specific type of derivative, namely

\(^{10}\)This formula can also be derived using the ‘modern’ martingale approach to no-arbitrage modelling that I exam-
ined in chapter 4.
a call option, the above equation expresses a set of ‘sensitivities’ that derivatives traders – including traders working in the OTC Libor derivatives markets – have adopted to express and measure the risk of linear products, options, and even more complicated exotic instruments. Rewriting the above equation in terms of these risk sensitivities leads to the following:

$$(\text{Theta}) + rS(\text{Delta}) + \frac{1}{2}\sigma^2 S^2(\text{Gamma}) = rC$$

‘Theta’, the first term (denoting $\frac{\partial C}{\partial t}$) gives the sensitivity of a derivative’s price to changes in time, or its ‘time decay’. In other words, theta measures the change in the value of a derivative that arises merely due to the passage of time as the derivative approaches its expiry date. (Unlike more familiar financial instruments, the value of many derivatives change as they approach their maturity dates, most notably option-like instruments such as caps and swaptions). The second term is referred to as a derivative’s ‘Delta’ (denoting $\frac{\partial C}{\partial S}$), and it captures the sensitivity of a derivative to changes in the prices of its underlying instruments, or more generally the set of instruments that a trader is using to hedge the derivative. For instance, if a trader is hedging a book of caps using FRAs, ‘delta’ in this case would measure the sensitivity of the cap’s value to changes in the quoted prices for FRAs. ‘Gamma’ (denoting $\frac{\partial^2 C}{\partial S^2}$) instead measures the sensitivity of a derivative’s value to changes in its ‘delta’. This parameter tends to be of interest to traders because it provides a measure of how ‘stable’ a delta-hedging strategy is. Finally, while the volatility parameter $\sigma$ is assumed to be constant in the Black-Scholes model, it is common practice, particularly among exotics traders, to assume that it also varies and to compute a ‘vega’ sensitivity of the option. (This would correspond to a partial derivative of $\frac{\partial C}{\partial \sigma}$). ‘Vega’ is a particularly important risk sensitivity for exotic Libor derivatives traders, as they often use vanilla options to hedge the exotic Libor instruments they sell to clients.

‘The Greeks’ are not only an important conceptual object to traders and quants, but the calculation of these sensitivities is a major function of no-arbitrage pricing models that are built and maintained by derivatives quants. Calculating a set of risk sensitivities for a book of derivatives is a routine day-to-day practice which in the simplest case involves ‘bumping’, for each derivative position, the quoted prices of the underlying FRAs and swaps (to calculate deltas) and caps and swaptions (to calculate vegas) and then revaluing the derivative itself. Doing this for the many thousands of derivatives positions that a bank accumulates in its books requires an enormous amount of computing power, much more than is actually required for the valuation of the derivative itself. ‘Nathan’, a quant at DeltaBank, described this process to me as “producing risk”; he emphasises the prodigious scale of the computational resources needed to produce these numbers:

Nathan: Serious institutions use massive, massive farms of computers. Nobody does it on their PC. [...] You know, so I’m talking about huge IT infrastructure to support it. I’m not joking when I say that I would not be surprised if banks right now run the biggest computer clusters on the planet [...] The computing infrastructure is massive - just massive.
Spears: And you’re using that to calculate risk sensitivities?

Nathan: Yes - to revalue books and to produce risk. And then some of it is on-the-fly for certain products throughout the day. Some of it is on batches overnight.

Producing prices and risk sensitivities for such a portfolio depends upon both extremely large IT infrastructures and expertise in optimising these models to the material constraints of available hardware. In chapter 8, I explain how one popular interest rate model known as the Libor Market Model created problems for certain institutions during the recent financial crisis because its high dimensionality and complexity caused it to be rather slow in calculating risk sensitivities. Traders using these models – I am told by my interviewees – were not able to “get out their risk in time” and thus suffered losses that, in some cases, exceeded those who used simpler, lower dimensional models.

5.4.3 ‘Marking to Market’ and ‘Marking to Model’

In addition to prescribing a hedging strategy for a book of derivatives, models fulfil a second important function within dealer banks: they allow banks to measure the current value of a book of derivatives that a bank has on its balance sheet from the prices that are currently being quoted in the market – a process that is generally referred to as ‘marking to market’ – and to ‘explain’ changes in these values. Current financial and accounting regulations require that dealer banks ‘mark to market’ the value of their derivatives positions on a daily basis, along with any other assets that are contained within the bank’s so-called ‘trading book’.

Typically, at the initiation of a trade, a derivatives trader will book what is called “day one P&L” (profit and loss), which is equal to the price that the trader sold the derivative for less the cost of any instruments the trader purchases to hedge the trade. International accounting standards (namely IAS 39) require banks to recognise changes in the mark-to-market value of derivatives within the profit and loss account of their accounting statements. Consequently, the ‘day one P&L’ associated with a trade will change and be updated throughout the life of the derivative contract: an initial profit might either grow larger or it might turn into a loss, depending on the hedging strategy employed by the trader and how market prices change. Consequently, a derivative contract must not only be valued at its initiation, but every day it is on the balance sheet of a dealer bank.

These routine procedures of measuring the ‘P&L’ of derivatives contracts using a small set of standardised vanilla instruments are embodied in a particular type of reporting procedure known as a ‘P&L Explain’ (or sometimes a PnL Explain or P&L attribution report), which, I am told, is used within many dealer banks to ascribe causes to changes in the P&L of a deriva-

---

Both modern accounting practice and current regulatory capital rules (i.e. Basel II and Basel III) dictate that banks’ assets and liabilities are split between a ‘banking book’ and a ‘trading book’. Whereas the banking book contains assets and liabilities that are expected to be held to maturity (such as loans to customers), the trading book contains instruments that are traded frequently. While the trading book must be ‘marked to market’, the elements of a banking book are permitted to be valued at their historical cost (Butler, 2009).
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Figure 5.6 illustrates the major categories of an admittedly simplified P&L explain report that corresponds to the risk sensitivities that I explained in section 5.4.2. Such a report, which would be produced using a no-arbitrage model, would attempt to break down the causes of changes in a book’s P&L into a set of root causes, including the model-produced risk sensitivities (deltas, vegas, gammas) associated with that book. (For instance, if yesterday the Delta of a particular derivatives book was 0.3, this delta would be multiplied by the difference between today’s and yesterday’s price in order to calculate the total contribution of Delta on the change in P&L of the book.) In addition to these explanatory terms, P&L Explain reports would also include a category for ‘Unexplained’ changes in P&L which cannot be attributed to factors that have been identified by a model. According to Shydlo, who wrote an overview of the reporting technique for the popular industry journal Energy Risk, these reports are used by a number of different actors within the bank, such as risk managers and traders:

风险管理者使用这些关于利润来源的知识来更有效地行动。例如，他们会调查如果他们发现一个期权交易员的利润主要是由于商品价格变化而不是波动性变化。交易者使用此报告作为诊断工具帮助他们解决在日终时手算的P&L估计值和他们的交易系统生产的结果不一致的问题（Shydlo, 2007, pg. 76）。

Alan, a former swaps trader I interviewed who now works at a hedge fund, explained to me that in normal circumstances, when models are functioning properly, the ‘unexplained’ component of P&L “will be mean-reverting”: in other words, everyday “there will be a certain amount each day that can’t be explained, but it shouldn’t really grow directionally. [...] It will go up and down, up and down, but generally around some small percentage of your P&L” (Interview with Alan). Alan told me that a desk whose P&L cannot be explained can indicate the presence of a faulty model that is failing to capture the risk of a book, or in some cases can indicate the presence of a rogue trader who is intentionally distorting the P&L of her book to hide losses. According to Alan, “without a (P&L) explain, there’s no way for a manager to understand that something has gone wrong, unless the manager knows that book”. Alan explained to me that while it is possible for managers to ‘know’ a trader’s book within smaller operations such as hedge funds, these reporting procedures are essential in large banks and are an important tool for the internal governance of traders’ activities within banks:

Alan: You get into a large bank - not an even international bank - but a large bank, where you could be talking about 100 traders across five different locations across lots of different books, you don’t have any way of explaining what’s going on. The risk manager is just somebody sitting there looking at data, and then trying to make sense of that data. And if you are - to make sense of the data without any useful risk system, "at best" you’re going to be a week behind. At best. And then you’re always going to miss the problems.

---

12Andersen and Piterbarg (2010, ch. 22.2.2), for instance, examine how models are used to produce ‘P&L Explain’ reports in their recent textbook on interest rate modelling.
Not surprisingly then, among quants it seems that the criteria of what makes a ‘good’ model for vanilla Libor derivatives is not the model’s ability to produce accurate prices per se, but instead to hedge the book effectively and allow the trader to maintain a desired P&L profile. Moreover, while there exist multiple models that are all capable of producing the ‘correct’ prices for caps and swaptions, each of these models can produce different risk sensitivities (e.g. Greeks), and as a consequence, a very different P&L profile for a trader. Thus, according to Andersen and Piterbarg:¹³

It is important to realise that different models, while possibly producing identical swaption prices, may imply different - sometimes very different - hedging strategies, and ultimately P&L (Profit-And-Loss) of a vanilla options desk (Andersen and Piterbarg, 2010, pg. 698).

While there is thus a need to measure and explain the day-to-day changes in the value of derivatives held by dealer banks, unlike simpler instruments such as stocks, it is generally not possible to straightforwardly observe the current value of a derivative in the marketplace – even for ‘vanilla’ instruments such as swaps and caps – due to the distinctive patterning of liquidity in these markets. As my interviewees have told me, most linear products and vanilla options are usually traded with standardised maturities (1y, 2y, 5y, 10y, etc.), tenors (in the case of swaptions) and strikes. Whereas most new swaps and FRAs are sold ‘at par’ (with fixed rates chosen such that they have zero present value at initiation), most new caps and swaptions are sold ‘at-the-money’, which means that the strike rate $K$ of the cap or swaption is equal to the fixed rate being quoted within the swaps market to enter into a swap with the same set of payment dates as the cap or swaption itself (Brigo and Mercurio, 2006, pgs. 18 and 21).¹⁴ Consistent with my own findings, in their recent empirical quantitative study of

---

¹³Henrard (2005) makes a similar point. He prices swaptions with four distinct models and shows that while all four produce the same price when calibrated to the same market data, however each produces distinct risk sensitivities, e.g. deltas and gammas.

¹⁴If this seems unintuitive, it will be helpful to think of stock options, in which case ‘at-the-money’ simply means that the strike price of the option is equal to the stock’s current price.
trading in the OTC Libor derivatives markets, Fleming et al. (2012, pg. 7) finds that 92% of transactions in these markets are for ‘new’ contracts.

In the case of OTC Libor derivatives, the problem from the standpoint of marking-to-market is that if interest rates change in the coming days or weeks - which they will do almost surely - the ‘at-the-money’ fixed rates that will be quoted tomorrow or next week will have fixed rates that no longer correspond to the instruments being sold today. Moreover, the value of options such as caps and swaptions will change merely with the passage of time (due to an option’s ‘Theta’, discussed previously), regardless of the movement of the interest rates upon which these options are written. Consequently, even a standardised instrument quickly becomes ‘non-standard’ in the sense that it is no longer regularly quoted by dealers and brokers in the market. ‘Daniel’, a quant I interviewed who works at a software vendor that specialises in financial services, explained to me the nature of this problem in the specific case of swaptions. He explained why, even in the case of a vanilla interest rate derivative, a model is needed to ‘interpolate’ its value soon after it has been bought or sold:

Daniel: You enter an at-the-money swaption today, and tomorrow it’s not going to be at-the-money. So a standard at-the-money swaption today is going to be a non-standard, out-of-the-money swaption tomorrow. [...] Say that you bought, like, a three month time-to-maturity swaption yesterday. Today, the time-to-maturity is three month minus one day. And that point is not quoted by the market. I need to interpolate that. So I say, “What is the implied volatility for that point? Is it equal to the three month one?” But in fact, that three month maturity will become two month, one month - you still need to give a value for that. The strike, which was at-the-money, will become out-of-the-money. So your vanilla instrument, if it is not directly quoted by the market, still has to be marked-to-market.

Likewise, ‘Kevin’, a quant at AlphaBank, emphasised this problem to me as well:

Kevin: If I’m a desk, most options I trade everyday are at-the-money, right? But at night, most of the ones I price are off-market - at some other strike.

Finally, ‘Elliot’, a quant at EpsilonBank emphasised this problem – in addition to the need to hedge derivatives contracts – as being the major function of models within dealer banks:

Elliot: You should think of derivative pricing in general as, if you wish, a gigantic... or maybe not so gigantic depending on the setting... it’s an exercise in interpolation. So basically, to price a derivative what you try to do is to compare it to other derivatives which are already quoted in the market. And you try to find some sort of mechanism that will transfer those known prices into the price of the derivative that you are interested in. [...] The other thing is you will also need to have some hedging parameters, which would themselves depend on the model. So it’s a fairly complicated machinery. It’s not entirely straightforward.

This phenomenon is not limited to the Libor derivatives markets. In fact, if one scrutinises the annual reports of the major derivatives dealer banks, one finds that the vast majority of their reported assets and liabilities are classified as ‘Level 2’ or ‘Level 3’ assets within the FASB fair-value hierarchy, which encompass any instruments whose value cannot be directly observed in the market, such as a stock price.
Table 5.4: Level 2 and Level 3 assets and liabilities, as a percentage of total assets or liabilities for selected G16 derivative dealer banks. Source: 2012-2013 annual reports.

<table>
<thead>
<tr>
<th>Bank</th>
<th>Assets</th>
<th>Liabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>J.P. Morgan</td>
<td>91%</td>
<td>97%</td>
</tr>
<tr>
<td>Goldman Sachs</td>
<td>99%</td>
<td>99%</td>
</tr>
<tr>
<td>Citi</td>
<td>90%</td>
<td>96%</td>
</tr>
<tr>
<td>Barclays</td>
<td>87%</td>
<td>96%</td>
</tr>
<tr>
<td>Credit Suisse</td>
<td>87%</td>
<td>93%</td>
</tr>
<tr>
<td>BNP Paribas</td>
<td>87%</td>
<td>85%</td>
</tr>
<tr>
<td>Deutsche Bank</td>
<td>89%</td>
<td>95%</td>
</tr>
<tr>
<td>HSBC</td>
<td>51%</td>
<td>62%</td>
</tr>
<tr>
<td>RBS</td>
<td>87%</td>
<td>96%</td>
</tr>
<tr>
<td>Société Générale</td>
<td>70%</td>
<td>93%</td>
</tr>
<tr>
<td>UBS</td>
<td>78%</td>
<td>94%</td>
</tr>
</tbody>
</table>

Vanilla Libor Derivatives

Figure 5.7 provides an admittedly stylised illustration of the problem that Daniel, Kevin, and Elliot refer to in the case of a book of vanilla swaptions. The top panel shows a hypothetical series of quoted prices for swaptions that a ‘market making’ trader might see on her computer screen. (This information would, I am told, normally be provided by an interdealer broker.) In this top panel, I have only shown a small number of hypothetical ‘at-the-money’ swaption prices, which corresponds to what is generally the most actively traded set of swaptions. (To show prices other than at-the-money strikes, I would need to include an additional matrix of prices for each strike.) Daniel explained to me that during the last fifteen years as banks became more sophisticated and the market grew in complexity, it became common for some banks to quote both in-the-money and out-of-the-money swaption prices, which might include as many as 1,000 or more individual prices; however, very few of these prices are actually traded on a regular basis. Unfortunately, the value of the other swaptions in the trader’s book cannot be directly imputed from quoted at-the-money market prices: this is because their features do not directly correspond with those of the instruments being quoted through the interdealer broker, given in the top panel of figure 5.7. Regardless of how extensive this set of quoted prices is, a trader will almost certainly have swaptions or caps sitting in her book whose characteristics do not correspond exactly to the instruments that are quoted in the interdealer market. She will thus need a way of interpolating and extrapolating from these quoted prices to determine the value of these now ‘non-standard’ instruments sitting in her book.

Unfortunately for our trader, to risk manage her book and for the bank to be able to keep

---

15 Fleming et al. (2012, pg. 7) found that only 182 swaption and 11 caps/floor trades actually occur in the market on an average day. It is possible that the low number of trades that Fleming et al. found for swaptions/caps/floors could be due to market dislocations that arose following the recent financial crisis, as their data was collected during a three month period in 2010. Yet other sources confirm that actual trades in these markets are infrequent. Sadr (2009, pg. 136), for instance, states that “on a typical trading day, only a few (10 to 20) swaptions and cap/floors trade”. Sadr, however, provides no indication of whether this number refers to trades made by a particular bank, or in the market as a whole.
Overview of the ‘Over-the-Counter’ Markets for Libor Derivatives

Quoted volatilities for swaptions with ‘at-the-money’ (ATM) strike rates

<table>
<thead>
<tr>
<th>maturity/tenor</th>
<th>0.25y</th>
<th>1y</th>
<th>2y</th>
<th>3y</th>
<th>4y</th>
<th>5y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25y</td>
<td>6.7</td>
<td>13.3</td>
<td>15.5</td>
<td>15.7</td>
<td>15.6</td>
<td>15.5</td>
</tr>
<tr>
<td>0.5y</td>
<td>11.9</td>
<td>14.8</td>
<td>16.2</td>
<td>16.2</td>
<td>16.1</td>
<td>15.9</td>
</tr>
<tr>
<td>1y</td>
<td>16.7</td>
<td>17.1</td>
<td>17.2</td>
<td>17.0</td>
<td>16.8</td>
<td>16.6</td>
</tr>
<tr>
<td>2y</td>
<td>18.5</td>
<td>18.2</td>
<td>17.9</td>
<td>17.7</td>
<td>17.4</td>
<td>17.2</td>
</tr>
<tr>
<td>3y</td>
<td>18.9</td>
<td>18.4</td>
<td>18.2</td>
<td>18.0</td>
<td>17.7</td>
<td>17.5</td>
</tr>
<tr>
<td>4y</td>
<td>18.9</td>
<td>18.3</td>
<td>18.1</td>
<td>17.9</td>
<td>17.6</td>
<td>17.5</td>
</tr>
</tbody>
</table>

Dealer’s swaption book (with new and old swaptions)

<table>
<thead>
<tr>
<th>age of contract</th>
<th>time to maturity</th>
<th>tenor</th>
<th>strike rate</th>
<th>price</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 years</td>
<td>0.15y</td>
<td>1y</td>
<td>ATM -2%</td>
<td>?</td>
</tr>
<tr>
<td>just entered</td>
<td>0.25y</td>
<td>1y</td>
<td>ATM</td>
<td>13.3</td>
</tr>
<tr>
<td>1 year</td>
<td>0.40y</td>
<td>3y</td>
<td>ATM +1%</td>
<td>?</td>
</tr>
<tr>
<td>just entered</td>
<td>0.50y</td>
<td>1y</td>
<td>ATM</td>
<td>14.8</td>
</tr>
<tr>
<td>1 year</td>
<td>0.55y</td>
<td>4y</td>
<td>ATM-1%</td>
<td>?</td>
</tr>
<tr>
<td>5 years</td>
<td>2y</td>
<td>3y</td>
<td>ATM-2%</td>
<td>?</td>
</tr>
</tbody>
</table>

Figure 5.7: The top panel shows a hypothetical set of at-the-money swaption volatilities for a particular currency, taken from Lesniewski (2008, pg. 13). The bottom panel shows a hypothetical swaption book owned by a dealer bank. Unfortunately, at each moment in time the vast majority of the swaptions in the book will not correspond to at-the-money instruments that are regularly quoted in the market.

track of its changing value (according to ‘mark-to-market’ accounting rules), she will need to determine the value of all of these instruments.

Exotic Libor Derivatives: ‘Marking to Model’

‘Marking to market’ is even more challenging for exotic Libor derivatives traders. As I mentioned previously, one of the characteristic features of these instruments is that there tends to be very little trading of these products between dealer banks; instead, any trading in these products tends to occur in relatively small quantities between clients and dealers. Thus whereas a trader making markets in swaptions can generally ‘mark to market’ the value of such a derivative by interpolating and extrapolating from a smaller set of ‘at-the-money’ swaptions that are actively quoted and traded in the interdealer market, an exotics trader must instead derive the price of an exotic from a portfolio of vanilla Libor derivatives (e.g. swaps, caps, and swaptions) that together ‘replicate’ the payoff of the exotic. As Andersen and Piterbarg note in their textbook on interest rate modelling, this fact “leads to fundamental differences in the way models are used for valuation of vanillas vs. exotic derivatives”; in particular, the values of exotics are “fundamentally derived from a model” (Andersen and Piterbarg, 2010, pg. 818).

Another difficulty with modelling interest rate exotics is that many of these instruments tend to be quite ‘long-dated’ (that is, they mature many years in the future) compared to the
majority of vanilla instruments. These features combine to make the exotics business particularly difficult for dealer banks: not only must quants and traders value what tend to be very long-dated instruments but they must also do so in the absence of an interdealer market in these instruments and must therefore derive their value only from the prices of the chosen hedging instruments for the exotic. Moreover, in the absence of interdealer prices, dealers engage in a blind bidding process with the client firm. As Rebonato explains:

Given the lack of a publicly visible ('screen-visible') price, ultimate users [...] ensure that they get a fair deal by pitting several banks against each other, and asking the banks in the chosen panel to submit competitive bids. Each bank prices the structure 'blindly' (i.e., without access to a screen-visible price for the complex product) and submits a competitive price. Every competing bank observes the (relatively liquid) prices of the hedging instruments — say, swaps, and plain-vanilla, at-the-money European swaptions. Given these market observables, the price for the complex product is arrived at by using a proprietary derivatives model, developed by the quants of the bank (Rebonato, 2013, pg. 13).

Daniel, a quant who works at a prominent financial technology vendor, joked to me that “the only way to win a deal” in this blind bidding process “is to have the wrong price” (Interview with Daniel). In other words, it is difficult to win a prospective trade with a client institution if the trader is quoting a price to it that accurately reflects the cost of hedging the exotic. According to Daniel, the bank that wins a given trade often tends to be one that has either made a mistake in implementing a given model, has used “the wrong model” entirely, or is intentionally pricing the instrument in an “aggressive” manner in order to create loyalty or get additional business from the client, usually in more profitable areas of finance. Surprisingly, careless mathematical mistakes, it turns out, are not entirely absent from the world of derivatives pricing and trading:

Daniel: So 'mistake' meaning really that somebody made some mistake in valuation. So, the person had the right models, the right market data, but did something wrong in the process of... there was some operational risk. So instead of writing down, ‘1’, he wrote ‘2’. I mean, these types of risks are still present. They are overlooked mostly, but people do make those kinds of mistakes. We always think about complex things: models, using...

Spears: (laughs)
Daniel: No, really. I mean sometimes there’s a guy who has to buy a call and instead he buys a put. You know, this kind-of risk is still present in the market. Of course, it’s related to human beings.

Stephen, a quant at EpsilonBank, made a similar point to me during our interview. He went as far to say that in general with exotic derivatives, a trade might appear to be profitable upfront but “you typically end up losing in the long end” due to the adverse selection problems inherent to the business:

Stephen: The exotics business is a little bit like that. You write all these fancy models, and then you put them on. But because they are so long dated, at some point you figure out, "Boy that wasn’t worth it because it’s so expensive to hedge and now liquidity is drying up and things don’t move the way it used to. Everything has to be recalibrated," and so forth. So generally speaking, long-dated exotics are not, overall, good business in a sense. Because
they are just very expensive to hedge and maintain and they never go away - they just go on and on. You sit on them for such a long time and have to maintain them, and so forth. And you amortise all the profits into the original price; you can get lucky, but most often, adverse selection is such that you end up - you typically end up losing in the long end. So the question is, "Was it profitable?" Sometimes it is, sometimes it isn’t. It certainly isn’t a slam dunk. It’s not like the simpler short-dated business where you are shovelling pennies. Instead you get paid more up-front, but you also run risks and hedging costs over a long period of time. It’s a completely different style of business.

Spears: Yeah. I heard one person say that it’s pretty impossible to win a deal in the exotics business if you’re actually capturing the risk correctly, because it’s always going to be that one bank that mis-modelled the deal –

Stephen: Yeah, that’s sort-of the adverse selection. You tend to win whenever you missed something that other people were thinking of. And also because there is a tendency of - for very long dated trades, most people think, ‘Thirty years - I’m not going to be here for thirty years. So as long as it’s profitable for the first ten’. But anyway, I don’t think exotics business are - not the *truly* exotic businesses - generally speaking, I don’t know if anyone thinks they are fantastic businesses to be in. It’s just one that you kind-of have to be in in order to do other things that are more profitable.

Nevertheless, according to Stephen, banks generally feel compelled to make markets in exotic instruments in order to remain competitive with other dealer banks. Pricing and hedging interest rate exotics in a manner that leads to long-term profitability is thus a challenging exercise, both for traders who price and hedge these instruments and for the derivatives quants who build the models that are used to do so. In chapter 6, I emphasise that performing these modelling practices entails a considerable amount of tacit knowledge and judgment on the part of derivatives quants.

### 5.5 Derivatives Quants: The Model Builders and Developers

This brings us to the last section of this chapter, which focusses on the role of derivatives quants within dealer banks and the markets in which they operate. As I have emphasised throughout this chapter, ‘market making’ traders working at dealer banks play an important role in allowing derivatives markets to function by standing ready to enter into contracts with clients and other dealers. The role of derivatives quants within this system of exchange is primarily to build and maintain no-arbitrage models that these traders use to value their ‘positions’ in these instruments, and which the bank’s management uses to govern the activities of traders. As ‘Nathan’, a quant at DeltaBank explained to me, quants work closely with traders to ensure that the latter have the models and software they need to price and hedge the derivative instruments they are responsible for trading:

Nathan: They [the quants] do it all. They develop models; they calibrate those models; they present what they have done to the traders; they agree with the traders that something is missing, and then they have to be modified, and so on. It’s a continuous, ongoing dialogue with the user. And their responsibility ends with a system sitting on the desktop of a trader, doing whatever he or she wants to do.
Derivatives quants work in a number of different locations within dealer banks. Nearly all of the quants that I interviewed for this project were connected to the so-called ‘front office’, the portion of a bank where sales and trading occur (in comparison to the ‘middle office’ and ‘back office’). As ‘Kevin’, a quant at AlphaBank put it to me, within the front office “you directly report with the traders. Most of what you do is you ensure that the software creates the hedges, you look to make sure the hedges make sense, and you look to make sure everything is running smoothly” (Interview with Kevin). Quants who build and maintain models for pricing exotic Libor derivatives also play an instrumental role in redeveloping models when a bank begins trading a new product. For instance, ‘Robert’, a quant at LambdaBank, explained to me how quants at a bank might tackle the problem of developing a pricing model for a new financial product:

Robert: Usually a client calls a salesperson and says, “[GammaBank] is offering us this. Can you offer us this? And the salesperson goes to the trader and the trader, depending on how he feels can say “Get lost! I’m not selling this stuff.” Or he can say, “Alright, this may be a sort-of important product” and he comes to the quants... You know, quants usually support trading. So he comes to the quants and says “We have a new flavour of the product. What do you think? How can we put it in?”

Spears: And then the quant - I imagine that quants at different banks know what each other are reading...?

Robert: I mean, frankly the products themselves - the client will just send you a description of a product. But then you just have to think, “Can we handle it using existing models?” So it could be a fairly mechanical thing that you need to change some calculation of the coupon somewhere. Or, it may depend on the risk factors that a model is not particularly good at, and then you need to think about a different model. And that becomes a sort-of bigger project.

Robert’s comments illustrate the highly collaborative nature of quant work, especially when models for new financial products are being developed. While Lépinay (2011) examines equity instead of Libor derivatives, his ethnography provides key insight into the modes of interaction that routinely exist between different types of quants. As he observes, creating a valuation methodology for a new product requires substantial knowledge of both advanced mathematics and practical financial knowledge. Likewise, many of the derivatives quants I interviewed highlighted the importance of interaction with front office traders in order to gain an understanding of the issues they face when pricing and hedging derivatives. According to ‘Oscar’, an interest rate quant who now works at a hedge fund, by working in the front office “you get a feel for the magnitude of the effects as well. And from that you can tell what’s an important issue in a model and what’s not” (Interview with Oscar). In his view, it is “almost impossible” for a quant who does not have significant front office experience to build effective models, since these individuals tend to focus on “issues that are not even 3rd order, but really, really tiny compared to the 1st order problems that we [in the front office] still haven’t solved”. On the other hand, Oscar also told me that quants who spend all of their time in the front office tend to “solve the problems of this week or this day” and ignore longer term work on the development of new models. Consequently, the front office can easily “get stuck
in models that are suboptimal”. In his view, the banks that have been most successful in the Libor derivatives markets are those that have “taken a long-term perspective on model development”, in part through the creation of a centralised ‘model research’ quant group that is to some degree insulated from the day-to-day pressures of the front office. Centralised quant groups have another advantage: they prevent the duplication of effort between trading desks. ‘John’, a quant at PiBank, explained to me that at his bank “there is a central group, in order to capture some synergies between the quants. If I build a yield curve, it can be used in credit and elsewhere. And so you want that. And you wouldn’t really get that if quants were just attached to a particular desk”. According to Oscar, some banks have quants rotate between the ‘desk quant’ and ‘research quant’ roles, while others instead encourage specialisation between these two roles. Crucially, though, for both desk and research-oriented quants, their compensation is generally tied to the traders they support. As John put it to me:

John: what I get paid every year is much more to do with what the head of rates trading thinks than what the head quant thinks. [...] It’s very clear where the accountability is.

Spears: You’re accountable to your trader?

John: Yeah, exactly. If he’s happy, then I’m happy. And if he’s not, then I’m not. It’s as simple as that.

In banking, monetary compensation is both a determinant and a signal of one’s status within the organisation of a bank. However, because derivatives quants work within a quasi-academic community and the majority of quants possess PhDs, the profit-oriented status system that exists within banks interacts in complex ways with the intellectual status system of the derivatives quant community. For instance, Joshua told me that “there’s always this area where quants have to distinguish themselves from the kind-of run-of-the-mill quants, the junior quants, and so on. And if there’s a kind-of body of knowledge that’s arcane and difficult, it does that for you.” Knowing, or better yet developing, a difficult body of knowledge that is seen as profitable to the firm is not only essential to keeping one’s job but making a name for oneself in the derivatives quant community, being invited to give talks at major quant conferences, and so on. Another quant named ‘Eugene’ explained to me that until the recent financial crisis, the most prestigious quants were those who were involved in developing new models for pricing exotic derivatives, as opposed to linear products such as swaps and FRAs. Eugene joked with me that for quants, much of the quant-work associated with linear products – such as building the ‘discount curves’ that I describe in chapter 6 – is as mundane as janitorial work:

Eugene: It’s like the people who hoover the carpet, or something. That sounds really derogatory, but you know what I mean. It’s like the coffee machine; it’s just always working, hopefully.

Until the financial crisis, the modelling techniques needed to price and hedge vanilla Libor derivatives were widespread and relatively consistent among dealer banks, while the
bid/offer spread for these products was very low, meaning that opportunities for significant profits were limited. Consequently, quants who worked on building models for pricing these instruments had few opportunities to make substantial theoretical advances or develop innovative new models. However, during the financial crisis many of the standard, long-established techniques for pricing vanilla Libor derivatives began to fail, and banks who quickly realised that these modelling techniques were no longer applicable were able to arbitrage traders at other banks who had not yet realised that those older models were no longer producing correct prices (Cameron, 2013). According to Eugene, “now it’s completely topsy-turvy, in that the sort-of interest rate exotic group is still important, but not nearly as important” (Interview with Eugene). This switch came to be reflected in the content of presentations given at high-profile quant conferences; at the two quant conferences I attended in 2012 and 2013, talks on pricing interest rate exotics were rare, whereas talks on the intricacies of pricing vanilla options in the post-crisis markets were plentiful.

In addition to the front office, quants are also hired to work in banks’ model validation and product control functions, a set of departments whose purpose is to approve the models that are used by front office traders. (As I explained earlier in this chapter, the choices that traders and quants make with respect to modelling exotic Libor derivatives can have a significant effect on how the value of a particular derivative contract is measured and which of its associated risks are made visible.) Although I was only able to interview two quants who had experience working in the middle office (in part due to the fact that these quants tend to be less visible to outsiders than front office quants), there is some tentative evidence to suggest that quants working within these departments have had an influence on the development and adoption of no-arbitrage models that are used to price derivatives. For instance, in chapter 7, I mention that one quant I interviewed told me that during the mid-to-late 1990s, there was a perception within the middle office of the bank he worked for that ‘low-dimensional’ interest rate models gave traders too much freedom in marking their books to market. As a consequence, the push to develop higher-dimensional models within his bank (such as those that I discuss in chapter 8) came in part to constrain traders’ ability to misrepresent the mark-to-market value of their trades. On the other hand, my admittedly limited interview data on model validators suggests that the power of this department over model development and implementation within most banks is quite constrained. ‘Aaron’, a quant I spoke to who had previously worked at SigmaBank, told me that “everybody knows that the job of a validator is a thankless one, and subject to enormous pressures” (Interview with Aaron). According to Aaron, traders are generally interested in having model validators discover what he called “within-the-model mistakes” that could expose the bank to costly losses if they underbid competing banks and win a trade after quoting a price for a trade that does not accurately reflect its hedging costs. On the other hand, Aaron told me that model validators generally lack the political power needed for “stopping the development of a new product for which the Street
is beginning to provide prices because the model proposed is bad’” or “saying that an established model that everybody uses is bad and should not be used”, since doing so will make a bank less competitive with respect to the product being valued.

5.6 Conclusion

This chapter began with a ‘macro’-level description of the over-the-counter markets for Libor derivatives and ended with a comparatively ‘micro’-level account of what derivatives quants do within this market system. In moving from the macro to the micro, I highlighted the major features of the over-the-counter markets for Libor derivatives, the place of these primarily London-based markets within the broader financial system, how and why no-arbitrage models are used within these markets, and the role of derivatives quants in building and maintaining these models. I explained that the use of no-arbitrage models by traders at dealer banks is partly due to the institutional role of these banks as ‘market makers’: traders at these banks stand ready to enter into derivatives contracts with clients, and thus must ‘hedge’ the resulting exposures much as a book maker at a horserace seeks to enter into offsetting bets and profit from the ‘spread’ offered between these bets. Traders engage in an admittedly more complex variant of this activity by using no-arbitrage models to produce ‘risk sensitivities’ (also known as ‘Greeks’) in order to design trading strategies to hedge derivatives exposures which result from ‘making markets’ in these products.

I also showed that traders need no-arbitrage models due to the unique patterning of liquidity in the various OTC markets for Libor derivatives, combined with the fact that modern accounting rules require dealer banks to ‘mark to market’ the value of their derivatives positions on a daily basis. Because quoted prices are generally only available for a small set of ‘at-the-money’ derivatives contracts, traders – and the dealer banks that employ them – must use no-arbitrage models to ‘interpolate’ and ‘extrapolate’ the value of their derivatives books from this comparatively smaller set of prices. By contrast, there is little or no trading between dealer banks in the case of exotic Libor instruments; instead, nearly all trading in these instruments occurs between dealers and their clients. To value these exotic products, no-arbitrage models are needed to derive prices of these assets from a set of hedging instruments chosen by traders and quants.

Because no-arbitrage models are not only used to measure day-to-day changes in the value of Libor derivatives, but also their risks, no-arbitrage models play an important role in the governance of traders’ activities by providing information to other stakeholders within banks – including risk managers – on the causes of profit and loss for a book of derivatives contracts. As a consequence, in many banks the use of no-arbitrage models is regulated and controlled by groups such as the model validation and product control functions working within a bank’s middle office; however, my limited interview data on model validators suggests that these
departments possess limited power over the development and implementation of no-arbitrage models within banks.

Finally, I described the role of derivatives quants within this system of financial exchange. Front office quants are generally responsible for building and maintaining no-arbitrage models that are used by traders and other stakeholders within banks. While some banks appear to have a centralised quant group to prevent the duplication of model-building efforts across trading desks, the compensation of front office quants tends to be tied to that of the trading desks. Moreover, quants generally need to work very closely with traders for two reasons: first, to understand the intricacies of the products that they trade; second, in order to build models that are capable of producing “good prices” and “good hedges”.

The next chapter will delve more deeply into the social and cognitive world of derivatives quants. I focus on two important aspects of this world that bear on the problem of modelling Libor derivatives: the conceptual objects that derivatives pricing models describe, and the modelling practices that quants employ.
Chapter 6

The Organisational Patterning of Quant Modelling Activities

LONDON, late morning, March 2012. I have arrived at a mid-sized office building in the City for an interview with ‘Kevin’, a derivatives quant at AlphaBank, a prominent derivatives dealer bank. After exiting the elevator, I walk through a series of glass doors and realise that I have entered a small trading floor rather than a reception area. Having never met Kevin before, I had no idea what he looks like or how to find him in this office. Clearly, this is not the sort-of place visitors to the bank ordinarily encounter.

My eyes dart around the trading room as I hope to find someone who might be able to direct me to the person I am meant to interview. The room is quiet. The bank’s employees sit along several rows of desks, and each workstation has several large monitors. Most of the employees are too engrossed in their work to notice my presence; a few look at me standing in the doorway, but quickly lose interest. They appear to be focused, yet the mood in the room is quite relaxed, perhaps because it is late morning and the most stressful part of the trading day has already passed.

As I try to decide whether to wait for my presence to be acknowledged or to ask for directions, I am noticed by an employee who is walking around the office.

“Hello... can I help you?”

“Hi, yes - I have an appointment with Kevin. I didn’t see a reception area... am I in the right place?”

“Okay, hold on a second.”

I wait near the entrance as the man tracks down the quant I hope to interview. While waiting for him to be located, a couple of men to my left – presumably quants – catch my attention. They have stood up and have begun having a conversation over the bay of monitors that separates the row of desks they share.
“We needed a Norwegian krone discount curve. Do you know how much of a pain it is to try to strip a Norwegian krone OIS curve past the two year maturity point?

“Yeah, there’s not much liquidity out that far. How did you end up doing it? Can you infer those points using cross-currency basis swaps?”

I soon left for my interview with Kevin, as the conversation continued in my absence. Although I was not able to explore AlphaBank’s trading floor, if I had been permitted to I likely would have encountered an organisational arrangement similar to that depicted in figure 6.1. One group of individuals would have comprised a sales team, which would have the responsibility for negotiating trades with the bank’s clients, such as corporations, asset management firms, and government entities. In addition, there likely would have been a number of trading ‘desks’ composed of traders who are responsible for executing trades on behalf of the sales team and hedging the resulting exposures from these trades by trading with other dealers in the so-called ‘interdealer market’.

The term ‘desk’ in this case does not imply that all derivatives traders for a given class of assets sit in the same physical location; a large bank may have multiple physical ‘desks’ of traders spread around the world who make markets in interest rate swaps, for example. A trading desk is, rather, an organisational unit: and most importantly for our purposes, one that engages in a specific set of modelling practices and activities that contribute to the production of the Libor derivatives markets. If I had been able to stay at the trading floor, it soon would have become apparent that there is a division of labour between these desks, with one group of traders focusing on trading and hedging so-called ‘linear’ products such as swaps and FRAs, another with the responsibility of trading and hedging vanilla options, and a final group with the responsibility to trade so-called ‘exotic’ Libor instruments with the bank’s clients. What would have been impossible to see as a mere participant-observer but which became apparent through my interviews with quants and close reading of the technical literature on interest rate modelling is that the modelling activities of these trading desks are not independent but are instead deeply interconnected: modelling ‘objects’ which are produced by one desk are routinely used as inputs into the modelling practices of another desk in a complex system of “distributed cognition” (Hutchins, 1995).

Whereas the previous chapter provided a broad overview of the Libor derivatives markets and the role of derivatives quants within them, the aim of this chapter is to examine the major types of trading desks that – based on my interviews and analysis of available documentary evidence on Libor derivatives modelling practices – make markets in Libor derivatives and the models and modelling practices they employ. My argument in this chapter is that this organisational structure that exists within dealer banks, along with the models and modelling practices that quants employ within it, together make up the sociotechnical ‘context’ which the models that I examine in chapters 7 and 8 had to be re-shaped to be compatible to and homolo-

---
1Rebonato (2013) explains the dynamic between a bank’s sales force and its traders in great detail.
gous with. We will travel from trading desk to trading desk around an idealised trading room and will delve more deeply into the cognitive world of derivatives quants and the largely tacit body of knowledge that they possess. We will examine the models and modelling practices they employ within these markets and the financial objects which their models produce. At each desk, we will see that the models and practices that present-day traders employ – and which together make up the sociotechnical ‘context’ of the Libor derivatives markets – have been subject to path-dependent processes of historical change. Only by examining their development is it possible to understand how they became fixtures on modern day fixed-income trading floors and part of the socio-technical ‘context’ that shaped the models that I examine later in this thesis.

The remainder of this chapter proceeds as follows. In section 6.1, I introduce the concepts of ‘model objects’ and ‘modelling practices’, which I claim largely define the socio-technical context that interest rate term structure models were reshaped to be compatible with. Having introduced these entities, I ‘visit’ each of the three idealised trading desks mentioned previously in order to examine the modelling practices that each employs, the ‘model objects’ that are produced, and how these objects are, in turn, used by other desks on the trading floor.

6.1 ‘Model Objects’ and ‘Modelling Practices’

This chapter broadly focuses on three specific types of model-related entities that are employed by the trading desks that I introduced in the introduction. These are derivatives pricing models themselves, along with a set of ‘objects’ that these models describe and produce, and a set of corresponding ‘modelling practices’. The distinction between these three terms is extremely important for the argument that I make in this thesis, as my central claim is that a set of models that I examine in chapters 7 and 8 were reshaped to align more closely to both the model objects and modelling practices employed by derivatives quants. By this point in the thesis, the reader should be familiar with no-arbitrage financial models, which I introduced in chapter 4. The concepts of ‘model objects’ and ‘modelling practices’, however, need some further explanation.

6.1.1 ‘Model Objects’

In this chapter, ‘model objects’ refer to the set of entities which are represented, described, and produced by a no-arbitrage model. For instance, in the simplified version of the Black-Scholes model presented in chapter 4, the ‘model objects’ were the prices of the underlying stock, the numéraire asset, and the option. My focus on the objects that models and describe is roughly consistent with Suppes’s (1960) highly mathematical, set-theoretical account of modelling, in which he described a model as an entity “consisting of a set of objects and relations and op-
Figure 6.1: Schematic illustration of the relationship between trading desks that ‘make markets’ in Libor derivatives
uations on these objects”. While there are admittedly many entities which are treated and used as ‘models’ which do not fit this admittedly narrow criteria of models, Suppes’s account of models does seem to capture many of the features of no-arbitrage pricing models that I examine in these next several chapters.

The model objects I focus on in this chapter function in many ways like prices, but are not ‘prices’ in the conventional sense, which can be straightforwardly observed in the market. Indeed, the prices that are quoted for specific instruments in the market are generally not directly useful to derivatives quants; these ‘natural’ prices must first be transformed and translated into model objects, and it is those purified model objects which are then used as inputs into other models that are used to price and hedge other types of derivatives. The ‘model objects’ that I discuss in this chapter have much in common with the ‘working objects’ studied by Daston and Galison (1992). As they note, all sciences require a set of special ‘working objects’ whose properties are well-understood by the members of a particular scientific community and facilitate analysis and comparison, as opposed to the less manageable ‘natural objects’ that are more readily available:

All sciences must deal with this problem of selecting and constituting “working objects,” as opposed to the too plentiful and too various natural objects. [...] If working objects are not raw nature, they are not yet concepts, much less conjectures or theories; they are the materials from which concepts are formed and to which they are applied. [...] Working objects can be atlas images, type specimens, or laboratory processes – any manageable, communal representatives of the sector of nature under investigation. No science can do without such standardised working objects, for unrefined natural objects are too quirkily particular to cooperate in generalisations and comparisons (Daston and Galison, 1992, pg. 85)

Likewise, when derivatives quants model Libor derivatives, they rarely use as an input the value of any particular derivative that may exist on a bank’s balance sheet, but instead a generalised ‘curve’ or ‘surface’ of interest rates from which the value of all derivatives in a particular market can be derived and which is ‘stripped’ or constructed from a set of prices that are quoted in the market. This is partly explained by the distinctive patterning of liquidity in these markets: as I explained in chapter 5, in most cases, the prices of most of the swaps and options that a bank will have on its balance sheet will no longer be directly quoted in the market, and it is instead only a smaller number of ‘at-the-money’ instruments for which quoted prices are available.

When quants build and use the interest rate term structure models whose development I examine in chapters 7 and 8, their models act upon and describe four basic types of model objects: ‘forward curves’, ‘discount curves’, ‘volatilities surfaces’, and ‘correlations’. Discount curves were mentioned in my anecdote in the introduction of this chapter, and the fact that a quant mentioned this object within moments of me stepping onto a trading floor indicates their importance within this world. These objects are, moreover, all mathematical objects,
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2My use of the term ‘working objects’ differs from that of Morgan (2012), who treats models themselves as ‘working objects’ for financial economists.
and each can be represented (e.g. within a model) using a set of mathematical symbols that I introduce later. However, these objects also have a *material* existence as well and are thus examples of what Law and Singleton (2005) call ‘messy objects’ whose ontological properties are difficult to pin down. The mathematical definition of a discount curve or a forward curve is not useful to traders or quants; only one that has been ‘stripped’ using a set of computer algorithms and which is readily accessible via the bank’s IT system can be used to price and hedge Libor derivatives. I’ll also show that these objects are produced by the modelling efforts of trading desks within dealer banks and are then re-used as modelling inputs at other trading desks. The production of these objects is closely linked to the patterns of trading between trading desks within dealer banks and the institutional function of these trading desks within the Libor derivatives markets. (An illustration of the organisational relationship between these trading desks is provided in figure 6.1.)

The ‘model objects’ that I discuss in this chapter are related to but distinct from ‘martingale probabilities’, the class of objects that I introduced in chapter 4 and which MacKenzie and Spears (2014b) claim plays a central role in organising modelling practices in that community. Martingale probabilities are similarly ‘derived’ from market information like the objects that I focus on in this chapter. However, the objects that I discuss in this chapter are more akin to informational infrastructure, whereas martingale probabilities are closer to being theoretical constructs that exist primarily within the world of derivatives quants’ models and theories.

My first interview for this project was with a quant named ‘Ryan’, who works at ThetaBank. One of the questions that I asked him was about the distinction between the so-called ‘real-world’ and ‘martingale’ probability measures. As he explained to me, the risk-neutral measure “will tell you everything you want to know. It tells you the forwards, the vols, and the correlations”, three of the four model objects which I focus on in this chapter.

In addition to choosing *which* objects to model, modellers face a trade-off with respect to which of those objects will be exogenous (i.e. ‘inputs’) to the model and those which will be endogenous to (i.e. ‘outputs of’) the model itself. Quants, like all scientific practitioners, must make trade-offs with respect to the phenomena that their models attempt to explain versus what it leaves to be determined exogenously, i.e. ‘outside’ the model. To be useful, a model must ‘black-box’ certain features of the real-world in order to draw attention to other features that are of interest to the user of the model. As Daniel explained to me, the choice of which objects derivatives quants choose to be exogenous to their models and which they choose to model directly is closely connected with the need for traders to fulfil their institutional role as market makers and *hedge* the resulting positions that they acquire in their books:

Daniel: If you need to price an option - say, a basket option on two equity stocks - you directly model the two stock prices. You don’t think about the fundamental components driving the actual asset pricing. You don’t think, like, “Let me model the balance sheets; this company has some exposure in a different currency. Let me model the exchange rate risk”. No, you don’t do that. You say, “Okay, this is the price I observe in the market. I don’t care -
maybe this share is actually overpriced. If I did a model to codify, say, the theoretical value for that share maybe I would find a much lower number. But I don’t care, because if I need to hedge my position, then I need to buy that share now in the market. So, I need to buy 100 shares. And if I need to buy 100 shares, I have to pay that much. Nobody is going to tell me, ‘Oh yeah, but my model tells me that the price is 95 and you’re trying to sell it to me for 100’. They say, “Okay, man - that’s the price. If you want to hedge your position, this is the price”. So, the point is that you may be able – if you’re smart enough – to exploit some arbitrage opportunities, but in fact if you hedge your position, you’re not necessarily interested in doing that.

Indeed, in the simplified Black-Scholes model presented in chapter 4, the price of the stock and the value of the cash deposit were exogenous to the model; we did not attempt to solve for the ‘correct’ value of these quantities within the model itself by “modelling the balance sheet” of the company associated with that stock. Instead, its price was simply an input to the model. On the other hand, the price of the option was endogenous to the model: it was the quantity that the model was designed to solve for. In this chapter, we will see that there is an important relationship between the objects that a given derivatives pricing model treats as exogenous or endogenous and the position of the trader using that model within the organisation of the bank. Traders sitting at a bank’s linear products desk require models for which forward curves and discount curves as outputs, whereas options and exotics traders use models that treat these objects as inputs. Likewise, ‘volatilities’ are an output of a bank’s options desk but are inputs to the models used on its exotics desk.

### 6.1.2 ‘Modelling Practices’

The term ‘modelling practice’ is intended to encompass the multiple ways that models can be (and often are) used by quants and traders within organisations such as dealer banks. A model is simply a technical artefact, and its use is in no way “determined” by its design. In chapter 7, we will see that financial economists and derivatives quants, in fact, came to use the same class of interest rate models in fundamentally different ways. We encountered one example of a quant modelling practice in chapter 5: the use of no-arbitrage models for calculating risk sensitivities and building ‘P&L explained’ reports.

While a single model can often be used to perform multiple modelling practices, each of these practices often requires distinct bodies of knowledge to be performed successfully. For instance, generating risk sensitivities is extremely computationally intensive, and derivatives quants must employ a variety of what Robert, a quant at LambdaBank referred to as “a lot of tricks, and sort of - experience comes in” in order to calculate these risk sensitivities in a time frame that allows traders to successfully keep their books hedged. Thus the modelling practices upon which I focus in this chapter share much in common with existing accounts of practice from sociological and anthropological work on scientific laboratories, which have largely emphasised the ‘craft’ or ‘tacit’ dimensional of scientific practice (c.f. Collins, 1974; Latour and Woolgar, 1986; Ravetz, 1971). Indeed, in this chapter we will see that there is a
tremendous amount of tacit knowledge and judgment involved in what quants do on a day-to-day basis.

This chapter is focussed on one set of modelling practices which largely differentiates the practices of derivatives quants from the financial economists and mathematicians that I examine in chapters 7 and 8. These practices are concerned with the distinctive methods and routines with which quants choose the parameters of their models in order to connect those models to market data. Quants call this set of practices ‘implied calibration’ and while the use of these practices appears to be universal among derivatives quants, the ways in which models are calibrated differ systematically between the submarkets of the OTC Libor derivatives markets, and in the case of exotics, between dealer banks participating in these markets. As Kevin, an interest rate quant at AlphaBank, explained to me, the use of a derivatives pricing model always begins with calibration, which involves setting the parameters of the model so as to ‘reproduce’ a set of prices in the market.

Kevin: Now, a model right out of the box is completely useless. The reason is because it has things in it called ‘mathematical parameters’, and until you set those parameters you aren’t going to be able to price anything. So the next step is always calibration. And when you calibrate in the interest-rate world, you have to do two things: first is you’ve got to get the discount curve correct, because you are going to be toast otherwise. The second thing is typically you select a set of vanilla instruments - swaptions, caps, floors - things that you know moment-by-moment throughout the day what their prices are. And you make sure that your model can reproduce market prices on the calibration set.

While calibration might at first glance appear to be a mundane technical practice that is only of interest to derivatives quants, it is crucially important to how risk is represented and measured within dealer banks. As Kevin emphasised a few moments later in our interview, the way in which quants and traders choose to calibrate models fundamentally determines which risks are made visible and how they are hedged:

Kevin: But if you think about that, look what’s happened is - whatever I used to calibrate it [the model], those are the risks I see, and so it’s going to be a linear combination of those instruments that are actually going to be the hedge. So you think, oh my God! How do you choose your hedging instruments?

Spears: That becomes a very crucial decision, then?

Kevin: That becomes an absolutely crucial decision.

The selection of instruments to be included in this ‘calibration set’ is thus a matter of great importance: the value and risk profile of a particular derivative that the trader and her bank ‘sees’ is contingent upon this choice.

Although Kevin’s previously quoted comment specifically related to how models that are used to price and hedge exotic instruments are calibrated, his remark highlights an important feature of ‘calibration’ as it is practiced in the Libor derivatives markets: quants make no attempt for the model to produce the ‘correct’ or ‘fundamental’ value of the vanilla instruments that they calibrate their models to. Instead, they take these prices ‘as given’, and program
their models so that the models produce the currently quoted prices, regardless of whether or not these prices are correct in any ‘fundamental sense’. An exotics trader might believe that the price of a vanilla swaption she is using to hedge her exotic might be ‘wrong’ in the sense that it presents an arbitrage opportunity, but in most cases the exotic trader must still ‘match the market’. Within the trading floor, responsibility for pricing the vanilla instruments is instead given to vanilla options traders who take the discount curve (produced by the linear products desk) as given. The practice of model calibration thus reflects a cognitive division of labour within dealer banks that seems to exist among quants building models for exotics traders and for traders using those models. Indeed, ‘Ryan’, a derivatives quant ThetaBank, also highlighted this implicit division of labour. Although our conversation was about pricing credit derivatives rather than Libor derivatives, it is still representative of this general attitude:

Ryan: As derivatives quants, our job is to take that as a market input and to respect that - make sure that all of our derivatives are priced consistent with the CDS market.
Spears: Your job is not to speculate in the CDS market?
Ryan: Uh, exactly.
Spears: But, if for some reason those numbers aren’t reflecting proper default risk, that is a concern for you, right?
Ryan: Not for me, no.
Spears: Okay.
Ryan: [slight laughter] I need to match the market. If the market is wrong... that’s not my problem or opportunity.

As Ryan explained to me, in building an exotic derivatives model, his job is to make sure that the models he develops ‘match the market’. Implicit in this attitude is the notion that the responsibility of pricing CDS contracts appropriately is given to the trading desk making a market in those contracts, rather than the exotics trader herself. This ‘division of labour’ is not arbitrary, but is instead deeply linked to contemporary accounting practices and an exotic trader’s practice of keeping a hedged book. Because the hedging instruments themselves are used to derive the value of the exotic at each moment in time, deviating from this practice would amount to a breach of the basic philosophy behind ‘fair value’ accounting: as I explained in chapter 5, current accounting regulations only allow traders to book ‘day one P&L’ (in other words, immediately book the projected difference between the price of the exotic and the cost of its hedging portfolio as profit) to the extent that the model is calibrated to observable market prices.\(^3\) To the extent that the model uses unobservable market data as inputs - which is almost always the case to a certain extent for an exotic interest-rate derivative - the trader must keep a portion of the trade’s P&L in a ‘model reserve’, which will only be realised in a gradual manner over time.

For these reasons, the practice of calibrating models to market data in such a way as to ‘match the market’ is – as far as I have been able to determine – universally practiced among

\(^3\)See Section AG 76 of IAS 39.
derivatives quants who work for traders that ‘make markets’ in Libor derivatives. On the other hand, ‘calibration’ is not the only practice by which an interest rate model’s parameters can be ‘connected’ to market data. The financial economists and academics who initially developed the interest rate term structured models that I examine in chapters 7 and 8 instead designed these models so that their parameters would be estimated statistically from historical market data, rather than current market prices. As a consequence, these early term structure models did a poor job of ‘matching the market’ and had to be re-engineered in order to do so.

The remainder of this chapter will examine the modelling practices and the model objects that are produced and used by each of the three idealised trading desks that make markets in the Libor derivatives markets. We will begin with the linear products desk, as the products that the traders working on this desk traders are most fundamental to the Libor derivatives markets.

### 6.2 The Linear Products Desk: A ‘Price Maker’ in Rates

A bank’s linear products desk – sometimes called its ‘rates desk’ or ‘swaps desk’ – is responsible for ‘making markets’ in swaps, FRAs and other ‘linear’ interest rate derivatives. (Chapter 5 includes a description of both of these financial instruments.) According to several of my interviewees, in some banks this desk is also responsible for making markets in government bonds. Traders working on this desk must be prepared to quote prices – in the form of a bid/offer spread – for these instruments to the bank’s clients (e.g. corporations) via its sales team and to other dealers through the interdealer broker market. Moreover, the linear desk must stand ready to enter into trades with traders at other trading desks within the bank – most notably the bank’s interest rate options and exotics desks – who use linear Libor swaps and FRAs to hedge their own trades. Compared to the options and exotics desks, a bank’s linear products desk tends to do the greatest volume of trading on a day-to-day basis, reflecting the comparatively greater amount of liquidity in this class of products compared to options and exotics.\(^4\)

#### 6.2.1 Forward Libor and Swap Curves

Traders working on this desk typically quote prices for FRAs and swaps through a set of model objects that are known as ‘forward Libor curves’ and ‘forward swap curves’. Each of these ‘curves’ gives the current fixed rate at which the trader is willing to enter into a FRA or swap with a counterparty that starts and ends on a pair of dates \(T_1\) and \(T_E\). (In the case of a

\(^4\)Writing in 2003, Remolona and Wooldridge (2003) note that even back then the market for interest rate swaps was very liquid, with bid/ask spreads for Euro and USD swaps routinely quoted at 1 basis point (1/100 of a percentage point). More recently, Fleming et al. (2012) had access to a transaction-level dataset on interest rate derivative trades. They found that trading in interest rate swaps dominated trading in all other OTC interest rate derivatives; on average, there were 1,928 unique transactions per day in this market, with an average daily notional volume of $15.5 trillion. Approximately 78% of these trades were made in U.S. Dollars, Euros, Yen and Sterling.
FRA, $T_1$ and $T_E$ represent its expiry and maturity date, whereas in the case of a swap $T_1$ and $T_E$ denote its first and last payment dates.) Forward Libor and swap rates that are quoted in this manner represent rates at which the trader is willing to enter into FRAs and swaps with no upfront payment from her counterpart. As a consequence, arbitrage logic dictates that these rates represent the fixed rate of a FRA or swap which has zero present value at initiation (Brigo and Mercurio, 2006, pgs. 12-15). Of course, once the trade has been executed and underlying interest rates change, the value of the contract will either move such that it has positive value to the client (and thus negative value to the bank’s swaps trader), or vice versa. In this thesis, I denote the forward Libor and swap curves by $F(T_1, T_E)$ and $S(T_1, T_E)$, respectively.

A hypothetical forward swap curve is illustrated in table 6.1. Following the usual convention, the table only shows mid-market quotes, rather than a bid/offer spread for each set of dates. The starting date for the swap – denoted by $T_1$ – is shown along the top horizontal row, while the swap’s termination date – denoted by $T_E$ – is listed along the first vertical column. The case in which $T_1$ corresponds to today’s date is denoted by the first column of rates, labeled ‘spot’.

Later in this chapter, we will see that forward Libor and swap curves are immensely important to how quants model the value of vanilla Libor options and Libor exotics using certain models. We will see, for instance, that vanilla options traders model the future movement of a single forward Libor or swap rate using a model similar to the Black-Scholes model I examined in chapter 4, while quants who build models to price exotic Libor instruments often calibrate their models to a set of forward Libor rates which together represent the payoff of the exotic instrument. These models are then, in turn, used to simulate the co-movement of multiple points on the forward Libor and swap curves in order to derive a price for an exotic Libor instrument.

<table>
<thead>
<tr>
<th>$T_1$</th>
<th>$T_E$</th>
<th>spot</th>
<th>3m</th>
<th>1y</th>
<th>3y</th>
<th>5y</th>
<th>10y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1y</td>
<td></td>
<td>0.51</td>
<td>0.56</td>
<td>0.61</td>
<td>1.05</td>
<td>1.82</td>
<td>2.45</td>
</tr>
<tr>
<td>2y</td>
<td></td>
<td>0.56</td>
<td>0.61</td>
<td>0.82</td>
<td>1.43</td>
<td>2.13</td>
<td>2.66</td>
</tr>
<tr>
<td>3y</td>
<td></td>
<td>0.72</td>
<td>0.82</td>
<td>1.15</td>
<td>1.76</td>
<td>2.38</td>
<td>2.82</td>
</tr>
<tr>
<td>5y</td>
<td></td>
<td>0.99</td>
<td>1.10</td>
<td>1.47</td>
<td>2.03</td>
<td>2.56</td>
<td>2.92</td>
</tr>
<tr>
<td>10y</td>
<td></td>
<td>1.27</td>
<td>1.39</td>
<td>1.74</td>
<td>2.24</td>
<td>2.69</td>
<td>3.01</td>
</tr>
<tr>
<td>30y</td>
<td></td>
<td>1.52</td>
<td>1.63</td>
<td>1.96</td>
<td>2.41</td>
<td>2.79</td>
<td>3.07</td>
</tr>
</tbody>
</table>

### 6.2.2 The Discount Curve

Swaps traders generally ‘produce’ forward Libor and swap curves, in addition to pricing and risk managing existing swaps and FRAs, using another model object known as a ‘discount curve’, an object that was mentioned in the introduction of this chapter. A discount curve
gives, for each possible future maturity date \( T \), the price prevailing at time \( t \) – denoted by \( P(t, T) \) or more simply \( P(T) \) – of a ‘discount bond’, a ‘virtual’ financial instrument that pays one unit in a particular currency on its maturity date \( T \) and nothing before. By ‘virtual’, I mean that discount bonds are not actual financial instruments that are bought and sold within the Libor derivatives markets. Instead, the prices of these discount bonds are constructed or ‘stripped’ from Libor rates and the quoted market prices of money market instruments that are routinely traded by a bank’s swap desk which are available via interdealer brokers. Like forward and swap rate curves, discount curves tend to be produced by swaps traders and are then used as an input into many other pricing models that are developed by quants to price vanilla options and exotic Libor instruments. A hypothetical discount curve is illustrated numerically in table 6.2 and visually in figure 6.2. The first entry of table 6.2 corresponds to the value of a discount bond that matures today, which by definition must be equal to one in the absence of arbitrage. The ‘curve’ extends out to as many as 30 years to represent the cost of long-term borrowing and lending in the Eurocurrency markets.

A discount curve is one possible representation of what economists call the ‘term structure of interest rates’: in other words, the relationship between the maturity date of a loan – in this case, by borrowing and lending money in the Eurocurrency markets – and its cost to the borrower. Both discount curves and forward curves are closely related to the ‘yield curves’ examined by Zaloom (2009) in her ethnographic study of bond traders. Indeed, one can transform a discount curve into a yield curve using a simple mathematical relationship.\(^5\) However, unlike the bond traders studied by Zaloom who often ‘read’ the yield curve as a “collective assessment of the future” (Zaloom, 2009), discount curves and forward curves are instead used in a more algorithmic manner and seem to be treated more as a mundane piece of informational infrastructure within banks. As I mentioned in chapter 5, one of my interviewees told me that discount curves are “like the coffee machine; it’s just always working, hopefully”.

Swaps traders use discount curves because the no-arbitrage value of any linear Libor derivative can, in principle, be calculated using this model object. Given that there exist simple mathematical relationships that express forward Libor and swap rates in terms of points along the discount curve, and vice versa, a trader can use such a curve to build the forward Libor and swap curves, which can then be quoted to her bank’s clients and to other dealers.\(^6\) Moreover, a

\[^5\] If we let \( t \) and \( T \) denote the current date and the maturity date of a bond or a loan, respectively, then the current yield-to-maturity \( Y(t, T) \) of a bond or loan maturing at date \( T \) is given in terms of the discount curve by:

\[
Y(t, T) = -\frac{\log P(t, T)}{T - t}
\]

\[^6\] Arbitrage pricing theory dictates that the forward rate curve \( F(T_1, T_E) \) is related to the discount curve by the following relationship:

\[
F(T_1, T_E) = \frac{1}{r(T_1, T_E)} \left[ \frac{P(T_1)}{P(T_E)} - 1 \right]
\]

while the swap rate curve is related to it by:

\[
S(T_0, T_E) = \frac{P(T_0) - P(T_E)}{\sum_{i=1}^{E} \tau(T_{i-1}, T_i)P(T_i)}
\]
discount curve allows a trader to value and hedge a large book of ‘off-market’ swaps and other linear interest rate derivatives from the smaller set of quoted prices available in the market, or alternatively from the prices that the trader herself is willing to quote to clients and other dealers. As I explained in chapter 5, two important uses of models within dealer banks are to produce prices for derivatives that are no longer being actively quoted in the market and to develop trading strategies that allow traders to hedge these derivatives positions. Thus one distinguishing feature of the discount curve illustrated in table 6.2 is its relative continuity: it not only gives the value of £1 paid at a select number of maturities, but instead represents the present value of a £1 payment for every possible date up to approximately thirty years. This feature is needed so that the discount curve can be used to value ‘off-market’ swaps and FRAs that are contained in a swap trader’s book, but whose value cannot be directly observed in the market.

Once a complete discount curve has been ‘stripped’ it can then be used to price and hedge off-market swaps in a trader’s book. Indeed, according to modern no-arbitrage pricing theory (c.f. Björk, 2009; Brigo and Mercurio, 2006), the value of a FRA or swap can, in principle, be decomposed into a series of discount bonds. Thus according to the body of financial theory that is widely used by traders and quants, the problem of valuing a book of swaps essentially boils down to specifying a discount curve and then using this curve to calculate the value all of the swaps in the trader’s book.

<table>
<thead>
<tr>
<th>Maturity Date</th>
<th>Discount Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>today</td>
<td>1.0000</td>
</tr>
<tr>
<td>tomorrow</td>
<td>0.9992</td>
</tr>
<tr>
<td>2 days</td>
<td>0.9987</td>
</tr>
<tr>
<td>3 days</td>
<td>0.9981</td>
</tr>
<tr>
<td>4 days</td>
<td>0.9979</td>
</tr>
<tr>
<td>5 days</td>
<td>0.9974</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>10,956 days</td>
<td>0.1836</td>
</tr>
<tr>
<td>10,957 days</td>
<td>0.1841</td>
</tr>
<tr>
<td>10,958 days</td>
<td>0.1849</td>
</tr>
</tbody>
</table>

Table 6.2: Example discount curve $P(T)$ for maturities up to 30 years

where $\tau(T_i, T_j)$ represents the day-count fraction between the days $T_i$ and $T_j$ using the relevant day-count convention for that rate (Brigo and Mercurio, 2006, ch. 1).

For instance, the current value of a fixed payer swap for the fixed leg payer is given by the following formula:

$$\text{Price}_{\text{fixed payer}} = \sum_{i=1}^{T_{\tau}} N[\text{P}(T_{i-1}) - (1 + K \tau(T_{i-1}, T_i)) \text{P}(T_i)]$$

where $P(T_i)$ is the current price of a discount bond for a loan maturing at time $T_i$, $K$ is the fixed rate of the swap, and $\tau(T_{i-1}, T_i)$ is the day-count fraction for dates $T_{i-1}$ and $T_i$. 
Figure 6.2: ‘Stripping’ a continuous discount curve from Libor rates and interdealer broker quotes for swaps and other ‘linear’ Libor derivatives
Hedging, Netting and the Development of ‘Zero-Coupon’ Pricing

Evan, a former swaps trader I interviewed who began trading in the mid-1980s, explained to me that while using a “discount function for valuing future cashflows is a sort-of blindingly obvious thing to do” for present-day quants and traders, “it didn’t necessarily seem so” when he began trading swaps. Indeed, early pricing techniques for swaps and FRAs were based on bond pricing techniques, such as those that Zaloom (2009) describes in her work on bond traders, in which discount curves make no appearance. Unlike present-day swaps traders, bond traders tend to calculate a bond’s price in terms of a single interest rate called the “yield-to-maturity” or more simply its ‘yield’, rather than a sum of individual cashflows each with a distinct interest rate as the discount curve-based approach implicitly does. In the early years of the Libor derivatives markets, this ‘yield-based’ approach was also used for valuing swap and FRA cash-flows.

Unfortunately, both primary and secondary sources that discuss this older approach to swaps pricing are limited; as Evan suggests, modern day practitioners and textbooks seem to take it as a given that a discount curve is the only plausible way to price and risk manage swaps, while this earlier approach was largely abandoned by banks when the swaps and derivatives markets were still relatively small and obscure. As far as I am aware, there are only two documentary sources that acknowledge the use of these older techniques from that time. The first is an early swaps pricing textbook written by Miron and Swannell (1991), which was one of the first textbooks on swaps pricing to be published. The second is a 1987 article in Euromoney magazine which documents the switch from the yield-based approach beginning in the mid-to-late 1980s to what was then called the “zero-coupon” approach to pricing, which largely corresponds to the approach to discount curve-based approach to swaps pricing used today. (The term ‘zero-coupon curve’ is synonymous with ‘discount curve’.) Moreover, Evan was the only swaps trader I was able to interview who worked during this time; most have long since retired.

The limited historical data that do exist, however, suggest that the yield-based approach was not abandoned in favour of the discount curve approach because the former produced wrong or incorrect prices for swaps, but instead because this approach only allowed a trader to hedge swaps on an individual basis, rather than at a portfolio level. Moreover, the yield-based technique was not able to ‘net’ off-setting derivatives cashflows in a straightforward manner. This is because each swap had to be valued individually, using a “very ad-hoc” process that Evan explained to me:

Evan: So suppose you had done, say, a five year swap five months ago, so that now it is a $4\frac{3}{4}$ year swap. And you wanted to calculate its PV [present value]. You would [...] observe in the market today the five year swap rate and the four year swap rate. Remember that the swap you’ve got on your book is $4\frac{3}{4}$ years, so you’ve got some interpolation to do to give you a par rate for a $4\frac{3}{4}$ year swap. And then you value your existing swap by thinking about the differences between the cashflows on your existing swap and the cashflows on
Chapter 6

Evan ends his explanation by saying that the primary advantage of these techniques were that they “could be done with a piece of paper and an HP-12C”, a pocket calculator that was widely popular in the financial markets at that time. A discount curve, by comparison, requires a more elaborate computer system.

These two features – portfolio-level hedging and netting of trades – became increasingly important as the market evolved from a structure in which banks played the role of arranging ‘matched deals’ between clients with exactly off-setting interests (such as the IBM-World Bank swap organised by Salomon Brothers that I mentioned in chapter 5) to its present structure where a set of dealer banks act as ‘market makers’ in Libor derivatives. To attract clients and offer a competitive bid/offer spread to them, a bank must be willing and able to perform what traders and quants call the ‘warehousing of risk’ (Hull, 1993), wherein a trader will collect a large volume of off-setting swaps in a book and only worry about hedging the residual interest rate risk that does not net out. Cooper indicates the appeal of the so-called ‘zero-coupon’ approach for swap dealers who first adopted it in the 1980s was that it was able to do exactly this:

Perhaps the most significant contribution of the portfolio approach is also vital to understanding the zero coupon method: namely, its ability to focus on all cash flows of similar maturity instead of focusing on any single cash flow. Each new cash flow is thrown into the hopper with tens, hundreds, perhaps even thousands of cash flows of similar maturity. The swap house is not concerned with the individual cash flow; rather it wants to net out the whole basket of cash flows. So the swap house establishes a grid of time frames: say, one week, one month, three months, six months, one year, 18 months, and so forth. For each grid, it values the net of the cash flows – whether incoming or outgoing – at a particular discount rate. (Cooper, 1987)

ISDA and the Legal Enforceability of ‘Netting’

As the above quote suggests, by pricing all of a bank’s linear interest rate derivatives in a single ‘hopper’, off-setting trades could be partially or in some cases entirely ‘netted’ away. It is here that the development of swaps valuation techniques intersects with several important contractual and institutional innovations that helped establish the legal status of ‘netted’ swap cash flows. Initially, the notion that one could ‘net’ a series of swap cashflows made with even a single counterparty (let alone across an entire swaps book) lacked a firm basis in English and American contract law, the two legal venues in which most early swaps and derivatives trading took place. According to American and English bankruptcy law, debtors to a bankrupt firm must usually still pay their debts to the bankrupt firm, even though the
process of bankruptcy enables the insolvent firm to eliminate many of its own debts. However, this feature of bankruptcy law creates a problem for long-term bilateral contracts such as interest rate swaps: if one party to an interest rate swap defaults on the swap and declares bankruptcy, it is quite likely that its counterparty will be required to keep paying their leg of the swap until its maturity date even though it will likely never receive another payment from the bankrupt firm. As Riles (2011) notes, this feature of bankruptcy law means that the concept of ‘netting’ cashflows that are made with a single counterparty – assumed to be possible within the ‘zero-coupon’ approach to swaps pricing – is on rather weak legal footing.

The legal enforceability of ‘netting’ came with the development of the ‘ISDA Master Agreement’ by the International Swap Dealers Association in 1991 and subsequent efforts by this organisation in lobbying major governments to change their bankruptcy laws to give priority to such netting agreements during the liquidation of a firm’s assets (Riles, 2011). As a consequence, in the mid-1980s the major swap dealers formed a trade organisation called the International Swap Dealers Association to develop a set of standardised contracts – most notably the ‘ISDA Master Agreement’ – to standardise the structure of swap contracts and to reduce uncertainty over the legal treatment of swap obligations for dealers and clients operating in different legal jurisdictions. The use of a Master Agreement effectively established that all swaps negotiated between those two parties were part of a single, unified legal contract, which allowed for the ‘netting’ of opposite swap cash flows. Thus, market participants could be confident that two swaps struck with the same counterparty with present values of +£10 million and negative −£9 million would net out to a single payment of +£1 million. This ‘netting’ provision significantly reduces the legal risk that the non-defaulting counterparty faces by preventing a bankrupt firm from “cherry picking” which swap obligations to honour to its counterparties. Yet, ISDA’s efforts were not limited to the technical legal work of designing standardised contracts. As Riles (2011) notes, the legal enforceability of the ISDA master agreement crucially depended upon work by ISDA and its constituents in lobbying governments to change their bankruptcy laws to give priority to such netting agreements during the liquidation of a firm’s assets.

Discount Curves and Risk Sensitivities

Miron and Swannell (1991, ch. 8), who describe the technicalities of the zero-coupon approach to pricing in considerable depth, also indicate another attractive feature of the technique: it could be used to calculate a series of ‘Deltas’ for a portfolio of swaps that capture the sensitivity of the portfolio’s value to changes in the major maturity points along the discount curve (e.g. 1 year, 3 years, 5 years, etc.), much as an options trader using the Black-Scholes model would

---

8Riles (2011) examines these developments in her ethnography of ‘back office’ personnel in a Japanese dealer bank, while Flanagan (2001) provides an insider’s perspective on the role of ISDA in the early years of the swaps and derivatives markets.
calculate the Delta for an option. (Recall from chapter 5 that ‘Delta’ measures the sensitivity of a derivative to changes in the prices of the underlying instruments.) Having calculated these Deltas, a swaps trader could then straightforwardly hedge her swaps book by entering into spot-starting FRAs or swaps with notional amounts that are chosen to cancel out these risks (Miron and Swannell, 1991, pg. 143). By comparison, while the yield-based approach to swaps pricing allows one to calculate the sensitivity of each individual swap to changes in its yield-to-maturity (a calculation that bond traders call ‘DV01’ or equivalently ‘PV01’), one cannot calculate a set of ‘risk sensitivities’ for an entire book of swaps.

**Curve ‘Stripping’ and the Tacit Knowledge of Quants**

The zero-coupon technique gives a set of mathematical relationships that allows one to price and hedge an entire book of swaps or FRAs using a single discount curve. However, by themselves, these relationships do not specify how a discount curve should be constructed, and it turns out that there are a variety of ways that this discount curve could be specified which are consistent with no-arbitrage pricing theory itself. A trader could, for instance, develop an interest rate model that estimates the ‘fundamental’ prices of these discount bonds using historical data on the behaviour of interest rates. In practice, I am told, that rarely, if ever, happens. Instead, the standard practice is to calibrate the discount curve to the market prices of swaps and other liquid linear instruments.

This calibration process occurs first by ‘stripping’ a set of discount bond prices from the prices of instruments that are regularly quoted in the market and then ‘interpolating’ (e.g. ‘fill in the gaps’) between these discount bond prices to create a curve that can be used to value any swap in a trader’s swap book. I have illustrated this process in figure 6.2. Evan explained to me the basic process by which a discount curve is produced or ‘stripped’ by a bank’s linear products desk. The process begins with a set of ‘par rates’, which is another word for rates within the ‘spot-starting’ (that is: instruments which take effect immediately rather than at some future date) column of the forward Libor and swap curves. From there, a swaps trader will incorporate his own views on the appropriate value of these rates by evaluating informa-

---

9See: Sadr (2009, pg. 11).

10To see what an alternative might look like, we must skip ahead to chapter 7. In that chapter, I mention that the price of a discount bond can be expressed as the discounted expectation of the ‘short rate’ under the risk-neutral probability measure $Q$:

$$P(t, T) = E^Q \left[ e^{-\int_t^T r(s) ds} | F_t \right]$$

Consequently, if one were to estimate a model for this short rate process $r(s)$ using econometric techniques applied to historical data on the behaviour of interest rates, one could then value a book of swaps. This, in fact, is the approach developed by Duffie and Singleton (1997), who acknowledge that their approach is a “model-based alternative” to the calibration-based approach used by “many commercial and investment banks” (Duffie and Singleton, 1997, pg. 1288) which I describe here.

11I follow the general usage of the term ‘calibration’ used by Gibbs and Goyder (2012). They note that while the term ‘calibration’ is usually reserved for the process of setting the parameters of a dynamical model (e.g. those used to price vanilla and exotic options), building a discount curve amounts to a special case of calibration in the sense that one is choosing the parameters of a model – in this case, the values of the discount curve at each point in time – so that it is capable of reproducing the prices of market instruments.
tion from quotes providing by interdealer brokers and his own beliefs about the likely future value of FRAs and swaps. Thus, “his own price for a seven year swap might be shaded to be a tiny bit higher”. Finally, a computer algorithm that has been developed by a derivatives quant will take these key par rates and build what Evan calls a ‘curve object’ – that is, a continuous discount curve – by filling in the gaps between this discrete set of par rates. In Evan’s words:

Evan: The way I’ve seen that work is that the quants will have written C++ code to strip a – which needs to take the inputs of your points on the curve – and will create and be able to publish some sort-of curve object. The rates traders will then write a spreadsheet which uses their own heuristics to come up with the par curve, and then some cell on that spreadsheet will be calling the quant’s code to do the publication of the curve – of the ‘built’ curve, if you’d like – which other people can subscribe to. So, the rates trader might have a view about how he likes to [infer] the par curve. He might be able to see on the broker’s screen or have his own view. If he’s a market maker, he can see all the brokers’ screens. But his own price for a seven year swap might be shaded to be a tiny bit higher because he’s looking to pay at that point on the curve. So you might see that the trader has written a spreadsheet incorporating how he likes to infer the par curve. You’ve then got a formula calling an add-in function written by his quant desk which points to all these cells where he’s got his par curve. And when the spreadsheet recalculates, that will call the C++ code written by the quant which will by some technical process publish that curve, which then other desks can subscribe to.

The design of a calibration algorithm, however, involves choices that require tacit judgment and knowledge. As Evan’s quote suggests, the first choice that a trader (or a quant working for her) must make is to decide on a set of par rates that are used as ‘inputs’ to the curve building process. The exact choices made for constructing such a curve seem to come down to personal preference on the part of quants and traders, but there seems to be widespread consensus among market practitioners that quoted Libor rates should be used for what practitioners call ‘the short end of the curve’ (for maturities between 1 day and anywhere up to 3 months and 1 year), while quoted prices for Eurodollar futures in 3 month increments should be used for the mid-section of the curve (for maturities up to 5 years). Finally, the quoted fixed rates for fixed/floating interest rate swaps should be used for the curve’s ‘long end’ (for maturities up to 30 years) (Andersen and Piterbarg, 2010; Brigo and Mercurio, 2006; Ron, 2000).

Second, having ‘stripped’ a discrete set of discount factors, a computer program will need to use an interpolation algorithm to ‘fill in the gaps’ between individual points on the curve, thus transforming the discrete set of discount factors given by market data into a smooth discount curve that could be used to value any vanilla interest rate derivative.

Indeed, later in our interview, Evan explained to me that there are a number of distinct choices that traders and quants can make in terms of how one interpolates the discount curve, and in his experience these often differ in subtle ways between banks:

Evan: You did need to have some degree - a decent degree - of correspondence between the models you had in your systems or your library, and the models they had in theirs. And one of the important things was, ‘How do you interpolate the discount factor?’ […]

Spears: How do - how do you turn that into a continuous curve...?
Evan: Yeah. And there are a whole bunch of choices you can make. You could linearly inter-
polate the discount factors if you wanted to - that would be quite a bad choice, though. [...] 
And so the interpolation method matters - and the interpolation of discount factors matters. 
And that probably was one of the two things that might drive differences between banks’ 
valuations. You know, these differences would never be particularly large, but you know, it 
might be equivalent to a basis point or two basis points on the swap yield. Something like 
that. And how big those differences would be - how important the choice of discount factor 
interpolation probably depends upon how steep the yield curve is at that particular time. 
And how far off market this swap is.

As Evan suggests, there are a number of different choices that quants and traders can make 
in terms of how this interpolation is done. Moreover, these differences can create differences 
in terms of how different banks value their swaps. As a consequence, model calibration is 
not simply the routine application of formal rules, but instead involves tacit knowledge and 
judgment on the part of traders and quants.

For instance, Hagan and West (2006) is a popular technical reference among quants and 
traders (Evan mentioned it to me during our interview) that covers many of the possible 
curve interpolation techniques that can be used by derivative dealers in building their dis-
count curves. What is especially interesting to note is the criteria that Hagan and West claim 
that one should use when “judging a curve construction and interpolation method” (Hagan 
and West, 2006, pgs. 90-91). The algorithm should “converge sufficiently rapidly”, reflecting 
the importance of speed in derivatives modelling. Another criterion they mention is “stabil-
ity”: traders use the resulting discount curve to hedge swaps and other derivatives, and one 
cannot put much faith in the accuracy of a curve that shifts wildly with small changes in the 
input par swap and Libor rates. Finally, a desirable feature is that the hedges are “local”: in 
other words, does the chosen interpolation technique ensure that one is able to delta hedge the 
portfolio with a discrete set of maturity points, or does this risk “leak into other regions of the 
curve”. Of course, these criteria of what makes a “good” interpolation scheme are not neces-
sarily universal, and traders and quants often have different preferences. ‘Nathan’, a quant I 
interviewed prior to Evan, also emphasised the importance of these choices.

Nathan: The way you construct the [discount] curve has a phenomenal impact on the way 
you see the risk to changes in the level of the [discount] curve [...] So, for instance, if you 
use a bootstrap methodology, in which you go to progressively to set different levels of 
rates, your discount function representation will produce risk which is very different to the 
risk produced by differently specified discount functions. [...] So, traders will often ask a 
question: “I traded a ten year swap. Why on earth do I have a sensitivity to a nine year swap 
in my book?” Well, that’s what it *should* be, because the object is the *curve* - going back 
to the notion of infinite dimensional diffusions. What moves over time is not one point on 
the curve; the entire curve moves. So, it should be sensitive to the entire curve.

However, Nathan’s views seem to reflect his mathematical background, and particularly the 
theoretical idea that a discount curve is a continuous object, rather than a discrete collection 
of points. From this perspective, an interpolation algorithm that enforces a high degree of 
‘localness’ of the hedges might be seen as more of a bug than a feature.
In emphasising these different viewpoints, I do not wish to suggest that any of these individuals are right or wrong. Instead, I wish to emphasise the more fundamental point that these choices inevitably require tacit judgment, knowledge and experience of traders and quants alike. Indeed from one point of view, a bank’s linear products desk suffers an analogue to the classic philosophical problem of underdetermination with respect to building and interpolating their discount curves (Newton-Smith, 2001, pg. 532). Philosophers have long understood that empirical data alone is rarely sufficient on its own to decide between rival hypotheses or theories on wholly logical grounds. In fact, on the grounds of logic alone, any finite number of observations is compatible with an infinite number of distinct hypotheses. Newton-Smith provides the classic thought experiment that illustrates the problem of underdetermination, and it is interesting to note the similarity between the logical problem he describes and the problem of stripping a continuous zero-coupon curve that is illustrated in figure 6.2:

Imagine a finite number of dots on a page of paper representing the available evidence. It will always be possible to draw more than one curve connecting the points. How do we decide which curve or theory to adopt? (Newton-Smith, 2001, pg. 532)

How do scientists decide between rival theories and hypotheses? Such decisions are made, in part, through a combination of tacit knowledge and personal judgment.

6.2.3 Forward Curves and Discount Curves as Tools for ‘Distributed Cognition’

While swaps traders ‘produce’ forward curves and discount curves in the course of making markets in FRAs and swaps, these model objects are also important modelling inputs for options and exotics traders, as I will explain later in this chapter. This is due to the fact that these objects fundamentally represent the cost of borrowing and lending money in the Eurocurrency markets, and hence, the price that banks face to finance a ‘hedging portfolio’ that is used to delta hedge a book of Libor derivatives. Moreover, these costs change over the lifespan of a derivatives contract, due to the fact that these curves turn, twist, and shift as interest rates change in response to a variety of factors, such as changing expectations about the health of the economy or monetary policy actions by central banks. Consequently, in many cases the future movement of this discount curve – or equivalently, a set of forward Libor or swap rates – must be modelled explicitly in order to arrive at the price of many exotic Libor derivatives. Indeed, this is the purpose of the ‘term structure models’ whose development I examine in chapters 7 and 8. Quants who build models for pricing vanilla options and exotic Libor instruments use the discount curve as a fundamental modelling building block.

As a consequence, these desks can usually ‘subscribe’ to the model objects produced by the linear products desk.  

Sadr (2009, pg. 124) explains that a Libor discount curve is needed to build the ‘implied volatility surfaces’ that
Evan: Well, I think the typical organisation would be that you have a linear products desk - the rates traders as they might be called today - and they will be responsible for publishing in real-time a discount curve, or just a curve. And then options traders or exotics traders would be able to, you’d use the phrase ‘subscribe to that curve’. So the curves used by their computers would be updated in real time from the curves being published by the rates desk. So, that involves software which operates in real time with some sort-of communications protocol.

Forward curves and discount curves should therefore be understood not merely as important conceptual objects within the theories and models that Libor derivatives quants use, but key components to a large and elaborate system of what Hutchins (1995) calls ‘distributed cognition’, which largely corresponds to Callon and Muniesa’s (2005) distributed view of market action. This form of coordinated action is also consistent with Stark’s (2009) concept of “heterarchy”, “an organisational form of distributed intelligence in which units are laterally accountable according to diverse principles of evaluation”.

In the remainder of this chapter, we will see that this system of distributed cognition extends further, as vanilla options traders also produce a set of prices (in the form of ‘implied volatilities’) that are used as inputs for the modelling of exotic Libor instruments. Moreover, the construction of these implied volatilities depends on the forward and discount curves as inputs.

6.3 The Vanilla Options Desk: a ‘Price Taker’ in Rates; a ‘Price Maker’ in ‘Volatility’

Whereas the linear products desk is responsible for making markets in FRAs, swaps and other linear products, a bank’s vanilla options desk is instead responsible for making markets in options written on these instruments; most notably caps, swaptions, and CMS spread options. (Chapter 5 includes a description of these financial instruments.) Traders working on this desk must be prepared to quote prices for these instruments to the bank’s clients via the bank’s sales team. And like traders on the linear products desk, vanilla options traders also trade frequently with other dealer banks via interdealer brokers, in addition to exotics traders at their own institution who use vanilla options to ‘vega hedge’ their own exotics trades. A bank’s vanilla options desk occupies an intermediate position on the trading floor insofar as it trades with at least two other trading desks within the bank itself. First, traders at this desk often trade ‘downward’ by entering into FRAs and swaps with the bank’s linear products desk in order to ‘delta hedge’ residual exposures that exist on their books. Second, they trade ‘upward’ with exotics traders who often enter into caps, swaptions, and CMS spread options with the vanilla options desk in order to ‘vega hedge’ their own sales of exotic Libor instruments to clients.

are produced and used by vanilla options traders.
While FRA and swap traders initially appropriated valuation practices from the bond markets before developing their own, traders of caps and swaptions were instead deeply influenced by the options pricing model developed by Black and Scholes, despite the presence of alternative approaches to pricing these instruments, such as the ‘short rate’ models I examine in chapter 7. According to Rebonato (2002, pgs. 6-7), in the earliest years of the interest rate derivatives markets there were a number of competing variations of the Black-Scholes approach that were applied to these instruments, but traders in these markets eventually appropriated and modified a variant of the Black-Scholes model that Fischer Black developed in 1976 to price options on commodities to price and hedge caps and swaptions. The quants I interviewed told me that while traders have largely abandoned the Black model as a tool for pricing and hedging options, the pricing formula produced by the model remains an essential tool with which options traders quote and communicate prices for options. As ‘Robert’, a quant at LambdaBank put it to me, “the Black model became kind-of a language [...] it’s not that they believe in the model; they just use it to translate prices into another parameter, which is volatility.” Moreover, as I explain later in this chapter, the Black formulae for caps and swaptions are used to produce an important set of model objects – ‘implied volatility surfaces’ – to which exotics traders calibrate their models, and as we will see in chapter 8, has also deeply influenced the development of models that are used to price these exotic Libor derivatives.

6.3.1 Historical Path Dependence and the Black Model

The development and use of the Black (1976) model in the Libor options markets is sociologically interesting in its own right, and echoes a familiar story from the sociology of scientific knowledge about the historical contingency of scientific and technological practices and how they often proceed prior to theoretical explanation and justification. Fischer Black, co-developer of the famous Black-Scholes model, initially developed the Black (1976) model to price options on commodities, which have certain characteristics that make the use of the original Black-Scholes model inappropriate for these instruments. Black’s commodity options model was later appropriated by Libor options traders in the mid-to-late 1980s, but many practitioners, particularly academically-oriented quants and financial mathematicians – believed then that its application to interest rate derivatives was problematic, and even logically

---

13Rebonato (2002, pgs. 5-6) discusses some early alternative approaches, including the direct use of the original Black and Scholes (1973) model for where the underlying asset is a discount bond, and an approach where the yield of a bond was treated as an underlying asset. In his personal memoir, Derman (2004, pgs. 152-3) also discusses an early lognormal yield adaptation of the Black-Scholes model that was used at Goldman Sachs in the late 1980s.

14This has been an important theme in work written by science and technology policy scholars who criticise the so-called ‘linear model’ of innovation, which naively presumes that scientific understanding is a necessary and sufficient pre-requisite to the development of new technology (c.f. Kline and Rosenberg, 1986; Mowery and Rosenberg, 1979). Mokyr (2002) gives several prominent examples in which technological breakthroughs preceded a theoretical understanding of the scientific principles involved. These include the development of the Bessemer steelmaking process in 1856, whose inventor lacked anything more than a rudimentary knowledge of chemistry and metallurgy, and the development of the steam engine, which historically preceded Sadi Carnot’s development of thermodynamics in 1824.
contradictory. Its use for these products was only later justified in a manner that quants find theoretically convincing with the development of the Libor and Swap Market Models in the late 1990s, which I examine in chapter 8.

The problem with pricing commodity options with the original Black-Scholes model which Fischer Black sought to address is the following: Unlike stock prices, prices for commodities (e.g. grain and wheat) tend to behave non-randomly. They are affected, for instance, by seasonal changes in supply that tend to be predictable. According to Black (1976, pg. 167), these non-random patterns are not indicative of risk-free arbitrage opportunities, since they tend to arise from the fact that it is costly to store physical commodities, unlike financial instruments. However, the presence of non-random behaviour is inconsistent with the assumptions of the original Black and Scholes model, which assumes that the spot price of the underlying asset follows a lognormal Brownian motion. Black’s solution to this problem was to build an options pricing model in which the underlying price is the forward price for a commodity, which he argued is unlikely to be affected by these seasonal factors (Black, 1976, pgs. 167-8).

According to Black, because the forward price of a commodity must converge to its spot price on the forward’s expiry date in the absence of risk-free arbitrage (Black, 1976, pg. 169), by modelling the forward price of an asset as a geometric Brownian motion one can price the same type of options (e.g. calls and puts on a future spot price) using this approach. However, by modelling a forward price instead of a spot price, one must make some adjustments to the original Black-Scholes model, since it generally costs nothing to enter into a forward contract, whereas buying an underlying asset at the spot rate entails a payment in the present period. After making these adjustments, Black provided the following pricing formula for commodity options in his paper (Black, 1976, pg. 177):

\[
W(t) = e^{r(T-t)} \left[ X(t,T) \Phi(d_1) - K \Phi(d_2) \right] \\
\]

\[
d_1 = \frac{1}{\sigma \sqrt{T-t}} \left[ \ln \left( \frac{X(t,T)}{K} \right) + \frac{\sigma^2}{2} (T-t) \right] \\
d_2 = d_1 - \sigma \sqrt{T-t}
\]

where \( W(t) \) is the no-arbitrage price of the commodity option, \( X(t,T) \) is the forward price at time \( t \) to purchase the commodity at time \( T \), \( r \) is the annualised risk-free rate of interest, \( T \) is the maturity date of the option, \( K \) is the option’s strike price, and \( \Phi(.) \) is the cumulative distribution function for a normally distributed random variable.

Like the Black and Scholes model, the Black (1976) model assumes the existence of a constant risk-free rate of interest denoted by \( r \), which corresponds to the annualised interest

\[\text{Confusingly, in his original paper, Black refers to what Libor traders call the ‘forward price’ at any particular point in time as the ‘futures price’ of a commodity. Instead, Black uses the term ‘forward price’ to refer to the price specified in a particular forward contract, which Libor derivatives quants call the ‘fixed rate’, in the case of a FRA.}\]

\[\text{I have made some adjustments to Black’s original notation to facilitate comparison to the Black formulae for caps and swaptions given in equations 6.2 and 6.3.}\]
earned by making deposits into a risk-free bank account. When cap and swaptions traders appropriated the Black (1976) model, they essentially replaced the commodity forward price \( X(t, T) \) in equation 6.1 with the forward Libor or swap rate, denoted by \( F(t, T_1, T_E) \) or \( S(t, T_1, T_E) \), respectively. Moreover, they replaced the non-random discount factor \( e^{r(t-T)} \) with an equally non-random quantity: the sum of the prices of a sequence of discount bonds which correspond to the payment dates of the underlying Libor rates or the underlying swap, scaled by the appropriate day-count fraction and the notional principal of the cap or swaption. This leads to the so-called Black formulae for caps/floors and swaptions. For example, the Black formula for caps is given by (Brigo and Mercurio, 2006, pg. 17):

\[
\text{Cap}(t) = N \sum_{i=2}^{E} P(t, T_i) \tau(T_{i-1}, T_i) \left[ F(t, T_{i-1}, T_i) \Phi(d_1) - K \Phi(d_2) \right]
\]

\[
d_1 = \frac{1}{\sigma_{F_i} \sqrt{T_{i-1} - t}} \left[ \ln \left( \frac{F(t, T_{i-1}, T_i)}{K} \right) + \frac{\sigma_{F_i}^2}{2} (T_{i-1} - t) \right]
\]

\[
d_2 = d_1 - \sigma_{F_i} \sqrt{T_{i-1} - t}
\]

where \( \sigma_{F_i} \) represents the volatility of each of the forward Libor rates \( F(t, T_{i-1}, T_i) \) underlying the cap. Thus, according to equation 6.2, the price of an interest rate cap can be determined by summing together the value of a sequence of individual ‘caplets’, each of which represents an option on a particular forward Libor rate \( F(T_{i-1}, T_i) \) and which is discounted by the price of a discount bond that matures on the maturity date of that particular forward Libor rate. This resulting sum is then multiplied by the notional principal amount to arrive at the price of the cap.

The Black formula for payer swaptions is, by comparison, given by (Brigo and Mercurio, 2006, pg. 20):

\[
PS(t) = N \sum_{i=2}^{E} P(t, T_i) \tau(T_{i}, T_{i-1}) \left[ S(t, T_1, T_E) \Phi(d_1) - K \Phi(d_2) \right]
\]

\[
d_1 = \frac{1}{\sigma_S \sqrt{T_1 - t}} \left[ \ln \left( \frac{S(t, T_1, T_E)}{K} \right) + \frac{\sigma_S^2}{2} (T_1 - t) \right]
\]

\[
d_2 = d_1 - \sigma_S \sqrt{T_1 - t}
\]

where \( \sigma_S \) represents the volatility of the single forward swap rate \( S(t, T_1, T_E) \) underlying the payer swaption.\(^{17}\) The careful reader will note that unlike the Black cap formula, the swaption formula gives the price of a swaption as being equal to a single option written on a single forward swap rate, which is then discounted by a series of discount bonds which represent the payment dates of that underlying swap.

\(^{17}\)Similar formulae can be derived for the prices of floors and receiver swaptions as well. See: Brigo and Mercurio (2006, pg. 17) and Brigo and Mercurio (2006, pg. 20).
The apparent logical inconsistency arises from the following issue: In the original model, Black assumed that the evolution of the forward price of a commodity contract $X(t, T)$ is statistically independent from the numéraire asset, given by the rate of interest $r$ on cash deposited into a bank account. This assumption leads directly to the further assumption that $X(t, T)$ follows a lognormal Brownian motion, and is thus crucial to the derivation of the options pricing formula itself. In the case of commodity options, this is arguably a reasonable assumption given that changes in market interest rates are unlikely to affect commodity prices in any direct fashion. By contrast, the quantities that cap and swaption traders replaced these original values with – namely forward rates for the ‘underlying’ and discount bond prices for the numéraire – are instead very likely to be correlated with each other: indeed, in section 6.2.2, I mentioned that forward rates could be explicitly re-written in terms of discount bond prices. Thus the contradiction: if one wishes to assume that a forward Libor or swap rate follows a lognormal Brownian motion, then it would seem that one would also need to model the relationship between the forward rate and the numéraire asset, which the Black formulae for caps and swaptions assume are independent. An early version of John Hull’s popular textbook Options, Futures and Other Derivatives confirms that this weakness of the Black model has not arisen merely from hindsight bias on the part of present day quants and traders. Hull considers the Black model for caps and swaptions as a “simple model” that is “commonly used” by practitioners but which:

[... ] can also be criticised for being inconsistent in its treatment of interest rates. The rate [...] which is used for discounting is assumed to be constant. But the forward rates [...] are assumed to be stochastic (Hull, 1993, pg. 376).

As we will see in chapter 7, by the mid-to-late 1980s, derivative quants and members of the trading community had produced a number of modelling techniques that could be used to price caps and swaptions that were theoretically consistent with no-arbitrage pricing theory. Most notably, the Vasicek (1977) and Cox et al. (1985) short rate models had been published and by 1989, Jamshidian had derived closed-form solutions for bond options using Vasicek’s model. Why, then, did Libor options traders standardise around the ‘theoretically inconsistent’ Black formula, rather than adopt one of these alternative theoretically sound models?

The answer to this question is complex and to some degree unknowable, however a partial answer may lie in the practical issue of hedging. While these short rate models were capable of calculating prices for instruments such as caps and swaptions, until the 1990s they had not yet been modified in such a way that they could fit an arbitrary discount/yield curve, which is what is needed to use these models for the purpose of delta hedging a cap or a swaption. It is possible, then, that if these developments in short rate modelling had come prior to the development of the Black (1976) model, cap and swaption traders may have never coordinated

---

18Brigo and Mercurio (2006, pgs. 197-8) provides an overview of the informal but inconsistent derivation that practitioners used in early years of these markets.
on using the Black model as the ‘standard’ approach to pricing caps and swaptions. I address this question in much more depth in chapter 7.

This decision made by the trading community turned out to be crucial in shaping the development of later modelling practices that were used not only in the markets for caps and swaptions, but also in the exotic interest rate derivatives markets. It is also the clearest example of path dependence of financial modelling practices. Piotr Karasinski – a quant who developed one of the interest rate term structure models I examine in chapter 7 – explained to me that the Black model (what he refers to as a ‘lognormal’ model below, referring to the fact that the underlying in the Black (1976) model follows a lognormal Brownian motion) became deeply embedded within the systems that dealers used to produce prices:

Karasinski: So, since they [vanilla options traders] used the [Black] model, by definition market prices were produced by the model. It’s not that people were actually thinking, ‘when the rates are lower, my lognormal volatility should go up’. The market was made by the systems. And because in the systems there was only the Black model available, market prices were quoted according to the lognormal model.

As a consequence, an important criteria by which term structure models came to be evaluated was the degree to which they could be made to ‘match’ the prices of caps and swaptions that were produced by the Black formula, a fact that Karasinski confirmed to me during my interview with him. Indeed, according to Brigo and Mercurio (2006, pg. 86) – a popular interest rate modelling textbook – the model that Karasinski co-developed with Fischer Black developed in 1991 (Black and Karasinski, 1991) remained popular with traders for many years precisely because it also modelled interest rates according to a lognormal process, and hence could more easily fit the quoted prices of caps and swaptions. (I discuss this model in more detail in chapter 7.)

6.3.2 ‘Implied Vols’ and the Communicative Practices of Options Traders

In addition to being used as a model for pricing and hedging caps and swaptions, the Black formula also came to be embedded in the communicative practices of traders. It became – and remains – common for traders to quote and communicate option prices in terms of a ‘Black implied volatility’: for a given underlying forward or swap rate, maturity date and strike price for the option, this refers to the value for the Black model’s volatility parameter – $\sigma_F$ for Black’s cap formula or $\sigma_S$ for the swaption formula – that causes the formula to produce the intended price for the cap or swaption. According to Sadr (2009, pg. 132), in recent years, another variant of the Black formula which assumes that the underlying rate follows a normal – rather than a lognormal – distribution has also become popular as interest rates have fallen.

---

19MacKenzie and Millo (2003) note that this practice also took hold in the equity derivatives markets, where it first originated, while MacKenzie and Spears (2014a,b) explain how the Gaussian Copula model came to be used in a similar fashion in the credit derivatives markets.
to historically low levels. Moreover, both Sadr (2009) and Andersen and Piterbarg (2010, pg. 776) claim that this ‘normal’ variant of the Black formula has also become the market-standard formula for quoting the prices of CMS spread options.

Traders find that quoting options prices in terms of implied volatility is useful because it has a more economically informative meaning than the option price itself, as it is an expression of the market’s belief about the volatility of the underlying forward Libor rate $F(t, T_{i-1}, T_i)$ or forward swap rate $S(t, T_0, T_M)$. Moreover, as Sadr (2009, pg. 124) explains, it allows a trader to easily evaluate the “fairness” of an option, in the same way that a bond trader can quickly assess the ‘fairness’ of a bond’s price by examining its yield-to-maturity. The use of the Black formula in this capacity, as Brigo and Mercurio note, represents a major shift in thinking about what options fundamentally are:

When approaching the interest-rate option market from a practical point of view, one immediately realised that the volatility is the fundamental quantity one has to deal with. Such a quantity is so important that it is not just a sheer parameter, as theoretical researchers are tempted to view it, but it becomes an actual asset that can be bought or sold in the market (Brigo and Mercurio, 2006, pg. 86).

The transformation of volatility from a parameter into an asset has shaped how options are quoted and traded. According to Sadr (2009, pg. 124), options traders most frequently quote and trade at-the-money ‘straddles’. As I mentioned in chapter 5, buying or selling a ‘straddle’ involves the simultaneous purchase or sale of a cap and floor with the same strike, or alternatively, a payer and receiver swaption with the same strike. The payoff profile of straddles – illustrated in figure 5.4 of chapter 5 – allow vanilla options traders to trade the ‘volatility’ of Libor or swap rates, without taking a position on the direction those rates will move in the future. This is consistent with the organisational division of labour which exists between the swaps and options desk: whereas the first takes and manages interest rate risk, the latter is “in the business of taking and managing volatility risk” (Sadr, 2009, pg. 124). As we will see in the next section, this communicative practice has also had a significant impact on the development of models for exotic interest rate derivatives. Most notably, the quoted Black implied volatilities for caplets and swaptions become inputs for the volatility parameters in the stochastic differential equations of the Libor and Swap Market Models.

This brings us to the set of model objects that are produced by a bank’s options desk: implied volatility ‘surfaces’, with which the prices of options are quoted to clients, interdealer brokers – and most importantly for the purposes of this thesis – traders working on the bank’s exotics desk. A hypothetical example of such a ‘surface’ is illustrated in figure 6.3, which is

20A lognormally distributed random variable cannot take negative values. Moreover, lognormal models generally struggle to model the movement of interest rates that are close to the zero boundary. So-called ‘normal’ models, by contrast, allow for negative quantities and thus have become more popular in recent years.

21While the difference between two lognormally distributed random variables can take on negative values, using a lognormal model with a CMS spread option requires one to model two volatilities (for each of the constituent rates) and the correlation between them. With a normal model, by contrast, one can model the spread of the rates directly, which only requires a single volatility input.
how market participants might see the quoted prices for at-the-money swaptions in a given currency. (Because swaptions are defined by both a tenor and a maturity date, one would need an additional matrix of prices to show the implied volatilities for swaptions for each additional strike.) The values in this table would be produced by taking the quoted prices for swaptions of a certain type and then determining the value for the $\sigma_S$ of the Black swaption formula that causes the formula to produce those prices. Producing a matrix of implied volatilities

<table>
<thead>
<tr>
<th>mat/tenor</th>
<th>1y</th>
<th>2y</th>
<th>3y</th>
<th>4y</th>
<th>5y</th>
<th>6y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1y</td>
<td>6.7</td>
<td>13.3</td>
<td>15.5</td>
<td>15.7</td>
<td>15.6</td>
<td>15.5</td>
</tr>
<tr>
<td>2y</td>
<td>11.9</td>
<td>14.8</td>
<td>16.2</td>
<td>16.2</td>
<td>16.1</td>
<td>15.9</td>
</tr>
<tr>
<td>3y</td>
<td>16.7</td>
<td>17.1</td>
<td>17.2</td>
<td>17.0</td>
<td>16.8</td>
<td>16.6</td>
</tr>
<tr>
<td>4y</td>
<td>18.5</td>
<td>18.2</td>
<td>17.9</td>
<td>17.7</td>
<td>17.4</td>
<td>17.2</td>
</tr>
<tr>
<td>5y</td>
<td>18.9</td>
<td>18.4</td>
<td>18.2</td>
<td>18.0</td>
<td>17.7</td>
<td>17.5</td>
</tr>
<tr>
<td>6y</td>
<td>18.9</td>
<td>18.3</td>
<td>18.1</td>
<td>17.9</td>
<td>17.6</td>
<td>17.5</td>
</tr>
</tbody>
</table>


like one illustrated in table 6.3 however cannot be performed without using both a discount curve and a forward swap curve as inputs: indeed, Black’s swaption formula given in equation 6.3 depends on both of these quantities in order to produce a price for a swaption, and thus, its implied volatility. As a consequence, the numerous choices that quants make with respect to how they ‘strip’ and interpolate the bank’s discount curve – a set of choices that are ineluctably tacit in nature – will affect the implied volatilities that are produced by the options desk. Indeed, Sadr makes this clear in his textbook on Libor derivatives pricing:

The calculated implied vol is then not only a function of the quoted prices, but also of how the Libor curve is constructed. Every trading shop on the street has their own curve building mechanism, with enough minor variations and nuances so that starting from the same option price, each will get a similar – but not exactly identical – implied vol (Sadr, 2009, pg. 124).

Because of these differences, traders working at different banks who are trading with each other can ‘see’ different implied volatilities and at-the-money Libor and swap rates when negotiating a trade. Indeed, Sadr explains that because of these differences, options traders usually agree on the price of an option first before negotiating the strike rate of the contract, whose value depends on the current forward Libor or swap curve:

When quoting ATMF [at-the-money forward] straddles, a price is agreed on, and the next step is to agree on the forward swap rate. Due to their curve differences, each side might see the ATM rate at slightly different values. [...] Here is a typical transaction... “Okay, I just bought $100m 1y-into-2y ATM straddles for 124 cents ($1,240,000). I see the forward rate as 5.256%, is that where you see it too?” “I see it as 5.242%. Let’s set it in the middle: 5.249%. Works for you?” “Okay. Done.” (Sadr, 2009, pgs. 133-4).

While the practice of quoting cap and swaption prices in terms of their ‘Black implied volatility’ has remained to this day, the Black model itself was, according to my interviewees
and written sources, gradually abandoned during the mid-to-late 1990s after the emergence of the ‘volatility skew’ in the interest rates markets beginning in around 1994. Like the Black-Scholes model the Black (1976) model assumes that the volatility of the underlying forward Libor or swap rate is constant with respect to the strike price \( K \) of the option. This prediction was approximately true in the early years of the interest rate derivatives markets, but following the 1987 stock market crash, a distinct volatility emerged first in the equity derivatives markets – a phenomenon that MacKenzie (2006) examined in his work on the ‘performativity’ of the Black-Scholes model – and then gradually spread to the interest rate derivative markets by the mid-1990s (Rebonato, 2004a, pgs. 222-6). Unfortunately, as ‘Kevin’, a quant at Alpha-Bank explained to me, the presence of this skew makes it difficult or even impossible to hedge a book of caps or swaptions without what is known as a ‘volatility smile model’, as each option in a trader’s book would essentially be priced using its own ‘model’, represented by the Black implied volatility for the option’s particular strike. According to Kevin, smile models are needed to consolidate risks on the option desk’s books: “That’s the only way this business works, is if I can consolidate hundreds of deals and hedge it with one.” Without such a model, “it’d be too expensive to hedge each individually; I’d just die” (Interview with Kevin).

As a consequence, few contemporary interest rate options traders seem to ‘believe’ that the Black model is an accurate description of economic reality, given that it assumes constant volatility with respect to the option’s strike price. Yet I must stress that the Black formula was – and still is – used as a convention for quoting interest rate options in terms of their ‘implied volatility’ long after the Black model was abandoned by traders. While this might at first seem to be logically inconsistent, ‘Daniel’, another interest rate quant I interviewed, explained to me why this is not the case:

Daniel: We need to make a distinction between Black’s formula and Black’s model. Black’s formula is a result of Black’s model. [...] A formula is a formula. So, it’s nothing more than a quotation mechanism. Forget about the way you derived the formula. You say, ‘I have a formula. That formula allows me to convert prices into what I call implied vols [volatilities]’. So, I can do that. So for each single strike, I invert the price with the same formula, and I get an implied vol. This is something that can be done, and it’s not inconsistent. [...] You define this mapping, you know, in a consistent manner. So this is consistent. This is not consistent, however, with the Black model, because the Black model implies that all options for a given maturity should be priced with the same implied volatility.

6.3.3 The SABR Model and the lasting influence of the Black Model

The Black model has influenced the vanilla Libor options markets in another way still: through the development of the so-called ‘smile models’ that are currently used by options desks to price/hedge these instruments in the presence of a ‘volatility smile. According to my interviewees and a number of written sources (c.f. Andersen and Piterbarg, 2010; Brigo and Mercurio,
2006; Sadr, 2009), for much of the last decade, most banks operating in the interest rate options market have used some variant of a model called ‘SABR’ to price and hedge caps and swaptions, which is an acronym for ‘Stochastic $\alpha$, $\beta$ and $\rho$’ - the Greek letters for ‘alpha, beta and rho’, the three parameters that are used to calibrate the model.

The SABR model was developed in the early 2000s by Hagan et al. (2002). According to one of the model’s developers whom I interviewed, at the time the model was developed in the late 1990s and early 2000s, banks were struggling to price caps and swaptions in the presence of the volatility skew. The dominant approach at the time was to construct a large ‘volatility cube’, a piece of computer software that organised all of the in-the-money, out-of-the-money, and at-the-money caps and swaptions in a trader’s book into a series of ‘buckets’ which would each be hedged separately. The problem was that for a given bank, one would end up having well-over 1,000 individual ‘buckets’ that had to be separately hedged. As that person explained to me,

Interviewee: You’d have fourteen hundred different buckets, and you can’t sort-of individually hedge each bucket - it’s too massive. [...] And so anything that simplified it was glommed onto immediately.

The fact that SABR was released to the trading community rather than kept as a proprietary model was, in part, due to a historical contingency: at the time derivative dealers were doing a significant amount of business trading caps and swaptions with high, out-of-the-money strikes. It just so happened that the model that was widely used at the time - what is called a ‘constant elasticity of variance’ (CEV) model - produced prices for these options that were unrealistically low. Consequently, rather than keeping the new model proprietary (as a bank would otherwise be inclined to do), there was a strong incentive to make SABR public within the trading community so that other banks would realise that they were pricing these instruments too cheaply. As the co-developer of SABR I interviewed explained to me:

Interviewee: It’s one thing to say, “This deal is worth 50 bps” when everyone else says it’s eight. If they still say it’s eight two years later, you’re gonna have to sell it at eight. If you’re the only person who thinks it’s worth fifty, then guess what? It ain’t worth fifty.

The lasting influence of the Black model is evident in the design of SABR: it prices caps and swaptions according to their respective versions of the Black formula (given in equations 6.2 and 6.3), but adjusts the volatilities of the Black model in such a way that it can capture the ‘volatility smile’ phenomenon. In the original paper, Hagan et al. did not provide an exact closed form solution for these implied volatilities, but instead provides a closed-form approx-

\footnote{Like all lognormal models, SABR is not well-suited to operate in a low interest rate environment. Thus, several of my interviewees told me that in the last five years, banks have been forced to develop adaptations to the SABR model (many of which remains confidential), or in some cases were forced to abandon it outright. See: Carver (2013) for a discussion of these issues.

\footnote{The original paper outlining the SABR model was written by Hagan et al. (2002). Sadr (2009, pg. 138) claims that “The current skew model of choice is the SABR model”. Brigo and Mercurio (2006, pg. 508) state that “the SABR model [...] is widely used in practice [...]”}

\n
imation which is now referred to as the ‘Hagan Approximation’ among quants. According to this approximation, at-the-money swaptions are priced according to

\[ \sigma_S(K) = \frac{\alpha}{S(1-\beta)} \left\{ 1 + \left[ \frac{(1 - \beta)^2}{24} \frac{\alpha^2}{S^2(1-\beta)} + \frac{1}{4} \frac{\rho \beta a V}{S(1-\beta)} + \frac{2 - 3 \rho^2}{24} V^2 \right] T_E + \ldots \right\} \]

where \( \alpha, \beta, \rho \) are model parameters and \( S = S(T_1, T_E) \) is the at-the-money swap rate. Out-of-the-money options have their own approximation formula, which I have omitted because it is rather long.

To understand why the ‘Hagan Approximation’ is useful to options traders, one must keep in mind the fact that I mentioned previously: vanilla options traders tend to communicate prices of these instruments to each other via Black implied volatilities. Thus, a trader who is given - or observes on her computer terminal - a set of implied volatilities for a series of options can calibrate the Hagan Approximation to those implied volatilities by finding values for the formula’s parameters \( \alpha, \beta, \rho, \epsilon \) so that the Hagan approximation correctly ‘reproduces’ those quoted implied volatilities. These parameters can then be used as modelling inputs to price or hedge an entire book of swaptions.

The popularity of SABR, and in particular, the Hagan Approximation is consistent with what has been found in the existing literature on the sociology of financial modelling: derivative traders tend to strongly prefer using simple, closed-form models in order to communicate prices, even though they often price and hedge derivatives using models that often are not as simple and do not admit closed-form solutions. MacKenzie and Millo (2003), for instance, found that this was much of the appeal of the Black-Scholes model in the equity markets, while conversely the inability of the semi-analytical Gaussian Copula models to act as an effective communicative tools in the credit derivative markets MacKenzie and Spears (2014a,b).

### 6.4 The Exotics Desk: a ‘Price Taker’ in Both Rates and Volatility

The ‘exotics desk’ is the last trading desk I will examine in this chapter, but it is the one who’s practices matter most for the material presented in chapters 7 and 8. Exotics traders sell exotic Libor instruments and structured products to clients, who are often investors and financial institutions who either wish to make complex bets (e.g., ‘take a position’) on the movement of the interest rate term structure, or who use exotic Libor instruments as a way of raising money at below-market rates. As Rebonato (2013) explains, in both cases this requires the client to take on additional risk, which usually means that these products are structured in such a way that they effectively involve the client firms ‘selling volatility’ to the issuing bank (Rebonato, 2013, pg. 15).
The models which are used to price and hedge exotic Libor derivatives will be introduced in the historical material presented in chapters 7 and 8, so I will not cover this material here. However, it is worth examining how these models are calibrated, as these modelling practices differ in crucial respects from those employed by the swaps and vanilla options desks. As I stressed in chapter 5, because exotic Libor derivatives are rarely traded within a ‘two-way’ market with which traders can calibrate their models, calibration instead entails selecting a ‘replicating portfolio’ of vanilla options and linear products that will be used by the trader to both hedge the exotic and derive its value. In simpler terms, exotics desks ‘mark-to-model’ instead of ‘marking-to-market’ as the linear products and vanilla options desks do. As a consequence, exotics traders and the quants who work for them face a different challenge with respect to exotics: they must decide how best to ‘replicate’ the payoff of the exotic with a set of vanilla hedging instruments. As Kevin explained to me, in these markets, the use of a model invariably begins with a trader or quant making a “qualitative assessment” of the risks associated with a particular book of exotics, and deciding on a set of vanilla instruments that will be used to replicate the value of the exotics:

Kevin: [W]hen you take a book of deals, you first sort-of qualitatively examine the risks. What are the risks? Am I at risk for interest rates going up and down? Am I at risk for tilts in the yield curve? Am I at risk for volatilities going up and down? So, sort-of qualitatively - what are the risks? So once you figure out what the risks are, you have to choose a model.

Unlike the Hagan Approximation for the SABR model, the calibration of most models for pricing exotic derivatives generally cannot be done ‘manually’ by a trader. Instead, calibration is invariably done algorithmically by a computer system, at the very least on a nightly basis when the bank’s computer systems calculate risk sensitivities for the bank’s derivative positions. This is because for most models, there do not exist ‘closed form’ analytic solutions for either the prices of the underlying hedging instruments or the exotic itself. As a consequence, a variety of computational techniques must be employed to calibrate the model to a set of hedging instruments and value and calculate risk sensitivities for the exotic. This invariably involves converting the continuous-time stochastic process representing a model into a discrete-time process, which creates a whole new set of decisions that depend on a deep, and largely tacit, familiarity with the ‘art’ of building fast and robust numerical approximations using tools from applied mathematics and computer science. During an interview with Robert, a quant at LambdaBank, he emphasised that familiarity with this tacit body of knowledge (what he referred to as “a lot of tricks, and sort of - experience”) can make a significant difference in whether a model is able to value all of the exotics in a trader’s (or a bank’s) book:

Robert: That depends on how good your quants are. [...] So, depending on how good you are with your approximations, your calibration can be very fast - it could be, you know, a few seconds. But the valuation - because you have to run, you know, a lot of paths and so on, it could be minutes. But for some people, they just read some book and implement what’s in the book, and calibration takes minutes as well.
6.4.1 Global vs. Local Calibration

Compared to the modelling practices that are employed by linear products and vanilla options traders, my interviews suggest that there is a greater degree of diversity in modelling practices between dealer banks in the case of exotic Libor instruments. According to several of my interviewees (including Kevin) and a number of interest-rate modelling textbooks (c.f. Andersen and Piterbarg, 2010, 14.5), there are two major approaches (some of my interviewees called them ‘philosophies’) to model calibration that are popular among traders and quants at derivative dealer banks: ‘global’ and ‘local’ (or ‘trade level’) calibration. Ryan, from Theta-Bank, described the difference between these approaches in the following manner:

Ryan: So there’s kind of two extreme schools of thought, and then most banks are in the middle. One extreme school of thought says you want for consistency, arbitrage-free-ness, you want one model for everything. It usually looks like a big multi-factor model, often implemented using Monte Carlo, and you’re just going to run everything through it. And [EtaBank] do that, [KappaBank] to some extent does that, and probably others as their main approach. And you have the advantages of consistency, everything is priced the same way, risk is net-able, and so on. [...] At the other end of the spectrum you get banks who say every product is different, it depends on different factors - let’s produce a model for that product that captures the risk factors of that product. So if the product depends on the swap rate, then we model the swap rate. If the product depends on, say, the spread of two CMS rates, then let’s model that. And so, let’s model everything individually, tailored product-by-product, so that we know we are doing the best job we can for each product.

‘Cameron’, a quant from ZetaBank, also highlighted the distinction between ‘global’ and ‘local’ calibration. He told me that for a book of exotics, ‘local’ or ‘trade level’ calibration entails choosing - on a trade-by-trade basis - the set of vanilla instruments (e.g. specific points on the cap/swaption implied volatility surface) that best represent the risk of that particular trade, and then having the model calibrate to those points in order to value the instrument and calculate risk sensitivities for it.

Cameron: [T]he trader or the quant would pick out the individual instruments that would affect the product [...] The trader or the quant would write an algorithm which would say, ‘If I’ve got a Bermudan, then I’m sensitive to the diagonal [of the at-the-money swaption volatility matrix] and whatever else’. And then at run-time, the algorithm would say, ‘Hey, this is a Bermudan. Therefore I’m going to calibrate to these and those.

In the ‘global’ approach by contrast, one set of model parameters is used to value all exotic instruments in the entire book. This usually entails calibrating to a wider variety of instruments (e.g. the entire at-the-money swaption matrix) that represents the risk in the entire book. It is usually neither possible (nor desirable) for the model to match every one of these prices; instead, the matching will be done in a ‘least squares’ sense, e.g. as if one wanted to plot a line of best fit through a scatterplot of data. These parameters would be fed back into the model in order to value the instrument and determine its risk sensitivities. As Cameron put it to me:

Cameron: [With global calibration] you’re not trying to hit everything spot on; you are trying to come up with the parameter set which represents the broad volatility cube or whatever it
is that you are calibrating to across the whole thing in some sort-of balanced way [...] And usually that’s a sort-of end-of-day, end-of-week, end-of-month calibration procedure where you say, ‘Fine, given this set of market data, what are my illiquid model parameters?’ And I want to calibrate to these things. And then in a sort-of least squares / best fit across the whole market type approach, and then I’m going to feed those into the model.

Figure 6.3 illustrates a typical term structure model that might be used in accordance with the local calibration approach. The model illustrated in the figure is a one factor Hull and White model, which according to Andersen and Piterbarg, ch. 19 and several of my interviewees, is used at some dealer banks for pricing certain interest-rate exotics, most notably Bermudan swaptions (As I explained in chapter 5, Bermudan swaptions are swaptions that can be exercised on multiple dates instead of a single date). Figure 6.3 illustrates what according to Andersen and Piterbarg (2010, ch. 19) and Hagan (2012) are typical choices for calibration instruments when calibrating a Hull-White model to price a five year Bermudan swaption. The first parameter set in the short rate equation, given by \( \theta(t) \), would be chosen so that when the model is solved for the prices of discount bonds, it would output the current prices given by the discount curve produced by the bank’s linear products desk. Indeed, Kevin explained to me that “you’ve got to get the discount curve correct, because you are going to be toast otherwise”. Next, the calibration algorithm would choose a parameter set for \( \sigma(t) \) so that when the model is solved for the prices of a select group of at-the-money swaptions, it would output the correct prices for those instruments. One factor short rate models are not sufficiently flexible to match all quoted swaption prices, and so a quant or a trader would need to use her judgment to decide which swaptions to calibrate the model to. Andersen and Piterbarg (2010, ch. 19) and Hagan (2012) indicate that a popular choice is the triangle-shaped selection shown in figure 6.3. Of course, using the local calibration approach means that a seven year and a five year Bermudan swaption will be calibrated to different swaption implied volatilities. By contrast, in a globally calibrated model, a trader would attempt to have the model match the prices of a much wider selection of quoted swaption prices, such as the entire matrix of at-the-money quotes. Finally, \( a(t) \) in the model would be chosen based on a set of correlations between various swap rates. According to Andersen and Piterbarg (2010, ch. 19), these could either be chosen manually by the exotics trader – based on her own personal judgment – or could instead be ‘implied’ from the prices of instruments such as CMS spread options, whose prices are also quoted by the vanilla options desk.

Cameron told me that in his view, global calibration made more sense for banks that do large volumes of ‘flow’ business (e.g. trading in vanilla options and linear products) and were thus better able to ‘net’ risk across trades that they did with clients and other dealers. In this case, netting is made easier by the fact that only a single set of parameters is used to value every trade in an exotics book, which would leave only a smaller ‘residual’ of risk that had to be directly hedged by trading in vanilla options and linear products. ‘Global’ calibration thus allows for easier consolidation of risk for banks that do large volumes of trading. The
### Correlation Between Swap Rates

<table>
<thead>
<tr>
<th>ρ</th>
<th>1y</th>
<th>2y</th>
<th>3y</th>
<th>5y</th>
<th>7y</th>
<th>10y</th>
<th>15y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1y</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2y</td>
<td>0.97</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3y</td>
<td>0.96</td>
<td>0.97</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5y</td>
<td>0.96</td>
<td>0.94</td>
<td>0.96</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7y</td>
<td>0.91</td>
<td>0.92</td>
<td>0.93</td>
<td>0.97</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10y</td>
<td>0.87</td>
<td>0.88</td>
<td>0.90</td>
<td>0.94</td>
<td>0.96</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>15y</td>
<td>0.83</td>
<td>0.85</td>
<td>0.87</td>
<td>0.91</td>
<td>0.92</td>
<td>0.97</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### Discount Curve

<table>
<thead>
<tr>
<th></th>
<th>today</th>
<th>tomorrow</th>
<th>2 days</th>
<th>...</th>
<th>10,957 days</th>
<th>10,958 days</th>
</tr>
</thead>
<tbody>
<tr>
<td>today</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tomorrow</td>
<td>0.9992</td>
<td>0.9997</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1841</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10,957 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1849</td>
</tr>
<tr>
<td>10,958 days</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Implied Volatilities for ATM Swaptions

<table>
<thead>
<tr>
<th>maturity</th>
<th>1y</th>
<th>2y</th>
<th>3y</th>
<th>4y</th>
<th>5y</th>
<th>6y</th>
</tr>
</thead>
<tbody>
<tr>
<td>1y</td>
<td>6.7</td>
<td>13.3</td>
<td>15.5</td>
<td>15.7</td>
<td>15.6</td>
<td>15.5</td>
</tr>
<tr>
<td>2y</td>
<td>11.9</td>
<td>14.8</td>
<td>16.2</td>
<td>16.4</td>
<td>16.1</td>
<td>13.9</td>
</tr>
<tr>
<td>3y</td>
<td>16.2</td>
<td>17.1</td>
<td>17.2</td>
<td>17.0</td>
<td>16.8</td>
<td>16.6</td>
</tr>
<tr>
<td>4y</td>
<td>18.5</td>
<td>18.2</td>
<td>17.9</td>
<td>17.7</td>
<td>17.4</td>
<td>17.2</td>
</tr>
<tr>
<td>5y</td>
<td>18.9</td>
<td>18.4</td>
<td>18.2</td>
<td>18.0</td>
<td>17.7</td>
<td>17.5</td>
</tr>
<tr>
<td>6y</td>
<td>18.9</td>
<td>18.3</td>
<td>18.1</td>
<td>17.9</td>
<td>17.0</td>
<td>17.5</td>
</tr>
</tbody>
</table>

\[
dr(t) = \left[ \theta(t) + a(t)(b - r) \right] dt + \sigma(t)dW^Q(t)
\]

Figure 6.3: Calibration of a Hull-White (extended Vasicek) model to market data in order to price and hedge a five year Bermudan swaption. Source: Andersen and Piterbarg (2010, ch. 19) and Hagan (2012).

downside of this approach seems to be that because the parameters are only matched in a ‘least squares’ sense, the valuation (and risk sensitivities) of any particular trade might be off somewhat, since the parameters of the model will only match the intricacies of that trade in an approximate sense. This approach, thus, makes less sense for banks that do lower volumes of business, and whose traders will tend to hedge each exotics trade by trading directly in vanilla options and linear products.

As Stephen told me, different models and procedures are associated with different ‘trading styles’: a trader who is accustomed to hedging a book that is locally calibrated will often have difficulty managing a globally calibrated book, because the risk sensitivities (e.g. the deltas and vegas) will “have more slack” for a globally calibrated book. (Elliot, a quant who works at the same bank as Stephen, also used the term ‘trading styles’ when discussing these different calibration practices with me.)
consistent setting for everything you do. The cons are that it is slow, and it’s imprecise, and it’s noisy. And the prices you get for simple instruments, when you dump them into the models, do not match those in the market to any degree of precision. It just can’t - no model is that accurate that it can match every single vanilla in the world. So you have to accept that - “Hey, my vanilla hedges are all - they have a quite a lot of slack here”. And, so that requires a lot of experience and a particular mindset in order to be able to operate in a world that has a lot of slack and noise. [...] So you’ll see that the hedge information that comes out will be - it won’t be crisp, it won’t tell you, “You have to hedge with *that* option, *that* maturity”. Instead, it’s going to give you sort-of like a fuzzy hedge profile. So usually you have to eyeball and say, “Okay there’s a lot of noise here, but based on my experience with these types of models, I’m going to pick these sets of instruments”. So it’s something that requires a particular mindset and a particular trading style.

Stephen’s comments indicate that these ‘trading styles’ are also linked to a particular body of tacit expertise on the part of traders. When risk sensitivities are computed for a locally calibrated model, deltas, vegas and gammas will only be produced for a relatively small set of vanilla derivatives that the trader has explicitly designated to use as hedging instruments for that particular trade. On the other hand, with a globally calibrated model, there will be a much larger number of risk sensitivities produced by the model (since it will be calibrated to a larger array of market prices), and the trader must use her judgment in deciding which instruments she should hedge with. According to my interviewees, while the ‘global’ and ‘local’ approaches have historically been associated with particular institutions, due to the ‘diaspora’ of traders, quants and technical know-how between and among banks (to use a phrase that Elliot employed during our interview), in the present day both of these approaches are used simultaneously at many banks depending on the preferences of traders.

As Stephen’s comments indicate, these different approaches to calibration are, moreover, associated with different interest rate models. My interviewees consistently indicated to me that when banks use the ‘global’ calibration approach in the present day, they do so with a type of model called a Libor Market Model, whose development I examine in chapter 8. Chapter 7 is instead concerned with the development of the class of models that are generally used for ‘locally’ calibrated exotics books in the present day: short rate models, and more generally, low-dimensional Markov interest-rate models.

Short rate models actually originated outside of the derivatives quant world, and were initially developed by academic financial economists for a rather different purpose: understanding and measuring the empirical behaviour of interest rates, and in particular understanding the behaviour of the bond risk premium. Thus in these early models, the discount curve constituted an output of the model rather than an input, which meant that it was difficult, if not impossible, to calibrate these early models to an arbitrary set of discount bond prices observed in the market. The story of how these models were adapted for the purpose of pricing interest-rate derivatives sheds light on the ‘sociotechnical shaping’ of financial models and how these two communities use models in different ways.
Part III

The ‘Social Shaping’ of Interest Rate Term Structure Models
Chapter 7

From Explanation to Calculation: The Reshaping of ‘Short Rate’ Models

The desire to price interest-rate options has placed new demands on our modelling of interest rates and the term structure...

Philip H. Dybvig (1988)

The aim of these next two chapters is to examine how models are ‘shaped’ as they are appropriated from one epistemic community and adapted to work within another, namely the ‘evaluation culture’ of derivatives quants. The models considered in these chapters – arbitrage-free term structure models – have a feature that makes them particularly well-suited for an examination of this sort. Unlike the models used by vanilla options traders (e.g. the Black model and the SABR model), the models used to price and hedge exotic interest-rate derivatives were initially developed by an outside epistemic community – that of financial economics – with its own ‘culture’ and style of modelling. Arbitrage-free term structure models are thus used by multiple epistemic communities, but as we shall see, in distinctive ways. The generality of this class of models allows us to more effectively isolate the degree to which the structure and design of models are shaped by social elements (e.g. organisational market conventions) rather than technical factors intrinsic to the models themselves. Arbitrage-free term structure models started out as tools used by financial economists to study the economy, and specifically, the bond markets. However, they have been reshaped into tools of calculation that are used by derivatives quants. In examining this process, this story further highlights a
broader historical dynamic that has begun to attract attention from social scientists: the development of a ‘performative’ mode of economic knowledge production which is distinct from the more traditional ‘representational’ mode of knowing in economics.

Traditionally, the practice of modelling in economics has been largely concerned with developing representations of economies and economic actors with the aim of producing knowledge about how these systems do (or should) function, often with the aim of intervening in their operation through policy. Morgan’s description of “model making as the art of caricaturing” roughly corresponds to this classical ‘representational’ style of economic modelling. In this approach, certain elements of the world that are of interest to an economist are exaggerated in order to more fully understand their behaviour or significance. In the last several decades, however, economic models have come to play a more central role in the performance of markets and economic processes by becoming embedded into the fabric and infrastructure of markets themselves. In this capacity, models are not merely used to describe or intervene in economic activities, but instead to directly constitute those activities. The market for so-called ‘exotic’ Libor derivatives represents a useful research site with which to examine this historical shift, due to the centrality of models to the day-to-day functioning of these markets. As we will see in this chapter and the next, the re-shaping of models to play this ‘performative’ role has entailed an incremental shift in the structure and configuration of the models themselves, and the development of a new body of ‘quant’ expertise that is separate from that which is possessed by financial economists, the community from which these models originated. Through a process of social shaping, I trace how interest-rate term structure models were moulded and reshaped from tools of representation to devices that can be used to help ‘perform’ the exotic interest-rate derivatives markets.

‘Michael’, a financial economist I interviewed who does contemporary research on term structure modelling, emphasised that one of the key differences lies in the objects that each community is interested in describing:

Michael: The big wedge, I think, between the derivatives quants and the academics is [...] academics care a lot about what’s going on with risk premia, and they want to relate those back to the macroeconomy. And the Street is using these interest-rate term structure models primarily as a kind-of interpolation device. They want to know - given certain market prices, how would they price something else that’s not exactly like anything else that’s priced out there. And they don’t care about risk premia; they’re doing everything under the risk neutral distribution. [...] Now, there are a number of hedge funds that "do" want to calculate risk premia and back them out, because partly the way they trade along the yield curve is to form their own judgments as to what a reasonable risk premium is. And if the markets are far away from that, then they will position themselves based on that. So, there are practitioners who want more than the risk-neutral distribution. But the typical trading desk and quant team that’s doing pricing and managing their book is only looking at the risk-neutral distribution and is calibrating to that. And that’s the big difference. We are entirely... not entirely, to a large degree... the ultimate objective in the academic literature is to understand risk premia: how they move and how they relate to the economy. And that’s exactly the part that everybody on the Street, the quants, are more than happy to not take a stand on and throw away. They just care about the risk-neutral distribution.
As Michael indicated to me, the major difference between these two groups concerns not only the objects that are modelled but also how the models are used. It is here that the social left its mark on the modelling practices used by each of these groups. I argue that the distinct focus of each of these epistemic communities came to be reflected in the design and configuration of their models; in particular, the theoretical entities invoked by them. Because early term structure models were developed by financial economists, their models were primarily designed to examine the real-world behaviour of interest rates under what derivatives quants call the ‘P measure’. Moreover, these models were explicitly concerned with a theoretical entity called the ‘market price of risk’ (denoted by $\lambda$) which captures the behaviour of the bond risk premium. Because derivative traders and quants are not primarily interested in understanding the macroeconomic drivers of market interest rates, this theoretical entity was gradually stripped out from term structure models, and this group developed its own set of modelling practices that as my interviewee suggests, are primarily - if not entirely - focussed on modelling the behaviour of interest rates under various martingale measures, namely the risk-neutral measure. As Michael’s quote indicates, connected with this focus on the ‘risk-neutral’ distribution is the modelling practice of implied calibration, which represents another major point of difference between the way that financial economists and derivatives quants use term structure models.

The remainder of this chapter proceeds as follows: In section 7.1, I examine the initial development of ‘short rate’ models by financial economists working in the United States in the 1970s and highlight the intellectual context in which these models were developed. The story begins with Oldrich Vasicek, and his work in applying the insights of the Black-Scholes model to the pricing of bonds. In section 7.3, I examine the effort on the part of early derivatives quants to adapt these models to the task of pricing interest rate derivatives according to the calibration practices described in the previous chapter, while section 7.4 examines how these models were eventually embedded into information infrastructure within dealer banks. Finally, in section 7.5, I conclude.

### 7.1 Equilibrium Term Structure Modelling and the Expectations Hypothesis

In 1968, John McQuown, the head of the Management Sciences division of Wells Fargo bank, hired Oldrich Vasicek, a twenty-six year old probability theorist who had recently finished a PhD from Charles University in Prague (Vasicek interview). Vasicek was prompted to immigrate with his wife to the United States following the Warsaw Pact invasion of Czechoslovakia that year. Although Vasicek had no background in finance, he quickly gained exposure to the new financial economics being developed at the University of Chicago and MIT through his
work at the bank (Vasicek interview).

Under McQuown’s tutelage, the Management Sciences division at Wells Fargo was becoming an important conduit by which new intellectual developments in financial economics found their way into industry. McQuown and the division also cultivated close links with the network of economists at MIT and Chicago at the centre of these intellectual developments. Among other people, Fischer Black, Myron Scholes, and William Sharpe served as consultants to the division in those years (Vasicek Interview), (MacKenzie, 2006, pg. 84). In one such consulting engagement, Myron Scholes wrote a report for the bank (Scholes, 1998, 353) that proposed the idea of “passive investment strategies” for the bank’s clients, an idea that originated with research by Michael Jensen, a former student of Eugene Fama and Merton Miller and future colleague of Vasicek’s. Jensen’s research showed that active investment managers did not systematically outperform stock market indices. This idea would eventually become the world’s first index fund. “When we first mentioned the concept of index portfolios in the bank at Wells Fargo, people thought we were absolutely nuts!” said Vasicek (Vasicek interview).

The bank’s close relationship with finance academics also gave Vasicek access to new developments within financial economics, even before they were published. In the early 1970s, the bank began funding a series of annual conferences on developments in financial economics. “They invited all of the rising stars, young kids, in finance academia - to come and talk to themselves for the price of a few of us being able to sit there” (Vasicek interview). In a July 1970 seminar, Black and Scholes presented their work on option pricing for the first time, an event that Robert C. Merton, who would eventually develop his own proof of the option pricing formula, famously overslept (Merton, 1998, pg. 326). At another seminar, Merton presented for the first time his work on continuous time consumption and investment decision optimisation using Itô diffusion processes, a branch of probability theory that was, according to Vasicek, “entirely new to people” within the finance community at the time (Vasicek interview). “So he’s standing there by the board covering three or four blackboards with his tiny handwriting, and so on, and people are looking at him. And when he finished, it was absolutely quiet; nobody knew what to say.” That is, until Franco Modigliani – co-developer of the Modigliani-Miller capital structure irrelevance theorem – began to clap. “He saw that this was going to be something new and big”. With a PhD in probability theory, these mathematical techniques were not unfamiliar to Vasicek, although until then it had never before occurred to him to apply them to finance (Vasicek interview).

In 1974, Vasicek left Wells Fargo and joined the faculty of the Graduate School of Management of the University of Rochester (Vasicek interview). Vasicek’s exposure to the network of financial economists working on the forefront of the discipline continued there. The Graduate School of Management had previously hired Michael Jensen, whose research had formed the basis of the index funds that Wells Fargo developed during Vasicek’s tenure at the bank.
Rochester’s management school had also been the venue of the 1969 Wells Fargo Capital Market Conference, which Vasicek attended. Moreover, Rochester’s management department enjoyed a particularly strong relationship with the mathematics department. “They had joint seminars, they were personal friends, they used to go skiing together, and things like that. You know, writing papers together. There was a very close relationship”, said Vasicek. It was during this time that he began thinking seriously about the problem of bond pricing.

The emerging financial economics had achieved much in a little more than a decade, but that work was focussed almost exclusively on equity instruments like stocks. In 1964, Sharpe published his groundbreaking paper on the Capital Asset Pricing Model. By (1973a), Merton had extended Sharpe’s single period model to a continuous-time setting. Meanwhile, the Black and Scholes (1973) and the Merton (1973b) papers on the valuation of stock options had been circulating for several years previous to Vasicek’s arrival at Rochester. Thus, by 1974, financial economists associated with the University of Chicago and MIT had produced a stream of important theoretical work on the valuation of equity instruments but very little research on the pricing of bonds or other fixed-income instruments. Granted, bonds were not entirely ignored by financial economists working within the emerging “no arbitrage” paradigm. In 1974, Merton published another now-influential paper on the pricing of “risky” corporate bonds, which unlike government bonds denominated in that government’s own currency, are characterised by a non-negligible risk of default. Merton realised that a person who owns stock in a corporation owns the equivalent of a call option written on the firm’s assets. Due to the limited liability protection afforded to corporate shareholders, and the corporation’s legal right to declare bankruptcy and receive legal protection from its creditors, the payoff to owning the stock has a floor of zero, even if the value of the corporation’s liabilities come to exceed the value of its assets. Having viewed a share of stock as a call option, Merton was able to apply the Black-Scholes model to determine the value of a debt claim on the firm’s assets given the price of stock for that corporation.

Merton’s extension of the Black-Scholes model to corporate bonds was a clever application of no-arbitrage reasoning to the pricing of bonds. However, it ignored a more fundamental question: how should risk-free bonds, such as U.S. Treasuries, be priced in the absence of risk-free arbitrage? In Merton’s model, the risk-free interest-rate is taken ‘as given’, since \( r \) is an exogenously specified parameter in the Black-Scholes formula. A more fundamental limitation is that the Black-Scholes model takes as given only a single interest-rate – the continuously compounded interest-rate on a risk-free bank account. How are the interest rates at each of these different maturities related? Vasicek believed that there must be some shapes for the yield curve which are incompatible with the assumption of no arbitrage, regardless of the
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1 Later, Vasicek would help develop a commercial version of Merton’s model that he helped sell commercially through KMV Associates. See MacKenzie and Spears (2014b).
precise nature of a bond risk premium. “You cannot have, for instance, a fixed-income market in which the yield curves are always flat and move up and down in some random fashion through time, because then a barbell portfolio would always outperform a bullet portfolio of the same duration, so it would be possible to set up a profitable risk-free arbitrage” (Vasicek, 2003, pg. 598).

To understand Vasicek’s work, it will be useful to cover the intellectual context in which he was operating. Economics research on the interest-rate term structure during that era largely revolved around a set of ideas known as the “Expectations Hypothesis”, and the measurement of risk premia for bonds. The Expectations Hypothesis, which originated with Fisher (1930) and Lutz (1940), consists of several interrelated predictions about the relationship between interest rates on loans of different maturities. Stated generally, the Expectations Hypothesis predicts that the shape of today’s yield curve is determined solely by investors’ expectations of future interest rates, and that investors are completely indifferent between borrowing or lending money at various maturities (say, 1 year vs. 10 year loans). In other words, we can think of the “long-term rate as a sort-of average of the future short-term rates” (Lutz, 1940, pg. 37). The hypothesis implies that the yield of a long maturity bond (e.g. a bond struck today that matures in ten years) should be equal to the average yield of buying and “rolling over” a pair of five-year bonds, 5 two-year bonds, 10 one-year bonds, and so on.

While the Expectations Hypothesis did a satisfactory job explaining why the yields of bonds at different maturities tend to move together, it failed to explain the persistent upward sloping shape of the yield curve; that is, the fact that longer term bonds regularly trade at higher yields than can be explained if the Expectations Hypothesis were true. As a consequence, economists following Lutz and Fisher argued that a pure version of the Expectations Hypothesis ignores key risks and institutional constraints that prevent borrowers and lenders from easily substituting between loans of different maturities. Each of these theories implies the existence of a ‘bond risk premium’ that holders of long-term debt demand to compensate them for these various risks, and each theory entails different predictions about the functional form of this bond risk premium as a function of a bond’s maturity (Roll, 1970).

John Hicks, a British economist who is most famous for formalising Keynesian macroeconomics into the now-famous IS/LM model, proposed one of the first modifications to the Expectations Hypothesis in his 1946 magnum opus, Value and Capital. Hicks’ idea, which is called the “liquidity preference hypothesis”, argues that the Expectations Hypothesis ignores the effects of interest-rate risk on investor behaviour. In particular, he argued that there are risks that borrowers and investors face in rolling-over, or reinvesting, in short-term bonds – namely, that the yields on those bonds might change so as to make replicating the longer term yield impossible. According to this theory, investors tend to demand an extra ‘premium’ to
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2A ‘barbell portfolio’ is one in which an investor splits his/her investment into bonds with long and short maturities, but not bonds with intermediate maturities. Such a strategy is most profitable when interest rates are rising. By contrast, a ‘bullet portfolio’ is one in which the investor trades only in bonds with intermediate maturity dates.
compensate for this risk when lending long-term, and this extra risk premium explains the failure of the Expectations Hypothesis to explain the upward sloping shape of the yield curve. In the decades following Hicks and Lutz’s work, a variety of modifications and changes to this basic idea emerged, as well as a number of authors who rejected both the “pure” expectations hypothesis and its variants entirely. For instance, Culbertson (1957) advanced a “market segmentation hypothesis”, which argued that the market for short and long-term loans tends to be segmented due to various institutional factors which prevent investors from freely substituting between bonds of different maturities. Later, Modigliani and Sutch (1966) argued for a “preferred habitat theory” – a combination of the liquidity preference and market segmentation hypotheses.

Many of these theories were developed in the context of macroeconomic research on the effectiveness of monetary policy, a field of economics with a largely separate focus than the emerging financial economics. Concern about the relationship between long and short-term interest rates had grown as Keynesian macroeconomics gained influence and active monetary policy became more popular among governments. Effective monetary policy requires that central banks’ actions affecting short-term interest rates are channeled into the longer end of the yield curve as well.³ Hicks, for example, was a prominent Keynesian macroeconomist, while Modigliani and Sutch wrote their paper on preferred habitat theory in order to explain the failure of the Federal Reserve’s monetary policy actions during the first year of the Kennedy Administration. During the 1960s, a large yet inconclusive literature emerged that neither definitively confirmed nor falsified any of these particular hypotheses, nor had been able to accurately measure the size of a bond risk premium, assuming that one even exists. For instance, in a book published in 1962, Meiselman produced statistical evidence that the pure version of the expectations hypothesis best explains the shape of the yield curve, while eight years later Roll (1970), produced strong evidence to the contrary.

What was missing from this earlier work on the shape and behaviour of the yield curve was the kind-of arbitrage-based approaches that were being pioneered by Vasicek and his contemporaries, the paradigm example of which was at the time the Black-Scholes model. Unfortunately, deep and fundamental differences between stock options and default-free bonds made extending the Black-Scholes paradigm to this case difficult. It was a problem that “kept me awake for about a year”, said Vasicek (Vasicek interview). The first is the complexity of a discount or yield curve relative to a stock price. The Black-Scholes model deals with derivatives that depend on a single price, but a yield curve is formed from the prices of many individual bonds. Given the complexity of this object, it seemed that some simplification of the dynamics of the yield curve was needed to make the problem of modelling it more manageable. One option was to start by defining the dynamic evolution of a single or small number of discount

³See, for instance, Culbertson (1957, pg. 488) for a discussion of the policy significance of long-term rate “stickiness”.
bonds, and from those build up a model of the whole, continuous yield curve, in much the same way as Black-Scholes-Merton had used the price of the stock as the single source of uncertainty in their model.

Here Vasicek faced another difficulty, though. Recall that the essence of the Black-Scholes-Merton paradigm lies in the creation of a dynamically adjusted, riskless portfolio containing tradable instruments, e.g. shares of the stock, the option written on the stock, and cash. Moreover, the heart of the Black-Scholes-Merton approach is a single stochastic differential equation that defines the uncertain movement of the stock’s price. How could one apply a similar approach to an entire yield curve, an object defined by the yields on a continuum of financial instruments rather than the price of a single instrument? One possible solution to the problem was to find “the smallest common denominator, so to speak, for [bonds of] all maturities”, and to treat that as a fundamental building block that drives the random movement of bonds along the whole yield curve (Vasicek interview). An appropriate building block turned out to be the “short rate”, which represents the continuously compounded interest earned on making a risk-free deposit into a bank account and is denoted \( r(t) \). The value of bonds with longer maturities could then be solved relative to this ‘short rate’. Thus, the starting point of the Vasicek model is what is now called the ‘money market account’, whose change at each moment in time is defined by the following differential equation:

\[
dN(t) = N(t)r(t)dt
\]  

(7.1)

where \( N(t) \) is the value of the risk-free loan at time \( t \) and \( r(t) \) is the short rate prevailing at that time.

Because Vasicek was interested in the empirical behaviour of the term structure, he considered the problem of modelling the behaviour of the term structure under the real-world \( \mathbb{P} \) measure, rather than a risk-neutral martingale measure \( \mathbb{Q} \). Moreover, Vasicek also made what turned out to be an important assumption about the behaviour of \( r(t) \) that would come to define the approach to interest rate modelling associated with his model: that \( r(t) \) follows a so-called Markov process (Vasicek, 1977, pg. 178). A Markov process is one that is ‘memoryless’ in the narrow sense that the only information that is needed to make predictions about the future behaviour of the process is the process’s current value; crucially, what is not needed is information about the history or path that the process has taken up until that point in time. These two assumptions lead to a stochastic differential equation for the short rate of the form:

\[
dr(t) = \mu(r, t)dt + \sigma(r, t)dW^\mathbb{P}(t)
\]  

(7.2)

which roughly means that the instantaneous change in the short rate will be the sum of the average movement of the short rate per unit time (\( \mu \)) and its volatility (\( \sigma \)). (Appendix A includes
an overview of continuous-time models, such as this.) With the short rate and the definition of the money market account as building blocks, Vasicek was able to solve for the price of a discount bond in terms of the short rate itself (under the real-world probability measure), and a factor called the ‘market price of risk’ (denoted by $\lambda$), which captures the extra compensation that bondholders demand per unit of risk of the short rate process. This yields the following equation for the price of a discount bond under the $\mathbb{P}$ measure (Vasicek, 1977, pg. 182):

$$P(t, T) = \mathbb{E}^{\mathbb{P}} \left[ \exp \left\{ - \int_t^T r(s) ds - \frac{1}{2} \int_t^T \lambda^2(s, r(s)) ds + \int_t^T \lambda(s, r(s)) dW(s) \right\} \bigg| \mathcal{F}_t \right]$$ (7.3)

Thus, if one had empirical data – from historical data on interest rate movements – with which to estimate $\mu, \sigma$ and $\lambda$, then one would be able to find the price of any bond consistent with absence of arbitrage.

Among present-day derivative traders, quants, and financial economists, the term “Vasicek model” generally refers to a worked-out example that Vasicek included at the end of his paper in which the short rate follows a stochastic process of the form:

$$dr(t) = a(b - r(t))dt + \sigma dB^P(t)$$ (7.4)

with a constant market price of risk denoted by $\lambda$. He admits that “in the absence of empirical results on the character of the spot rate process, this specification serves only as an example” (Vasicek, 1977, pg. 185). In the above equation, $a$ and $b$ are constant parameters that determine the ‘drift’ (i.e. average movement in each moment) of the short rate, while $\sigma$ is a constant parameter that affects its volatility. The choice of $a(b - r)$ captures the tendency for interest rates to ‘mean-revert’, meaning that they tend to cluster around an average rate in the long-run, unlike stock prices which generally have no such behaviour. If in a given moment, the current short rate $r$ is such that $r > b$, then the rate will, on average, be ‘pulled’ downward in the next time step by a factor of $a$, whereas if $r$ is such that $r < b$ then the short rate in the next moment will be correspondingly ‘pushed’ upward.

Using this specification of the short rate, one can derive the following explicit formula for a discount bond:\(^4\)

$$P(t, T) = e^{A(t, T) - B(t, T) r(t)}$$ (7.5)

where

$$B(t, T) = \frac{1}{a} \left\{ 1 - e^{-a(T-t)} \right\}$$

and

$$A(t, T) = \left( b - \frac{\lambda \sigma}{a} - \frac{\sigma^2}{2a^2} \right) [B(t, T) - (T - t)] - \frac{\sigma^2}{4a} B^2(t, T)$$

\(^4\)Here I have chosen not to use the original expression of this solution used in Vasicek’s paper, but instead an expression provided by Pacati (2012, pgs. 9-10) in order to allow for better comparisons with models that I examine later in this chapter.
Using the above formula one could build up an entire term structure: to produce a discount curve (like those discussed in chapter 6), one would simply need to solve the above equation for different choices of \( T \). (To instead produce a yield curve, one could convert discount bond prices into yields using the fact that yields are related to discount bond prices by the following formula: \( Y(t, T) = -\ln \frac{P(t, T)}{T} \).) And while Vasicek did not explain it in his paper, using the short rate as a building block, one could derive equations for the prices for a number of other interest-rate securities in terms of the short rate and the market price of risk. A year following Vasicek’s 1977 publication, Dothan (1978) published a similar short rate model that had an alternative expression for the drift of the short rate process, while Brennan and Schwartz (1979) developed a two-factor extension of these approaches in which the yield curve was not only driven by the short rate, but by a correlated long-term interest-rate as well. Adding additional stochastic factors allows for a better ‘fit’ with historical data by permitting the yield curve to take on more complex shapes than are possible with a single factor model, such as Vasicek’s.

What all of these models have in common is the fact that bond prices are a model output rather than an input. Unfortunately, this property makes these models awkward, if not impossible, to use to price and hedge interest-rate derivatives according to the modelling practices I described in chapters 5 and 6. In this context, a derivatives trader would ideally have a model that can match the current price of these underlying instruments exactly, since the trader would use those underlying instruments to hedge and replicate the options that she has sold to a client. (If the prices do not match, then there is a good chance that the trader will not hedge the option appropriately.) In the Black-Scholes model, for instance, the current price of the underlying stock is an input to the model, and every parameter save for volatility is strictly observable in the market. Moreover even estimates of volatility can be ‘backed out’ from option prices by inverting the Black-Scholes formula and determining whether the values of a stock’s volatility are consistent with current prices for options (Hull, 2012, pgs. 318-320).

To price derivatives that depend on the behaviour of interest rates (e.g. caps and swaptions) using a short rate model, one must match, at the very least, the current prices or yields of the ‘underlying’ discount bonds. Yet this is generally not possible with short rate models in which bond prices are themselves calculated using an equation that takes as its inputs the drift \((a, b)\) and volatility \(\sigma\) of the short rate (and possibly another rate, if one were using a multi-factor model) and the market price of risk \(\lambda\). One would instead need to estimate these parameters using statistical methods from historical data on interest-rate behaviour. And while a model estimated from historical data can potentially fit average bond prices or yields during a particular time period quite well, it will generally do a very poor job fitting prices that are observed on any particular date.

To illustrate this fact, figure 7.1 shows a Vasicek model whose parameters have been statistically ‘fitted’ to monthly data on U.S. Treasury bond yields from 1952 until the mid-1980s, the approximate timeframe when derivative market practitioners would have first used the
Figure 7.1: A Vasicek model fitted to historical data on U.S. Treasury Yields from 1952-1985 (Panel A) versus the same fitted model used to predict yields for the last month in the sample (Panel B).
model for pricing interest-rate derivatives.\(^5\) The top panel illustrates the correspondence between average yields over the time period and those predicted by the fitted Vasicek model. The degree of fit is adequate but not great, and the fit could easily be improved by adding one or more additional correlated stochastic drivers that would allow the model’s yield curve to achieve the same level of ‘steepness’ as the observed yield curve. However, the bottom panel illustrates what happens when one takes those estimated model parameters and uses them to make predictions about yields in a particular month (I have chosen the last month in the sample, Dec. 1985). Here, the ‘predicted’ yield curve given by the model no longer matches the ‘observed’ yield curve except at a single point on the curve’s short end.

In some particular cases, these limitations could be overcome. During my interview with Vasicek, he explained to me how bond market practitioners used his model in the late 1970s and early 1980s to price callable bonds. Callable bonds are often issued by corporations; the call provision within the bond gives the corporation the right, but not the obligation, to re-pay the remaining value of the bond to its bondholders prior to the bond’s maturity date.\(^6\) The embedded call provision becomes particularly valuable when interest rates fall, as it allows the corporations to refinance its debt at a lower cost. Because a callable bond gives a potentially valuable option to the issuer, the value of such a bond to a bond buyer must be less than the value of a ‘straight’ bond with no such call provision; hence, a callable bond will always have a higher yield than a corresponding ‘straight’ bond. Indeed, the value of a callable bond is equal to the price of a ‘straight’ bond less a value known as the ‘call premium’. Prior to the development of arbitrage-free term structure models, simple heuristics were used to value these provisions. Homer and Leibowitz’s book also describes a number of heuristics that bond traders and investors used to value these instruments prior to the development of arbitrage-free term structure models. For example, they recommend that one compute a ‘yield-to-call’, which measures the yield one would achieve from buying the bond assuming that the bond were called at the first possible call date. An alternative, described in a ‘Fixed-Income Glossary’ issued by First Boston Corporation in 1977, instructs an investor to calculate the bond’s ‘yield-to-worst’ (First Boston Corporation, 1977, pg. 35). To calculate this measure, one would determine the yield an investor could achieve prior to each possible call date, instead of just the first possible call date. The ‘yield-to-worst’ would be the lowest yield of this set (Vasicek interview). These heuristics, while useful, were limited because they take no account of how interest rates might evolve in the future. Thus, these methods fail to fully capture the nature of the ‘optionality’ embedded in the contract. As Vasicek explained to me, if the issuer had to
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\(^5\)The Vasicek bond pricing formula given in Equation 6.4 was used, while its parameters \((a, b, \lambda, \text{and } \sigma)\) were estimated using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, a widely used technique for solving nonlinear optimisation problems. Data on U.S. Treasury yields and the R code used to make these calculations and plots are available at: http://www.math.ku.dk/ rolfi/teaching/mfe04/MiscInfo.html#Code.

\(^6\)Writing in a popular guide to bond pricing from that era, Homer and Leibowitz (2004, pg. 163) state that even then most corporate bonds were callable. Homer and Sylla (2005, pg. 310) also indicate that callable bonds have been traded at least since the nineteenth century, although their use likely precedes this.
commit today as to whether or not it should call the bond, and if so on which date, then these methods would have been sufficient. But they ignore the fact that the value of an option is precisely that it gives its issuer the ability to act according to future circumstances, rather than information available today (Vasicek interview).

Despite the fact that a short rate model estimated from historical data generally fits a current yield curve rather poorly, practitioners could nevertheless use such a model to produce a value of the ‘call premium’, based on the assumption that the difference between callable and non-callable bond prices is likely to remain the same between the model and real-world bond prices. As figure 7.2 illustrates, to price a five year callable bond where the corresponding ‘straight’ bond is trading with a yield of 8.55%, a bond trader could calculate the value of the call premium within the model (the difference in yield between the ‘straight’ bond and the callable bond) and then use this number to calculate the yield on the real-world callable bond. While this ad-hoc modification could allow a short rate model to calculate a price for certain derivatives with a reasonable degree of accuracy, the fact that the model generally does not fit the current yield curve is worrying to a trader. Wilmott discusses the trader’s dilemma in a popular introductory textbook on financial engineering: “Do we believe the theoretical yield curve or do we believe the prices trading in the market? You have to be very brave to ignore the market prices for such liquid instruments as bonds and swaps” (Wilmott, 2007, pg. 374)

Moreover, a model that is incapable of fitting the current term structure of interest rates is incapable of providing information to a trader about how to hedge derivatives written on those rates (Wilmott, 2007, pg. 374). To calculate risk sensitivities for an interest-rate derivative (e.g. deltas and vegas), one must be able to match the prices of the underlying instruments, otherwise the hedging strategies prescribed by the model are likely to be wrong and hence will create losses for the trader using the model.

At this point in our story, it would be tempting to see the early short-rate models devel-
oped by Vasicek, Dothan, and Brennan and Schwartz as being technically inferior to what was
developed later: ‘hopeful monstrosities’ that would pave the way for greater technological
progress in the field of interest-rate modelling down the road. However, this would resort to a
Whiggish view of the development of interest-rate modelling: one must keep the original pur-
pose of these early models in mind and evaluate them within that context. These models were
not primarily designed to be used as derivative pricing ‘engines’, but instead as ‘cameras’, or
in Morgan’s terminology – ‘small worlds’ that aid financial economists in studying the relation-
ship between interest rates, and how macroeconomic factors shape the term structure. And
if that is one’s goal, the failure of the model to ‘fit’ an existing yield curve is a feature rather
than a bug.

Despite the fact that they were developed by financial economists who were closely in-
volved with the development of derivatives pricing theory, early term structure models were
developed to address a rather distinct set of problems. This fact becomes more apparent if
we examine the history behind the development of another popular short rate model that
was developed in the 1970s: the Cox-Ingersoll-Ross (CIR) model.7 While all three of the co-
developers of this model were closely involved in the development of options pricing theory
at that time, their work on term structure modelling instead drew upon a relatively distinct
intellectual programme separate from derivatives pricing.

### 7.2 Modelling Interest Rates in Simulated Economies

Two years after Vasicek arrived in the United States, Stephen Ross was finishing a PhD in Eco-
nomics at Harvard. After graduating, Ross took a job as an assistant professor at the Wharton
School of Business at the University of Pennsylvania. However, he quickly became tired of
the field of international trade, his original area of specialisation, and soon moved onto other
topics (Patel, 2003, pg. 578). The mid-1970s were a time of remarkable productivity for Ross.
Within four years of finishing his PhD, Ross published the first paper on the principal/agent
problem, which laid the groundwork for the field of contract theory in microeconomics, and
has also been adopted widely in political science. However, the largest share of Ross’s work
during this period was in the area of financial economics, a field he became interested in after
attending a seminar on the Black-Scholes formula given by Fischer Black, and another seminar
a week later by Richard Roll on the term structure of interest rates (Patel, 2003, pg. 578).

Ross eventually collaborated with John C. Cox, who was then a PhD student in Wharton’s
Applied Economics programme, and the two ended up producing a number of influential
papers on financial economics, including options pricing theory and later interest rate term
structure modelling after they had joined forces with another economist named Jonathan In-
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7The paper was finally published in 1985 in two parts: Cox et al. (1985) and Cox et al. (1985). According to Cox,
the delay was due to the fact that the authors simply were busy with other projects, rather than facing any substantial
problems during the referee process (Cox interview).
gersoll. (Cox told me that their collaboration with Ingersoll began after the two had met him at the 1976 meeting of the American Financial Association meeting in Atlantic City and it became apparent to all three that they had a similar interests, particularly in applying the concept of arbitrage-free pricing to the study of interest rates). While Cox, Ingersoll and Ross drew on the tools of options pricing theory to study the behaviour of interest rates, they were specifically interested in understanding how individuals’ risk preferences in an economy shape the behaviour of interest rates and the validity of the Expectations Hypothesis. Although the trio were not aware that Vasicek was also working on the problem at the time, in 1978 they released a paper that developed a similar short rate based approach to interest-rate modelling, but one which precluded the possibility of negative interest rates (Interview with Cox). The short rate equation that they developed was indeed similar to Vasicek’s, with the notable difference of a $\sqrt{r}$ within the diffusion term (which eliminated the possibility of the short rate becoming negative):

$$dr(t) = a(b - r(t))dt + \sigma \sqrt{r}dW_P(t)$$

with a market price of risk equal to $\lambda \sqrt{r}$ (instead of $\lambda$ in the Vasicek model). However, the apparent similarity between the CIR short rate equation and Vasicek’s ‘worked example’ for the short rate obscures the particular ambition of Cox, Ingersoll and Ross’s project. As I mentioned previously, Vasicek had found a general equation that calculated the ‘no-arbitrage’ price for bonds given a specification of the short rate and the market price of risk. But Cox, Ingersoll and Ross went a step further: they derived formulas for these quantities that are consistent with a ‘general equilibrium’ model of the economy. In other words, Cox, Ingersoll and Ross were primarily interested in understanding which specifications of the short rate and the market price of risk were compatible with economic theory, rather than the more practical problem of pricing derivatives and other real-world securities.

‘General equilibrium’ refers to the study of economic equilibrium at the level of a whole economy, as opposed to ‘partial equilibrium’, which is concerned with economic equilibrium within individual markets. By comparison, the Black-Scholes model is a prominent example of a partial equilibrium model: it is only concerned with there being no arbitrage opportunities between the market in the underlying stock and options written on that stock. However, at the level of the whole economy, changes in prices in one market tend to affect the prices of goods in other markets. An increase in the price of steel is likely to increase the cost of building an automobile; the extent of this price increase will, however, depend on how easily automobile manufacturers can substitute away from steel in favour of other metals, and the extent to which buyers can substitute towards alternative forms of transportation. Can a whole economy be in a state of equilibrium? Although the study of general equilibrium developed initially at the end of the nineteenth century, it only became a core element of economics education and research in the years after World War II following the emergence of a new style
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of mathematical economics that was developed by Lionel McKenzie, Kenneth Arrow, Gerard Debreu, and others associated with the Cowles Commission.\footnote{An extensive history of the development of Arrow and Debreu (1954) and general equilibrium theory is provided by Mirowski (2002).}

The abstract general equilibrium model developed by Arrow and Debreu (1954) and McKenzie (1954) imagines a world where there is a perfectly competitive market for every traded commodity (gold, silver, wheat, etc.), and a set of competitive forward markets for every possible date of delivery for those commodities. Agents in this hypothetical economy consist of consumers and producers, both of whom adjust their consumption and production activities to maximise utility with respect to a set of fixed preferences, in the case of consumers, or to maximise profit with respect to an abstract technological constraint in the case of producers. McKenzie and Arrow and Debreu were able to prove that a ‘competitive equilibrium’ will exist in such an economy, contingent on there being certain restrictions on consumers’ preferences. These preferences must be ‘convex’, which roughly means that consumers prefer to avoid extremes in their consumption activities (e.g. only buying wheat and nothing else) and prefer instead to buy a balance of different commodities. Moreover, these economists were able to prove that under these conditions, such an equilibrium would be ‘optimal’ in the narrowly defined sense that no set of agents could be made better off without taking away resources from someone else.

Cox et al. sought to build a general equilibrium that they could ‘solve’ for a particular specification of the short rate and the market price of risk. To do so, the trio needed to build up a substantial amount of theoretical machinery. First, one of the obvious weaknesses of Arrow and Debreu’s model was that only physical commodities are traded, and so there is no analogue to money or interest rates. Thus, using general equilibrium techniques to derive useful results about the shape of the yield curve was not a straightforward task and would require substantial extensions to general equilibrium theory itself. Moreover, up until that point, general equilibrium models were constructed in such a way that time was treated as a discrete, rather than continuous process. Thus in Cox et al. (1985), the trio extended Arrow and Debreu’s universe to a continuous-time setting with Itô diffusion processes, just as Merton had done with the Capital Asset Pricing Model, as described above.

By building up an interest-rate model in a general equilibrium setting, Cox et al. had, in effect, developed a ‘small world’ – to borrow Morgan’s (2012) phrase – with which to understand the economic intuition behind the features of their short rate model. For instance, they were able to show that the particular formula for the short rate given above depends on individuals in the economy having a particular type of utility function (log utility), while the ‘market price of risk’ is given an economic rationale, as the co-variance between bond returns and the business cycle. Later, the trio published a paper that would use the model to re-analyse the classic questions regarding the term structure of interest rates, in which they demonstrated
that many of the formulations of the Expectations Hypothesis that had been developed since Fisher (1930) and Lutz (1940)’s were incompatible with a continuous-time general equilibrium economy in which agents are rational (Cox et al., 1981).

Summing up, early term structure models were largely designed to address a series of academic questions about the relationship between interest rates and the broader macroeconomy, and the validity of the Expectations Hypothesis and its variations. These models invoked theoretical entities - such as the ‘market price of risk’ - that are unobservable to traders and other market participants, and can only be measured using statistical analyses on historical price data. But within the intellectual context in which Vasicek, Cox, Ingersoll and Ross were working, the fact that the model was expressed in the form of unobservable parameters such as ‘the market price of risk’ was not a serious deficiency: after all, understanding the relationship between the bond risk premium and market interest rates was exactly the intellectual problem that Vasicek and his contemporaries were interested in addressing. As Vasicek explained to me, the focus of the derivatives quant community has a fundamentally different goal:

Vasicek: [That approach] has a different goal. It says, ‘We will not price bonds. Discount bonds are priced however they are priced’. And then it utilises this information in an efficient way to price derivatives. In a sense, that’s the thing you want to do if you are trading interest-rate derivatives, right? Because bond prices are observable, and so you can use that and you want to use that. From that kind-of thinking to the underlying economics - it comes a little short. [...] One may want to ask, ‘What are the causal variables that drive interest rates?’ - which must be economic, right? Interest rates are not going up and down because somebody like God or somebody on Wall Street rolls dice. I mean, they are driven by economic factors, and if you are interested in what each of those factors are, then the pricing of bonds would be the primary objective - not the pricing of interest-rate derivatives.

Even today, modelling bond risk premia and the empirical behaviour of the yield curve continues to be an active area of research in financial economics (c.f. Cochrane and Piazzesi, 2005; Dai and Singleton, 2002; Gürkaynak and Wright, 2012; Piazzesi, 2010). Yet during the 1980s and 1990s, the task of re-engineering term structure models so that they could be ‘calibrated’ to the ‘risk-neutral’ distribution came to be the focus of interest-rate modelling practices used by traders and quants. This occupies the next part of our story.

7.3 Adapting Term Structure Models for the Derivatives Markets

Beginning in the 1980s, the growth of markets for bond options and other interest-rate derivatives created a demand among financial institutions for interest-rate models. Within the market for U.S. Treasury bonds, falling bond yields caused investors to search for alternative strategies for making large profits. Bond investors began selling call options on Treasury bonds that they already owned, hoping that the options would expire ‘out-of-the-money’, in which case they could keep the revenue from selling customised options as a way to enhance
yield (Derman, 2004, pg. 132). Within these markets, interest-rate models began being used by
dealer banks who bought options from these investors and needed to hedge them with generic
futures contracts or listed bond options (Derman, 2012, pg. 3).

By the mid-1980s, the market for vanilla Libor-based interest-rate derivatives had also
grown into a substantial component of the financial markets (Rebonato, 2002, ch. 1). Swaps
had been traded from the early 1980s; by 1986, caps and floors had become popular enough to
attract attention from Euromoney magazine, which called them a “dangerous new protection
racket” (Shireff, 1986). As I explained in chapter 6, practices in these markets were heav-
ily influenced by the Black-Scholes model and by the mid-to-late 1980s, Black’s (1976) ex-
tension of the Black-Scholes model for the valuation of commodity options had become the
market-standard model for pricing and hedging interest-rate caps and swaptions, despite the
fact that its use was not justifiable on theoretical grounds at that time. (I will explain this in
greater depth in the next chapter, and argue that this convention influenced the development
of interest-rate term structure modelling practices in important ways.) In their 1991 textbook
on swap pricing, Miron and Swannell also include a section on interest-rate options in which
they derive Black’s formula for caps and swaptions and note that it is “the market standard
pricing tool”.

Yet, regardless of the theoretical soundness of applying Black’s model to caplets and swap-
tions, from a practical standpoint it was too limited for many dealer banks making markets in
these products. Miron and Swannell explain that the Black model is “theoretically imperfect”,
for the reason that it only models a single stochastic variable, namely a single interest rate.
“Unfortunately, such a restriction is at odds with the real world - each swap rate, for example,
is, in theory, an independent random variable” (pg. 207). This limitation creates a signifi-
cant problem for a dealer bank when it attempts to hedge its position in caps with swaptions,
and vice versa due to the fact that banks normally face an imbalance of supply and demand
for these derivatives (Rebonato, 2002, pg. 8).9 Although there came to be a strong demand
among clients who wish to buy interest-rate caps (who do so to protect themselves against
interest-rate increases), there came to be very few natural sellers, other than other derivative
dealer banks. Moreover, while there are often many natural swaption ‘sellers’ in the form of
corporations which did so to cancel-out the call provisions embedded within their callable cor-
porate bonds, there are comparatively fewer market participants who wish to ‘buy’ swaptions.
Dealer banks thus often faced a net ‘short’ position in caps and a net ‘long’ position in swap-
tions which they were unable to hedge by trading in each of these categories by themselves.
Unfortunately, Black’s (1976) model provides no way to value a cap in terms of swaptions or
vice versa. In effect, each instrument is valued in isolation from the other.10 To remain com-

---

9Shireff (1986) also alludes to this problem in a Euromoney article from that time: “the problem facing all writers of
caps and similar medium-term options is how to hedge with matching financial instruments”.
10As Rebonato (2002, pg. 8) says, “each individual caplet would be perfectly priced by the Black formula with
the ‘correct’ input volatility, but it would inhabit its own universe (in late-to-be-introduced terminology, it would be
petitive – and indeed, to be able to effectively monitor their risk exposures – banks needed to develop modelling techniques that could be applied across product types. To do so, however, they would need models that could take a discount curve and the prices of plain vanilla options as given.

Thus, the demand for a general interest-rate model among financial institutions was coming not only from the market for Treasury bond options, but from the growing market for Libor-based derivatives as well. Emanuel Derman, a quant at Goldman Sachs who was working on these issues at the time, wrote in his recent memoir that during the 1980s “you could sense a rising urgency, almost a race, to solve the problem [of pricing bond options]” (Derman, 2004, pg. 154). While short rate models may have at first appeared to be a natural solution to this problem, documents written by market practitioners from those years indicate that they avoided using term structure models for the reasons I discussed previously: without the ability to closely, if not exactly, match an existing yield curve, short rate models would not produce accurate prices for derivatives or strategies with which to hedge them. In a section of their textbook from that era on bond options, Miron and Swannell (1991, pg. 208) note that Brennan and Schwartz’s two-factor short rate model could be used as an alternative to Black’s model for caps and swaptions, but that the process of “fine tuning” the parameters of the model to achieve a “best fit” with the observed discount curve is “not necessarily an easy process”.

One solution to this problem came from within the banking industry, which by the 1980s had begun to hire PhD-trained mathematicians and physicists more frequently. By the late 1980s, Fischer Black had left academia and was working full-time at Goldman Sachs. Together with Emanuel Derman and Bill Toy, two former physicists, they built the first extension of the short rate modelling approach that could be calibrated to not only an arbitrary discount/yield curve, but to the ‘implied volatility’ surface of various interest rates.11 I interviewed Derman, who explained the motivation for the development of their model. While he was not familiar with Vasicek’s model at the time (having trained as a physicist, Derman learned finance ‘on the job’ at Goldman Sachs rather than in a formal classroom setting), he explained that their model was suited for a different purpose:

Derman: Vasicek’s [model] specifies the dynamics for interest rates, and calculates the yield curve. And then you can calculate options on the yield curve. But what we were interested in was fitting the yield curve and then calculating options on the yield curve. And if you took the simple version of Vasicek, you ended up with bond prices which weren’t the bond prices in the market. […] The aim was: give me a yield curve; I’ll fit it, and then I’ll calculate option prices. Because it was sort-of pointless to calculate the value of an option on a bond when you had already priced the bond incorrectly. So, we were doing something similar to Vasicek, in a way, but our aim wasn’t to "predict" the yield curve, but to calibrate to the yield curve. […] So calibration was the main thing, and then no-arbitrage.

11 Derman (2004) provides an extended personal account of the development of the BDT model in his memoir.
Like the Vasicek and Cox et al. models, Black et al.’s model is driven by a single stochastic variable: the short rate. Using this short rate process, the price of bonds and interest-rate derivatives could then be priced: in modern terminology, one would do so by taking discounted expectations of the asset’s payoff under an appropriate martingale measure. But whereas using Vasicek’s or Cox et al.’s model required one to specify the real-world probabilistic behaviour of the short rate process and the market price of risk using statistical techniques performed on historical data, Black et al. took the inverse approach: in their model, the short rate process is instead deduced from the current prices and volatilities of discount bonds that are currently quoted in the market. (These volatility values can be determined by taking the current prices for interest-rate caplets and then backing out their associated ‘implied volatility’ using the Black (1976) caplet formula.) In this manner, one could thus construct a short rate model directly from quoted market prices that not only matched the current discount curve but the caplet volatility surface as well. Moreover, unlike Vasicek and Cox et al.’s models, Black et al. built a model with a lognormal process for the short rate, which added a degree of compatibility with the Black model for caps and swaptions.

To build their model, Black et al. drew on a pair of intellectual resources that Cox and Ross themselves had helped develop in their own work on options pricing theory: the Cox et al. binomial option pricing model and the concept of ‘risk-neutral’ pricing, which I mentioned in chapter 4. Just as Cox et al. had restricted the movement in the underlying stock to ‘up/down’ movements of a fixed size at discrete time intervals, Black et al. did the same for the short rate, which in a discrete setting refers to the interest on a discount bond maturing in one time step (e.g. a 1 year bond). However, rather than deriving a formula for the risk-neutral probability $q$ that satisfies no-arbitrage, Black et al. took the leap of assuming that the up and down state are equally likely at each time step (meaning that the risk-neutral probability $q = 1/2$). While this appears to be a somewhat arbitrary choice, it is a powerful simplification. With the risk-neutral probability pre-set to 1/2 and when applied to discount bonds, Cox et al.’s risk-neutral pricing formula and the formula for the stock’s implied volatility reduces to a system of two equations with two unknowns in each time-step, which admits a unique solution. As long as one has a complete yield curve and corresponding set of caplet volatilities, a modified version of Cox et al.’s risk-neutral valuation formula can then be used to solve recursively for the ‘market-implied’ values of the short rate process. Having ‘calibrated’ the model to market data using this procedure, any bond and many interest-rate derivatives could then be valued using an approach similar to that used by Cox et al. to price a call option on a share of stock.

By developing their model in Cox et al.’s discrete binomial framework, Black et al. made a significant break from the existing literature on term structure modelling. First, rather than

---

12While Black et al.’s original paper contains no citations, in his lecture notes, Derman (2012) states that “BDT is inspired more by the binomial formulation of Black-Scholes than it is by the p.d.e. approach” (the p.d.e. approach referring to the original continuous-time formula provided by Black and Scholes and Merton (1973b)).
using the abstract language of continuous-time Itô processes, their paper was written in the simpler language of binomial processes, which Cox et al. had in large part developed to teach to their MBA students who had little or no training in advanced mathematics. In addition to being simpler, the BDT paper essentially provided a calibration and pricing algorithm that could be programmed into a computer, a fact that Derman (2004, pg. 161) himself acknowledges as an important reason for the model’s popularity among derivatives traders: “[I]n our model, the medium was the message: The description and the implementation were almost one.” Second, by using the same modelling framework as the Cox et al. binomial model, which like the Black and Scholes and Black models assumes that the price of the underlying asset follows a lognormal Brownian motion, the BDT model was theoretically in line with the increasingly market standard Black caplet and swaption formulas. Yet, as is always the case with models, its simplicity came at a price: the BDT model is a rather restrictive model, and it implies a rather implausible behaviour for the short rate process in the future (Rebonato, 2004a, pgs. 691-2). Later, Fischer Black and a quant named Piotr Karasinski published a continuous-time generalisation of the BDT model that addressed some of the limitations of the BDT model and remained popular among traders in the interest-rate derivative markets for many years.13

While Black et al.’s binomial model was analytically much more amenable to working as a derivatives pricing ‘engine’ than many of the short rate models that preceded it, its use of the ‘risk-neutral’ valuation framework represents a subtle but crucial shift in thinking about the object of interest-rate modelling. Short rate models developed by financial economists were oriented towards quantifying the empirical behaviour of the short rate and the bond risk premium. Of course, after the development of the martingale pricing techniques introduced by Harrison and Kreps and Harrison and Pliska, a set of techniques existed to modify a Vasicek or CIR short rate process to describe its evolution under the ‘risk-neutral’ world. Dybvig (1988) seems to be the first published paper to make this connection: he notes that one does not actually need to consider the ‘real-world’ behaviour of the short rate in order to price interest-rate derivatives written on bonds, and thus one can stick with modelling its ‘risk-neutral’ behaviour. Moreover, by 1989, Artzner and Delbaen had formally extended Harrison and Kreps’s methods to short rate models. However, these short rate models still suffered from the problem of not being able to match an existing discount curve, let alone a term structure of volatilities. In the Black et al. short model, by comparison, the short rate is instead a quantity that is derived within the model based on current market prices, on the assumption that these prices are free from arbitrage opportunities, and using this quantity derives the prices of other derivatives in a way that is economically consistent. This short rate is a model parameter that turns the model into a useful pricing ‘engine’, rather than the accurate statistical behaviour of

13See the “hypothetical conversation between a trader in interest-rate derivatives and a quantitative analyst” offered by Brigo and Mercurio (2006, pg. 935). They note that the Black-Karasinski and the Hull-White (extended Vasicek) models are popular among traders because they offer “kind of opposite assumptions on the short rate distributions”.
Figure 7.3: Calibrating the short rate process at the first time step ($r_U^1$ and $r_D^1$) in a Black-Derman-Toy model to the current price $P(0,2)$ and volatility $\sigma_{P(0,2)}$ of a two-year discount bond via backward induction. This process can be repeated recursively to solve for a complete set of short rates using the rest of the discount curve and volatility surface.

\[
P(0,2) = \left( \frac{1}{2} \cdot \frac{1}{1+r_U^1} + \frac{1}{2} \cdot \frac{1}{1+r_D^1} \right) \]

\[
\sigma_{P(0,2)} = \frac{1}{2} \ln \left( \frac{r_U^1}{r_D^1} \right)
\]

\[
P(1,2) = \frac{1}{2} \cdot \frac{1}{1+r_U^1} \cdot \frac{1}{1+r_D^1} \]

\[
P(2,2) = $1
\]

The real-world short rate.

Figure 7.3 is an illustration of how the possible paths of the short rate for the first two time steps can be inferred within the BDT model given a set of discount bond prices and Black implied volatilities. Note that $r_U^1$ and $r_D^1$ are not strictly related to the ‘real-world’ behaviour of the term structure (to assume that they are would require one to believe that the model itself is ‘correct’ in a fundamental sense). Instead, they are risk-neutral parameters. As such, they are simply model parameters that we solved for that make the current prices and implied volatilities associated with discount bonds internally consistent and free from arbitrage opportunities within the world of the model. Those risk-neutral interest rates do not necessarily – and in all likelihood, do not – represent the ‘real-world’ behaviour of the short rate, because their values are inextricably entwined with the structure and assumptions of the model itself. Yet, as Cox and Ross had shown, this did not matter: within their intellectual framework, these risk-neutral values were more useful to a trader for pricing derivatives, because within the model they defined the ‘no-arbitrage’ price.

This now brings us to the last part of our story in this chapter: the development of extensions to the original short rate models that could be fitted to an arbitrary yield curve and a set of cap or swaption implied volatilities. John Hull and Alan White, a pair of finance academics at the University of Toronto’s business school, came to publish an important modification to the early short rate models developed by Vasicek and Cox et al. that enabled these models to exactly fit an arbitrary discount curve and volatility surface. Unlike many academics who worked in the field of interest-rate modelling at the time, Hull and White had built close ties with industry practitioners and often drew inspiration for their academic work from problems...
that the derivatives industry was facing. They had met in the mid-1980s at York University in Ontario, Canada, where both worked on the finance faculty. Hull had completed his PhD in 1976 on a topic squarely in the field of corporate finance rather than asset pricing theory. However, by the early 1980s he was drawn into the emerging field of options pricing. In 1984 he co-authored a paper on the pricing of currency options (Biger and Hull, 1983), and was later asked by a bank in Toronto to present his work on the topic (Hull interview). Hull and his co-author derived their model for currency options using continuous-time Itô processes, as Black, Scholes and Merton had done. However, for the presentation they decided to present it using Cox et al.’s simpler binomial framework. “I had to learn the Cox/Ross/Rubinstein model in the three weeks before the presentation”, said Hull (Hull interview). Hull had helped recruit Alan White, a recent PhD graduate from the University of Toronto who had been hired the previous year as an assistant professor by York’s finance faculty. Working together, Hull and White developed a Monte Carlo simulation to illustrate the performance of delta hedging in the model (Hull, 2003, pg. 549). “One participant in the audience told us that delta hedging doesn’t work, due to the fact that volatility is non-constant” (Hull interview). The participant was right: as soon as they adjusted the model to account for a non-constant volatility of the underlying currency, delta hedging was no longer effective as standard option pricing models suggest. Based on this observation, the duo ended up publishing one of the first stochastic volatility models (Hull and White, 1987), a field of modelling that would become extremely important after the emergence of a “volatility skew” following the stock market crash of 1987.

By 1988, the two had moved to the University of Toronto and became aware of the problem that banks were facing in aggregating and hedging risks associated with swaptions and caps (Hull interview). However, in comparison to Fischer Black and his colleagues at Goldman Sachs, they realised that both Vasicek’s and Cox et al.’s models could be straightforwardly adapted to fit an arbitrary discount curve and even a volatility structure by allowing the parameters governing the short rate process to change with time rather than being fixed constants (Hull and White, 1990a). Whereas Vasicek and Cox, Ingersoll and Ross had developed models where the short rate takes the form:

$$dr(t) = a(b - r(t))dt + \sigma dW^P(t)$$

Hull and White replaced the fixed parameters of these models with a set of time-varying functions to create the following ‘extended’ versions of the Vasicek and Cox-Ingersoll-Ross short

---

14See also Hull and White (1990a, pg. 574): “It is difficult to aggregate exposures across different interest-rate-dependent securities. For example, it is difficult to determine the extent to which the volatility exposure of a swaption can be offset by a position in caps.”
rate models:\textsuperscript{15}

\[ dr(t) = \left[ \frac{\theta(t) + a(t)(b - r(t))}{\sqrt{r}} \right] dt + \sigma(t) dW_Q(t) \] (7.7)

\[ dr(t) = \theta(t) + a(t)(b - r(t)) dt + \sigma(t) dW_Q(t) \] (7.8)

Following Dybvig (1988), Hull and White note that for the purpose of derivative pricing it is not necessary to consider the ‘real world’ \( \mathbb{P} \) evolution of the short rate; instead, one can model the short rate directly within a ‘risk-neutral’ \( \mathbb{Q} \) measure:

For the purposes of derivative security pricing, this paper needs only to be concerned with the risk-neutral process for \( r(t) \). This is because derivative securities can be priced by assuming that \( r(t) \) follows its risk-neutral process and by using the risk-free interest-rate for discounting. The procedures that will be described in this paper lead directly to a tree representing the risk-neutral process for \( r \). No assumptions are required about the market price of risk. (Hull and White, 1993a, pg. 239)

These apparently minor modifications were exactly what was needed to allow the Vasicek and CIR models to both fit an arbitrary discount curve and volatility surface. This stochastic differential equation describing the short rate \( r(t) \) in the risk-neutral world is then used as a stochastic ‘building block’ for the entire term structure of interest rates, e.g. the discount curve. Using a short rate model, the value of most Libor derivatives - both vanilla and exotic - can then in principle be valued by taking discounted expectations of an asset’s payoff expressed in terms of this short rate process.

These models can be calibrated to the prices of discount bonds and vanilla interest-rate options using the calibration procedure outlined in chapter 6: a non-linear optimisation algorithm running on a computer can search for a set of parameters for one of these models \( (\theta(t), a(t), \sigma(t) \) in the equations above\) such that the model produces the appropriate prices for these instruments, after which the derivative of interest can then be priced. In most cases, however, it is not possible to derive ‘closed form’ (i.e. analytic) solutions for the prices of either vanilla interest-rate derivatives or exotics. Thus, a numerical approximation method must be employed to solve the model. This invariably involves converting the continuous-time stochastic processes given in Equation 7.7 into a discrete-time process, which creates a whole new set of decisions for quants to make. No-arbitrage interest-rate theory itself provides little guidance in selecting between these various choices. Instead, it requires a deep, and largely tacit, familiarity with the ‘art’ of building fast and robust numerical approximations using tools from applied mathematics and computer science. As Sadr explains:

\textsuperscript{15}During my interview with Andrew Morton - who co-developed the HJM model that I discuss in the next chapter - he told me that because most rates traders and quants at that time had a background in mathematics or physics, they were generally comfortable making modifications (such as adding time varying parameters) to ‘off-the-shelf’ interest-rate models on their own. This is not to diminish Hull and White’s contribution, however. As I mentioned previously, the substantial challenge in using these models seems to lie in developing a set of numerical implementations that can be used to calibrate the models and price various interest-rate derivatives. Hull and White developed a set of techniques for doing so (via trinomial trees and finite difference methods), and made these techniques publicly available to the trading community.
The process of implementing a discrete-time version of a short rate model introduces a series of implementation choices and techniques. The process is more of an art, and involves the judicious use of a variety of techniques. The desire is to implement a discretised model that is easy to use, is flexible to handle a variety of instruments, and can recover market prices for liquid flow options, and provides quick Greeks to guide the selection of the replicating portfolio. This is a tall order! (Sadr, 2009, pg. 154)

In implementing these models, interest-rate traders and quants were aided by a convenient mathematical feature of all of these models beginning with the Vasicek model: the short rate possesses the so-called ‘Markov property’, which means in a certain precise sense they are ‘memoryless’. Thus, in these models, the future distribution of the short rate only depends on its current value and not the path that the rate took up until that point in time. For quants, the appeal of Markovian models - of which short rate models are a subset - is that they can be efficiently solved with a particular set of numerical tools that are well understood, robust, and most importantly, quite fast. The most common set of techniques for solving Markovian models of this sort are recombining trees (also known as lattices) and finite difference methods, which had been introduced to the world of mathematical finance by Schwartz (1977).

The simplest lattice-based method is the binomial tree technique that Black et al. built their interest-rate model around. To use a tree-based method with a short rate model, the movement of the continuous short rate process is discretised and its movement in each time step is restricted to a small number of possible moves. Next, a tree is constructed that captures the possible movements of the short rate from the present date up until the derivative’s expiry date. Finally, a computer algorithm traverses backward along the tree from its end points and calculates the value of the derivative at each date. An example of a trinomial tree for the Hull and White model is shown in figure 7.4.

Finite difference methods are another standard set of techniques that can be applied in an efficient manner to Markovian short rate models. To use this approach, one would begin by converting the risk-neutral expectation that define the exotic’s no-arbitrage price into a partial differential equation (similar to the famous Black-Scholes PDE). Next, one would convert this PDE into a set of discrete difference equations, which could then be solved iteratively using a number of different computer algorithms. To a great extent, these techniques were a natural fit with the early short rate models: Vasicek (1977), for instance, initially solved his short rate model using a PDE-based approach, as martingale pricing theory had not yet been developed. These techniques also have the advantage of being extremely robust and well-known to physicists and engineers, who were hired as ‘rocket scientists’ (the term ‘quant’ had not yet become commonplace) in those years.

Again, however, Hull and White’s revision to the Vasicek and CIR models should not be viewed as inherently superior than Vasicek and Cox et al.’s original models, a fact that Hull and White themselves hint at, and which other writers confirm: in fitting the parameters of their model to the market discount curve and volatility surface, their model could achieve a
high degree of ‘fit’ with current market prices, but unlike the Vasicek model it becomes highly likely – and possibly certain – that the fit of the model will quickly break down as time passes and those prices change. Yet, as Hull and White note, while this is potentially a drawback when one is interested in studying the empirical behaviour of interest rates (as Vasicek and others were), this is less of a problem for a derivatives pricing model:

If it is found that the functions […] change significantly over time, it would be tempting to dismiss the model as being a “throw-away” of no practical value. However, this would be a mistake. It is important to distinguish between the goal of developing a model that adequately describes term-structure movements and the goal of developing a model that adequately values most of the interest-rate-contingent claims that are encountered in practice. (Hull and White, 1990a, pg. 583)

Like the ‘implied’ short rate process in the Black et al. model, the parameters of the Hull-White model make no attempt to represent the real-world behaviour of the short rate. Instead, the short rate is defined by a series of risk-neutral parameters that make the current prices of discount bonds and interest-rate derivatives consistent within the model so that it can be used to calculate prices of other derivatives. Thus, while the switch from the Vasicek to the Hull-White model appears to be a merely cosmetic one, it in fact represents a deeper shift in the object of interest-rate modelling: from the ‘real-world’ behaviour of the term structure to the ‘risk-neutral’ world.

---

16 See Wilmott (2007, pg. 376) on “Yield Curve Fitting: For and Against”: “If the market prices of simple bonds were correctly given by a model, such as Ho & Lee or Hull & White, fitted at time \( t \) then, when we come back a week later, \( t + \) one week, say, to refit the function \( \eta(t) \), we would find that this function had not changed in the meantime. This never happens in practice. We find that the function \( \eta(t) \) has changed out of all recognition.”
7.4 From ‘Small Worlds’ to Pricing Infrastructure

Derivative dealers - particularly those who entered the market before the mid-1990s - came to develop sophisticated pricing infrastructure based on Markovian models coupled with low-dimensional numerical techniques, such as trees and finite-difference methods. In the simplest cases, these models were ‘textbook’ short rate models, such as those illustrated in Equation 7.7, some of which appear to still be in use to this day. Dealers, however, came to develop new low-dimensional interest rate models some of which abandoned the focus on the short rate altogether. In doing so, interest rate models gradually transformed from Morgan’s economic models as ‘small worlds’ that economists use as tools for discovery to more instrumental tools of calculation. At the same time, quants who worked with these models gradually developed a largely tacit body of expertise in overcoming their weaknesses that is independent from the knowledge and expertise of the epistemic community that developed the first short rate models.

Oscar, who worked at a bank which I was told by Joshua “was traditionally a very strong Markov low-dimensional rates house” (Oscar agreed with this sentiment), described the success of this approach to modelling as follows:

Oscar: The approach taken by [Alphabank] in the ’90s was to focus on short rate models. And to be fair, before ’97 there wasn’t really much of an alternative, and they did start very early on. And, well... 1, 2, 3 factor versions of those... Well, the advantage of those [...] is that these models can be made to be extremely fast, they’re easy to calibrate, they’re very stable. They’re a very scalable way to run a business, and that’s what they were doing. They were running, in many cases, portfolios that were five to ten times as large as much of their competition. So stability, scalability, robustness - could be argued was much more important than actually getting the nitty-gritty right of a particular trade.

As Oscar explained to me, compared to the models that I focus on in the next chapter, these models have the advantage of being quite fast: because the entire term structure of interest rates is only driven by a single (or at most several) state variables, they can be used to price and risk manage exotic interest-rate derivatives with a high level of performance. This was of course an important feature in the 1990s, given that computing power was relatively limited, even within large investment banks. A number of other quants told me that even now after computing power has increased, a great advantage of lattice and finite-difference based numerical techniques (and low-dimensional Markov models by extension) is that these methods tend to produce “crisper” and “cleaner” risk sensitivities for traders. Stephen explained to me that the methods needed to solve the non-Markov models discussed in the next chapter will produce risk that:

Stephen: [...] won’t be crisp, it won’t tell you, ‘You have to hedge with *that* option, *that* maturity’. Instead, it’s going to give you sort-of like a fuzzy hedge profile. So usually you have to eyeball and say, ‘Okay there’s a lot of noise here, but based on my experience with these types of models, I’m going to pick these sets of instruments’. [...] So if you get stuff into
finite-difference grids, then generally speaking the risk comes out just crisper; everything is cleaner, there’s less confusion and less noise.

Markovian short rate models and their associated numerical techniques do have a number of weaknesses, though, which became more apparent to market practitioners over time and with the growing complexity of the rates market. Banks came to develop solutions to these problems within the paradigm of low-dimensional Markovian modelling. Because there is only one source of uncertainty in the Hull-White model (a single $dW$ term), the discount curve can only shift up and down in a parallel fashion: it cannot, therefore, twist or turn as the ‘real-world’ term structure of interest rates often does.

In the mid-to-late 1990s, however, a popular class of exotic interest-rate derivatives emerged which depended on the ‘spread’ between two interest rates: for instance, the spread between the 10 year and the 2 year points on the discount curve. These products, which were early predecessors of the CMS spread options discussed in chapter 5, were attractive to certain institutional investors because they allowed them to make bets on whether the yield curve would invert over some period of time. For instance, a ‘spread option’ which pays off the maximum between the spread of the 10 year and 2 year rates and zero will expire ‘in the money’ as long as the yield curve is not inverted, at least between those points. Writing in a Risk Magazine article from that time, Garman (1992) notes that initially many traders attempted to price spread options using single factor models (and in some cases, even the Black model) by treating the ‘spread’ itself as a single random variable. The major difficulty that traders encounter in using a single factor model for a spread option, as Garman observes, is that such a model will produce a set of risk sensitivities that cannot realistically be used to hedge the option. As Garman wrote, “the one-factor approach to spread option modelling is, to be frank, the ostrich or “head-in-the-sand,” solution.” To some extent, this weakness can be ameliorated by adding one or more extra stochastic factors to drive the short rate process. For instance, according to Brigo and Mercurio (2006) at the time of that textbook’s publication, one popular model in this class of Markovian short rate models was the G2++ model, which is described by the following system of equations:

\[
\begin{align*}
    r(t) &= \theta(t) + x(t) + y(t) \\
    dx(t) &= -ax(t)dt + \sigma_1 dW^Q_1(t) \\
    dy(t) &= -by(t)dt + \sigma_2 dW^Q_2(t) \\
    dW^Q_1(t)dW^Q_2(t) &= \rho dt
\end{align*}
\]

(7.9)

where $\theta(t), x(t), y(t), a, b$ are parameters that describe the degree of mean reversion and the volatility of the short rate process, while $\rho$ expresses the degree of correlation between the two

---

$^{17}$This is a point that many of my interviewees - including Joshua and Oscar - brought up, but relevance of spread options in prompting interest in multi-factor short rate models is also mentioned by Brigo and Mercurio (2006, pg. 137).
Brownian motion factors. Because there are two sources of uncertainty in this model, which are linked by the correlation parameter $\rho$, such a model could be used, in principle, to price these spread instruments. However, it quickly became apparent that the capacity of these models to ‘induce decorrelation’ between two rates (e.g. to have the two rates move out of lock-step with one another) was actually quite limited.\(^{18}\) Decorrelation could be more easily accomplished by increasing the number of correlated Brownian motions driving the short rate (Rebonato, 2004a, pg. 695). Unfortunately, even in the present day it is seems that banks run into difficulty applying finite difference-based techniques to solve models that have more than three sources of uncertainty. Stephen explained to me that the weakness of these methods is that they become infeasible to use when solving interest-rate models that have more than three sources of uncertainty:

Spears: So really with more than two factors it’s impossible to do finite-differences, or –
Stephen: Yeah. The most we go up to is three. And that’s sort-of scraping against the... - we have prototypes up to four. But the emergence of these graphic processing units, people are starting to look at that, and we are looking at that as well. [...] But there’s this curse of dimensionality that happens with lattice-based methods that - as you go from $N$ to $N^2$ to $N^3$, and at some point it just becomes infeasible.

The ‘curse of dimensionality’ that Stephen mentions arises because in tree and finite difference-based approaches, one has to account for all of the possible movements of the stochastic quantity up until the derivative’s expiration date. One must do so because these methods are ‘backward looking’ and involve starting from the derivative’s possible future payoffs and working backward along the possible movements of the short rate to calculate the derivative’s current price. In the early-to-mid 1990s, however, the general perception seems to have been that no serious alternatives to these numerical methods yet existed. According to Rebonato (2004a, pg. 697), Monte Carlo based simulation techniques could have handled high dimensional short rate models. With Monte Carlo-based techniques, instead of building a tree or a discretised PDE that describes all of the possible discrete movements of the short rate over some period of time, one relies on the law of large numbers: a smaller set of possible paths of the short rate would be simulated up until the derivative’s expiry, the derivative’s value along each of these paths would be calculated, and then the resulting average would (given enough sample paths) converge to the ‘correct’ price of the derivative. But according to Rebonato, these techniques were not yet trusted among quants and traders and were instead treated as “a tool of last resort to be tried when everything else failed”. Monte Carlo-based methods were also incapable, at that time, of handling exotics with so-called ‘early exercise’ features. This amounted to a serious weakness, given that the market for Bermudan swaptions was (and continues to be) one of the most popular exotic products in existence, due to the large demand from corporate issuers and mortgage lenders in the United States. Conversely, numerical techniques such as binomial and trinomial trees are extremely efficient at pricing instruments such as

\(^{18}\)See Rebonato and Cooper (1994), who analyse this weakness in the case of two-factor short rate models.
Bermudan swaptions. Thus, few banks at that time - particularly those that had already made considerable investments in tree and finite difference-based approaches - were interested in abandoning the Markovian short rate / finite differences-based pricing platform in favour of an untested (and untrusted) alternative, given that such a platform could not even handle the most common of exotics.

With that said, it appears that decorrelation was not an insurmountable problem for the banks that had specialised in Markov-based modelling techniques: being filled with smart, talented quants, these banks muddled through and managed to adapt these models to the task. Joshua emphasised to me that while the “Markov framework itself is fighting against you”, some banks managed to get it to work:

Joshua: When you run the analysis, you discover that as you go out in time, the rates all end up correlating with each other again. So you just run out of freedom - you can probably decorrelate in the short-term, but over the long-term the Markov framework itself is fighting you. And it’s wanting to push stuff back together [...]. So you end up with a bunch of people who are frustrated with the ability to decorrelate but could just about get a two-factor Markov model to work, and they became work horses in banks, and so on. They had good numerical properties, they’re very stiff and so on, they struggled with decorrelation. But at least you could just about force them to work.

Oscar and Joshua both hint at another problem with the low dimensional Markovian paradigm: in addition to having trouble pricing certain ‘spread’ products that were becoming more common in the market, these models are in general quite ‘rigid’, in part due to the aforementioned limitation of only having 2-3 stochastic factors to allow for a lattice or finite differences implementation. This is the primary reason that these models are generally used within the ‘local’ approach to calibration: they are too inflexible to be calibrated to a wide array of market data. As Joshua said to me, while a Markovian short rate model is numerically advantageous, “it’s a very stiff model so it struggles to match a complex reality, all the detail” (Interview with Joshua). What Joshua is referring to here is that low-dimensional models generally have difficulty ‘reproducing’ all of the prices that a trader would usually be interested in calibrating to for a given product while still making realistic predictions about the future behaviour of those prices. Typically, the patterning of implied volatilities for caps and swaptions across strikes and tenors is much more complex than can be accounted for by a low-dimensional short rate model. As Oscar told me, “in a short rate model, it’s very, very hard to try to match caplets and swaptions at the same time”. ‘Roger’, a quant who joined AlphaBank in the mid-to-late 1990s, indicated to me that the ‘stiffness’ of these models actually created risk governance issues within the bank. Specifically, he told me that one disadvantage of low-dimensional Markov models that were used in the mid-to-late 1990s is that they can give, in his opinion, too much freedom to traders in terms of the choice of instruments they calibrate to and thus excessive liberty in marking his/her books. According to Roger, the push within AlphaBank to develop higher-dimensional, non-Markov models was driven in part to constrain traders’ ability to misrepresent the mark-to-market value of their trades through selective calibration
by using models calibrated to a wider set of market instruments.

Problems arising from the ‘stiffness’ of these models became particularly acute following the emergence of a “volatility smile” in the interest-rate derivatives markets beginning in 1994 and intensifying by the late 1990s and early 2000s. (As I mentioned in the previous chapter, the term ‘volatility smile’ refers to the phenomenon in which the Black implied volatility of a cap or swaption depends on its strike, something that is not predicted to happen by the Black model itself.) According to Oscar, short rate models “struggle enormously” to match the smile in a straightforward fashion. Nevertheless, banks came to develop solutions to this problem that fit within the low-dimensional Markov paradigm: one example of which is the ‘quadratic Gaussian’ short rate model, a model that was first published in 1991 (Beaglehole and Tenney, 1991). In these models, the short rate is a quadratic function (e.g. of the form \( y = ax^2 + bx + c \)) of some other Markov process \( x(t) \). This quadratic specification gives the model greater flexibility in matching the implied volatilities of caplets and swaptions with strikes that are in or out-of-the-money. In its simplest formulation, such a model can be expressed as evolving under the ‘risk-neutral’ \( Q \) measure by (Andersen and Piterbarg, 2010, pg. 443):

\[
\begin{align*}
    r(t) &= \alpha(t)x(t)^2 + \beta(t)x(t) + \theta(t) \\
    dx(t) &= \sigma(t)dW_Q(t)
\end{align*}
\]

where \( \alpha(t), \beta(t), \theta(t), \sigma(t) \) are parameter vectors.

Once an understanding of the martingale pricing techniques outlined in chapter 4 became widespread among quants by the late 1990s, they developed more general Markov models that moved away from what until then had been a fixation on using the ‘short rate’ as a modelling building block. Instead, a Markovian interest rate model could be defined in terms of a number of stochastic processes that define the movement of interest rates, but which do not necessarily have any economic or financial meaning in and of themselves. These models had the advantage of being easier to calibrate to cap and swaption prices in the presence of a volatility smile and were thus a major ‘step forward’ among interest rate quants and traders, but these developments simultaneously represent a ‘step away’ from the style of modelling used by economists from which short rate models first originated.

Hagan and Woodward’s Markov modelling framework, for instance, begins from the premise that the only necessary ingredients for an arbitrage-free interest rate model are (a) a set of stochastic processes that drive the random movement of interest rates and (b) a numéraire asset whose price must remain strictly positive at all times; however, the functional form of these two elements is essentially arbitrary, and one need not choose a set of stochastic processes or a numéraire that corresponds to financially or economically meaningful entities. As one current textbook puts it: “critically, the numéraire does not need to be the money market account, or any other ‘identifiable’ security such as a discount bond or an annuity - a positive
process is all that is required” (Andersen and Piterbarg, 2010, pg. 466). Hagan and Woodward realised that by redefining the numéraire asset itself, one could develop a set of Markovian interest rate models that can “match the implied volatility smiles of swaptions and caplets, and thus enable one to eliminate smile error” more effectively than short rate models (Hagan and Woodward, 1999, pg. 233).

As an example, the typical numéraire in a short rate model is the ‘money market account’ (see chapter 4), which is associated with the well-known ‘risk-neutral’ martingale measure $Q$ and corresponds to the interest earned by depositing cash into a bank account and accruing interest on a continuous basis at the short rate $r(t)$:

$$N(t) = e^{\int_0^t r(s)ds}$$

This equation is, for instance, what results when one solves Equation 7.1 from the original Vasicek framework. While abstract, the above equation attempts to represent a real-world action that an investor could undertake: depositing money into a bank account and receiving interest on it. In the martingale pricing framework, this equation is, in turn, used to define the stochastic discount factor that is used to price derivatives using the martingale pricing equation. Recalling from chapter 4 that the martingale pricing equation is given by:

$$X(t) = E^N \left[ N(T) \frac{X(T)}{N(T)} \mid \mathcal{F}_t \right]$$

where $N$ is a probability measure that admits the same set of events as possible outcomes as the ‘real-world’ measure $P$ and under which discounted asset prices are martingales. When the money market account is used as numéraire, then:

$$\frac{N(t)}{N(T)} = \frac{e^{\int_0^t r(s)ds}}{e^{\int_0^T r(s)ds}} = e^{\int_T^t r(s)ds}$$

and the martingale pricing equation becomes:

$$X(t) = E^Q \left[ e^{-\int_t^T r(s)ds} \cdot X(T) \mid \mathcal{F}_t \right]$$

where the chosen martingale measure is now the ‘risk-neutral’ measure $Q$, as this measure is associated with using the money market account as numéraire. Hagan and Woodward argued that this numéraire could be ‘arbitrary’ as long as it satisfied the relatively weak requirements of martingale pricing theory. Notably, it need not correspond to an actual financial instrument or process (e.g. depositing money into a bank account), as long as it could in principle be synthetically created from existing real-world instruments or processes. In their framework,
they instead choose the following numéraire:

$$N(t) = \frac{1}{P(0,t)} e^{h(t,x(t)) + a(t)}$$

In the above equation, $P(0,t)$ is the price of a discount bond maturing at $t$, $h(.,.)$ and $a(t)$ are functions that are chosen to calibrate the model to existing cap and swaption prices and $x(t)$ is a low-dimensional Markov process that evolves according to the following stochastic differential equation under a probability measure $Q_N$ that make asset prices martingales when discounted using the above numéraire:

$$dx(t) = \alpha(t)[1 + \beta x(t)]^{\eta} dW^{Q_N}(t)$$

where $\alpha(t)$, $\beta$ and $\eta$ are parameters.

Rather than being a ‘small world’ that attempts to capture real-world economic processes in a highly caricatured yet elegant manner, as the Vasicek and Cox et al. models arguably attempted to do, these models are much more instrumental in their focus and ambition. This change makes the models much easier to calibrate to caps and swaptions, which is one of the primary criteria that derivative quants use when evaluating the quality of a model. Hagan and Woodward’s framework thus represents another step in developing interest rate models into being ‘derivatives pricing engines’.

In some respects, this gradual move away from the style of modelling that economists generally practise is best seen with the so-called ‘Markov-functional models’, which were first introduced by Hunt et al. (2000) as a low-dimensional alternative to the BGM framework that is discussed in chapter 8. (In mathematics, a ‘functional’ is a generalisation of the concept of a function: it takes a function as an input and maps it to a specific value.) We can think of the Markov-functional approach to modelling as being a ‘top down’ approach to modelling compared to the ‘bottom-up’ approach of short rate modelling and the approach developed by Hagan and Woodward. In these ‘bottom-up’ approaches, one specifies a stochastic process and a numéraire and then calibrates the resulting model by adjusting the parameters of these equations so that the model can match the prices of vanilla instruments as closely as possible. The Markov-functional approach reverses this strategy. Like the short rate and Hagan and Woodward approaches, the ‘building block’ of a Markov-functional model is a one or two factor Markovian process denoted by $x(t)$. However, the functional relationship between this process and the numéraire is initially left unspecified. Instead, the prices of a small set of discount bonds and a chosen set of vanilla options are expressed in terms of $x(t)$ and then used to directly imply or ‘back out’ a functional relationship $H(.,.)$ that connects the numéraire process $N(t)$ to $x(t)$ and which satisfies the no-arbitrage principle. Because these vanilla instruments are used to ‘back out’ an arbitrage-free relationship between $x(t)$ and the numéraire (rather
than assuming one a priori, as in other Markov interest rate models), the prices of these instruments are guaranteed to be matched exactly by the model. Having done this, one will have a complete interest rate model that can be used to value and hedge the exotic via the arbitrage pricing equation. Of course, the resulting functional relationship $H(.)$ that connects the process $x(t)$ to the numéraire will almost certainly not be elegant or particularly meaningful, but that is not the point. The model’s strength lies in its ability to calibrate to a wide variety of vanilla derivatives and to compute prices and risk sensitivities for exotics in a rapid and reliable manner.

According to my interviewees, however, Markov-functional models have their own weaknesses, and an important element of what quants who work with these models know is a body of largely tacit expertise in overcoming those weaknesses when building and maintaining pricing infrastructure for banks and knowing which derivatives can be safely and reliably priced with these models. Oscar, for instance, told me that whereas short rate models are generally too “rigid” to match most of the quoted prices for caps and swaptions, Markov-functional models suffer from the opposite problem: they “are almost too flexible”. As he explained to me, when you try to match the market using an off-the-shelf Markov-functional model, the resulting functional $H(.)$ that is backed-out from market prices for vanilla options will imply “very weird dynamics” for the future behaviour of the yield curve (Interview with Oscar). The potential danger is that because the price of the exotic will equal to the projected future costs of hedging it with the vanilla instruments, an off-the-shelf Markov-functional model will misestimate these hedging costs. As Oscar explained to me, one needs first-hand knowledge of how these instruments are traded to modify the model in such a way to achieve the right “balance” between rigidity and flexibility:

Oscar: So, it’s quite a balance to get that right. And I haven’t seen anybody be able to match all of it [the cap and swaption volatility surface], and in fact I believe that it’s impossible to do so.

Spears: Okay, and this is where the sort-of tacit knowledge of, ‘what do you calibrate to’ - the sort-of knowledge that quants acquire...

Oscar: That’s where it’s *extremely* important to not just have experience from the model development side but to actually look at what’s going on in the market and, ideally, speak to people who are trading it. [...] 

7.5 Conclusion

The aim of this chapter has been to analyse the ‘social and organisational shaping’ of a class of interest-rate term structure models to meet the needs of quants who build models that are used to price exotic Libor derivatives. This chapter has shown that the early ‘short rate’ models could not be easily incorporated into the modelling practices of derivatives traders and quants and required significant re-development to be used in this context. These models were orig-
inally developed within a specific epistemic community – that of academic economics. This community possessed a distinctive ‘ontology’: a set of conceptual objects that the models developed by this community attempt to describe and explain, namely investors’ risk preferences or ‘risk premia’. In addition, it was characterised by a distinctive set of modelling practices and shared beliefs among economists about how models can be used as a source of knowledge about the economic world. These models were designed as ‘small worlds’ that attempted to represent the economic processes that drive interest rates, instead of tools of calculation.

The ‘smallness’ of these models, however, made them ill-suited for performing the dominant modelling practice of derivatives traders and quants – ‘implied calibration’ – which involves setting the parameters of a derivatives pricing model so that the model can reproduce the prices of a chosen set of vanilla derivatives that are used to both hedge and derive the value of the exotic derivative. The practice of model calibration is not one that is not practiced arbitrarily by derivatives quants and traders; instead, it is one that is deeply aligned with the role that derivatives traders play in these markets (as market makers) and contemporary accounting practices, which strongly incentivise - if not require - traders to derive the value of these instruments from observable market prices.

I have argued in this chapter that the reshaping of short rate models into derivatives pricing tools represents one instance of the emergence of a style of economic modelling that is not fundamentally oriented towards explaining economic phenomena but to actively constituting markets. In particular, we saw that the short rate models that were initially developed by financial economists to explain the behaviour of bond prices and the validity of the Expectations Hypothesis were ill-suited for this particular modelling practice, and it was a non-trivial undertaking to reshape these models to suit a context in which a model must calibrate exactly to a set of vanilla options. Moreover, this re-shaping came to involve a new ontological focus on the part of model builders – a shift in focus from the ‘real-world’ behaviour of interest rates and the market price of risk to a focus purely on the ‘risk-neutral’ behaviour of interest rates – and the development of a body of tacit modelling expertise that is largely distinct from that of financial economists. While short rate models are typically associated with the practice of ‘local’ or ‘trade-level’ calibration, in chapter 8 I instead examine the ‘social shaping’ of a class of interest rate models typically associated with the ‘global’ approach to calibration.
Chapter 8

Homology, Path Dependence, and the Reshaping of the HJM Framework

In the previous chapter, we saw that the short rate models developed within financial economics were ill-suited to the practices of derivatives quants and traders, in particular the practice of calibrating a model to the prices of a set of vanilla interest rate derivatives. Financial economists had instead designed these models to be used as ‘small worlds’ for understanding the economic behaviour of interest rates, rather than tools for calculating prices. I examined one particular response that academics and derivatives practitioners made to reshape these models, which involved making a series of gradual changes to the models themselves to adapt them to the social context of derivatives trading and risk management.

This gradual approach, however, was not the only path that was taken. This chapter focuses on another set of approaches to interest rate modelling that were developed to address the misalignment between the short rate models developed by Vasicek, Cox et al., and others to the modelling practices of derivatives trading, and which today is closely associated with the ‘global’ approach to model calibration described in chapter 6. The Ho and Lee model and Heath-Jarrow-Morton (HJM) framework were developed by a group of academics who identified as mathematicians as much as they did economists, and consequently brought a distinctively abstract style of modelling from the discipline of mathematics to bear on the problem of modelling interest rates.

Although these models were explicitly designed for derivatives pricing rather than understanding the economic drivers of interest rates, they came to be ‘re-shaped’ by derivatives quants and traders in ways that are perhaps more dramatic than was the case with the short rate models. Indeed, this chapter provides the most compelling evidence of the ways in which
financial models have been ‘reshaped’ to match the organisational context of derivatives trading and the distinctive practices that characterise it.

The HJM framework, in particular, was re-engineered into a set of ‘market models’ that are deeply homologous both to the conceptual objects that derivatives quants and traders work with on a day-to-day basis and to the organisational structure of modern dealer banks. Moreover, it provided an ex-post justification for the practice among vanilla options traders of using the Black model for pricing and hedging caps and swaptions. And while these ‘market models’ have been deeply influential among traders and quants as a conceptual framework for thinking about derivatives pricing, a material shortcoming of these models – their inability to calculate ‘good hedges’ quickly and reliably – has prevented them from becoming a single dominant approach for valuing and hedging exotic interest rate derivatives.

8.1 Let’s ‘throw away this whole general equilibrium concept and apply the Black and Scholes concept to price bonds’

In the early 1980s, the limitations of the early short rate models came to interest a young finance researcher at NYU named Tom Ho. Like Vasicek, Ho had been trained as a mathematician before becoming involved in finance research. After completing an undergraduate degree in pure mathematics at the University of Warwick, he enrolled as a graduate student at the University of Pennsylvania and eventually completed a PhD in Mathematics in the field of tensor analysis. (In mathematics, a ‘tensor’, a generalisation of the concept of a ‘vector’, is important in certain branches of physics, such as General Relativity.) In his spare time, Ho took classes on macroeconomics and finance across campus at the University of Pennsylvania’s Wharton School of Business, and gradually became a member of its research community. (Wharton was where Ross and Cox initially worked when they began their research on term structure modelling). Finance turned out to be a fairly natural extension of the skillset Ho had developed studying tensor analysis and differential geometry. Later, when he read Cox et al.’s binomial option pricing model, he thought, “Wow! These are tensors - that’s what I’m good at! Conceptually, I can see all these things moving.” (Ho interview). After finishing his PhD in 1978, he was hired by Wharton to teach a class on Itô’s stochastic calculus, the Black-Scholes model, and various other developments in the field of financial economics which were unfamiliar to many of the senior faculty at Wharton at that time.

In the same year, Ho was hired as an assistant professor of finance at New York University (NYU). On his last day at Wharton before moving to Manhattan, one of the senior faculty in the department encouraged him to do research on term structure modelling, as financial economists had, at that point, made very little progress in understanding how to price simple instruments such as government bonds. Indeed, in 1978, the term structure modelling
literature was still in its infancy: only the Vasicek and Dothan interest rate models had been formally published, while the Cox et al. model was still in working paper form. Later, a visit to the trading floor at Merrill Lynch confirmed to Ho that fixed-income traders were using relatively primitive tools compared to stock traders, among whom the CAPM model was gradually becoming popular, and options traders, where practitioners used Black-Scholes from the early days (MacKenzie, 2006, chs. 3 and 6). For a departmental seminar at NYU, Ho decided to present Cox, Ingersoll and Ross’s general equilibrium model and term structure model. (Before it was published, the general equilibrium model and the resulting interest rate model were combined into a single 90+ page working paper.) “I actually studied the whole working paper back to front and rewrote the whole thing and really understood the whole paper. And then I made the presentation, talked about it, and then that really started me thinking.” (Ho interview). With a graduate student named Sang Bin Lee, the two attempted to, as Ho put it to me, “throw away this whole general equilibrium concept” that had been used by Cox, Ingersoll and Ross and fully apply the logic of the Black-Scholes model to the pricing of bonds.

With this goal in mind, Ho and Lee’s project had a similar goal as Fischer Black, Emanuel Derman, and William Toy who began working on the problem of bond option pricing in 1986 at Goldman Sachs. Like them, Ho and Lee were interested in building a model that could fit an arbitrary yield curve and could be used to price and hedge interest rate derivatives. However, unlike Black, Derman and Toy (and indeed, all other financial economists working on term structure modelling up to that point), Ho and Lee abandoned the use of a single interest rate – i.e. the short rate – as a building block for the whole yield curve. Instead, they sought to model the random movement of the whole discount bond curve directly, an approach that felt more natural to Ho given his training in tensor analysis and differential geometry (Ho interview). Ho explained to me the advantages of this approach:

\[
\text{Ho: There’s no reason why you should look at only one rate, because we know the whole yield curve is moving. And surely, a general equilibrium model [such as the CIR model] cannot explain how the shape of a yield curve moves - it’s too complicated. So the only way to do it, really, is take it [the yield curve] as a given.}
\]

Thus, unlike the later developed BDT and Hull-White models (discussed in the previous chapter) in which a short rate is inferred from the current prices of discount bonds and the caplet volatility surface and then used to price other bonds and derivatives, Ho and Lee sought to build a model that would simply take the discount bond prices as inputs and then ‘evolve’ the random movement of all of those discount bond prices forward in a manner consistent with the absence of opportunities for risk-free arbitrage. Their model thus had an advantage over all short rate models that had been developed previously. (Recall that at that time, Hull and White had not yet developed their extensions to the Vasicek and CIR short rate models.) Because the Ho and Lee model takes as ‘input’ the price of long-dated bonds (rather than
deriving their prices from an exogenously-specified short rate process), it was not necessary to specify a ‘market price for risk’ since the bond risk premium is instead accounted for by virtue of the fact that long-dated bonds are used as model inputs. As I mentioned in the previous chapter, while the bond risk premium was one of the main objects of interest to financial economists, for traders and market practitioners interested in pricing and hedging interest rate derivatives, the centrality of this theoretical construct within short rate models was an unnecessary model parameter that made the process of model calibration cumbersome.

To simplify the problem, Ho and Lee appropriated Sharpe and Cox et al.’s binomial option pricing model as a framework for modelling interest rate movements, the same mathematical setting that Black et al. would eventually adopt in their own work on short rate modelling. However, unlike Black et al., who would use this framework to model the up/down movement of the short rate, in Ho and Lee’s model the discount curve itself shifts up or down at each time step, and as bonds age their prices correspondingly move along the discount curve from the long end to the short end. Figure 8.1 illustrates the basic dynamics of the model that Ho and Lee eventually developed. Panel (a) shows the movements of the 1, 2, and 3 year discount bonds from one time period \( t = 0 \) to the next \( t = 1 \), while Panel (b) shows the movement of a single discount bond - the 3 year bond - over three time periods until it matures at time \( t = 3 \). In their model, there are thus two forms of movement: the ‘rightward to leftward’ movement along the discount curve as bonds age and approach their maturity dates (at maturity they must be worth $1), and an upward/downward movement as interest rates change from one time period to the next. Thus, in Ho and Lee’s model a binomial process was applied to the dynamics of all of the discount bonds inputted into the model, whereas in both Cox et al.’s binomial option pricing model – and indeed in the short rate model that Black et al. would later develop – a single quantity moved either up or down in each time step.

To be consistent with the assumption of no-arbitrage, Ho and Lee reasoned that they would need to find a set of necessary restrictions on the magnitude of the up/down movement of the exogenously specified discount bond prices in each time step. The return to an investor from holding any bond or portfolio of bonds would be determined by how great or small these movements were; to produce a model where arbitrage opportunities are ruled out, one would need to ensure that it should not be possible to buy a portfolio of discount bonds and hold it for a single period and earn a return greater than that of holding the one year bond \( P(1) \) to maturity. As I illustrate in figure 8.2, in their framework, the magnitude of those up/down movements for a bond of a given maturity is given by the functions \( h^U(T) \) and \( h^D(T) \) for the up and down states, respectively. Thus, some restrictions on the values that \( h^U(T) \) and \( h^D(T) \) were needed.

It turned out to be a tough nut for the two researchers to crack, but the two finally found a solution on Christmas Day of 1983 (Ho interview). “Everything dropped out, and the implied probability was the only unknown. And so, Eureka! We found it. We found that the whole
Figure 8.1: Random movement of the discount curve in the Ho and Lee model.

Figure 8.2: Perturbation functions $h^U(T)$ and $h^D(T)$ in the Ho-Lee model.
model just drops out so beautifully” (Ho interview). What Ho and Lee were left with was an equation relating the magnitude of the up/down movements of the discount bond prices to a parameter $\pi$ that Ho and Lee refer to as the ‘implied binomial probability’, which is analogous to the risk-neutral probability in the Cox et al. binomial model:

$$\pi h^D(T) + (1 - \pi) h^U(T) = 1 \quad (8.1)$$

where $h^D(T)$ and $h^U(T)$ are the ‘perturbation functions’ that shift the value of the discount bond with maturity date $T$ in the next time period either above or below its value in the current time period. With a bit of re-arranging, Equation 8.1 can be re-arranged to express the value of this risk-neutral probability:

$$\pi = \frac{h^U(T) - 1}{h^U(T) - h^D(T)}$$

This quantity is analogous to the risk-neutral probability $q$ of the Cox et al. model, which is similarly expressed in terms of the up/down movements of the stock and the risk-free rate of interest. Furthermore, one can pin down unique values for $h^U(T)$ and $h^D(T)$ by taking advantage of the fact that the binomial tree in Cox et al.’s framework is Markovian, and hence recombining: in other words, that an ‘up’ move followed by a ‘down’ move is equivalent to a ‘down’ move followed by an ‘up’ move, as is illustrated in Panel (b) of figure 8.1. Using this feature, Ho and Lee found the following unique solutions for $h^U(T)$ and $h^D(T)$ expressed in terms of a variable $\delta$, which captures the volatility of the discount bonds, and the bond’s time to maturity $T$:

$$h^U(T) = \frac{\delta^T}{\pi + (1 - \pi)\delta^T}, \quad h^D(T) = \frac{1}{\pi + (1 - \pi)\delta^T}$$

Thus, using the current discount bond prices $P(t,T_1), \ldots, P(t,T_N)$, by specifying $\pi$ and $\delta$, one could build a complete model of the future evolution of the term structure. Moreover, with the risk-neutral probability $\pi$, one could recursively price most interest rate derivatives using the risk-neutral pricing formula provided by Cox et al. (1979).

### 8.2 A Cultural Break

With its focus on modelling the movement of the *entire* discount curve rather than the short rate in order to avoid specifying the market price of risk, the Ho and Lee model constituted a rather significant break from existing approaches to interest rate modelling, particularly for academics. (Recall that the as of then undeveloped Black et al. model would be created for use by derivative traders and quants, rather than academic economists). As I explained in the previous chapter, in the early-to-mid 1980s, interest rate modelling was a fairly distinct area of intellectual work from options theory, with the former largely focussed on understanding the extent to which the Expectations Hypothesis is true and measuring and quantifying the
size and behaviour of the bond risk premium. Yet in the Ho and Lee model, many of the theoretical tools and constructs central to this research programme – such as the notion of general equilibrium and the market price of risk – are notably absent. Like the Black and Scholes model, the Ho and Lee model is a partial equilibrium model: it was designed to be used to value derivatives written on bonds and interest rates, just as the Black and Scholes model was intended to value options written on shares of stock. As I explained in chapter 4, in a ‘complete market’ setting where the payoff of the asset being priced can be replicated using a set of simpler assets, one can calculate a unique price for the asset using arbitrage-based arguments and no specification of investors’ risk preferences is necessary. Notably, though, the Black and Scholes model makes no attempt to price the underlying stock itself, a problem for which understanding those risk preferences is needed, as we also saw in chapter 4. Yet, insofar as interest rate modelling is concerned, financial economists at that time were explicitly interested in doing the equivalent of ‘pricing the underlying stock’ for interest rates, rather than derivatives written on interest rates, a problem that Ho and Lee intentionally ignored in their approach. In other words, most financial economists were interested in what Vasicek described to me as the “underlying economics” of interest rates, rather than the more technical problem of pricing derivatives.

For this reason, it is not altogether surprising that reception of Ho and Lee’s model among their colleagues within NYU’s finance and economics faculty was less than enthusiastic. As Ho explained to me, “the senior people didn’t show any interest at all - they almost deliberately did not show interest” (Ho interview). In one case, one of the senior faculty members even fell asleep whilst sitting in the front row of a seminar in which he presented the paper to the department. When I asked him why he thought they showed no interest, Ho said that it came down to the fact that for the senior faculty, the Ho and Lee model was “not economics”, but rather a mathematical exercise.1 When I asked him to elaborate on this distinction, Ho said that the economists in the department kept looking for a set of theoretical constructs that they were familiar with. He was asked questions like:

Ho: “Why do you have all of these equations?” “What are you actually looking for?” “Where are the supply and demand curves?” “Where are the preferences?” “Where’s the risk aversion?” None of those things were in my equation.

Although Ho identifies as an economist (and indeed has published extensively in the field of market microstructure), he told me that he approached the problem of term structure modelling as a mathematician would, rather than an economist. In his view, mathematicians use mathematics as a tool for building intuition: through the manipulation of their equations, they try to gain understanding of subjects they are interested in but do not yet understand. In the case of the Ho and Lee model, the fact that in a binomial framework, the relationship between

---

1In many respects, this episode echoes the response that Harry Markowitz, developer of portfolio theory, received from the economics faculty at the University of Chicago a generation earlier (MacKenzie, 2006, pg. 50).
the perturbation functions $h_U(T)$ and $h_D(T)$ is uniquely determined by only two parameters – $\pi$ and $\delta$ – is not something that Ho sought out to confirm, but was a result that emerged through the manipulation of the equations in the model:

Ho: I originally didn’t know what I would get. I just keep writing equations; keep doing the algebra, cancelling things out, getting many wrong calculations and wrong answers, and then finally all the terms just cancel out, the risk premium disappears, becoming implied volatility [the $\delta$ parameter], and then saying “Ah, eureka!” But as I said, this whole line of thinking is totally alien to typical economists.

On the other hand, according to Ho, economists tend to use mathematics to confirm the logical coherence of their pre-existing intuitions, a view that is roughly consistent with Morgan and Yonay and Breslau historical and ethnographic work on economists’ modelling practices. In other words, in Ho’s view economists and mathematicians approach mathematics from different directions:

Ho: I spent all this time manipulating equations to discover things. None of the economists appreciate that part. They use mathematics to confirm their intuition, but that to us - to mathematicians - we do the reverse. Because if I have the insight already, then it’s not a very great discovery, right? The big discovery is that I have some equations that drop out and tell you what you really should be looking at. So, my excitement about it [the Ho and Lee model] couldn’t get through at all [to economists].

Although the Ho and Lee model was released in working paper form by 1984, it was not published in the *Journal of Finance* until 1986. According to Ho, during that time the model attracted interest from Wall Street, and its popularity among practitioners ultimately legitimised it to the referees reviewing his article. As he put it to me, “It’s very hard to reject the paper when it’s already cited on Wall Street. I kind of believe it was a point of leverage that finally got the paper published” (Ho interview).

Ho’s explanation of the differences in mathematical practice between mathematicians and economists does not seem to be universally shared by other members of those disciplines. Indeed, I asked several other financial economists whether they share this view and they offered different accounts. However, it turns out that the tension he felt with other members of the faculty over whether new developments in interest rate modelling were ‘proper’ economics was a harbinger of social and intellectual developments to come. The style of interest rate modelling that Ho and Lee were practicing would eventually become a part of the “parallel universe” that Cox described to me: a subfield of mathematics, rather than economics. The shift of term structure modelling from economics to mathematics intensified with the development of the Heath-Jarrow-Morton model, which I examine in the next section.

### 8.3 The ‘HJM Revolution’

In 1979, a young finance academic named Robert Jarrow had finished a PhD under Robert Merton and Fischer Black at MIT and had taken a job in the finance department at Cornell
University. Although Jarrow’s PhD thesis focussed on the empirical behaviour of the term structure of interest rates and the expectations hypothesis, he soon became interested in taking his research on finance in a much more mathematical direction. Jarrow had received some exposure to stochastic calculus as a graduate student in the finance department at MIT. However, as he explained to me, Robert C. Merton - his PhD supervisor - engaged with stochastic calculus from an “engineering perspective” rather than a “mathematical perspective”.

Jarrow: The difference being that you don’t worry about conditions. You just use it as a rote method, and you have Ito’s lemma and you apply it. You don’t worry about boundedness, expectations, and existence. You just apply formalisms and follow your nose.

During our interview, Jarrow joked to me that “to a mathematician I’m an economist. To an economist, I’m a mathematician. So I live in a no-man’s land” (Jarrow interview), an identity similar to that held by Ho.

In the same year that Jarrow finished his PhD, Harrison and Kreps (1979) published the first paper on martingale pricing techniques that I outlined in chapter 4. While certain people in the economics and finance profession thought that martingale methods amounted to mathematical formalism from which “there were no new economic insights to be gained”, Jarrow became convinced that these techniques were the shape of things to come within the profession. To get better acquainted with the underlying mathematics of stochastic processes, he decided to take classes on probability theory in Cornell’s mathematics department. The instructor of one of those classes was a probability theorist named David Heath, and the two eventually became friends. For several years before it was finally published, Ho and Lee’s working paper was in circulation, and Heath and his graduate student Andrew Morton worked on a consulting project to implement their model for a firm. According to Jarrow, “David always liked looking at limiting structures, so he was going to take the limit. And in doing so, he came across some difficulties in understanding the structure” (Interview with Jarrow). With his knowledge of both probability and interest rate theory, Jarrow was asked to join the team.

Unlike Ho and Lee who modelled the stochastic movement of the discount curve, Heath, Jarrow and Morton chose to look at the stochastic movement of the instantaneous forward rate curve \( f(t, T) \). Intuitively, one can think of this as being a continuously compounded version of the forward Libor rate \( F(t, T_1, T_E) \) where the length of time between \( T_1 \) and \( T_E \) is infinitesimally short and interest is compounded continuously rather than discretely. Put another way, \( f(t, T) \) represents the market price at time \( t \) to borrow or lend at the short rate \( r \) prevailing at time \( T \). There are at least two advantages to this approach. First, modelling the forward rate curve directly allowed for a greater degree of generality than is possible in the Ho and Lee model. In their model, Ho and Lee chose to keep the volatilities of the discount bonds deterministic, since these volatilities cannot be chosen arbitrarily while remaining consistent with the absence of arbitrage. After all, as the maturity date of a discount bond approaches, its volatility must ‘pull to par’, as I mentioned in chapter 7.
Chapter 8

Modelling the forward rate curve directly allows for more freedom in specifying the relevant volatilities, since even a constant forward rate volatility is consistent with a discount bond having a fixed value at maturity. Moreover, bond prices can be mathematically derived from the instantaneous forward rate curve: the price of a discount bond is equal to the exponential of the integral of the forward rate curve; conversely, the forward rate curve itself is the partial derivative of the natural logarithm of the discount bond price with respect to maturity. In equation form:

\[ P(t, T) = e^{-\int_t^T f(t,s)ds} \quad \text{and} \quad f(t, T) = -\frac{\partial}{\partial T} \ln P(t, T) \quad (8.2) \]

Second, the short rate \( r(t) \) at any moment in time is equal to \( f(t, t) \) and hence can be derived from the instantaneous forward rate curve itself. Thus, by modelling the instantaneous forward rate curve, there was no loss of generality compared to the Ho and Lee or short rate approaches.

In their framework, Heath, Jarrow and Morton assumed that for every maturity date \( T \), the following stochastic differential equation defines the movement of this curve:

\[
\begin{align*}
\frac{df(t, T)}{dt} &= \alpha(t, T)dt + \sigma(t, T)dW^Q(t) \\
\frac{d}{dT} \ln P(t, T) &= -f(t, T) \\
\end{align*}
\]

(8.3)\quad(8.4)

where the initial conditions of this process are given by the current forward rate curve, represented by \( f(0, T) \), and where \( \alpha(t, T) \) is the drift of the forward rate curve, \( W^Q = (W^Q_1, \ldots, W^Q_n) \) is a vector containing \( n \) Q-Wiener processes and \( \sigma(t, T) = (\sigma_1(t, T), \ldots, \sigma_n(t, T)) \) is a vector that defines what is called the ‘volatility structure’ of the forward rate curve.

Before moving on, let us stop a moment and consider the complexity and generality of this framework compared to the low-dimensional Markovian models that we examined in the previous chapter. Although Equation 8.3 may superficially appear to be similar to the equations that described those models, it is an order of magnitude more complex. Those models were defined by the movement of either the short rate \( r(t) \), or some other process \( x(t) \), each of which is a one-dimensional ‘point’ at each moment in time. When one plots the movement of that process over time, this one dimensional ‘point’ becomes a jagged two-dimensional line, similar to those depicted in figure A.1 of appendix A. By comparison, the forward rate curve \( f(t, T) \) at each moment in time is, as its name suggests, a two-dimensional curve. If one were to plot its evolution over time, one would instead produce a three-dimensional surface, such as that depicted in figure 8.3. Second, unlike short rate models which are formulated in terms of one or two correlated Wiener processes, the HJM framework allows for an arbitrary number of sources of uncertainty. It thus allows one to model the evolution of interest rates in a much richer and less ‘rigid’ way than is possible with short rate models.
Similarly, unlike the short rate and other low-dimensional Markovian models discussed in chapter 7, $\sigma(t, T)$ has two inputs and hence captures two aspects of volatility of the forward rate curve. Holding $t$ fixed, it represents what one might call the ‘cross-sectional’ volatility of this curve at each moment in time: for instance, the volatility of the one year vs. five year forward rate prevailing today. Second, holding $T$ fixed, it captures what one might call the ‘time series’ volatility of this curve: e.g. the five year forward rate prevailing in the market today vs. the five year forward rate that prevailed last year.

The particular limiting case that Heath and Morton examined was the case in which the instantaneous forward rate curve follows a lognormal Brownian motion (Jarrow interview), which is the same stochastic process that Black used in his commodity options pricing model that was becoming the ‘market standard’ approach for valuing interest rate derivatives such as caps and swaptions. As Jarrow explained to me, the trio were convinced that the limit should exist (and by extension, the risk-neutral probability measure $Q$ should exist), but they had an incredibly difficult time finding a proof for it:

Jarrow: We sort-of knew how everything would work out, in principle. But we couldn’t prove the existence of what’s called the ‘risk neutral probabilities’, try as we might. And we worked on it for a long time, because we were convinced that it should work!

At various points they came close. At one point, Morton and Jarrow had developed an outline of a proof that looked promising, and its validity crucially depended on a weaker version...
of what probability theorists call ‘Novikov’s condition’, which is a sufficient condition for a stochastic process to be a martingale in the context of an important mathematical theorem they invoked in their proof. “If it had been true, we would have been done.” Unfortunately, they soon saw that the condition was not satisfied, and they were forced to go back to the drawing board.

Jarrow: And then, I don’t know why - we started thinking, “Jeez, maybe it doesn’t exist”. And we literally said to Andy, “Andy, maybe a solution doesn’t exist.” This was weird, because we were so convinced that it was going to, and we just couldn’t find the proof. And then literally a few days later, he had a non-existence proof. He [Andy] could show that it didn’t exist.

It became clear to the trio that the reason the lognormal case did not work was because the drift of a lognormal forward rate process failed to satisfy a set of conditions that had to be met for the stochastic movement of the forward rate curve to be compatible with the absence of arbitrage. From there, Heath, Jarrow and Morton were able to develop a proof that in the absence of arbitrage, the drift of this stochastic process - denoted by \( \alpha(t, T) \) - cannot be chosen arbitrarily, compared to, say, the drift in a short rate model. Instead, they were able to show that the drift of the forward rate curve must be purely a function of the volatility structure, given by \( \sigma(t, T) \). This leads to what is known as the “HJM drift restriction”, which is given by:

\[
\alpha(t, T) = \sigma(t, T) \int_t^T \sigma(t, s) ds
\]

Although it was not immediately clear at the time, economists and financial mathematicians (c.f. Baxter, 1997) later realised that this drift restriction must apply to all arbitrage-free term structure models, including existing models such as Vasicek (1977), Cox et al. (1985), and all of the other models that I introduced in chapter 7. Thus, it became apparent that HJM is not strictly a model per se, but a quite general framework (a ‘supermodel’ of sorts) for modelling the term structure of interest rates via its instantaneous forward rate curve.

To use the framework for pricing interest rate derivatives, one would need to specify the current forward rate curve \( f(0, T) \) (which could be ‘translated’ from the discount curve using Equation 8.2) and a volatility structure of that forward rate curve, given by \( \sigma(t, T) \). With those two items chosen as inputs, the no-arbitrage evolution of the forward rate curve (and hence the short rate and the prices of all discount bonds) would be completely determined. This model could then be used to price and risk manage a wide range of fixed-income instruments, including bonds, vanilla options, and interest rate exotics by expressing their payoffs as functions of this curve and taking discounted expectations of these final payoffs.

Heath, Jarrow and Morton intended for the HJM model to be used to manage an entire book of interest rate derivatives. In a 1992 issue of Risk Magazine – which by that time was growing into one of the primary publishing venues within the derivatives quant community – Heath et al. (1992) hint at their ambition for the HJM model. Many of the products that are
now considered ‘exotic’ largely did not exist at the time, so Heath et al. make this point with respect to valuing and hedging a book of interest rate caps and swaptions:

To contrast HJM’s approach with a more conventional one, consider how a trader using the Black model prices and hedges a cap. The constituent caplets are valued separately and independently, each with its own Black volatility. [...] HJM, on the other hand, offers one consistent model which can be used to value and hedge all interest rate options. [...] One HJM model, with one consistent set of assumptions, prices and hedges an entire book (Heath et al., 1992, pg. 30)

During my interview with Jarrow in 2012, he emphasised the importance of using a single model approach to valuing and hedging interest rate derivatives, contrary to the way that interest rate models tend to be used within dealer banks. In his view, there are dangers that arise when multiple models are used to value instruments within a single asset class:

Jarrow: If I were the research director, that would be the first thing that I’d change in those organisations. Because there’s a real danger. A lot of times groups trade within the firm, and you could create false opportunities between departments. Consistency is always an advantage. I think conceptually the state of the art of modelling enables one to have a consistent model.

Spears: Yeah - across all asset classes and...

Jarrow: Yes. Now, if you’re dealing with oil commodities and interest rates, then maybe you’re going to separate. With equities and interest rates - you still might separate, but not always. With really long dated equity options, I would separate. But fixed income? Jeez. Within fixed income, I think it would be very dangerous not to.

The HJM model thus planted the seed for the style of modelling that today is associated with ‘global calibration’: namely, the use of high dimensional models that are used to price and risk manage all of the instruments in a trader or even a bank’s portfolio of exotic interest rate derivatives.

8.4 HJM’s Adoption and Impact

By 1986, Heath, Jarrow and Morton had written a manuscript based on their work, but like Ho and Lee, they had difficulty getting the model published, in part due to the fact that knowledge of martingale techniques were not widely understood among members of the finance community. (I provide a description of these techniques in chapter 4.) The trio first submitted the paper to The Journal of Finance, where it was rejected, and then the The Journal of Financial Economics, where it was also rejected (Jarrow Interview). The trio even had difficulty getting the manuscript accepted at the American Finance Association meetings. Finally, they decided to submit the paper to Econometrica, a top-ranked economics journal that has a reputation for preferring highly mathematical economics research. Econometrica rejected it as well, but the referees encouraged re-submission. The paper was finally published in 1992. While the HJM paper received a lukewarm response from the financial economics community, it soon at-
tracted interest from fixed income traders and early ‘rocket scientists’ working on Wall Street. As Hughston later wrote of that time,

[The approach to term structure modelling] which was initiated in the well known paper of Ho and Lee (1986), was just what was needed at the time by the investment banks as a basis for their interest rate risk management, and this is perhaps why the ideas in the HJM working paper were accepted more quickly by the practitioners than by the academic community. I remember Farshid Jamshidian once recalling the tremendous impact that HJM results made at the investment bank where he was working at the time when the first draft of the paper arrived, and how its practical implications were appreciated almost immediately by the community of modellers and traders (Hughston, 2003, pgs. 12-13)

When I interviewed Andrew Morton, he emphasised to me that part of the HJM framework’s early appeal to traders and quants was that the calibration process became conceptually simpler because there is a greater degree of conceptual correspondence between the quoted at-the-money swaption/caplet volatility surface and the $\sigma(t, T)$ matrix within HJM. In comparison, with short-rate models that have time-varying parameters, there is no easy mapping between quoted implied volatilities and the model parameters. Morton told me that traders at the time had a habit of reading meaning into the time-varying parameters of short rate models, such as the Hull and White model. Traders would take the value of these parameters to be, for instance, an indicator of exposure, even though such a meaning could not be mathematically justified (Morton Interview). Unfortunately, beyond being a nice conceptual framework, the HJM framework initially struggled to be taken seriously as a model that could compete with the existing short rate paradigm, or alternatively with the much simpler Ho and Lee (1986) model. For most possible specifications of the HJM’s volatility structure, the resulting bond price dynamics are ‘non-Markovian’ in any finite number of state variables, unlike the short rate models discussed previously. As a consequence, much of numerical model-solving infrastructure that had been (or were in the process of being) developed within banks to use short rate models – such as re-combining lattices and finite difference techniques – could not be used with the general HJM framework. The only way to solve an HJM model to actually calculate prices and risk sensitivities was through the use of non-recombining (e.g. ‘bushy’) tree techniques or Monte Carlo simulation. Monte Carlo methods, as I mentioned previously, were relatively undeveloped in the 1980s and 1990s, and were regarded as ‘tools of last resort’ (Rebonato, 2004a, pg. 697), leaving ‘bushy’ trees as the only viable option. As illustrated in figure 8.4, in a ‘bushy’ tree, nodes never re-combine: hence, an ‘up’ move of the forward rate curve followed by a ‘down’ move leads to a different position than a ‘down’ move followed by an ‘up’ move. Consequently, the number of nodes that a computer must keep track of when solving the model grows at an exponential - rather than a linear - rate with time, unlike a recombining lattice. This is a significant issue because after only 30 discrete time steps, the binomial lattice in Panel (a) will have only thirty nodes while the ‘bushy’ binomial tree in Panel (b) will have over 500 million!
Given its non-Markovian nature, the trio thus faced skepticism both from banks and other academics as to whether the general HJM model could be used to price interest rate derivatives. As Jarrow put it to me:

Jarrow: So for about five years, David Heath and I and Andy Morton were trying to convince everyone that you could compute with this. That if you did six time steps, and it went 2^6, then your tree expanded so much that you could price accurately. There was a time period with some people in industry saying, 'It’s the perfect model, but you can’t use it because you can’t compute with it”.

Although ‘bushy’ non-recombining trees grow exponentially larger with time, the trio reasoned that fewer time steps would generally be needed for the model to converge on the correct price: since derivatives valuation essentially amounts to computing an expectation, a ‘bushy’ tree would therefore converge on the ‘correct’ value for the derivative with a ‘coarser’ grid of time steps. Thus after writing their paper, David Heath and Andrew Morton developed software that could be used to price derivatives in an efficient manner using non-recombining trees (Morton interview) in order “to convince people that you could price with the model and that it wasn’t impossible to compute with” (Jarrow interview). While Heath and Morton focussed on the development of the software, Jarrow focussed his attention on marketing the software to banks. Eventually they partnered with BARRA, an investment technology and consulting firm that had become well-known within the finance industry since the 1970s for being one of the first companies to sell stock performance analysis models to buy-side investors (MacKenzie, 2006, pg. 83). The plan was to build a commercial software package that BARRA would then license to banks for a fee. Unfortunately, the trio had a difficult time finding interested buyers. “We had a hard time selling it, and it sort-of died a slow death”, Jarrow told me. A debate that emerged in a 1992 issue of Risk Magazine nicely captures some of the industry’s concerns over the practicality of HJM. In an October 1992 issue of Risk, Heath et al. (1992) argued for the practicality of their model, claiming that “even with [a bushy tree of] seven steps, 200 caps can be priced in 200 seconds and 200 swaptions in 68 seconds” on a typical personal computer available at the time. However, in an issue of the same journal two
months later, Leong (1992) argued that Heath et al.’s claim only applied to a one-factor version of their model. As he explained:

It is only in the multi-factor version that the model’s risk management strength emerges. Experience of using a two-factor HJM model on a Sun Sparc-2 workstation indicates that pricing the same five-year cap will take 17 seconds, or 17 times as long as for a one-factor model. This dramatic increase in runtime requirement as the number of factors is increased may spell problems when performing other daily routines. A trading book of only 200 five-year caps might take up to an hour to revalue (Leong, 1992).

Fortunately, by 1991 the three had found some interest from Lehman Brothers, which – Morton told me during our interview – was using short rate models such as the Vasicek and Black et al. to price non-European options at the time. The bank refused to license the software from BARRA, and insisted on having control over the source code for the software. As an alternative, Lehman proposed that Andy Morton work at the bank for six weeks over the summer (at the time he was still a full-time academic), after which they purchased the source code from BARRA itself. In this way, Lehman Brothers became the first commercial user of the non-Markovian HJM model. Although there is no way to know the precise extent to which Heath and Morton’s software came to replace the bank’s existing short rate modelling approach, Morton eventually became the head of fixed-income trading at the bank. In that capacity, he arranged for the bank to hire a number of other quants who had completed PhDs with David Heath and who thus felt at home using the HJM framework (Morton Interview). I was also told independently by two of my interviewees that Lehman Brothers came to widely adopt HJM, and one said that this was based on a ‘globally calibrated’, Monte Carlo-based approach to valuation.

With that said, the non-recombining tree technique suffers from some weaknesses. As Jarrow himself later noted in a 1998 keynote address that he gave describing the history of the HJM model, the exponential growth of ‘bushy’ trees means that the technique “starts having difficulties with long dated options of the American type, where there are numerous decision nodes” (Jarrow, 1998). To price these instruments within a non-Markovian HJM framework, one must either “use bigger, faster computers (possibly in parallel)” or “use Monte Carlo simulation” (Jarrow, 1998). Computing power, in the early 1990s, remained a precious commodity, while Monte Carlo techniques were still relatively undeveloped. Moreover, Monte Carlo was not able to handle Bermudan or American-style derivatives at that time: a 1993 version of John Hull’s popular textbook Options, Futures and Other Derivatives notes that at that time, “One limitation of the Monte Carlo simulation approach is that it can be used only for European-style derivatives” (Hull, 1993, pg. 322). Indeed, techniques for handling Bermudan and American-style instruments were not published at least until the latter part of the decade (c.f. Broadie and Glasserman, 1997). Moreover, where Monte Carlo had been used by traders and quants in those early years, the results were at times disastrous.
One particular exotic product that caused trouble for those banks was called an indexed principal swap (IPS), which became popular during the early part of that decade. The IPS was a synthetic instrument that was designed to mimic the phenomenon of mortgage prepayment in a large portfolio of mortgages. Due to a set of historical contingencies in the U.S. mortgage market, homeowners have long had the valuable option to refinance their mortgages without penalty, which is particularly attractive when interest rates fall. Unfortunately, mortgage prepayment behaviour does not follow changes in interest rates in an exact manner, since many homeowners choose not to exercise their prepayment option in an ‘optimal’ manner. This phenomenon can create risks for mortgage investors that generally cannot be hedged with typical interest rate derivatives such as caps and swaptions; hence, the attraction of the IPS product to mortgage investors and investors in securitised products, such as mortgage-backed securities. Unfortunately, the IPS is a path-dependent security. While some banks were able to modify their Markovian modelling techniques to value the product, the IPS is more naturally suited to being valued using a set of numerical methods that are capable of handling path-dependent products, such as Monte Carlo simulation. Unfortunately, some of the banks that chose to use this approach suffered considerable losses. As Stephen, a quant at EpsilonBank explained to me:

Stephen: I think the primary exotic product those days was probably the indexed principal swap, the IPS structure - which is a synthetic mortgage. [...] And that caused losses, yeah. I think the one firm I remember was [EtaBank]. They had a model that was set-up to do this, and it was rumoured that they took some massive write downs due to simply the model being unstable. So it was a little bit premature, in a sense. These models clearly depended - they had multifactor dependency in them, because the behaviour was typically associated with how a short rate would hit some threshold, and then the notional would move in an amortisation fashion. [...] So you ended up having to do a multi-factor model by Monte Carlo simulation in the early 90s when people didn’t really know what they were doing. [...] A lot of banks just couldn’t hedge it and couldn’t get it right; the models were unstable and so forth. I’m sure a lot of people made a lot of money on it until they realised that they hadn’t.

Given these limitations, other industry practitioners attacked the non-Markovian beast from another angle: by finding simplifications of the ‘general’ HJM framework that are Markovian, and hence can be solved using traditional methods. In this way, the influence of the HJM approach itself looped back around and become incorporated into the Markovian interest rate modelling tradition that I examined in chapter 7. In the early 1990s, Oren Cheyette, a quant who worked at BARRA – the firm that Heath and Morton originally partnered with – devel-

---

2An article in the Winter 1993 issue of the Federal Reserve Bank of New York Quarterly Review confirms that this market was born in 1990 and suggests that most dealers were using either one or two-factor short rate models at the time to value these products, but faced difficulties in modelling their risks due to the path dependent nature of their payoffs. According to the article, "Estimating the true profitability over time of an IAR swap can be difficult. Because of the swap’s path dependent behaviour, the instrument cannot be easily broken down into pieces that look exactly like other instruments whose prices are known. Hence, the product’s valuation depends crucially on interest rate models (Galaif, 1993, pgs. 67-68).

3MacKenzie and Spears (2013a) explain the modelling of mortgage prepayment risk in some detail, and how the institutional features of the mortgage market shaped modelling practices in these markets.

4Hull and White (1993b), for instance, published an article that provides instructions on how to modify a recombining tree to value a path-dependent security such as an IPS.
oped a ‘separable volatility’ version of the HJM model, in which $\sigma(t, T)$ is the product of a maturity dependent factor and a time and rate dependent factor (Cheyette, 1992), a development that Ritchken and Sankarasubramanian (1995) made simultaneously. Such a model would capture the path dependency of bond prices and interest rates in HJM with an additional set of state variables. Thus, for an $n$ factor HJM model, the resulting ‘separable’ HJM model would be Markovian in $n(n + 3)/2$ state variables. Notably, for an HJM model where the forward rate curve is driven by a single Brownian motion term, only two state variables would be needed to describe the resulting model in a Markovian fashion. Given that three variables is approximately the upper limit of dimensionality when using finite difference and lattice-based pricing methods, this development allowed HJM models of the one factor variety to be used with these traditional numerical techniques. Moreover, Hagan and Woodward’s Markov models, discussed in the previous chapter, amount to a further refinement of the HJM models in which an $n$ factor HJM model could be operationalised using only $n$ state variables. As Hagan and Woodward state, “this greatly reduces their computational complexity, allowing two- and even three-factor models to be used without requiring Monte Carlo simulations.”

More generally, HJM became used within the low-dimensional Markov style of interest rate modelling as a conceptual tool for reformulating and creating new short rate models, and appears to be used in this capacity in the present day. In a recent book on interest rate modelling published after the recent financial crisis, Kenyon and Stamm (2012, pg. 94) state that the HJM approach is “typically used mechanically for constructing short-rate models that are otherwise difficult to derive”. Kevin touched on this use of the HJM model during our interview. At one point, he talked about a model called the ‘Linear Gauss Markov’ model but told me that it was just the Hull and White model (introduced in chapter 7) written in terms of instantaneous forward rates:

Kevin: LGM is the Hull-White written this way - Linear Gauss Markov. And it’s exactly Hull-White written like an HJM model, actually.

Spears: So, instead of the instantaneous short rate you have an instantaneous forward rate?

Kevin: Yeah. And again, it is exactly the same model, because I can solve this one and get this, or start from here and get that. So, it has exactly the same range, if you know what I mean. It’s just that this one - written this way - it’s just a lot easier to deal with. It’s just trivial.

In this capacity, the HJM framework can be used as a conceptual tool that allows Markovian interest rate models to be constructed that are more flexible than those that were first developed by financial economists. Interest rate quants, however, did not fully crystallise around this ‘mechanical’ use of the HJM model. For one thing, this approach suffers from all of the problems that characterise low-dimensional Markovian models that I discussed in chapter 7, namely “rigidity” and difficulty in matching all of the relevant vanilla options for a given trade.
Like more familiar technological artefacts examined by sociologists and STS scholars, the HJM framework is characterised by a high degree of interpretive flexibility: the way in which this model can be used is not strictly determined by its technical design or features and is instead left open to interpretation by its users. Jarrow, for instance, told me that he is opposed to the practice of calibrating the volatility structure of an HJM model to the current market prices of caps and swaptions. Calibration, according to Jarrow, involves taking a particular model (what he refers to below as an ‘evolution’) and “forcing it to fit” the market prices of interest rate derivatives. As he explained to me, this practice is dangerous because the hedging strategies produced by the model are likely to be wrong, which can create risks to banks and financial institutions and can result in derivatives being mispriced:

Jarrow: So what that means is now you have an estimated evolution which is not the true one. Hedging is always based on the true evolution. But you’re using a false evolution. So how can you hedge with it? You can’t.

Jarrow instead told me that he believes that the volatility structure of an HJM model should be estimated from historical data on interest rate volatility, rather than picking a particular parameterisation of $\sigma(t, T)$ and fitting its parameters to the quoted prices of options as derivatives quants usually do. (In the 1992 Risk Magazine article I mentioned previously in which Heath et al. defend the practicality of HJM, both approaches are presented as options, although the historical approach is presented first.) As Jarrow explained to me, this was the approach that he, David Heath, and Andrew Morton originally adopted when they developed their model:

Jarrow: I’ve been saying this for 30 years - since HJM. The first implementation of HJM by David Heath and Andy Morton and I was to go to the data, run a principal components analysis, find the parameters that are consistent with historical data, plug them into a numerical tree, and fit the actual prices. I’ve always had this perspective.

Jarrow’s view illustrates that despite the fact that the practice of ‘implied calibration’ is nearly universal within the derivatives quant community, it is not one that is required or ‘determined’ by technical features of these models, and is thus not the only conceivable way to price and hedge interest rate derivatives. As I explained in chapter 6, however, the practice among exotics traders and quants in calibrating their models so as to exactly fit the prices of vanilla caps and swaptions are deeply embedded within the organisational practices of contemporary dealer banks, and are entwined with how risk management is performed and profit and loss are measured. In the following section, I examine how the HJM framework was redeveloped by traders and quants working in the industry so that its conceptual structure aligned more closely with their own practices.
8.5 HJM’s Incompatibilities with Market Practices

By the mid-1990s, a non-Markovian alternative had become available in the form of the ‘general’ HJM framework, but it suffered from a number of weaknesses and did not yet offer a substantial advantage over the existing low-dimensional Markovian modelling paradigm. As I previously mentioned, one problem was that there did not yet exist an associated set of numerical procedures for this modelling framework that could compete with the reliable, scalable and understood techniques of recombining lattices and finite differences used with Markovian models that had become core infrastructure within some banks.

A second problem was that it was not substantially easier to calibrate than existing Markovian models, and moreover appeared to be fundamentally incompatible with the Black model, which had become the ‘market standard’ model for pricing and quoting interest rate caps and swaptions in the markets for vanilla options. It is here that the historical path dependence of the Black model for caps and swaptions left its mark on the evolution of modelling practices in the exotics market most clearly. Although, as Morton emphasised, HJM was conceptually appealing to traders and quants, the forward rate curve of the HJM model is a set of instantaneous forward rates \( f(t, T) \) for which interest is compounded continuously while the market for linear products deals in either discrete forward Libor rates \( F(t, T_1, T_E) \) or forward swap rates \( S(t, T_1, T_E) \). Likewise, the volatility structure in an HJM model - denoted by \( \sigma(t, T) \) - consist of instantaneous volatilities that describe these instantaneous forward rates, and not the discrete forward Libor and swap rates used by linear products traders. They are not, therefore, directly compatible with the Black implied volatilities that are quoted in the cap and swaption markets.

HJM also appeared to exhibit more fundamental incompatibilities with the Black formula used by cap and swaption traders. When instantaneous forward rates are assumed to follow a lognormal distribution in HJM, the HJM drift restriction causes the forward rate process to ‘explode’ (that is, go to infinity) in a finite amount of time, thus rendering the framework unusable. The fact that a lognormal forward rate curve was not admissible was, after all, the blind alley that Heath, Jarrow and Morton had stumbled down in the course of proving the general theorem in their paper. However, at first blush, it suggests that there is a deep and fundamental incompatibility between the HJM framework and the Black formula used by vanilla options traders, given that forward Libor rates are assumed to be lognormal in the Black model. Moreover, at that time options traders themselves were unable to provide a derivation of the model that was logically consistent, as I explained in chapter 6. It was especially surprising because lognormal short rates did not ‘explode’ in the way that forward rates did: indeed, Black et al. (1990) and Black and Karasinski (1991) had built lognormal short rate models that came to be widely used within banks. As I mentioned in chapter 6, Piotr Karanski – who co-developed a lognormal short rate model along with Fischer Black –
explained to me that if you were an exotics trader, you needed your model to match the prices of caps and swaptions given by the Black model, because that was the model “in the systems”, a fact that had motivated his own work on term structure modelling.

8.6 The Libor and Swap ‘Market Models’

Soon after the publication of the HJM model, a number of quants and mathematicians became interested in these problems and would ultimately resolve this paradox. In doing so, they developed a new set of forward rate models that eventually became the heart of non-Markovian interest rate modelling. I interviewed one of these mathematicians: Marek Musiela, who had first met Jarrow while Jarrow was in Australia shortly after he, David Heath and Andrew Morton had developed the HJM model (Jarrow interview). At the time, Musiela was on the faculty of New South Wales University and had been teaching financial mathematics classes to students since the late 1980s. While implementing the model for several banks, it became apparent to him that there was a discrepancy between the practices used by vanilla option traders and the HJM model. As Musiela explained to me:

Musiela: I was back then a consultant to a number of banks in Sydney. So when the Heath-Jarrow-Morton paper was published, I worked with two banks and a software company who tried to implement it. So I knew the details of Heath-Jarrow-Morton. And then I realised that the natural choices of Heath-Jarrow-Morton lead to valuation formulae for caplets that the market does not use. And then it started to be an interesting question - ‘Why on earth do they do what they do?’ Here is a nice HJM and they don’t like it.

Indeed, academically-oriented quants and financial mathematicians had great difficulty rationalising the use of the Black model by vanilla options traders, and it appeared to them to be theoretically dubious. Unfortunately, the ‘correct’ way to value a cap or a swaption within a short rate framework, as shown by Jamshidian (1989), ended up producing formulas for those instruments that were different from the Black formulas used by vanilla option traders. Had traders standardised around the use of a model that was fatally flawed? Was this the case of an arbitrary pricing formula that had become popular merely as a matter of arbitrary convention? In the mid-1990s, it was not clear to quants and traders. Vanilla options traders “knew that people were putting valid arguments on the table; that there is something that does not add up”, Musiela told me. “But nobody had proven to them that it was really stupid.” As he explained to me:

Musiela: How could they prove it to them? “Well, show me how you would arbitrage me?” If academics would have come up with strategies to arbitrage the guys that traded caps and floors, then probably they would have reconsidered.

But academics were not able to make convincing arguments that traders’ use of the Black model created arbitrage opportunities.
Musiela and a number of other financial mathematicians eventually came to realise that the market standard practice could be rationalised. Drawing on the ‘forward measure’ concept that had been initially developed by Jarrow (1987), Musiela, Jamshidian and others realised that the Black formulas could be rationalised through a change of measure from the risk-neutral measure $Q$ to the $T$-forward measure associated with the discount bond $P(t, T_E)$ as numéraire. Thus, rather than taking the discounted expectation of a cap or swaption’s payoff under the risk-neutral measure $Q$, this expectation was instead taken under an alternative martingale measure denoted by $Q_{T_E}$ under which payoffs that are discounted by discount bonds that mature at date $T_E$ are martingales. One can show that under this probability measure, the forward Libor rate $F(t, T_1, T_E)$ is a martingale, and so can reasonably be assumed to evolve under a lognormal Brownian motion with zero drift:

$$dF(t, T_1, T_E) = \sigma F(t, T_1, T_E) dW^{Q_{T_E}}(t)$$  \hspace{1cm} (8.5)

From here, the Black formula that cap and swaption traders had been employing since the 1980s could then be derived in a manner consistent with no-arbitrage pricing theory, in effect providing an ex-post rationalisation of a valuation practice that traders had been using all along. Musiela emphasised to me that it was a ‘miracle’ of sorts that the market had somehow figured out that if you assume that forward Libor rates are lognormally distributed, then you must discount to the forward rate’s maturity date:

Spears: So it’s purely an accident that this happens to produce the correct formula?
Musiela: No, what actually produced to me the correct formula was that the market was treating forward Libor process as a lognormal process. And miraculously understood that what you need to do is - you need to apply discounting - and where the miracle comes is - to the end of the period; not to the beginning of the period.

Having realised that the use of the Black formula for caps and swaptions could be theoretically rationalised by assuming that forward Libor rate $F(t, S, T)$ follows a lognormal Brownian motion under the $T$-forward measure, it was then possible to build up a modification to the HJM framework that possesses the same conceptual structure as the Black model for vanilla options. This resulting model is known as a Libor Market Model, or equivalently a ‘BGM model’ and was simultaneously published by Brace et al. (1997), Jamshidian (1997), and Miltersen et al. (1997). (A version that models forward swap rates called the Swap Market Model was also introduced by Jamshidian (1997), but for brevity I will not discuss it.) This model is similar to a short rate or HJM model, in that it could be used to price exotic interest rate derivatives that depended on the co-evolution of multiple rates. However, it had a number of advantages over these previously developed term structure models. First, it provided a rationalisation of the practice of using Black’s cap and swaption formulas. Musiela explained to me that using the Black model “kind-of made sense” to traders, but “they didn’t know why it made sense”. “The BGM helped them to understand why it made sense” (Musiela interview).
Second, it had the great advantage of dealing in quantities that exotics traders calibrate their models to: namely, forward Libor and swap rates and Black-implied volatilities on those rates. As a consequence, such a model automatically valued caps and swaptions in accordance with the models used by vanilla option traders. Thus, no longer would it be necessary to engage in a complex non-linear optimisation exercise to ensure that a pricing model ‘reproduces’ the prices of the underlying instruments: this would be guaranteed by design.

Although the Libor Market Model was published in 1997, it is difficult to establish when this approach was actually first developed and implemented. A number of my interviewees told me that banks had developed the Libor Market Model (or models very similar to it) in the early 1990s within several years of the publication of the HJM paper. Elliot explained to me that Banker’s Trust – an early pioneer in derivatives trading which no longer exists – developed an early version of the model which it called ‘Mega’ in around 1994 (Interview with Elliot), although I have so far been unable to find any documentary evidence to corroborate his claim. Kevin made a similar point to me: “the funny thing is - the BGM model was... [EpsilonBank] had it years earlier and so did [KappaBank]; they just called it their ‘discrete HJM model’. They had no idea they were doing ‘BGM’, you know? So [KappaBank] had their four factor model, and [EpsilonBank] had their six factor model.”

8.7 “It’s quite a nice intuitive idea because that corresponds a lot to the way that derivatives are priced in practice.”

Let us examine the conceptual structure of the Libor Market Model in detail, as it is striking how closely the equations that govern the model resemble the equations for the Black model used by cap and swaption traders. Unlike these earlier term structure models, the Libor Market Model does not model a continuous curve but a discrete set of points along it. However, unlike a short rate or HJM model, a Libor Market Model consists of multiple stochastic differential equations that describe the movement of a sequence of forward Libor rates, each of which we can denote by $F_i(t)$. For a model consisting of $n$ forward Libor rates, the Libor Market Model consists of a sequence of SDEs which describes the evolution of each of these forward
Libor rates that all evolve under a particular $T$-forward martingale measure:\(^5\)

\[
\begin{align*}
    dF_1(t) &= \sigma_1(t)F_1(t)dW_1^{Q_{T_1}}(t) \\
    dF_2(t) &= \frac{\tau_1 F_1(t)\sigma_1(t)\sigma_2(t){\rho_{1,2}}}{1 + \tau_1 F_1(t)} dt + \sigma_2(t)F_2(t)dW_2^{Q_{T_1}}(t) \\
    &\vdots \\
    dF_n(t) &= \sum_{k=1}^{n-1} \frac{\tau_k F_k(t)\sigma_n(t)\sigma_k(t){\rho_{n,k}}}{1 + \tau_k F_k(t)} dt + \sigma_n(t)F_n(t)dW_n^{Q_{T_1}}(t)
\end{align*}
\]

One junior quant that I talked to described the Libor Market Model as “essentially a sequence of Black models strung together”, and this is a helpful way to make sense of it. The first equation - for the first forward Libor rate - in fact almost exactly matches the stochastic differential equation for the Black model, written in modern ‘forward measure’ notation. The resulting model is defined by a set of $n$ forward Libor (or equivalently, swap) rates denoted by $F_1(t), \ldots, F_n(t)$, a series of volatility functions for those rates, denoted by $\sigma_1(t), \ldots, \sigma_n(t)$, and a correlation matrix $\{\rho_{i,j}\}$ that defines the correlation between each of the individual Libor rates. Unlike the parameters of a low-dimensional Markovian model, these objects naturally map onto prices and rates that an exotics trader can observe and transact in with her bank’s vanilla options and swaps desks. The forward Libor rates, for example, are directly provided by the forward Libor curve that is quoted by her bank’s swaps traders. Moreover, because the volatility parameters in the model refer to the volatility of lognormally distributed forward Libor rates (and not a short rate), a trader could more easily take the quoted Black implied volatilities from her bank’s cap volatility surface and use them to specify a volatility structure in the Libor Market Model without engaging in a complicated translation exercise between discrete forward Libor rates and short rates. Conversely, she could be confident that her model would ‘recover’ or produce the quoted prices for these vanilla options. Finally, the correlation parameters of the model could either be inferred from market prices (e.g. of correlation sensitive instruments, such as CMS spread options), or could be assigned manually by the trader according to her own judgment and ‘view’ on the market.

Indeed, the degree of conceptual resemblance between Equation 8.6 and Equation 8.5 played no small part in causing the BGM modelling approach to become widely adopted among quants and traders at dealer banks. ‘Ryan’, a quant at a dealer bank who began working in these markets in the mid-to-late 1990s, emphasised to me that the inputs to the HJM and BGM (e.g. the Libor Market Model) frameworks are conceptually separated in such a way that is homologous to the organisational demarcation of Libor derivatives trading within banks:

\(^5\)I have chosen to present these equations under the $T$-forward measure associated with $F_1$, given by $Q_{T_1}$; however, the drift terms of each forward rate would change if we instead expressed these equations in terms of the measure associated with a different discount bond. (One can switch between measures using Girsanov’s theorem, which is outlined in appendix A.)
Ryan: The whole HJM approach was nice conceptually to a lot of us at the time, because it had the key understanding of separating out the forward curve from the volatility surface. In short-rate modelling those two were all mixed up together. [...] With a short-rate model, the forward curve – you know, where the forward Libors are – is all mixed-up with the volatility surface and mean-reversion – it’s all tangled. Whereas with the HJM it’s much cleaner. You’ve kind-of got the forward curve in one place, and you’ve got the volatility surface in another. [...] So the idea that your rates model is based on the forwards, the vols, and the correlation as three separate planks. It’s quite a nice intuitive idea because that corresponds a lot to the way that derivatives are priced in practice. So, the first thing you ask when you price derivatives is: “what’s the forward?” And if you’re doing an option “What’s the vol?” And as soon as two or more things are involved, “What’s the correlation structure?” And you often risk manage those in different ways, maybe different people are risk managing them. So the ability to separate them out is very useful. So the HJM was a good ‘conceptual’ move forward in that respect because it achieved that separation [...] So, the strength of HJM and BGM were the, sort-of, directness in talking about what you care about, and categorised them into the boxes that you naturally categorised used, i.e. forwards is one, volatility is two, and the third correlation. In a short-rate model – even a multi-factor short-rate model – you’ve only got one short-rate and everything is mixed-up together, so it’s slightly conceptually harder to see what’s going on.

The conceptual appeal of the Libor Market Model is also shared among quants who prefer the style of low-factor modelling, described in chapter 7. For instance, John, a quant at PiBank who is an advocate for low-factor Markovian modelling techniques, also remarked on the conceptual appeal of the BGM framework:

John: [Y]ou could think of things more intuitively - you could think in terms of Libors. [...] conceptually people felt comfortable thinking in terms of Libors and how they correlated. That was the real contribution [of BGM], I think - the conceptual framework.

John also told me that in his view, the appeal of BGM among quants was cultural insofar as many quants come from the discipline of physics where there is a strong desire to find a universal model or theory to explain a given set of phenomena. He contrasts this to a more ‘statistical approach’, which is more closely associated with the low-dimensional Markovian models discussed in chapter 7:

John: It’s also cultural. A lot of people in finance come from physics, and they have this idea of ‘There is the perfect solution if only we knew it.’ They think, the Libor Market Model is a bit better, it’s a bit more accurate. Whereas [there is] the more statistical approach of, ‘Well actually, you don’t know a lot. Keep it simple, and when it breaks at least you’ll know that it’s broken’.

Another major appeal of the Libor Market Model among traders and quants was its flexibility in modelling a wide range of payoffs, many of which the low dimensional Markovian approach had a difficult time handling. To give one example, in chapter 7 I explained that a perceived disadvantage of the low-dimensional Markovian models among quants and traders during the 1990s was that they had a difficult time modelling spread-based products (e.g. options whose payoffs depend on the spread between two interest rates). To value and hedge these instruments accurately, a model would need to ‘induce decorrelation’ between these rates: that is, model them in such a way that they can move out of lock-step with one another.
This was not possible in a one-factor model, and within the low-dimensional Markovian approach to interest rate modelling, the only apparent solution to this problem was to add a greater number of stochastic drivers to the model. A Libor Market Model, by contrast, could ‘induce’ this phenomenon of decorrelation between two rates with a small number of factors by specifying the volatility structure $\sigma_1(t), \ldots, \sigma_n(t)$ for the model in a particular way.

This freedom came at a cost, however. Like the HJM framework, the Libor Market Model is ‘non-Markovian’: this is indicated in Equation 8.6 by the fact that the drift term of the $i$th forward Libor rate depends on the level of all of the rates preceding it. Thus, even for a model only consisting of two or three forward Libor rates, the standard numerical techniques that banks had built their low-dimensional interest rate models around – namely finite difference methods and recombining trees – were no longer applicable. As Jamshidian (1997) himself notes in his original publication on the model, even the ‘bushy trees’ that Heath, Jarrow and Morton had used for the HJM model have trouble handling the dimensionality of this new model: by default, a model made of, say, 10 forward Libor or swap rates consists of 10 SDEs of the form given in Equation 8.6 and hence 10 correlated Brownian motions. Monte Carlo simulation, realistically, the only numerical technique that can be used. As a consequence, banks that developed the BGM framework into their preferred platform for pricing and hedging exotic interest rate derivatives faced a multitude of ‘engineering challenges’ in making the model fast, stable and reliable, which was particularly difficult given that Monte Carlo techniques were in the mid-to-late 1990s much less well-developed and understood than the more traditional numerical techniques associated with low-dimensional models (c.f. Jackel, 2002). As Robert – a quant at LambdaBank – put it to me, “The devil is in the details, you know? You can put a BGM together in half an afternoon, but to make it actually process thousands of derivatives every night - that takes years, frankly”. This plethora of challenges included: reducing the dimensionality of the model (what mathematicians call ‘factor reduction’); developing analytical approximations for vanilla instruments so that these instruments could be valued quickly, allowing the model to be calibrated in a reasonable amount of time (“seconds, instead of minutes” according to Robert); techniques for producing risk sensitivities (e.g. Deltas and Vegas) in a way that was computationally efficient but also produced ‘crisp hedges’ that traders could use to understand the risk associated with their exotics books and hedge their positions effectively; techniques for handling instruments with ‘early exercise’ features (such as Bermudan swaptions), that are ordinarily extremely difficult to value using Monte Carlo methods (c.f. Broadie and Glasserman, 1997; Longstaff and Schwartz, 2001); and modifying the models so that they could be made to fit the ‘volatility smile’ in the cap and swaptions markets (c.f. Andersen, 2000; Piterbarg, 2003; Rebonato et al., 2009). These engineering efforts among quants within banks allowed the BGM model to become a very general framework for modelling interest rates, one that was so flexible that it could reproduce the in-
terest rate dynamics produced by simpler models.\(^6\)

Joshua, another quant I spoke to, had a more cynical view of the emergence of the BGM framework as a dominant model in the derivatives quant world. He compared the BGM approach to what is known among mathematicians as a “pons asinorum” (Latin for ‘bridge of asses’), which refers to one of the first genuinely difficult propositions in Euclid’s classic text on geometry. A student’s ability to prove this proposition was once treated as a signal of her potential as a mathematician, and in Joshua’s view, BGM served a similar purpose within the derivatives quant community:

Joshua: So it was a sort-of pons asinorum; most quants couldn’t handle the complexities embedded in the BGM, so you could earn more money and have more job security if you could do it. [...] And there’s always this thing wherein quants have to distinguish themselves from the kind-of run-of-the-mill quants, the junior quants, and so on. And if there’s a kind-of body of knowledge that’s arcane and difficult, it does that for you. So that’s definitely a role that BGM had.

8.8 Non-Markovian Modelling Finds its Commercial Niche

Thus while the conceptual elegance of the BGM approach was certainly appealing to traders and quants, in all likelihood this feature alone probably does not explain the eventual success and popularity of the modelling framework, given the costs of implementing it and the engineering complexities involved. As is the case with most new technologies, the popularity of BGM was likely due to its ability to appeal to multiple interests and actors within banks: this, in fact, is one of the central themes of the literature on the social shaping of technology (c.f. Bijker, 1997).

Whatever the reason for its popularity, the quant community’s preference for the BGM framework over low-factor models was becoming evident by 2004. The Markov-Functional models outlined in chapter 7, for instance, were increasingly seen as outdated tools, even though these low-dimensional models had certain desirable technical features that ‘standard’ BGM models did not possess. (BGM models, for instance, required significant adaptations to fit the volatility smile, whereas Markov-functional models possessed the ability to do this ‘out of the box’). In that year, Joanne Kennedy – one of the co-developers of the Markov-functional approach – and her student Michael Bennett submitted a manuscript to Risk Magazine that compared one factor versions of those models to BGM models with a ‘separable’ volatility surface (Bennett and Kennedy, 2005a), analogous to the ‘separable’ Cheyette HJM model discussed previously. A referee that was identified by the editor as a quant practitioner wrote

\(^6\)For instance, I attended a technical class at a quant conference that was focussed on the Libor Market Model, and one of the quants teaching told the audience that his bank had once seen another dealer quoting prices with what appeared to be a Hull-White short rate model. (I discussed this model in chapter 7.) Although they had the Hull-White model ‘sitting in code’, the quants had not used it in some time and they found that it was actually easier to change the parameters of their BGM model to make it match a Hull-White model, rather than switching back to the Hull-White model itself.
them a sharply negative review, claiming that a comparison between low-factor models and the BGM framework would not be relevant to the journal’s readers. Although Risk’s editor eventually accepted the manuscript for publication, the episode indicated to Kennedy that industry quants were becoming increasingly prejudiced against models that were not based on the BGM framework (Interview with Kennedy).

Of course, in an organisation like a bank, new technologies can rarely become widely adopted without commercial appeal. The undeniable commercial appeal for these models began to emerge in around 2003-2004 as certain banks discovered that they could price and hedge a class of instruments that I am told are extremely difficult, if not impossible to price using low-dimensional Markovian modelling approaches. As Oscar explained to me, once some of the banks that had begun making investments in addressing the engineering difficulties of BGM and its Monte Carlo-based implementation were able to get “stable risks out of these models”, they began selling a new generation of CMS spread products tied to the swap curve (see chapter 5 for a description of these instruments) that allowed pension funds and institutional investors to make bets on whether this curve would “invert”, a situation in which the the yield on – for instance – a two-year swap would be higher than the yield on a 10 year swap. One such product is the CMS ‘range accrual’, which pays a coupon based on the number of days that the swap curve stays non-inverted between two swap rates. According to Oscar, these products – particularly those of the callable variety – were particularly attractive to these investors because they paid very high yields until the curve inverted, a phenomenon that was “historically unprecedented”.7 A 2005 article in Risk Magazine highlights the popularity of these products at that time: “A wide variety of CMS and CMS spread option products have emerged over the course of the year [...] But the underlying theme has been the same – investors are keen to take a view that the yield curve is too flat on a forward basis and will probably steepen” (Sawyer, 2005).

The technical literature suggests that while some of the simpler CMS spread products were priced using the SABR model (discussed in chapter 6) or the Gaussian Copula model that was originally developed to value complex credit derivatives,8 the callable CMS-based instruments – which paid the highest coupons given their greater risks to investors – required high-dimensional term structure models such as BGM to be valued and risk managed. In Oscar’s view, the introduction of these new products made it extremely difficult for banks that had, until then, resisted the adoption of high-dimensional non-Markovian models to continue to do so:

Oscar: What happened historically was that until about 2003, people were quite happy to run on low-dimensional models. And then in 2003 or maybe early 2004, [GammaBank]

---

7Tan (2010, 6.4) explains the appeal of these products among institutional investors in more detail.
8Indeed, Andersen and Piterbarg (2010, ch. 17.4) and Tan (2010, pg. 42) indicate that the Gaussian Copula model from the credit derivatives market was appropriated for valuing non-callable CMS spread options. MacKenzie and Spears (2014a,b) examine the development and use of this model within the credit derivatives markets.
started selling structured notes that were linked to the spread between swap rates [...] It’s extremely difficult to do that in a short rate model - almost impossible. They did have some success at a place like [AlphaBank], but, I mean, they were already over constrained in trying to handle the simple stuff. And in a short rate model, that’s already asking for quite a lot. In fact, there were very few places that were able to do that in 2004. So that’s really what broke that approach from a market perspective. And it was probably very clever for [GammaBank] to do it like that, because they knew that the competition would run into trouble.

In addition to these callable products, ‘hybrid’ CMS instruments that spanned multiple asset classes also created enormous challenges for the low-dimensional Markovian approaches to interest rate modelling. Indeed, Roger, a quant who worked at AlphaBank at the time, told me that these CMS hybrid products were especially difficult to value using low-dimensional models, which created pressure within the firm to develop high-dimensional interest rate models such as BGM that were implemented using Monte Carlo. The challenges, it seems, were not merely technical but also organisational in nature: these hybrid instruments spanned multiple trading desks, each of which had their own pricing models. As the previously mentioned *Risk Magazine* article notes, “problems can arise if there’s little interaction between the two desks, or pricing models aren’t shared between groups” (Sawyer, 2005).

Thus, while quants were conceptually attracted to the BGM (and to an extent, the HJM) frameworks for a number of years, it was not until the development of a set of popular commercial products that could only be handled using these models in which the approach really established itself as the market model for Libor derivatives. From this perspective, the growth of the CMS spread options market turned the BGM approach into a kind-of ‘obligatory passage point’ for banks which wanted to participate in these markets, which further reinforced the dominance of this style of interest rate modelling (Law and Callon, 1992).

Yet as is often the case with new technologies, the relative success or failure of the BGM approach depended as much on a set of material factors, rather than just its aesthetic or commercial appeal. One major difficulty that turned out to be inherent to high-dimensional models such as BGM was that they are much slower than their lower dimensional Markovian counterparts in valuing and calculating risk sensitivities (e.g. Greeks) for exotic instruments. Beginning in 2006, the slow-moving nature of these models began to create problems for traders attempting to hedge the popular but extremely complex CMS-based instruments that had been sold during the previous several years.

 Callable CMS range accruals, for instance, are characterised by an unusual risk profile compared to other exotic interest rate derivatives. When the swap curve is non-inverted – for instance, when the yield on the 10 year swap rate is greater than that of the 2 year swap rate – an exotics trader would hedge this instrument with what are known as CMS spread ‘steepener’ trades: i.e., cap-like instruments that pay the difference between the 10 year and the 2 year swap rates. As the curve comes increasingly close to inverting, her hedging position in these ‘steepener’ trades would continue increasing up to the point when the curve inverted,
at which point she would have to immediately unwind all of these steepener trades and put on CMS ‘flatteners’ in their place, which are options that pay the difference between, say, the 2 and 10 year swap rates instead.

Beginning in around 2006, following some “unusual swap spread dynamics” (Sawyer, 2006), derivatives dealers became concerned that hedging activity by exotics traders following an inversion of the swap curve could lead to a positive feedback effect that would invert the swap curve even further. A Risk Magazine article from that time quotes an anonymous interest rate quant who said, “We are seeing traders of Treasuries, swaps and swaptions come to our desk and say ‘everything we do depends on your activity, we are at your mercy’ (Sawyer, 2006). The concern was that when exotics traders bought these ‘flattener’ instruments from their banks’ vanilla options desks, the vanilla options traders would in turn delta hedge their positions by trading in swaps and other linear instruments, which would put greater downward pressure on the yields on longer maturity swaps. In response, exotics traders would need to increase their position in CMS flatteners, thus inverting the curve even further. And due to the massive popularity of products such as CMS range accruals in the years leading up to 2006, many dealer banks would be pursuing this hedging strategy, leaving the market relatively one-sided. The dynamic of such an incident would be similar to what occurred on ‘Black Monday’ of 1987, when hedging activity by investors using portfolio insurance strategies created a positive feedback loop that contributed to a crash in equities prices throughout the world.9

In June 2008 – in the midst of the recent global financial crisis – the Euro swap curve finally inverted following comments by the European Central Bank that the bank may change its target interest rate. According to a Risk Magazine article from that time, interest rate exotics traders globally lost anywhere between $1-5 billion USD (Madigan, 2008) – a fact that was confirmed by Ryan, a quant at ThetaBank, who noted that “[H]aving the hedges was actually what killed us... There were chunky losses throughout the City.” The severity of the episode seems to have been exacerbated by the fact that many of the market participants, such as hedge funds, which would ordinarily be able to ‘absorb’ the hedging needs of exotics traders were unwilling to due to growing losses in the credit derivatives markets (Madigan, 2008).

According to a number of my interviewees, banks that were using high-dimensional models – such as BGM – suffered particularly large losses during this episode, since they were unable to calculate risk sensitivities and trade as quickly as banks that were using lower dimensional models. Joshua told me that the banks that were using the ‘big hefty BGM models were too slow to recalculate to capture their Greeks’ and got ‘whip-sawed’ when the Euro curve inverted.

 Joshua: People who could run Greeks faster - which tend to be people with Markov models - were nimbler and survived through that process. So they took lower losses. There was a

certain amount of learning during that - you wanted to have a nimble model available to you to survive fast market moves. So, it was not sufficient. Also, with Monte Carlo, you also don’t necessarily get very *high quality* Greeks.

John, a quant who admittedly has a strong preference for low-factor models, made a similar point to me during our interview. Like Joshua, he emphasised that the problem that BGM models faced during the crisis were not only their speed (or lack thereof), but the fact that traders had a more difficult time using the ‘Greeks’ that they produce to make hedging decisions:

John: [P]eople using BGM significantly – the subprime crisis would have cost them a fortune. Because they couldn’t get their risk out fast enough. And it wasn’t stable enough to work with. [...] The problem was you had this big heavyweight machinery that took a long time to get numbers out. And also it’s somewhat opaque. You’ve got some position but the vega hedge or the gamma hedge - it’s not so clear. And is this big number here real or is it due to the fact that you aren’t modelling it very well. It’s not clear. Whereas with the low factor stuff, a trader would look at the number and if he don’t like it then he would say, ‘Yep it’s a stupid model. It’s not working at the moment.’ And that faith in ‘the Black box will do it for you’ sort-of got questioned during the crisis.

These quotes, however, are not representative of the views of all quants I spoke to. While the speed of a model is a relatively objective criteria of performance, a model’s capacity to produce ‘good hedges’ is, of course, a rather subjective matter that can only be evaluated by quants and traders themselves. And indeed, as I explained in chapter 6, a number of my interviewees – such as Stephen and Elliot – told me that some traders learn to cope with the opacity of the larger, high-dimensional models and prefer them for their greater degree of consistency and greater ability to incorporate the prices of a wider variety of vanilla options. Modelling practices, thus, differ both across institutions and between traders within institutions.

Since the financial crisis, the market for exotic Libor derivatives has become much quieter, as there has been less demand among investors for high-yield structured notes. Although it is impossible to know with any degree of reliability what current modelling practices in dealer banks are, many quants that I interviewed expressed a preference for a ‘mixed’ approach to interest rate modelling that combines the advantages of both Markovian and non-Markovian interest rate models. Joshua told me that, “people want the properties of those Markov models - they’re swift, accurate, etc. - they know they have to adapt them to the particular choice of product, so you kind-of use the BGM framework as your adapting tool” (Interview with Joshua). According to this approach, a globally calibrated BGM model becomes one’s “fundamental model of value” and is used almost in a research and development – rather than a production – capacity. Such a model would be used to explore the risk factors that could potentially be relevant for a new interest rate exotic that the bank is interested in selling. After those risk factors are understood, then one can develop a simpler – preferably a 1-3 factor Markovian model – that is “boiled to the essence”:

10 Piterbarg (2004) recommends that a globally calibrated BGM model should be “the first model anyone should apply to a new type of an interest rate exotic [...] before enough experience with a particular deal type is gained”.

Stephen: [...] basically to figure out for a particular security, “Okay, we’re going to use a simple model on it, but I wonder how big is the error?” And then you bring in the heavy artillery for the purpose of doing that kind-of investigation. And then you figure out, “These are the primary risk factors; now that we’ve established this, let’s roll back the cannons and put a model on it that is boiled down to the essence”. That just simplifies the risk management exercise.

8.9 Conclusion

Unlike the short rate models discussed in chapter 7, the models discussed in this chapter were developed by a group of academics from a more mathematically-oriented intellectual culture that was distinct in important ways from financial economics. These academics were explicitly interested in building models that could be used as calculative tools for pricing interest rate derivatives, rather than representational models to be used for understanding the economics of interest rates.

From a conceptual standpoint, the HJM model has been enormously influential within the derivatives quant world. However, derivatives quants came to adapt and reshape the model to suit their own practices and conventions. While the Libor Market Model brought the HJM concept of modelling forward rates into widespread practice, the design of the model is aligned to a rather different set of modelling practices from those envisioned by the developers of the HJM model. The early publications of Heath, Jarrow and Morton – as I explained earlier – indicate that they intended for their model to be used to value and hedge an entire book of interest rate derivatives, including caps and swaptions and more exotic instruments, a fact that Jarrow confirmed to me in my interview with him. Heath et al. (1992), for instance, present the HJM model as an alternative to using the Black model for valuing and hedging vanilla interest rate options. The Libor Market Model, by contrast, implicitly reinforces the market and organisational boundary that exists within dealer banks between vanilla and exotic derivatives traders, in that the model is designed to be calibrated with and hedged using vanilla options. Moreover, it explicitly reflects the dominance of the Black formula as a quotation device among vanilla options traders. It thus constitutes the clearest and most visible evidence in this thesis of the ways in which the modelling practices and objects of derivatives quants came to shape the development of the models they use. However, despite its aesthetic and conceptual appeal, it has not been able to supplant the older approach of low-dimensional Markov modelling whose development I examined in chapter 7. Its failure to do so was ultimately due to the way in which the model interacts with the material practices of derivatives trading, as it has struggled to produce ‘high quality’ risk sensitivities quickly enough that traders could use to hedge their exotics books.
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Conclusion

This thesis has built upon existing work by MacKenzie and Spears (2014a,b) on the ‘evaluation culture’ of derivatives quants: the shared technical practices, beliefs, and conceptual ontologies around which modelling activities within the derivatives quant community are organised. I examined this evaluation culture within the context of a particular set of institutions – dealer banks that ‘make markets’ in derivatives contracts with clients, such as corporations – and a particular set of markets – the ‘over-the-counter’ markets for interest rate derivatives that are tied to Libor. This set of predominantly London-based markets is of crucial importance to the global financial system, but is one that has attracted comparatively little attention from social scientists. This chapter provides a general summary of the thesis, examines its intellectual contribution to existing sociological research on economic and financial modelling, and proposes some avenues for future research.

9.1 Summary of the Thesis

I examined the derivatives quant evaluation culture from two distinctive vantage points. Part II provided a holistic account of how models are used within dealer banks, and the organisational patterning of modelling practices within these banks. Chapter 5 described the function of the Libor derivatives markets within the global financial system, the major types of derivatives contracts that dealer banks routinely ‘make markets’ in with clients, and the role of derivatives quants within these banks. Chapter 6 delved more deeply into the modelling activities of quants. I travelled between the major trading desks within dealer banks that trade Libor derivatives and examined the organisational patterning of three entities: derivatives pricing models, the associated modelling practices that quants employ when building and using these models, and the informational ‘objects’ that are produced by these modelling efforts.

I showed that while a diverse set of models are used across these trading desks, all of these
desks employ a distinctive family of modelling practices – known as ‘implied calibration’ – with which models are fitted to market data. I also showed that these modelling practices are not independent but instead are laterally interlinked across trading desks: the informational objects ‘produced’ by a bank’s linear products desks – such as the discount curve – are used as inputs into the models that are used by a bank’s vanilla options desk. Likewise, the objects that are produced by the bank’s vanilla options desk – e.g. cap and swaption volatility surfaces – are, in turn, used to calibrate the models that are used by the bank’s ‘exotics’ traders. This interlinked patterning of diverse modelling activities, I argued, reflects and reinforces an organisational division of labour with respect to the accounting of value of these instruments, and is deeply linked with the contemporary practice of ‘mark-to-market’ accounting. This chapter also highlighted the tacit and largely experiential nature of quant expertise and provided a broad overview of the contours of that body of expertise. Building and maintaining reliable derivatives pricing models requires a rather substantial amount of know-how that is separate from the formal mathematical description of a particular model. Much of what derivatives quants know is a series of what Stephen, a quant at LambdaBank referred to as “a lot of tricks, and sort of - experience comes in”. This sentiment was expressed in a number of my interviews with quants.

Part III instead studied this evaluation culture from a historical vantage point. I examined how quants ‘re-shaped’ a set of models that are widely used to price and hedge ‘exotic’ Libor instruments which they appropriated from a separate epistemic community: that of financial economics. I examined two historical cases in this portion of the thesis. Chapter 7 focussed on the ‘short rate’ term structure models, which financial economists originally developed to study the empirical behaviour of interest rates and the bond market. As a consequence, these models were designed to describe certain theoretical objects that were of interest to economists, namely the ‘market price of risk’. These models also embodied a certain style of modelling characteristic of academic economists: that which Morgan calls “model making as the art of caricaturing” (Morgan, 2012, pg. 162), wherein relatively simple, tractable models are built in which certain elements of the world that are of interest to an economist are exaggerated in order to more fully understand their behaviour or significance. This style of modelling is not primarily oriented towards calculation, but explanation and understanding.

I traced out how the mathematical structure of these early short rate models changed as quants adapted them into calculative tools embedded into the information infrastructure of banks for the purpose of pricing and hedging Libor derivatives. The ‘market price of risk’ – which had been an important theoretical object to financial economists for understanding the bond risk premium – was gradually stripped out of these models as quants moved from modelling interest rates in the ‘real-world’ probability measure to the ‘risk-neutral’ measure. Quants evaluated these models not by their ability to explain economic phenomena, but by a set of distinctive criteria that are localised to their evaluation culture and connected to the
practice of ‘implied calibration’ discussed in part II. These criteria include ‘flexibility’ – that is, a model’s ability to calibrate to a wide set of prices of vanilla interest rate derivatives – speed, and ability to produce risk sensitivities (e.g. Deltas, Gammas, and Vegas) that can be used by a trader to hedge her trades and thus defend their profitability from changes in interest rates and market prices. This shift – from explanation to calculation – came to be reflected in the mathematical structure of the models themselves.

Perhaps the most definitive evidence of the ‘social shaping’ of interest rate models was presented in chapter 8, which examined the development of a family of interest rate models that were initially created by a group of mathematically-oriented academics to address the weaknesses of the short rate models in pricing interest rate derivatives. The Heath-Jarrow-Morton framework, in particular, was recast into a set of ‘market models’ whose mathematical structure is deeply homologous to the modelling practices employed by swaps and options traders and the organisational division of labour that exists between these desks. In particular, these ‘market models’ were explicitly designed to value caps and swaptions consistently with a set of valuation formulas that had long been popular among vanilla options traders but which lacked theoretical justification prior to the development of these ‘market models’.

9.2 Intellectual Contribution

The account of models and modelling practices that I give in this thesis differs in important ways from existing accounts in economic sociology and the social studies of finance. As I stressed in chapter 2, much of the early literature on performativity was concerned with how specific mathematical models shape and change the markets and social contexts in which they are applied. However, in these accounts, the models themselves rarely underwent substantial changes as they were made to ‘perform’ in a certain social context. For instance, consider one of the best known case studies of the performativity of an economic model: MacKenzie and Millo’s (2003) study of the use of the Black-Scholes model on the Chicago Board Options Exchange. While MacKenzie and Millo note that Black-Scholes initially faced resistance from pit traders who saw model-assisted trading as an illegitimate way to trade options (MacKenzie and Millo, 2003, pg. 124), and that some changes had to be made to the model to accommodate the fact that American options, rather than European options, are traded in the Chicago options exchanges (MacKenzie, 2006, pg. 159), the Black-Scholes model and formula came to be adopted and institutionalised within the equity options markets without any substantial changes to the structure or functionality of the model itself. Likewise, in chapter 6, I highlighted how Black’s commodity options pricing model – a close variant of the Black-Scholes model – was readily adopted by cap and swaption traders without substantial modification.

By focussing on how models are ‘shaped’ and ‘moulded’ by the context in which they employed, this thesis contributes to an emerging body of work in economic sociology that ex-
amines how valuation practices differ systematically across social and organisational contexts (c.f. Fourcade, 2011; MacKenzie, 2011b). In the account of models that I provide in this thesis (and particularly in chapters 7 and 8), models are not all-powerful agents that are capable of re-shaping the social world on their own, as some critics of the performativity literature suggest that the concept implies. Instead, my thesis highlights the considerable amount of practical engineering work that is involved in re-building models to work within an ‘evaluation culture’ for which they were not originally designed to be used. This view of performativity is, moreover, wholly consistent with Callon’s expanded formulation of the concept, for whom the performativity of economics simply implies that there must be a “long sequence of trial and error, reconfigurations and reformulations” of “articulating, experimenting, and observing” between a model and the world it describes (Callon, 2007c, pg. 320). My account also suggests that financial models are characterised by path dependent processes of development, much like new technologies. Perhaps the best example of this phenomenon is how the institutionalisation of Black’s model for pricing caps and swaptions came to shape the development of new models both in the vanilla options market and in the market for exotic Libor derivatives. The popularity of both the SABR stochastic volatility model (discussed in chapter 6) and the Libor Market Model (discussed in chapter 8) reflect the influence of the Black model, as both of these models were explicitly designed to price caps and swaptions in a manner consistent with the Black formula.

Finally, by examining how interest rate term structure models were ‘reshaped’ as they were moved from one epistemic community to another, we see that these models serve as a technical microcosm through which to understand a much larger historical phenomenon: the establishment, differentiation and separation of a ‘derivatives quant’ epistemic culture as a body of knowledge and practice that is largely distinct from academic economics. In the present day, this separation is reflected in the disciplinary structure of certain universities. At the University of Edinburgh, for instance, the modelling techniques that are used by derivatives quants are taught at the School of Mathematics, rather than the economics department or the business school. This shift has important social significance, particularly as academic economists have been criticised following the 2007-8 financial crisis for failing to see the systemic risks and dangers posed by the growth of the structured derivatives markets. It is possible that their failure to anticipate these problems is due, in part, to the fact that the modelling activities of quants were ‘off their radar’, as it were, due to the cognitive and social separation between these two communities. Although it is not possible to generalise from this single case, the growth of distinct communities of economic and financial modellers that are disconnected from the academic economics profession itself may constitute a recent historical shift that has gone almost unnoticed by sociologists as economic models and tools become much more widely embedded within contemporary economies and societies; in short, as economic models have come to play an increasingly ‘performative’ role.
9.3 Limitations and Directions for Future Research

9.3.1 Do Traders Have an Evaluation Culture?

The research that I have presented in this thesis is limited in scope; however, these limitations provide directions for future research. Perhaps the most important limitation is that the interviews from which my conclusions are drawn were primarily with derivatives quants rather than interest rate derivatives traders. Out of my 41 interviews, only 8 were with individuals who have at one point or another worked as a Libor derivatives trader. Traders and quants are often seen as having little in common. In his memoir, Derman calls traders and quants “genuinely different species” and attributes the differences in their personalities to differences in culture that arise, in part, from the fact that quants are trained in academic research (Derman, 2004, pg. 11). My interviewees, however, indicated to me that many interest rate derivatives traders – particularly those who trade ‘exotic’ Libor derivatives – also possess advanced training in academic research. Some, it seems, began their careers as derivatives quants before switching into a trading role. Andrew Morton, co-developer of the HJM framework whose development I examined in chapter 8, is an illustrative example of such a person: after finishing his PhD in mathematics at Cornell, he joined Lehman Brothers and eventually became the head of fixed-income trading at that institution.

A first potentially interesting line of future research could focus on whether Libor derivatives traders also work within a particular evaluation culture, and whether and to what extent this ‘culture’ overlaps with that of quants. My interviews provide some indication that if a distinct ‘trading culture’ exists, it is rooted in the craft-based knowledge needed to design hedging strategies using model-generated risk sensitivities. Stephen, a quant from Epsilon-Bank whom I interviewed, indicated to me that using a set of risk sensitivities produced by a large, globally calibrated interest rate model to hedge a book of derivatives requires traders to possess a considerable amount of tacit knowledge. As he put it to me, “Usually you have to eyeball [the risk sensitivities] and say, ‘Okay there’s a lot of noise here, but based on my experience with these types of models, I’m going to pick these sets of instruments’”. He also explained to me that traders have strong preferences for the types of models they hedge with (e.g. locally vs globally calibrated models), which could indicate that they play a disproportionally influential role in shaping the modelling practices employed at dealer banks.

9.3.2 The Boundaries of the Derivatives Quant Evaluation Culture

My account of the ‘evaluation culture’ of Libor derivatives quants has focussed on a set of general socio-technical elements that have existed squarely within that culture for many years. These include the use of no-arbitrage models that are calibrated to ‘implied’ rather than ‘historical’ market data, and a set of ‘model objects’ that those models describe and produce, includ-
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ing forward Libor and swap curves and implied volatility surfaces. Due to space restrictions,
what my account has not attempted to do, however, is explore the messy and historicallycontingent boundaries of that culture: the fine line between what is seen and noticed by quants
and what is viewed as ‘boring’ or ‘irrelevant’ to the valuation of Libor derivatives and how
this changes over time. The boundary of an evaluation culture is incredibly important because
it often tends to be the site of arbitrage, as market actors force elements that were previously
believed to be irrelevant to the valuation of a security to be recognised as sources of value.
For example, beginning with the financial crisis of 2007-2008, participants in the interbank
lending markets began to strongly differentiate between the risks of ‘secured’ and ‘unsecured’
lending (that is, loans that are backed by collateral and those which are not). As a consequence,
large banks operating in these markets began charging different interest rates to other banks
depending on whether the loans were collateralised or not, and for uncollateralised lending,
how the market perceived their counterparty’s credit and liquidity risks. Libor, as I explained
in chapter 5, attempts to represent the cost of unsecured interbank borrowing. However, in the
wake of these changes, Libor ceased to be an accurate indicator of the interest rate at which any
particular bank could borrow on an unsecured basis from any other. Highly rated dealer banks
can now borrow unsecured funds more cheaply than Libor, whereas banks that are perceived
as high credit risks now have to pay a substantial premium over Libor to borrow unsecured
funds in these markets (Morini, 2009). Likewise, secured lending now attracts interest rates
significantly below Libor.
These ‘dislocations’ came to have rather profound effects on the modelling practices used
by derivatives quants, and in particular, what socio-technical elements are seen as relevant to
the valuation of swaps and other Libor derivatives. For example, most interest rate derivatives
contracts that are traded in the interdealer markets are collateralised, but prior to the financial
crisis, most banks ‘stripped’ the short end of their discount curves using published Libor rates.
(I explained in chapter 6 that discount curves enter into the valuation of all Libor derivatives,
and options and exotics traders will usually ‘subscribe’ to a set of curves that is produced by
a bank’s linear products desk.) In the wake of these dislocations, some market participants
felt that this long-established practice of ‘stripping’ a discount curve using published Libor
rates meant that derivatives that were traded between dealers were being mis-valued, since
Libor no longer reflected the cost of borrowing unsecured funds. As Cameron (2013) reports
in a recent article in Risk Magazine, some traders at Goldman Sachs became convinced that the
appropriate interest rates to use when building a discount curve are those derived from the
quoted fixed rates of a set of instruments known as ‘overnight index swaps’ (OIS), because
these are contractually-specified rates at which interest is to be paid on collateral according
to the legal documents that underlie the exchange of collateral between large dealer banks.
Goldman Sachs re-engineered their pricing systems to account for this change while entering
into a series of arbitrage trades with other banks that appeared to be profitable to those who


still stripped their discount curves using Libor rates, but which were actually unprofitable in the case where the OIS rates were used as inputs. As Cameron acknowledges, it was a risky gamble for those traders at Goldman Sachs, but other market participants eventually crystallised around the new practice, earning the Goldman substantial profits as ‘early adopters’ and arbitrageurs. However, what is especially notable about this episode is that it represents an expansion of the socio-technical elements that are seen as ‘relevant’ for front-office traders. As Riles (2011) observes in her recent ethnography of ‘back office’ personnel at a Japanese dealer bank, the legal collateral agreements that underlie derivatives trades and associated legal practices have traditionally been seen as largely irrelevant to the practices of front office traders, and as a consequence, have generally been viewed as comparatively low-status and ‘boring’. One quant who I interviewed in 2012 also emphasised this shift in perspective:

Robert: So, kind-of two years ago, people were thinking - “Yeah, collateralised trades, OIS, very easy”. Now actually they are starting to look at details of those CSAs – the credit support annex – which is part of the legal documentation. And they find things there actually have a profound impact on valuation, but we haven’t been taking it into account.

As a consequence, Sawyer (2011) reports that from 2009-2011, there were a number of disputes between dealers about how to value Libor derivatives depending on the intricacies of those agreements, and that this had some effect on the liquidity of these markets. Moreover, Watt (2011) indicates that this shift has impacted the organisational structure of banks, as managers have sought to bring front and back office operations together as the details of these collateral agreements has become more important to trading. While my research on this episode is still too preliminary to draw any definitive conclusions, it emphasises that the ‘narrowing of vision’ that an evaluation culture promotes in its members – particularly with respect to what factors are considered ‘relevant’ to the valuation of an asset – plays an essential role in coordinating exchange within markets. Without shared knowledge and practices to facilitate interaction between market participants, it is likely that financial markets – the quintessential institution of modern capitalism – would not be able to function.
Appendix A

Primer on Continuous-Time Stochastic Processes

While chapter 4 examined a simple two-period, two-outcome asset pricing model, the models that derivatives quants and financial mathematicians use are continuous-time models that allow for a continuous range of outcomes in each time step.¹ These models invoke a series of mathematical concepts from the study of probability theory and stochastic processes that are likely to be unfamiliar to non-mathematicians, and the purpose of this appendix is to build up an intuition for these ideas. This chapter assumes a working knowledge of elementary (i.e. undergraduate level) probability theory, and a background in calculus and the theory of ordinary differential equations. The aim is to ‘build up’ continuous-time stochastic models in an intuitive manner – albeit with a large degree of ‘hand waving’ and a lack of rigour – from these more familiar areas of mathematics.

To understand what these mathematical objects signify and how they are used, it is easiest to begin with an extension of the simple model examined in chapter 4: a discrete-time model that allows a continuous range of possible outcomes in each time period.² These models should be familiar to readers who have a background in undergraduate-level probability and applied statistics, and thus will be a good starting point for understanding the continuous-time models that are the focus of this thesis. After doing so, we will then be able to build up an intuition for the more advanced continuous-time models.

¹By ‘continuous’, I mean that there are no ‘gaps’ either between time steps or between different outcomes of the model. In slightly more technical terms, the term ‘continuous’ in this context implies that for any two time steps or possible outcomes $a$ and $c$, there is always another element $b$ between them.

²I have derived most of the material from this chapter from an appendix of a popular asset pricing textbook by Cochrane (2005, pgs. 489-496).
A.1 A Discrete-Time Introduction

Consider the problem of modelling the change in the price of a financial instrument, such as a stock. A general feature of financial assets like stocks is that their prices display both predictability and randomness. Their random movement is most apparent: if one looks at the plot of changes in the price of a stock over time, it is apparent that on a moment-by-moment basis, rather than changing in a smooth fashion, stock prices tend to ‘jiggle around’. Yet, over a longer period of time, the price of a financial asset tends to increase in value, at least on average when one looks across all assets. For example, at the time of writing, the S&P 500 had increased by 104.27% over the previous five years. A similar pattern is apparent with interest rates, which are the quantities that traders and quants usually model in order to price interest rate derivatives. Unlike a stock, the behaviour of an interest rate will tend to ‘mean revert’ in a somewhat predictable way over-time, while day-to-day and week-to-week behaviour is also characterised by a high degree of unpredictability.

It would seem reasonable, then, that a model of the behaviour of changes in financial instruments should be driven by both a predictable component and a random component. Consider the following discrete-time stochastic process $X_t$, a more general version of the simple two-period, two-outcome model discussed in chapter 4, whose change from moment-to-moment is governed by the following equation:

$$X_t - X_{t-1} = \mu + \sigma \epsilon_t \quad (A.1)$$

where $\mu$ and $\sigma$ are constants and $\{\epsilon_t\}_{t \geq 0}$ is a sequence of independent, normally distributed random variables with mean zero and variance equal to one, i.e.:

$$\epsilon_t \sim N(0, 1)$$

According to this simple model, at each moment of time $t$, the change in $X$ from one time step to the next is equal to the sum of a constant factor $\mu$ – which captures its ‘predictable’ or ‘average’ change in each time step – and a random variable $\epsilon_t$ which can take both positive and negative values and which is scaled by a constant value $\sigma$. Equation A.1 is known as a ‘stochastic difference equation’, and it can be solved to yield a particular value at any moment of time $T$ given an initial value for the process at time $t$. The solution to equation A.1 at time $t = T$ is given by the following equation:

$$X_T = X_t + \mu(T - t) + \sigma Z_T \quad (A.2)$$

where $Z_T$ is a random variable known as a ‘discrete random walk’, which is composed of the sum (denoted by $\sum$) of the identically distributed random variables $\epsilon_t$ defined in equation A.1
from time \( t \) to time \( T \):

\[
Z_T = \sum_{i=0}^{T} \epsilon_i
\]

Note that because \( Z_T \) is the sum of a set of random variables, it is also a random variable. Using some results from elementary probability theory, one can show that \( Z_T \) is also a normally distributed random variable with mean zero but with variance \( T \):

\[
Z_T \sim N(0, T)
\]

As a consequence, solution A.2 is also a random variable: each time we re-calculate and sum the \( \epsilon_t \) random variables across time that define the solution, we end up with a different ‘path’ or ‘trajectory’ of this stochastic process that is drawn from an infinite set of possible trajectories. Associated with these trajectories is a probability measure – which we can denote by \( P \) – that defines the likelihood of the process taking one or more of these possible trajectories, which is implicitly determined by the specification of the stochastic process itself. Figure A.1 plots the monthly changes in the yield-to-maturity of the ten year U.S. Treasury bond from 1952 to 2004, and compares it to three possible ‘trajectories’ of equation A.2 for an equivalent number of time steps. Equation A.1 appears, at least at a superficial level, to do a reasonably good job of approximating the type of random behaviour exhibited by the yield on a 10 year bond.

Due to the fact that the solutions to stochastic processes are themselves random, it is usually more useful to look at their ‘expected value’ or more generally the ‘conditional expectation’ of the process at some point in time \( t \). We examined the idea of a mathematical expectation in chapter 4 for our two-period, two-outcome model and saw that the concept of a probabilistic expectation is deeply connected with the absence of arbitrage in certain idealised markets. When we calculate the expectation of a stochastic process, we must calculate it over a particular probability measure.

In the two period, two outcome model presented in chapter 4, this probability measure was defined by a pair of numbers \( q_U \) and \( q_D \) that sum to one and which describe the likelihood of the two possible future outcomes for the price of the stock and the call option. By contrast, the stochastic process specified in equation A.1 implicitly defines a ‘natural’ probability measure – which we can denote by \( P \) – that governs the likelihood of the trajectories of the process up to a point of time. Unlike the simple example illustrated in chapter 4, it is not possible to write down all of the individual probabilities that this probability measure defines, since there are an infinite number of possible trajectories for equation A.2 between any two time periods and hence an infinite number of individual probabilities.

Nevertheless, we can use our knowledge of the process itself to determine its conditional expectation under \( P \). The first two terms of the solution \( X_0 \) and \( \mu T \) are non-random, so we can ‘pull’ these terms outside the expectation. Next, because each of the random terms \( \epsilon_i \) that de-
Figure A.1: Panel (a) plots the historical monthly changes in the yield-to-maturity on 10 year U.S. Treasuries from 1952-2004 (Source: U.S. Federal Reserve). Panel (b) plots three possible trajectories of the discrete stochastic process defined in Equation A.1.
fine $Z_T$ are independent normally distributed random variables with mean zero and variance 1, one can show using elementary probability theory that $Z_T$ is also a normally distributed variable with mean zero, but with variance equal to $T$. As a consequence, its expectation (under $\mathbb{P}$) is zero, and the conditional expectation of whole the process is determined only by its initial value and the constant term $\mu$:

$$
E^{\mathbb{P}}[X_T | \mathcal{F}_0] = X_0 + \mu T + \sigma E^{\mathbb{P}}[Z_T | \mathcal{F}_0] \\
= X_0 + \mu T + \sigma E^{\mathbb{P}}[\mathcal{N}(0, T) | \mathcal{F}_0] \\
= X_0 + \mu T
$$

(A.3)

where $\mathcal{F}_0$ indicates that the expectation is to be taken based on information that is available at the current time (time $t = 0$). The conditional expectation of $X_T$ at time $t = 0$ is illustrated in figure A.2.

![Figure A.2: Conditional expectation of $X_T$ at time $t$](image)

**A.2 Moving to Continuous Time**

The continuous-time equivalent of equation A.1 is given by the following, which is known as a stochastic differential equation:

$$
dX_t = \mu dt + \sigma dW^P_t
$$

(A.4)

Intuitively, one can think of equation A.4 as the 'limit' of the discrete difference equation given in equation A.1 when one allows the amount of time between $X_t$ and $X_{t-1}$ to become arbitrar-
ily close to zero. The models discussed in this thesis are more complex variants of equations of this form. For instance, the Vasicek model examined in chapter 7 is defined by the following stochastic differential equation:

\[ dr_t = a(b - r_t)dt + \sigma dW_t^P \]

Notice that while the Vasicek model’s equation for the short rate has the same basic structure as equation A.4: a \( dt \) term and a \( dW \) term associated with some probability measure. Each of these differentials is multiplied by a number of variables and parameters and then are added together. Readers with a background in ordinary calculus will be familiar with the meaning of the \( dt \) term on the right side of the equality, which roughly means ‘an infinitesimally small change in time’. Unfortunately, the \( dW^P \) term makes no appearance in standard calculus and requires explanation.

To do so, I will need to introduce the concept of a Wiener process under a particular martingale measure (also known as ‘Brownian motion’), whose differential is denoted by the \( dW_t^P \).

### A.3 Defining the Wiener Process

A Wiener process is the continuous-time equivalent to the discrete random walk, denoted by \( Z_T \) in equation A.2. It is clear that for any positive integers \( t \) and \( T \) such that \( t < T \),

\[
Z_T - Z_t = \sum_{i=0}^{T} \epsilon_i - \sum_{i=0}^{t} \epsilon_i = \sum_{i=t+1}^{T} \epsilon_i
\]

In other words, the difference between any \( Z_T \) and \( Z_t \) is itself the sum of a sequence of normally distributed random variables, and consequently it is itself a normally distributed random variable with mean of zero and variance of \( T - t \):

\[ Z_T - Z_t \sim N(0, T - t) \]

While the expectation of the interval \( Z_T - Z_t \) remains zero at all times, its variance is equal to the difference between \( T \) and \( t \), and hence its standard deviation is equal to \( \sqrt{T - t} \) (because the standard deviation of a random variable is equal to the square root of its variance). We defined \( T \) and \( t \) as positive integers, and thus the smallest difference they could take is 1. We can informally think of ‘constructing’ the Wiener process by allowing \( T \) and \( t \) to range over all of the real numbers (including the rational and irrational numbers) instead of the integers, and taking the ‘limit’ of \( Z_T - Z_S \) as \( T - S \) approaches zero. In actual practice, one instead usually
begins with the formal definition of a Wiener process and then proves its existence. Doing so is not at all trivial, because it turns out that a Wiener process is continuous but nowhere differentiable using the tools of ordinary calculus. (Masters and PhD students in financial mathematics are usually required to take a class in ‘stochastic analysis’, in which the existence of the Wiener process, among other things, would be proven rigorously.) Using the techniques of stochastic calculus, one can show that:

\[ \lim_{\Delta \to 0} (Z_T - Z_{T-\Delta}) = dW^P_t \]

which is called the ‘stochastic differential’ of \( W^P_t \), where \( W^P_t \) is a new object called a Wiener process defined on a particular probability measure \( P \) which governs the likelihood of its paths.

Just like the discrete time equivalent \( Z_T - Z_t \), the difference between any two intervals \( W_T - W_t \) is normally distributed with mean zero and variance equal to \( T - t \), where \( T - t \) is now defined as any positive real number. Whereas in discrete time, we sum the \( \epsilon_i \) random variables between \( t \) and \( T \) (denoted by the \( \sum \) operator) to find the size of the difference \( Z_T - Z_t \), the corresponding operation in continuous time is stochastic integration, denoted by \( \int \).

\[
W_T - W_t = \int_t^T dW^P_t \\
\sim N(0, T - t)
\]  

(A.5)  

(A.6)

Intuitively, we can think of the integration operator as ‘adding together’ the \( dW^P_t \) terms, but over a continuum rather than a finite number of time steps. Like the discrete time summations discussed above (and very much unlike the Reimannian and Lebesgue integrals defined in ordinary calculus), the stochastic integral above is itself a random number: its value will depend upon the particular realisation of the normally distributed random variable that it defines. Thus, as in the case of discrete time, it makes sense to examine its expectation under the measure \( P \) under which it is a Wiener process:

\[
E^P \left[ \int_0^T dW^P_t \mid \mathcal{F}_0 \right] = E[N(0, T)] \\
= 0
\]

which is zero due to the fact that, by definition, the difference between two realisations of a
The stochastic differential equation given in equation A.4 has a well-known solution, which is given by:

\[ X_T = X_0 + \mu T + \sigma \int_0^T dW_t^P \]  

(A.7)

The solution is the sum of a deterministic component \((X_0 + \mu T)\) and a random component \((\sigma \int dW_t^P)\), which will be a normally distributed variable with mean zero and variance \(\sigma^2 T\).

Notice the similarity between this solution and its discrete time analogue given in equation A.2. The primary difference is, of course, that in the discrete time case, we summed together the normally distributed random variables \(\epsilon_t\), whereas in continuous time we take the stochastic integral of a Wiener process. Like the solution to the discrete difference equation, equation A.7 is a random variable. Thus, it is often useful to calculate its expectation. Under the \(P\) measure, the expectation of this stochastic differential equation at time \(t = 0\) is given by:

\[
E^P[X_T | F_0] = X_0 + \mu T + \sigma E^P \left[ \int_0^T dW_t^P | F_0 \right]
\]

\[= X_0 + \mu T + \sigma E[N(0, T)]\]

\[= X_0 + \mu T\]

Although this stochastic differential equation has a well-known solution, most are extremely difficult to solve and in many cases do not yield ‘nice’ closed-form solutions. For instance, the Vasicek and Hull-White models discussed in chapter 7 can be solved to yield closed-form solutions for discount bonds, but not most Libor derivatives. Likewise, the Libor Market Model discussed in chapter 8 only yields a closed-form solution for European caplets. This is why derivatives quants use numerical techniques implemented on large computer systems (such as those that I discuss in chapters 7 and 8) to solve these models for the purpose of pricing and hedging Libor derivatives.

### A.4 Changing Probability Measures

The reader will recall that no-arbitrage pricing theory rests on the use of ‘martingale’ probability measures that are distinct from the ‘real-world’ measure of a stochastic process. According to this branch of financial theory, one should take the discounted expectation of an asset’s future payoff under such a martingale measure in order to calculate its current price. While it is generally difficult to do this in the context of discrete time models, there is a very useful result in probability theory called Girsanov’s theorem that states that in the case of Wiener processes, changing the measure of the process (i.e. adjusting the probabilities of its trajectories) is exactly identical to making an adjustment in its drift. Formally, Girsanov’s theorem states that under some mild technical conditions, for a \(P\)-Wiener process and a deterministic process \(\xi_t\), there
exists a probability measure $\mathbb{P}^*$ which admits the same set of events as possible outcomes and that satisfies (Björk, 2009, pgs. 168-9):

$$dW^P_t = \zeta_t dt + dW^P_\ast_t$$

where $W^P_\ast$ is a $\mathbb{P}^*$-Wiener process. In other words, the deterministic process $\zeta_t$ makes an adjustment to the drift of the $\mathbb{P}$-Wiener process to transform it into a different $\mathbb{P}^*$-Wiener process. Moreover, the converse of Girsanov’s theorem is also true under certain conditions: given a probability measure $\mathbb{P}^*$ that is equivalent to $\mathbb{P}$, then there exists a deterministic process $\zeta_t$ such that the above is true.

Let us return to the stochastic differential equation defined in equation A.4. That stochastic process is defined under some probability measure $\mathbb{P}$, under which $W^P$ satisfies the definition of a Wiener process. Girsanov’s theorem implies that the behaviour of this process under a different probability measure $\mathbb{P}^*$ that admits the same events as possible outcomes will be given by:

$$dX_t = \mu dt + \sigma dW^P_t$$

$$= \mu dt + \sigma (\zeta_t dt + dW^P_\ast_t)$$

$$= (\mu + \sigma \zeta_t) dt + \sigma dW^P_\ast_t$$

In the case of the Vasicek model discussed in chapter 7, the Girsanov drift transformation that allows one to move from the ‘real-world’ $\mathbb{P}$ measure to the ‘risk-neutral’ $\mathbb{Q}$ measure (under which the discounted prices of bonds follow martingales) is the market price of risk term $\lambda$:

$$dW^P_t = \lambda dt + dW^Q_t$$

This term captures the extra compensation that bond investors demand for holding riskier, longer maturity bonds (Artzner and Delbaen, 1989). Under the ‘risk-neutral’ $\mathbb{Q}$ martingale measure, the short rate $r_t$ in the Vasicek model evolves according to the following stochastic differential equation:

$$dr_t = a(b - r_t) dt + \sigma (\lambda dt + dW^Q)_t$$

$$= a \left( b + \frac{\sigma \lambda}{a} - r_t \right) dt + \sigma dW^Q_t$$

Using this ‘risk-neutral’ process, one could then solve for the arbitrage-free prices of bonds and interest rate derivatives.
Appendix B

List of Interviewees

I assured the interviewees from samples A and C that their identities would be kept anonymous, so tables B.1 and B.3 only list the randomly assigned code names for those individuals. Transcripts and recordings from thirty-five of the total interviews are in my possession. I chose not to record six of the interviews, but I have in my possession notes that were taken during those interviews. Quotations from named interviewees (listed in table B.2) were shown to them in advance of the final submission of this thesis, and in a small number of cases the quotations that appear in the text incorporate minor amendments that they requested. – TCS

Table B.1: Sample A: Derivatives Quants (Non-Attributable)

<table>
<thead>
<tr>
<th>#</th>
<th>Interviewee Code</th>
<th>Interview Location</th>
<th>Interview Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ryan</td>
<td>London</td>
<td>2011-11-30</td>
</tr>
<tr>
<td>2</td>
<td>Robert</td>
<td>London</td>
<td>2012-03-12</td>
</tr>
<tr>
<td>3</td>
<td>Joshua</td>
<td>London</td>
<td>2012-03-13</td>
</tr>
<tr>
<td>4</td>
<td>Kevin</td>
<td>London</td>
<td>2012-03-13</td>
</tr>
<tr>
<td>5</td>
<td>Eugene</td>
<td>London</td>
<td>2012-03-14</td>
</tr>
<tr>
<td>6</td>
<td>Aaron</td>
<td>London</td>
<td>2012-03-16</td>
</tr>
<tr>
<td>7</td>
<td>Elliot</td>
<td>Barcelona</td>
<td>2012-04-18</td>
</tr>
<tr>
<td>8</td>
<td>Oscar</td>
<td>London</td>
<td>2012-07-04</td>
</tr>
<tr>
<td>9</td>
<td>Hugh</td>
<td>London</td>
<td>2012-07-04</td>
</tr>
<tr>
<td>10</td>
<td>Ronald</td>
<td>London</td>
<td>2012-07-06</td>
</tr>
<tr>
<td>11</td>
<td>Brian</td>
<td>London</td>
<td>2012-07-06</td>
</tr>
<tr>
<td>12</td>
<td>John</td>
<td>London</td>
<td>2012-10-08</td>
</tr>
<tr>
<td>13</td>
<td>Cameron</td>
<td>London</td>
<td>2012-10-08</td>
</tr>
<tr>
<td>14</td>
<td>Dominic</td>
<td>London</td>
<td>2012-11-21</td>
</tr>
<tr>
<td>15</td>
<td>Ethan</td>
<td>London</td>
<td>2012-11-21</td>
</tr>
<tr>
<td>16</td>
<td>Roger</td>
<td>San Francisco</td>
<td>2012-08-14</td>
</tr>
<tr>
<td>17</td>
<td>Benjamin</td>
<td>NYC</td>
<td>2012-04-11</td>
</tr>
<tr>
<td>18</td>
<td>Stephen</td>
<td>NYC</td>
<td>2012-04-11</td>
</tr>
<tr>
<td>19</td>
<td>Daniel</td>
<td>NYC</td>
<td>2012-04-11</td>
</tr>
</tbody>
</table>
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Table B.1 – Continued from previous page

<table>
<thead>
<tr>
<th>#</th>
<th>Interviewee Code</th>
<th>Interview Location</th>
<th>Interview Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Evan</td>
<td>London</td>
<td>2013-02-28</td>
</tr>
</tbody>
</table>

Table B.2: Sample B: Historical Interviewees (Attributable)

<table>
<thead>
<tr>
<th>#</th>
<th>Name</th>
<th>Interview Location</th>
<th>Interview Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>Emanuel Derman</td>
<td>NYC</td>
<td>2012-04-13</td>
</tr>
<tr>
<td>22</td>
<td>Piotr Karasinski</td>
<td>London</td>
<td>2012-08-13</td>
</tr>
<tr>
<td>23</td>
<td>Marek Musielo</td>
<td>London</td>
<td>2012-07-03</td>
</tr>
<tr>
<td>24</td>
<td>Joanne Kennedy</td>
<td>London</td>
<td>2012-10-08</td>
</tr>
<tr>
<td>25</td>
<td>Andrew Morton</td>
<td>London</td>
<td>2012-10-11</td>
</tr>
<tr>
<td>26</td>
<td>Oren Cheyette</td>
<td>San Francisco</td>
<td>2012-08-13</td>
</tr>
<tr>
<td>27</td>
<td>Oldrich Vasicek</td>
<td>San Francisco</td>
<td>2012-08-15</td>
</tr>
<tr>
<td>28</td>
<td>Michael Harrison</td>
<td>Palo Alto</td>
<td>2012-08-17</td>
</tr>
<tr>
<td>29</td>
<td>Ken Singleton</td>
<td>Palo Alto</td>
<td>2012-08-17</td>
</tr>
<tr>
<td>30</td>
<td>Tom Ho</td>
<td>NYC</td>
<td>2012-08-24</td>
</tr>
<tr>
<td>31</td>
<td>Robert Jarrow</td>
<td>Ithaca</td>
<td>2012-08-28</td>
</tr>
<tr>
<td>32</td>
<td>John Cox</td>
<td>MIT</td>
<td>2012-08-30</td>
</tr>
<tr>
<td>33</td>
<td>John Hull</td>
<td>Toronto</td>
<td>2013-03-06</td>
</tr>
</tbody>
</table>

Table B.3: Sample C: Non-Quant Individuals with Extensive Knowledge of the OTC Derivatives Markets (Non-Attributable)

<table>
<thead>
<tr>
<th>#</th>
<th>Interviewee Code</th>
<th>Interview Location</th>
<th>Interview Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>Jeffrey</td>
<td>Washington, D.C.</td>
<td>2011-07-11</td>
</tr>
<tr>
<td>36</td>
<td>Philip</td>
<td>London</td>
<td>2012-02-09</td>
</tr>
<tr>
<td>37</td>
<td>Alan</td>
<td>London</td>
<td>2012-08-11</td>
</tr>
<tr>
<td>38</td>
<td>Max</td>
<td>London</td>
<td>2012-07-05</td>
</tr>
<tr>
<td>39</td>
<td>Thom</td>
<td>London</td>
<td>2012-07-11</td>
</tr>
<tr>
<td>40</td>
<td>Brandon</td>
<td>London</td>
<td>2012-11-20</td>
</tr>
<tr>
<td>41</td>
<td>Vincent</td>
<td>London</td>
<td>2012-11-21</td>
</tr>
</tbody>
</table>
Abbreviations and Mathematical Notation

ATM : At-the-money;

BDT : Black-Derman-Toy;

BGM : Brace-Gatarek-Musiela;

BSM : Black-Scholes-Merton;

CMS : Constant maturity swap;

FCC : Federal Communications Commission;

FRA : Forward rate agreement;

HJM : Heath-Jarrow-Morton;

LMM : Libor Market Model;

PDE : Partial differential equation;

\((X)_+\) : Shorthand for \(\text{max}\{X, 0\}\). Used to denote the payoff of an option.

\(E^N(.)\) : Expectation taken under the martingale probability measure \(N\) that makes futures payoffs discounted by the numéraire asset \(N\) into martingales.

\(P\) : Denotes the ‘real-world’ probability measure associated with a stochastic process.

\(Q\) : Denotes the ‘risk-neutral’ probability measure; i.e. the one that makes that makes discounted payoffs into martingales when discounting is done using the money market account.

\(Q_T\) : Denotes the \(T\) forward probability measure, i.e. the one that makes discounted payoffs into martingales when discounting is done using the discount bond \(P(t, T)\) maturity at time \(T\)
Abbreviations and Mathematical Notation

\( N(\mu, V) \) : Normally distributed random variable with mean \( \mu \) and variance \( V \);

\( \Phi(.) \) : Cumulative distribution function of the standard normal distribution;

\( L(t, T) \) : Spot Libor rate for a loan maturing at date \( T \) prevailing at time \( t \);

\( P(t, T) \) : Price of a discount bond prevailing at time \( t \) which matures at time \( T \);

\( F(t, T_1, T_E) \) : Forward Libor rate (i.e. the ‘fair’ fixed rate quoted in the market) prevailing at time \( t \) for a FRA that matures on date \( T_1 \) and expires on date \( T_E \);

\( S(t, T_1, T_E) \) : Forward swap rate (i.e. the ‘fair’ fixed rate quoted in the market) prevailing at time \( t \) for a fixed/floating swap with payment dates on \( T_1, T_2, \ldots, T_E \);

\( r(t) \) : Instantaneous spot interest rate prevailing at time \( t \), a.k.a. the ‘short rate’;

\( \tau(t, T) \) : Day-count fraction for a particular Libor rate, e.g. \( \frac{T - t}{360}, \frac{T - t}{365} \), etc.;

\( \sigma^{K}_{Black}(F(T_1, T_E)) \) : Black (lognormal) implied volatility of a caplet written on the forward Libor rate \( F(T_1, T_E) \) with strike \( K \);

\( \sigma^{K}_{Black}(S(T_1, T_E)) \) : Black (lognormal) implied volatility for a European swaption written on an underlying forward swap rate \( S(T_1, T_E) \) with strike \( K \);

\( \sigma_{norm}(S_1, S_2, K) \) : Normal implied volatility for a CMS spread option on the spread between two underlying swap rates \( S_1 \) and \( S_2 \) with expiry date \( T \) and strike \( K \).
Glossary

**american-style option**: an option that can be exercised on multiple dates, rather than a single date at expiry. Generally, this term encompasses both ‘Bermudan’ options and ‘American’ options.

**arbitrage**: a trading strategy that requires no net capital investment but which yields the potential for profit with no potential of loss.

**at-the-money**: a cap (resp: swaption) whose strike is equal to the current forward Libor (resp: swap) rate that is quoted in the market. Most quoted prices for caps and swaptions are for those with at-the-money strikes.

**bermudan swaption**: a swaption that can be exercised on a set number of dates prior to its expiry date (e.g. quarterly, monthly, etc.), unlike a standard swaption which can only be exercise on its expiry date.

**binomial model**: a discrete-time model in which an interest rate or an asset price can only move up or down by some fixed amount in each time step.

**Black implied volatility**: the choice of the volatility parameter (σ) for a specific forward Libor or swap rate that makes the Black formula produce the quoted price of a cap or a swaption of a given tenor, maturity and strike.

**Black’s cap and swaption formulas**: the solution to Black’s model for caps and swaptions. In the present day it is largely used as a device for quoting prices for these instruments in terms of their ‘Black implied volatility’.

**Black’s model**: a variant of the Black-Scholes model for pricing commodity options that was adapted by interest rate options traders to value and hedge caps and swaptions.

**Black-Scholes model**: a model developed by Fischer Black, Myron Scholes, and Robert Merton for valuing and hedging stock options.

**bond**: a financial instrument that makes a number of payments at regular dates until its maturity date.
cap: a vanilla interest rate option that pays its owner on a sequence of dates if a specified Libor rate specified in the caplet agreement exceeds some level (the strike) on those dates.

closed-form solution: a general solution to a mathematical problem that yields a specific equation that can be written down. For instance, the Black-Scholes formula is a closed-form solution to the problem of valuing a European equity call option where the underlying follows an lognormal Brownian motion.

dealer: a financial institution that ‘makes markets’ in various financial contracts, including Libor derivatives. The largest of these institutions are the G16 dealers, which I refer to in this thesis as ‘dealer banks’.

diffusion process: a stochastic process that is ‘Markovian’ and which has continuous sample paths. An example is Brownian motion.

dimensionality (of a model): refers to the number of state variables of a model. A ‘low dimensional’ model usually has three or fewer state variables, whereas ‘high dimensional’ models routinely have many more than three.

discount bond: a bond that pays 1 at time $T$, with no intermediate coupon payments. A hypothetical financial asset that constitutes a ‘discount curve’, which is the primary tool that is used to value certain vanilla interest rate derivatives, notably swaps and FRAs.

discount curve: a continuous, downward-sloping line that depicts the prices of discount bonds maturing at a range of dates in the future.

equivalent martingale measure: a probability measure associated with a particular numéraire asset that has two important properties. First, it admits the same set of possible events as the ‘real-world’ probability measure. Second, in the absence of risk-free arbitrage opportunities, the discounted expected future payoffs of assets in a market will be martingales under that probability measure.

expectations hypothesis: the idea that forward interest rates represent the market’s ‘expectation’ (in a statistical sense) of future spot interest rates.

expiry date: the date at which a vanilla option can be exercised and then ceases to be valid.

finite difference techniques: a set of computational techniques that are used to solve relatively low-dimensional mathematical models by converting them into partial differential equations and then solving them using a computer algorithm.

floor: a vanilla interest rate option that pays its owner on a sequence of dates if a specified Libor rate specified in the caplet agreement falls below some level (the strike) on those dates.
implied calibration: the process of choosing the parameters of a no-arbitrage model so that, when it is solved, the model reproduces the quoted market prices of a set of instruments chosen by a quant or trader.

Libor: short for ‘London Interbank Offer Rate’. An interest rate which measures the cost of ‘unsecured’ borrowing (i.e. loans that are not backed by collateral) among large financial institutions participating in the Eurocurrency markets.

liquidity: the availability of willing buyers/sellers for a particular asset in the market.

markovian: a model which is ‘memoryless’ in a precise sense: the future evolution of the model depends only on the current values of its state variables, and not the path that those state variables took previously. A non-Markovian model is, by contrast, path-dependent in nature.

martingale: a stochastic (i.e. random) process that is ‘fair’ in the sense that it is neither expected to increase or decrease in value on average.

maturity: the date at which a financial contract such as a bond terminates and its principal is repaid.

Monte Carlo simulation: a computational technique for solving a model that involves generating thousands of potential scenarios for the model’s random variables and then averaging the output of the model across these various scenarios. An alternative to finite difference techniques.

Notional principal: a value chosen by the two counterparties to a derivatives contract (usually a swap) to determine the size of the cash flows on each payment date. Unlike the principal of a bond which is paid to the bondholder on the bond’s maturity date, a notional principal is never actually exchanged.

numéraire asset: an asset that is used to express the value of all other prices in a market, such as cash in a particular currency.

option (call and put): a call (put) option gives its holder the right, but not the obligation, to buy (sell) a particular financial instrument from the seller of the option at a specified date for a pre-set price. In the Libor derivatives markets, caps and payer swaptions are analogous to call options, while floors and receiver swaptions are analogous to put options.

probability measure: a mathematical function that assigns a probability to a set of possible events.
replicating portfolio: a possibly dynamically adjusted portfolio of vanilla Libor derivatives (e.g. caps, swaptions) that together are capable of reproducing the payoff of another derivative, typically an exotic Libor instrument.

risk aversion: the tendency among investors to value a risky gamble/investment at less than its expected value, and consequently demand extra compensation – a ‘risk premium’ – to be induced to make the gamble/investment.

risk premium: the additional compensation that risk-averse investors in a market demand as compensation for taking on additional risk. An important use of term structure models in financial economics has traditionally been to understand the behaviour of the risk premium in the bond markets.

risk sensitivities (i.e. ‘Greeks’): a set of numbers that express the sensitivity of a derivative’s price to changes in various factors, such as the prices of assets underlying the derivative. The most commonly used risk sensitivities are deltas, gammas, and vegas.

state variable: a variable that describes the current position or ‘state’ of a dynamical model. For example, in a ‘short rate’ model, there is only one state variable: the current value of the short rate. In a Libor Market Model, by contrast, the state variables are the entire set of forward Libor rates.

straddle: an options trading strategy that involves the simultaneous purchase or sale of either a cap and a floor, or a payer and a receiver swaption. A ‘straddle’ allows a trader to take a position purely on the ‘volatility’ of the underlying asset.

swaption: an option that gives the buyer the right, but not the obligation, to enter into a swap with a pre-specified fixed rate (the strike) at a future date.

term structure of interest rates: the relationship between the interest on a loan, bond or other fixed-income instrument and its maturity date.

time value of money: the notion that 1 received next year is worth less than 1 received today, because 1 received today could be re-invested for a year to yield some amount greater than 1. Lenders, therefore, must be compensated in the form of interest for the opportunity cost of their capital.

vanilla Libor derivatives: unlike ‘exotic’ interest rate derivatives, which are highly customised to meet the particular needs of a client, vanilla interest rate derivatives include standardised instruments such as swaps, FRAs, swaptions and caps which are bought and sold regularly by clients and for which there is an interdealer market. Also known as ‘flow’ products.
**volatility surface** : an object that plots the ‘implied volatility’ of a certain type of option (such as a cap or a swaption) against that option’s tenor, maturity and strike. Vanilla options traders use such a plot when evaluating the worth of options, while exotics traders will attempt to calibrate their models to different points along the volatility surface.

**Wiener process** : a continuous-time stochastic process that is the limiting case of a discrete random walk and which underpins all no-arbitrage models examined in this thesis. See: Appendix A for more information.
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