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Lay Summary

The bulk of this work involves the study of the centre of galaxies where supermassive black holes exist (called AGN). There are features which are present in a subset of these AGN which do not exist in others, however, the unified model states that all AGN are intrinsically the same and that the lack of these particular observational features is a result of obscuration. The population statistics of these "obscured" AGN appears to change depending on the regime in which they are observed; in the X-ray regime for instance, it appears that obscured AGN are more common at low luminosities and less common at high luminosities, while in the infrared regime it appears that obscured AGN make up a fixed percentage of the total AGN population across all luminosities.

I develop a model to reproduce the observed trend in the X-ray regime by partially covering the X-ray sources in these AGN with thick material. I argue that the effect of this thick material can go unnoticed and therefore not be corrected for. Using this model it is possible to reproduce the observed trend in the X-ray vs. Infrared luminosity of these sources; both the X-ray and infrared luminosities of these bright sources are thought to measure the intrinsic power of the AGN, however, if the obscuration in the X-ray regime is unaccounted for then the X-ray luminosity will not correlate well with the infrared luminosity; this is indeed what is seen. Many obscured AGN having lower "corrected" X-ray luminosities than predicted from their infrared luminosities. This model shows the consequences of inferring obscuration from crude observational data, and indeed shows how the observed X-ray luminosity dependence of the obscured fraction can simply be accounted for.

I also investigate the "obscured fraction" of AGN observationally by taking a sample selected purely by star formation related emission. I find a result consistent with no luminosity dependence of the obscured AGN fraction. I also
find evidence to support the unified model detailed above; I find obscured and unobscured AGN to have similar stellar masses, dust masses and formation ages.

I also investigate the neighbours of the highest mass galaxies at between 10 and 12.5 billion years ago. These highest mass galaxies, with powerful radio emission can have profound effects on the surrounding environment and are believed to trigger star formation. Here, however, I find no correlation between the power of these radio jets and the number of neighbours these galaxies have.
Abstract

The work contained within this thesis
Is made up primarily of two pieces
Both address active galactic nuclei
And the galaxies that live nearby
The obscured fraction of the population
Is the topic of one publication
And the type-II fraction in the optical regime
In chapter four this is the theme
I research the vicinity overdensity
Around radio galaxies in chapter three, you’ll see
I reduce some spectra at redshift one
But not all observations in the end got done
With the spectra I have I do what I can
As if all target observations had actually ran
In the end I conclude with results and the theme
of research to be done further downstream.

The works contained herein addresses two major topics in extragalactic astrophysics, namely the Type-II AGN fraction and the Overdensity-Radio power relation.

Quantifying the Type-II AGN fraction has been attempted by many works in many different observational regimes, finding rather contrasting results. Accretion onto supermassive black holes contributes between 5 per cent and 20 per cent of the luminosity of the Universe, and seems to be closely linked to star formation processes. The large uncertainty on this value is due to the ill-determined contribution from obscured accretion, namely the Type-II fraction.
In Chapters 3 and 4 I address this issue from a theoretical standpoint in the X-ray regime and an observational standpoint in the optical regime respectively.

In Chapter 3 I show how crude X-ray spectroscopy of partially obscured AGN can lead to catastrophic underestimations of the intrinsic X-ray luminosity of these sources. Acting over an entire population, these partial obscurers can produce an obscured AGN fraction which decreases as a function of observed luminosity. The results are consistent with observations in the X-ray vs. IR luminosity of AGN classes.

In Chapter 4 I select a statistically significant sample of AGN from an unbiased 250µm galaxy sample. After spectroscopic classification I find the optical Type-II AGN fraction to be consistent across several decades in [OIII] luminosity, a common proxy for intrinsic AGN luminosity. I also investigate the relation of AGN activity to host galaxy mass, as well as star formation activity and star formation history.

Probing the environments of protoclusters will help to constrain the models of structure formation in the Universe. Until now, no dataset has been big enough to probe the environments of high redshift radio galaxies at a statistical level; While many believe that the feedback processes of high luminosity radio jets will have a direct impact on star formation in the surrounding medium it has not been tested. In Chapter 2 I investigate this on an statistical level, finding no meaningful correlation between radio galaxy radio power and source overdensity in the vicinities of these sources.

In Chapter 5 I discuss the reduction of a 24µm sample at redshift $z \sim 1$ for direct comparison with a local 12µm sample. With only a fraction of the target sample being observed, no statistically significant results could be derived, but the objects are spectroscopically classified and spectroscopic redshifts are measured where possible. Correlations in the data set are investigated and the limitations of the sample selection strategy are discussed.
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Chapter 1

Introduction

1.1 Outline

In this chapter, the reader will be taken through an overview of active galactic nuclei (AGN), from a brief outline of discovery through to a more in depth discussion of their observable features and the physics involved. I will describe the unified scheme, and show how this is capable of explaining a myriad of different features seen in different classes of object. I will detail the importance of AGN in the field of galaxy evolution and discuss some of the outstanding problems in the field.

1.2 Discovery of AGN

1.2.1 NGC1068 and other Core Dominated Galaxies

As early as 1908, Edward Fath reported prominent emission lines within the spiral nebula, NGC 1068 (Fath 1909). Unbeknown at the time, this “spiral nebula” was not within our galaxy but extragalactic; Fath was studying the core of another galaxy. Fath noted the remarkable spectral features in this nebula as being quite unlike any other he had observed. Instead of having the absorption features commonly associated with unresolved stellar populations, NGC1068 was dominated by emission lines, much more commonly associated with planetary nebulae.

Over the following years (1917-1930), Vesto Slipher, Edwin Hubble and Milton
Humason obtained spectra of much greater detail of NGC 1068 and other similar objects; NGC1275, NGC 4051 and NGC 4151 (Slipher 1917, Hubble 1926) \(^1\).

In 1943, Karl Seyfert undertook a spectroscopic study of six core-brightened spiral galaxies, the results of which were compelling; Seyfert noted high-excitation emission lines emanating from luminous semi-stellar nuclei at the galactic centres. These high-excitation lines were broader than the (also present) absorption lines, and in some cases the Balmer series of lines (H\(\alpha\), H\(\beta\), H\(\gamma\), \ldots) were much broader even than other high excitation lines. The narrower set of emission lines were observed from both permitted and forbidden lines such as the Balmer series and [OIII], [NII] & [SII].

The importance of this seminal work is reflected in the fact that this class of objects have now become his eponym; the Seyfert Galaxies.

### 1.2.2 3C273 and Other Quasars

In the 1930s, Karl Jansky serendipitously detected a radio signal from the centre of the Galaxy, in the Sagittarius constellation (Jansky 1933). Further pioneering observations during the 1930’s and 1940’s led to the detection of the Sun in the radio regime (Hey, 1943) and the first radio map of our galaxy (Reber, 1938; unpublished).

By 1960 the Third Cambridge Radio Survey (Edge et al. 1959) was published, cataloguing some 471 radio sources. At that time the nature of many of these sources remained a mystery, but gradually optical counterparts were found. One of the first radio sources for which an optical counterpart was found was 3C48. In the optical regime 3C48 was found to be very blue (Matthews and Sandage 1963), but the stellar nature of the object led the authors to believe that the object was galactic.

3C273

In 1963, Hazard et al. identified an optical counterpart to the radio source 3C273 via lunar occultation, a method which uses the lunar position as it occults the source to measure the location of the radio source to a higher level of accuracy. The optical counterpart to 3C273 was also found to be quasi-stellar in nature,\(^{1}\)

\(^{1}\)Note that by 1926 a consensus was formed as to the existence of galaxies outside of our own
1.2. Discovery of AGN

just like 3C48 discovered prior. In the same year, Schmidt obtained a spectrum of this source. The optical spectrum of 3C273 was quite peculiar; not only was it redshifted (at $z = 0.158$), but it also had broad permitted emission lines, and both permitted and forbidden narrow lines, much like those seen in the Seyfert Galaxies. The Balmer series of lines in the 3C273 spectrum exhibit average linewidths (full width half maximum) of $\sim 4000\, \text{km} \, \text{s}^{-1}$, if the broadening is interpreted as a velocity dispersion (Oke 1965).

Arguments were put forward for two alternative explanations of this quasi-stellar radio source. Either 3C273 was a intragalactic stellar object with a large gravitational redshift, or else 3C273 was an extragalactic source, exhibiting cosmological redshift associated with recession (Schmidt 1963). Arguments put forward for a galactic, gravitationally redshift object would have constrained the size of the object to $\sim 10\, \text{km}$ and would have relied on both permitted and forbidden lines coming from a coincident medium; these arguments were swiftly rejected in favour of the extragalactic regime which held no such constraints.

Further work throughout the 1970’s and 1980’s found a vast array of bizarre extra galactic objects, including many like 3C273, which were coined Quasars (from QUAsi-StellAr Radio Source). Other objects hosting these nebular emission lines but lacking the broad lines seen in quasars were also found.

Work undertaken by Khachikyan and Weedman (1971) was the first to classify broad line objects and narrow line objects as two sub-classes of Seyfert galaxies, called Type-I and Type-II respectively, purely based on line widths. Around the same time, unification of the Seyferts and Quasars was also being discussed (e.g. Lynden-Bell 1971, Weedman 1973)

For many years radio quiet (see Section 1.3.2) Type-II Quasars remained largely undetected, though their existence was suggested by the presence of radio loud counterparts (Lawrence 1991). The reason for the dearth of these objects lay in the fact that they are dominated by narrow lines in the optical, and so are not very bright, they are obscured in the soft X-ray, and are not prominent in the radio regime.

The established understanding is that Seyfert galaxies and Quasars are the same phenomena manifesting at very different scales in luminosity. As such, they are grouped together under the umbrella of Active Galactic Nuclei (AGN). The Type-I Quasars and Seyfert-I’s possess broad permitted lines in their spectra and
are occasionally referred to broad line objects. The Type-II Quasars and Seyfert-II’s lack broad permitted lines in the unpolarised spectra and are occasionally referred to as narrow line objects.

1.3 Emission in AGN - Observations and Classification

1.3.1 Optical/UV

The Big Blue Bump - In the spectra of Type-I AGN, the most prominent feature in the Spectral Energy Distribution (SED) is a “thermal” spectral feature peaking in the UltraViolet (UV, at $\nu L_\nu \sim 1100\text{Å}$). This feature is inconsistent with a single temperature blackbody spectrum, but is often approximately fit by a series of blackbody spectra at a range of temperatures. This feature is commonly referred to as the Big Blue Bump (BBB).

The Broad Line Region (BLR) - The broad emission lines - most prominently the Balmer series lines - emanate from an unresolved region at the centre of AGN. A lower density limit for the BLR is constrained by the lack of observed broad forbidden lines, which are suppressed in sufficiently dense media due to collisional de-excitation (this is species dependent, but typical critical densities are around $n_c \sim 7 \times 10^5 \text{ cm}^{-3}$, for [OIII]). Relative strengths of emission lines in the BLR suggest a temperature of $\sim 10^4\text{K}$, though this is poorly constrained.

Hidden Broad Line Objects - Spectropolarimetric observations of NGC 1068 in 1985 (Antonucci and Miller 1985) led to the discovery of “hidden” broad Balmer lines in an otherwise archetypal Type-II AGN. This observation showed for the first time that Type-I and Type-II AGN were intrinsically very similar, supporting that claims that some mechanism or morphological difference made them appear different to the observer such as a medium capable of scattering broad line emission into the observers line of sight.

The Narrow Line Region (NLR) - The narrow emission lines - from both permitted and forbidden species - emanate from resolvable regions extending
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Figure 1.1: Optical spectra from sub-classes of AGN. Note that all have strong emission lines (bar the BL Lac object). The spectrum of a normal galaxy with characteristic 4000Å break is also shown. Credit Maran (1992).

Beyond the central AGN. The morphology of these NLRs is very messy, but in the cleanest cases is approximately bi-conical in shape, centred on the AGN. The presence of forbidden lines such as [OIII] ([NII]) indicate very low density media with densities below $n = 7 \times 10^5 \text{ cm}^{-3}$ ($n = 6.6 \times 10^{-4} \text{ cm}^{-3}$) (Osterbrock and Ferland 2006).

Spectral Types - Figure 1.1 shows examples of the optical spectra of different classes of AGN, including the Seyfert classes and a Quasar (Maran 1992). One can see in the Quasar and Seyfert-I class objects broad Balmer series lines (most noticeably at $\text{H}\beta (\lambda 4861\text{Å})$ and $\text{H}\gamma (\lambda 4341\text{Å})$), while this broad feature is not observed in the Seyfert-II class object. The [OIII]($\lambda\lambda 4959\text{Å}, 5007\text{Å}$) doublet longward of $\text{H}\beta$ is present in all three subclasses. Notice the rise in continuum toward the blue end of the Quasar and Seyfert-I spectra. This is the BBB. Figure 1.2 shows the extended nature of the NLR in two AGN examples, tentatively showing a biconical shape in each source.
1.3.2 Radio

Radio Loud vs. Radio Quiet

The two main classifications for AGN in the radio regime are Radio-Quiet, which is the most common population, and Radio-Loud, which are about ten times less common. The distinction between these two groups is usually made from the ratio between the radio and optical fluxes (5GHz and B-band flux (Kellermann et al. 1989)), though the issue of bimodality is still controversial in the literature (Ivezić et al. 2002, Jiang et al. 2007, Singal et al. 2011). Also note that this classification does not mean that Radio-Quiet AGN are radio silent. Indeed all AGN emit radio emission. One must be more careful in the Radio-Quiet regime when deriving AGN based characteristics since star formation related radio emission can heavily contaminate low luminosity AGN related emission.

Lobe Dominated vs. Core Dominated

A number of further classifications within the radio regime are morphologically based. One such morphology based classification is with regards to whether AGN are Lobe or Core Dominated (LD or CD). This classification depends on
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Figure 1.3: A comparison of a FR-I (M84; left-hand plot) and FR-II (3C175; right-hand plot) Radio Loud AGN. Credit Peterson (1997).

the extent and location of the radio emission. In CD objects the locus of radio emission is very close to the optical core of the host, whereas LD Quasars have bright characteristic jets emanating from a central location. This classification goes further in two respects; lobe morphology and spectral characteristics. The brightest region of the jets is usually either part way along bright radio jet or at the end of a faint jet; the radio emission comes from collimated jets travelling kiloparsecs into the Inter-Galactic Medium (IGM) with "radio lobes" at the jet termination. These termination points can extend up to megaparsecs from the central engine (in the case of 3C236, a radio galaxy at $z = 0.1$ the lobes are separated by 4Mpc, some 36’ on the sky).

The two classes of Radio Galaxy, i.e. those where the lobe is part way along the jet, and at the end of the jet are called Fanaroff-Riley I & II classes (FR-I & FR-II; Fanaroff and Riley 1974) respectively. While the FR-I’s are usually associated with less luminous sources this association is not absolute, and it is believed that any characteristic boundary between the FR classes could be a function of optical luminosity (Owen and White 1991). Figure 1.3 shows examples of the two different FR classes.

Spectrally in the radio regime, AGN are classified as either flat or steep. These two classes are commonly referred to as Flat Spectrum Radio Quasars - FSRQs, $\alpha \leq 0.5$ and Steep Spectrum Radio Quasars - SSRQs, $\alpha > 0.5$ (where $f_\nu \propto \nu^{-\alpha}$). The flat spectrum AGN are usually associated with CD AGN, and the steep
spectrum AGN are usually associated with LD AGN. In the extreme case that the radio jets are aligned directly along the line of sight, the radio emission is Doppler boosted, resulting in a Blazar/BL Lac type object.

1.3.3 X-ray

The early space-based X-ray satellites (e.g. UHURU, Ariel V), operating between ~ 2 keV - ~ 40 keV cataloged hundreds of galactic and extragalactic sources; pioneering observations of AGN NGC 4151 and NGC 1275 (Gursky et al. 1971) using the Uhuru Satellite\(^2\) and just as significantly, a non-detection of X-ray emission from NGC 1068 led the foundations of much work to come in this area. Elvis et al. (1978) showed X-rays to be a common feature in AGN.

AGN Spectra

The archetypal unobscured AGN X-ray spectrum is dominated by a power law extending from the keV energy regime up to a cutoff typically of energies higher than 100keV. The power law slope in the X-ray is typically \( \alpha = 0.5 - 1.5 \) where \( I_\nu \propto \nu^{-\alpha} \) (Nandra and Pounds 1994, Reeves and Turner 2000, Risaliti 2004, Page et al. 2005, Krolik 1999) is typical of a synchrotron spectrum.

Overlayed upon this power law spectrum is a feature rising (in \( \nu L_\nu \)) around 10keV, peaking ~ 30 – 40keV before rolling off at higher energies:

With photoelectric absorption having a much greater cross-section than electron scattering below ~ 10keV, below these energies most electron-scattered photons get absorbed. However, above ~ 10keV the photoelectric absorption cross-section falls away and electron-scattered photons can escape. Around the Klein-Nishina limit (> 40keV) photons impart a significant recoil to an electron during scatter, which creates a hot electron medium. Further incoming photons will be Compton or Inverse Compton scattered depending on their frequency relative to the hot electron temperature, but since with the underlying power-law spectrum there is a far greater quantity of lower energy photons, the statistics work in the favour of inverse-Compton scattering, causing a build up of emission around the characteristic peak. Observationally this is around 30 – 60keV and is

\[^2\)two of only 339 X-ray sources detected in the two-year lifetime of Uhuru
referred to as the “Compton hump”.

At these energies, obscuration by a medium of Compton thick material has less effect on the photons and so the inner morphology has less of an effect on the X-ray spectra at these energies (see e.g. Murphy and Yaqoob 2009, which shows the effect of column densities between $N_H = 5 \times 10^{23}$ and $N_H = 10^{25}\text{cm}^{-2}$ over a range of observer lines-of-sight).

As technology and instrumentation improves, the $10-100\text{keV}$ will become increasingly important for detection of AGN that are otherwise obscured at lower X-ray energies. The Compton hump is found to be less significant at high redshifts and high luminosities (Reeves and Turner 2000, Shemmer et al. 2008) but is very important in the lower luminosity Seyferts. The presence of this Compton hump plays a vital role in constraining the AGN population with XRB statistics at hard X-ray energies where the XRB has yet to be resolved.

The Iron Kα (Fe Kα) line at 6.4keV is present in the X-ray spectrum of almost all AGN. It is a fluorescent line of an $L \rightarrow K$ shell electron transition (atomic orbital levels 2-1) where an X-ray photon ionises the atom from the L shell, an outer electron fills this energy state and emits a photon equal to the transition energy ($E_t$) of the electron (Barr et al. 1985). Theoretically there are several lines making up the observable Fe Kα complex, but X-ray spectrographs lack the resolution to deblend them. Rather, the Fe Kα complex can often become heavily distorted due to gravitational redshifting, doppler broadening, and boosting. The dominant feature has a typical width (FWHM) of $\sim 1000-17000\text{km}\text{s}^{-1}$ (e.g. Yaqoob and Padmanabhan 2004).

The X-ray “Compton hump” component along with the Fe Kα line can be understood together by considering the X-ray power law illuminating a slab of “cold” gas, that is, a gas that is sufficiently cool to keep metals mostly neutral, but with H and He mostly ionised. Upon entering the slab X-ray photons can undergo either Compton scattering or photoelectric absorption (followed by fluorescent line emission or Auger de-excitation) and so the photon is either scattered out of the slab, can escape the slab (as a fluorescent line photon) or get destroyed by Auger de-excitation.
Many AGN spectra rise smoothly (in $\nu L_\nu$) over power law extrapolations below $\sim 1$keV. This feature is known as the “soft excess” above the underlying power law continuum. This soft excess is generally featureless and appears to be a continuum component. However, extrapolating this soft excess as a thermal continuum does not fit well with observations in the extreme UV and does not correlate with disc temperature (Done et al. 2007, Gierliński and Done 2004). Some models fit the soft excess by asserting that Compton upscattering of the thermal disc creates these soft X-rays (e.g. Done and Nayakshin 2001, Done et al. 2012).

The archetypal “obscured” AGN spectrum shows signs of attenuation at the softer X-ray energies, dominated by photoelectric and Thomson scattering processes. The degree of absorption/scattering is dependent on the gas density along the line of sight. The column density in the ISM ranges greatly depending on the line of sight, but is typically $N_H \sim 10^{20} - 7 \times 10^{22}$ cm$^{-2}$ (Wakker and Mathis 2000, Willingale et al. 2013) while measured column densities in obscured AGN X-ray spectra measure a broad range between $10^{22} < N_H < 10^{24}$ cm$^{-2}$, and beyond. Column densities beyond $10^{24}$ cm$^{-2}$ are described as Compton thick, as they will completely attenuate photons in the < 10keV X-ray regime. X-ray telescopes capable of probing high energies have revealed thousands of obscured AGN that have previously gone undetected, from their “Compton hump” emission (Tozzi et al. 2001, Alexander et al. 2003, Hasinger 2004, Tueller et al. 2010, Burlon et al. 2011, Corral et al. 2011). Whilst the X-ray unobscured and obscured classes often correspond to optical Type-I and Type-II objects respectively, the populations are not perfectly congruent.

The X-ray absorbing regions can broadly be divided in two regions, the compact nuclear region at less than 10pc from the central source (based on short timescale variability; Ives et al. 1976, Warwick et al. 1988), and an extended medium further out (e.g. Maiolino and Rieke 1995).

The Compton thick absorption seen in a number of AGN implies a absorber column density of $N_H > 10^{24}$cm$^{-2}$; such a column density cannot exist beyond these inner regions since if they were to reach out to 100pc the mass of the obscurer would exceed the galactic mass (Risaliti et al. 1999).

As previously mentioned, the presence of this X-ray obscuring region (XOR) is not necessarily congruent with optical absorption features; in many cases objects
classified as bona fide Type-I objects optically show signs of heavy attenuation in the X-ray (e.g. Wilkes et al. 2002, Szokoly et al. 2004, Barger and Cowie 2005). This detail will become important when I discuss the unified scheme below. The nature of nuclear absorption will be discussed in greater detail in Chapter 3.

As for the extended obscuration; this is a constant varying feature in many AGN, with column densities $N_H \sim 10^{21} - 10^{22}$ cm$^{-2}$. In many sources this obscuration is often attributed to galactic scale dust lanes.

The X-ray Background

The X-ray Background (XRB) was detected some three years prior to measurements of the Cosmic Microwave background (CMB; Penzias and Wilson 1965). However, unlike the CMB predictions (Doroshkevich and Novikov 1964) no predictions of ubiquitous, extrasolar X-ray emission had previously been made.

The XRB was initially unresolved due to crude collimation and shallow depth of observations with early instruments, and early theories proposed that the XRB came from the diffuse hot Intergalactic Medium (IGM) due to its emission profile fitting well with a bremsstrahlung profile within the limited energy range and resolution. This theory didn’t fall out of favour until the COBE satellite, launched in 1990 dismissed the hot IGM model (Mather et al. 1990). Since this time, and with the advent of the XMM and Chandra space telescopes, much of the XRB has been resolved in the $0.5 - 10$ keV range, with a large proportion of the emission attributed to AGN. A plot of the integrated XRB is shown in Figure 1.4.

1.3.4 Infrared Emission

Detections of AGN in the Infrared (IR) began in 1964 and 1967 when Johnson (1964) and Pacholczyk and Wisniewski (1967) observed considerable emission from 3C273 and NGC1068 respectively. Subsequent observations of further AGN (Rieke 1978) made it apparent that IR emission was a common feature of AGN. The field expanded in earnest with the launch of the Infra Red Astronomical Survey (IRAS) telescope in 1983. The survey covered the entire sky in four mid-IR wavebands (12.5,25,60 and 100µm). Early observations fit a power-law to the
Figure 1.4: A plot of the extragalactic XRB from 0.2 - 400 keV. Different instruments are as labelled. Reference list and credit Gilli (2004).
1.3. Emission in AGN - Observations and Classification

AGN SED ($S_\nu \propto \nu^{-\alpha}$) around the waveband of the stellar peak, but as further and further data mounted it became apparent that the true IR-SED was much more like a thermal blackbody spectra, covering a wide range of temperatures, with $T_{\text{max}}$ close to the dust sublimation temperature ($T \sim 1000 - 1500$K). Recent interferometric observations in the IR (Raban et al. 2009) have been able to infer a resolved oblate structure centred on the central source. In practice, modelling any such structure with a smooth topology is not a good fit to the IR data, which demands a range of media at different densities and temperatures in a clumpy fashion in order recreate the observed IR SED. This makes it possible to have small high density regions capable of attenuating high energy photons without exceeding the dynamical mass of the system. This is discussed in greater detail in Section 1.5.1.

The IR emission is believed to be a proxy for the true intrinsic luminosity of AGN unbiased by obscuration effects (like the optical/UV/X-ray regimes) or radio-loudness (like the radio regime). Numerous diagnostic techniques have been developed in the IR to separate the AGN from starbursts including IR colours (Lacy et al. 2004, Ivison et al. 2004, Stern et al. 2005, Jarrett et al. 2011), SEDs (Donley et al. 2007; 2010) as well as spectrally by a host of works (e.g. Weedman et al. 2006, Spoon et al. 2007, Polletta et al. 2008, Alexander et al. 2008).

Silicate Feature

One of the strongest mid-IR features observed in the galactic ISM and in AGN spectra is due to Si-O stretching and O-Si-O bending bonds in silicate materials. Within certain selection criteria, multiple observations of Type-I objects have found a 9.8$\mu$m peak in the mid-IR SED (Hao et al. 2005, Siebenmorgen et al. 2005, Sturm et al. 2005, Weedman et al. 2005), while low luminosity AGN display Si-O in absorption (Roche et al. 1991, Jaffe et al. 2004, Mason et al. 2003, Hao et al. 2007, Levenson et al. 2007). However, the picture is complicated since there has been emission observed in high luminosity Type-II objects (Sturm et al. 2006) to “mild absorption” found in low luminosity Type-I objects (Wu et al. 2009). Early observations had insufficient spectral resolution to discern between the Si-O materials being detected, however more recent observations have been able to differentiate between those silicate materials usually seen in the Interstellar Medium (ISM; e.g. Olivine $\text{Mg}_2\text{Fe}_{2-2\alpha}\text{SiO}_4$) and a dominant feature in a
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Type-II AGN NGC1068, Calcium Aluminium Silicate (Ca$_2$Al$_2$SiO$_7$), though any significance of this fact is still to be determined (see Li 2008, and references there in).

Polycyclic Aromatic Hydrocarbons

Polycyclic Aromatic Hydrocarbons (PAHs) are fused aromatic rings of carbon containing no heteroatoms or substituents i.e. the rings are purely Carbon atoms and the terminal bonds are purely Hydrogen atoms. PAHs typically consisting of between 10 and 20 Carbon atoms (e.g. Naphthalene: C$_{10}$H$_8$, Benzopyrene C$_{20}$H$_{12}$). It is interesting to note that PAH emission is generally absent in AGN spectra (Li 2008) whilst they are of huge importance to the mid-IR spectra of starburst galaxies (e.g. Valiante et al. 2007), so much so that they can lead to sample contamination when selecting from photometric bands in the mid-IR. PAH molecules are known to be depleted by high energy radiation, such as the X-ray radiation observed in AGN; this is also supported by that fact there is no 2175Å peak in the AGN dust attenuation curve (Gaskell et al. 2004), which is due to graphitic grains.

1.3.5 Multi-wavelength Studies

A very important characteristic of AGN is the fact that they can be luminous across many decades of frequency space from the Gamma regime all the way through to the Radio regime, especially bright in the X-ray, optical, IR and radio, depending on the class of source being observed. In fact with luminosities up to and in excess of $10^{46}$ erg s$^{-1}$, the Quasars are among the brightest objects in the Universe, which any feasible energy generation mechanism must address.

Figure 1.5 shows the X-ray-to-Radio SED for a Radio Loud Quasar, a Radio Quiet Quasar and a Seyfert galaxy. One can see the dominant emission in the X-ray (Compton hump), optical (BBB) and IR regimes, and the difference in the synchrotron emission between RL and RQ Quasars.

Many works use empirical relations in unobscured objects to infer the intrinsic properties of obscured objects, such as intrinsic X-ray luminosities from mid-IR
Figure 1.5: A model of the X-ray-to-Radio SED of a RL Quasar, a RQ Quasar and a Seyfert Galaxy. The peaks in the X-ray, optical and IR regimes dominate the distribution. Credit Koratkar and Blaes (1999).

1.3.6 Variability Studies

AGN, and particularly the Quasars are highly variable objects, especially in the optical and X-ray regimes. Any mechanism which creates photons in these regimes (and indeed, attenuates photons in these regimes) must be on sufficiently small physical scales to address this issue. Figure 1.6 shows the variability of three AGN in the X-ray, optical and radio regimes.

Since both Componisation and recombination can work simultaneously to produce X-ray photons from UV photons and vise-versa, this can complicate matters: Observations in the X-ray/UV marginally show a UV lag, thus supporting the underlying mechanism of X-ray variability as the source of UV variability (Breedt et al. 2010, Alston et al. 2013). However, X-ray variability is seen to correlate and lag with respect to IR variability (McHardy et al. 2007), thus the mechanism producing IR variability may be responsible for UV variability. This is briefly mentioned as an example of correlations between different observational regimes, and to show how any model will be complicated by different physical processes. The matter of X-ray variability lead and lag will not be discussed in any further detail in this work. The reader is referred to (Lawrence 2012) for a more in depth discussion.

1.4 Physics of the AGN and Origins of Emission

1.4.1 The Black Hole and Accretion Disk

As previously mentioned, Quasars can be extremely luminous (L~ 10^{46} erg s^{-1}) an order of magnitude brighter than the brightest galaxies, yet we know due to their variability timescales, of the order of hours, that they are relatively small. Thus we know we need a small and extremely efficient means of energy generation (Lynden-Bell 1969). Any structure capable of energy generation on this scale
Figure 1.6: The variability of three different AGN in X-ray, line emission, radio and UV continuum respectively. Credit William C. Keel (http://www.astr.ua.edu/keel/agn/)
through thermonuclear fusion would be large enough to create the energy required through gravitational contraction alone! Large linewidths of many lines seen in AGN (Broad Balmer lines, FWHM = 2000-10,000 km s\(^{-1}\); Fe \(\text{K}\alpha\) sometimes up to 100,000 km s\(^{-1}\)) implies deep gravitational wells. Also, stable long-lived collimated jets are most simply made by a single mass gyroscopic model. This evidence points to a SMBH, which is widely regarded as the centrepiece of all AGN, the main driver of activity (Lynden-Bell 1969).

It is favourable from the viewpoint of angular momentum transfer, for infalling material around such a compact body to lie in a single plane, such as those observed in protostellar discs, only on a much larger scale. The accretion mechanism causes material to flow inward, heating up as it loses gravitational potential energy. In this process the accretion disc will emit photons according to its local temperature. This accretion disc is widely regarded as being where the BBB is emitted.

1.4.2 Origins of BLR and NLR

The theoretical principles underpinning the mechanisms of line emission, both for permitted and forbidden lines is firmly established; electron de-excitation from one defined energy level to one of lower energy, resulting in the emission of a photon at the energy difference between the two levels. The only difference between permitted and forbidden lines is the stability of the upper energy level; in forbidden lines the energy level lifetime is much longer. For forbidden line emission to occur the medium must be sufficiently sparse such that spontaneous emission occurs before collisional de-excitation\(^3\). The densities needed to observe forbidden lines are characterised per species and quantified by the “critical density” of said given species. For example, the densities needed to observe the \([\text{O}\text{III}]\) doublet is \(n_e \leq 7 \times 10^5 \text{ cm}^{-3}\) (at \(T = 10,000\text{K}\), taken from Osterbrock and Ferland (2006)), since above this density \([\text{O}\text{III}]\) the collisional de-excitation rate is greater than the radiative decay rate. Thus the NLR, or at least, the regime in which any given forbidden line is observed must be an extremely sparse medium, typically \(n_e \approx 10^4 \text{ cm}^{-3}\).

The photons responsible for creating NLR lines, must also be accounted for.

\(^3\)The reason for these lines being called forbidden is that they had, at the time of discovery, and indeed until this day not been reproducible in any laboratory experiment.
For example, the ionisation potential energy for O\(^{2+}\) (the species responsible for [OIII]) is 35.1eV, corresponding to an incident photon wavelength of $\sim 350\,\text{Å}$, and many other ionisations are seen, from [OI] and [SII], through to [Ne V] and [Fe X].

There are no such restrictions placed on the emission of permitted lines when it comes to the medium density; observations of the Hydrogen lines can be observed in standard physics laboratory experiments; the BLR is only observed in the permitted lines, thus the density of this region can be far greater than that of the NLR, typically $n_e \approx 10^9\,\text{cm}^{-3}$. Finding details of the morphology of the BLR remains difficult; the innermost regions of AGN are still unresolved in the optical regime. Any information about the geometry of the BLR (which is believed to comes from the inner region, this will be discussed below) comes purely from spectroscopic data. The BLR structure is very complex and much is still under debate (Niko/lajuk et al. 2005, Gaskell 2009, Gaskell et al. 2007). Studies show there to be two components in the BLR, the High-Ionisation Lines (HILs, $E \gtrsim 50$eV), such at C IV $\lambda 1549\,\text{Å}$, which are blueshifted with respect to the NLR lines, implying an outflow of material, and the Low-Ionisation Lines (LILs; $E \lesssim 20$eV), such at MgII $\lambda 2800\,\text{Å}$ and the Balmer series which are not blueshifted and are less broad ($\sim 2000\,\text{km}\,\text{s}^{-1}$ versus $\sim 7000\,\text{km}\,\text{s}^{-1}$ for HILs). Recent works have shown that the LIL clouds exist at $\sim 1,000\,\text{K}$ and so are capable of hosting dust without irradiation leading to sublimation (Czerny and Hryniewicz 2012).

One assumes that since the NLR and BLR species require ionising photons, and that the BBB is assumed to emit them, that the BBB is responsible for producing the BLR and NLR. The physical size of the BLR is determined by studying line variability in response to continuum measurement. This technique is called Reverberation Mapping (RM) and requires extensive and intensive data acquisition, hence reverberation mapping has only been performed on a handful of sources (Blandford and McKee 1982, Netzer and Peterson 1997). None the less, RM shows that LIL variability lags continuum variability by on the order of tens of days, whilst the HIL variability lags continuum variability by the order of days, showing that the HIL medium exists much closer to the BBB continuum source.

Modern theories of BLR creation involve an accretion disc-wind (see Kollatschny and Zetzl 2013, and references therein), the disc being capable of
producing the LILs while the wind is necessary to produce the HILs (since simple
disc-only photoionisation models cannot produce these). This is in agreement
with observations since winds would produce high-velocity, blue-shifted HILs.
Superficially, complexity is added when considering Broad Absorption Lines
(BALs) that are observed in some 10 per cent of Broad Line Objects, but
if a mechanism capable of producing very fast winds is adopted (such as
radiation pressure, or magnetic pressure) then this wind can be responsible for
both the BALs and the Broad Emission Lines (BELs), the bulk of which will
originate in the highest density regions closest to the accretion disc (where it is
indistinguishable from the accretion disc atmosphere).

In reality the velocity field in the BLR might be a superposition of components
due to random motions, turbulence, rotation, inflows and outflows, and shocks,
with the final line profiles being comprised of a convolution of the different
components present. Gaussian profiles are characteristic of random motions
(Peterson and Wandel 1999; 2000), Lorentzian profiles of extended accretion disc
turbulence and shocks (Véron-Cetty et al. 2001), while logarithmic profiles can
be produced by outflowing gas. Furthermore, electron scattering can broaden
the lines. Deconvolving individual velocity components has shown relative
contributions to vary from line to line, as well as from source to source, and
thus deciphering the true nature, morphology and dynamics of the BLR is a
minefield.

1.4.3 Radio Emission

Radio Spectrum and its Origins

As previously mentioned, the radio emission from AGN is characteristic of
a synchrotron spectrum, in which charged particles (in this case, relativistic
electrons) are gyrated around magnetic fields. For the flat spectrum objects
is possible to superimpose a series of synchrotron spectra peaking at different
energies together in such a way as to reproduce a flattening of the spectrum.

Suffice to say that the topic of synchrotron emission is in itself a thesis worthy
subject, as are the mechanisms which could possibly produce a magnetic field in
AGN, and indeed many works have been written on it (see Blandford and Znajek
1.5 The Unified Scheme

In the literature of the early 1970’s are discussions of unification of the exotic phenomena discussed above. The seminal work of Rowan-Robinson (1977) attempted to unify the characteristics of radio sources with the characteristics of Seyfert galaxies. A model was produced such that an AGN is present within all these sources, ascribing the observed differences between broad line objects and narrow line objects (the Type-I and Type-II objects) to dust obscuration alone. Later Lawrence and Elvis (1982) described an orientational effect, accounting for more dust obscuration in Type-II than in Type-I objects, thus making intrinsically identical objects appear differently depending on their orientation with respect to the observer. The idea of a torus model was suggested by Antonucci and Miller (1985) alongside the discovery of a hidden BLR in a Type-II object lying within “an optically and geometrically thick disc”. The important hidden BLR was key to showing that the Type-I and Type-II objects could indeed be intrinsically similar. A theoretical model for a geometrically thick disc was produced when Krolik and Begelman (1988) modelled a swollen torus by collision induced viscous heating near a galactic nucleus. These collisions resulted in velocity dispersions of order the orbital speed of the accretion discs, thus creating a geometrically thick structure.

The unified scheme attributes the variation in all sources to orientational effects. The model has an accretion disc around an SMBH centred within a dusty, optically and geometrically thick torus between $1 - 100$pc in radius. The BLR exists within 1pc of the accretion disc and the NLR extends up to a kiloparsec perpendicular to the torus plane. The BLR and NLR arise from the photoionisation of gas by high energy emission from the central accretion disc continuum (BBB). The torus obscures the central continuum as well as the BLR to observers along the line-of-sight (i.e. in Type II objects) whilst the more extended NLR is observed in all objects, and occasionally shows a characteristic biconical morphology. Radio jets emanating from (or near to) the central regions project orthogonally to the torus plane. In the RL subset of sources the accompanying radio-lobes extend several kiloparsecs-to-megaparsecs into the intergalactic medium along the same axis as the radio jets.

Figure 1.7 shows a cartoon of the simple unified model with locations of the BLR, accretion disc, NLR, radio jets, torus and SMBH. Note that the relative
sizes of the regions in this carton are not to scale, since fitting a sub-parsec accretion disc, kiloparsec scale NLR and megaparsec scale radio jet on the same schematic is unreasonable.

1.5.1 Torus Models

It has been shown that a “hidden” BLR is found in the polarised emission of many Type-II objects. This leads one to believe that the obscuring medium must be anisotropically distributed, allowing light through only certain scattering angles; i.e., if the obscuring body were just a simple line-of-sight cloud then the light would not get polarised, thus spectropolarimetric measurements would not “amplify” a hidden BLR.

As previously mentioned, there is direct observational evidence suggesting a compact obscuring structure. Taken from mid-IR interferometry, a warm dusty structure \((T=320\text{K})\) at the centre of \textbf{NGC 1068} (Jaffe et al. 2004) is observed, 2.1pc thick and 3.4pc in diameter encompassing a 0.7pc hotter \((T > 800\text{K})\) component.

Indirect evidence links Quasar and Radio Galaxy classifications to orientational effects; we often see radio jets aligned with the NLR, and core dominated radio emission associated with Broad Line objects (Fine et al. 2011, Drouart et al. 2012). We also observe hidden BLR polarisation mostly perpendicular to the radio axis, implying scattering by clouds along the radio jet axes (di Serego Alighieri et al. 1989).

These observations imply an anisotropic obscuring medium, with an opening to allow BLR and BBB light to emanate, for the ionisation and emission of the NLR, and to allow a magnetic field with associated radio emission to emanate. The most simple shape satisfying these criteria is a wedge, however a torus is usually depicted to most simply explain the variety of attributes seen in AGN.

However, there is still much to be understood regarding the stability of such a torus. If the torus is cold and molecular, has a mass constrained by x-ray absorption (column densities of \(N_H > 10^{21}\text{ cm}^{-2}\)) and physical extension constrained by the dust sublimation radius, is geometrically thick (in order to
Figure 1.7: A cartoon of the unified torus model of AGN, showing the locations of BLR, NLR, SMBH, accretion disc and dusty obscuring torus, along with collimated radio jets. Note that the relative scales in this cartoon are far from accurate, the scales of the jet and NLR are far greater than that of the BLR and central accretion disc (by 3-4 orders of magnitude). The depicted opening angle of the torus would indicate a Type-II fraction of circa 20 percent, far from the fraction proposed by many observations. Credit: C.M. Urry and P. Padovani, 1995.
obscured the BLR and BBB in Type-II objects), and has a typical orbital velocity of 100 km s$^{-1}$, with a scale height of order the orbital radius (making an intrinsic Type-II fraction of 0.5), the vertical velocity component must be of order the orbital velocity. This implies a temperature of $10^5$ K, which is far in excess of the dust sublimation temperature. Thus using naive assumptions a geometrically thick and cold torus is hard to sustain (Krolik and Begelman 1988).

Early attempts to solve this instability issue used models with heavily clumped clouds travelling with supersonic velocities and with collisional losses being mitigated by strong magnetic fields (Krolik and Begelman 1988, Beckert and Duschl 2004). The presence of clumped clouds is supported by observations, since in order to fit the mid-IR Spectral Energy Distribution (SED) the torus must contain multiple dust components of different temperatures and densities. These models (and others using magnetocentrifugal winds to puff up the torus) have fallen out of favour since they require improbably high magnetic field strengths.

Figure 1.8 shows a cartoon of a clumpy torus, along with a series of IR SED templates according to viewing angle (Nenkova et al. 2008).

In a more recent model, the torus structure is supported by infrared radiation pressure from the re-emission surface of the torus (Krolik 2007), though this method of support becomes more difficult when anisotropic radiation is taken

---

4 if this velocity is interpreted as thermal motions
into consideration (Liu and Zhang 2011). An alternative model has outflows of clouds embedded in a hydrodynamic disk wind, where the “torus” is simply a region in the wind where the clouds are optically thick and dusty such that they can provide toroidal obscuration (e.g. Blandford and Payne 1982, Elvis et al. 2002, Elitzur and Shlosman 2006, Everett 2005). Although there are multiple observations in favour of winds and cloud motions (Arav et al. 1997, Elvis 2004) and supporting disk-wind geometries (Hall et al. 2003), questions regarding the cloud-uplift and wind driving mechanisms remain (Emmering et al. 1992, Ferreira 2007).

A further model has a starburst disc in the host galaxy, with the turbulent motions and geometrical thickness being sustained by supernova heating. The reason that such a model is considered relies on the fact that fuelling gas for the black hole must be funnelled toward the centre of the galaxy, producing favourable conditions for star formation (Fabian et al. 1998, Wada and Norman 2002, Thompson et al. 2005, Ballantyne 2008). Also, a clumpy medium is also common in the star forming regions of starburst galaxies. This model is, as well the other models discussed above, also supported by observations: high-spatial resolutions, down to parsec scales in nine local Seyfert galaxies have shown post starburst populations, which indicates that such a obscuring-starburst torus may be commonplace (Davies et al. 2007).

The size of the torus is yet another interesting, if contentious issue. In early models, torus sizes were inferred by the requirement to obscure the BLR (the size of which is constrained from RM studies), whilst still remaining small enough to not to obscure the NLR, of which the extent can be directly measured. The aforementioned clumpiness of the torus, as suggested by IR observations and models suggests that multiple absorbers, on quite different physical scales are present. X-ray observations measuring variability show there to be gas absorption within the dust sublimation radius typically on sub-parsec distances from the central source: A particular example shows intra-day variability between a Compton thin ($N_H \sim 10^{23}\text{cm}^{-2}$) and reflection dominated-Compton thick ($N_H > 10^{24}\text{cm}^{-2}$) regime (Risaliti et al. 2005; 2007; 2009). By constraining

\footnote{including interaction between disk and SMBH, time dependence (non-steady state), high efficiencies requiring additional disk heating}
the ionisation parameter of the obscuring cloud (which is calculated from the intrinsic X-ray luminosity of the source as determined from the X-ray reflected component), it is possible to estimate the radius of the obscuring cloud to be $R \sim 10^4 R_G$, where $R_G$ is the gravitational-Schwarzschild radius of the central BH (the reader is referred to Risaliti et al. (2007) for more details of this calculation, and the assumptions made in getting to it). This radius lies far within the dust sublimation radius at the locus of the BLR. Furthermore, the same work calculates estimates for the radius and density of such an obscuring cloud at $10^{13}$ cm and $10^{11} - 10^{13}$ cm$^{-3}$ respectively, making it typical of a BL emitting cloud. While such observations are only present for a handful of local sources (and indeed, at this quality only one source to date; NGC 1365) the result implies that the short timescale-occultation clouds and BLR clouds are one and the same, thus making the physical extent of the torus dependent on the regime in which you are observing it.

### 1.5.2 Disc-Torus Alignments

The simplest unified model assumes that the accretion disc, torus and any associated outflows occupy the same axis of rotation. This model is justified by assuming a symmetric mass transfer from the torus to the accretion disc, inward towards a rotating black hole, thus being favourable for angular momentum transfer. Outflows will be collimated by the geometrically thick nature of a torus.

Doubt has been cast on whether this most simple of models is correct; firstly, from a hypothetical point of view if a BH is grown by several minor accretion events from randomly infalling material, there is no reason why the BH spin would be co-planar with a torus. Observationally, high resolution interferometric measurements of a torus-like structure in NGC 1068 in the mid-IR suggest a substantial misalignment of a torus-outflow structure (Raban et al. 2009). Further observations show misalignments between NLR ionisation cones (presumably constrained by torus geometry) and radio jets (presumably constrained by the orientation of the accretion disc’s innermost regions) measuring in the tens of degrees (Bergmann 2012). Such observations are still in their early stages owing to the difficulty of mid-IR interferometry and high-resolution radio interferometry of AGN inner regions. Thus we only have evidence supporting disc-torus misalignments in a handful of sources. We are unsure whether such misalignments
are commonplace, however, if it turns out that there are, then serious questions regarding the true differences between AGN classes must be discussed. For example, can disc warping reproduce the observed covering factors of different AGN classes? Is there a covering factor luminosity dependence?

1.5.3 Receding Torus Models

Observations in the X-ray and \([\text{OIII}]\) regimes show the Type-II fraction (that is, the number of Type-II AGN as a fraction of the total AGN population) to decrease as a function of luminosity (e.g. Lawrence 1991, Ueda et al. 2003, Simpson 2005, Hasinger 2008).

One can argue that with a fixed height torus whose inner edge is defined by the dust sublimation radius (and hence temperature, and hence the central engines luminosity), this trend for more Type-I objects to be observed at higher luminosity is a natural conclusion. This is referred to as the receding torus model (Lawrence 1991) However, this luminosity dependence is not something that is matched in other observational regimes. In volume limited optical samples, IR and radio surveys, the Type-II fraction appears to be fixed across many decades of Luminosity (see Chapter 3). This problem is very much still an open matter, and is one that will be discussed in further detail in both Chapters 3 and 4.

1.5.4 The Warped Disc Model

The Warped Disc Model is a competitor model to the torus model in which random inflow of material from kiloparsec scales realigns to a well-defined central accretion axis at smaller scales. Furthermore, the self gravity of the disc at intermediate scales (between the kpc scales and sub-parsec SMBH sphere of influence) has been shown to be capable of inducing warp (Nayakshin 2005).

Warped discs have observational support; the first sub-parsec observations of a central engine taken via radio interferometry, revealed evidence of a rotating warped disc through water maser emission in the disc. Whilst this evidence appears compelling it is also noteworthy that this maser-emission only traces the highest maser amplification regions of the disc (within \(\sim 15^\circ\) to the line of sight), and thus may not trace the overall morphology of the molecular gas.

Asserting that a kpc scale torus is co-planar with the disc does not fit entirely
with observations (Lawrence and Elvis 2010): studies of individual cases of RL objects that the radio axis (which is shown to be roughly perpendicular to the parsec scale maser emission, and so assumingly the disc (e.g. Raban et al. 2009)) is randomly oriented with respect to the kpc scale dust disc (Schmitt et al. 2002). Also, BLR linewidths seem to be dominated by orbital rotations (see Smith et al. (2005) for a description of how such a conclusion can be reached), requiring a large angle between viewing at the disc rotation axis. This is simply not feasible in a coplanar disk-torus model. Thus at some scale and in some objects, misalignment of the torus and disc, and some level of warp between them is necessary.

1.5.5 Other Problems, Curiosities and Open Issues

Host Galaxy Obscuration

Another issue which must be raised when regarding obscuration of the BLR is that of the host galaxy itself. Many works show a strong correlation between host galaxy inclination and AGN obscuration (Keel 1980, Lawrence and Elvis 1982, de Zotti and Gaskell 1985, McLeod and Rieke 1994, Simcoe et al. 1997), so this must also be considered when regarding a unified scheme; observations (e.g. Malkan et al. 1998) have shown there to be significantly more nucleus obscuring dust lanes in Type-II objects than Type-I objects.

True Type-II Objects

In recent years, the existence of true Type-II objects, that is, objects which lack a BLR have emerged. These are still a real novelty within the field. If we are to truly believe that Type-I and Type-II objects are analogous and depend only on orientation, then what has happened to the BLR in these objects? Are the mechanisms responsible for their creation suppressed or extinguished?

BLRs seem to have an upper limit on their velocity dispersions with no BLR having a measured linewidth \( \sigma_{\text{BLR}} > 25,000 \text{km s}^{-1} \) (Eracleous and Halpern 1994). Applying Keplerian motion approximations allows us to arrive at a relation between this linewidth and the bolometric luminosity (\( L_{\text{bol}} \)) which, when combined with the linewidth upper limit gives us a minimum \( L_{\text{bol}} \) for a BLR to survive (see Laor 2003, for details). In these cases the lack of BLR would not necessarily imply a significantly different structure in the inner regions compared
to “normal” AGN, and so will not contradict the unified scheme. However, there are notable sources (e.g. NGC 3147; Bianchi et al. 2008) within the true Type-II class with bolometric luminosity extrapolations in excess of this cutoff and so cannot be explained by the simple unified scheme. Again, progress on this topic is blighted by the difficulty of observations. Many targets that have previously been classified as true Type-II candidates turn out to have extraordinarily weak - but nonetheless present - broad lines, whilst other sources have H$\alpha$ lying outwith the optical spectral window and so classification relies solely on the detection of H$\beta$, which is intrinsically weaker than H$\alpha$ (e.g. 273x; Bianchi et al. 2012).

### The Big Blue Bump

There are numerous open problems with regard to the BBB; I will briefly detail a few of these following the discussion of Lawrence (2012):

- **The Temperature Problem:** while the BBB feature itself is not well fit by a single temperature blackbody, the BBB universally peaks around 1100Å (in $\nu L_\nu$), characteristic of a temperature of $T \sim 30,000$K (e.g. Zheng et al. 1997, Telfer et al. 2002, Shang et al. 2005). However, using the Stephan-Boltzmann equation and reasonable estimates of the Eddington rate, black hole mass and emitting region size, the temperature of the BBB should be $\sim 100,000$K.

- **The Ionisation Problem:** the observed UV continuum cannot be extrapolated in a simple way so as to provide sufficient photons to ionise the gas in the BLR.

One suggested solution to these two problems is for the BBB to be double peaked, with the extreme-UV peak near 75,000 – 100,000K, the Wein tail of which is observed as the soft X-ray excess (Korista et al. 1997, Lawrence 2012). Physically this can be produced by a “harder than observed” continuum at $T \sim 100,000$K which is blurred and reflected from high density and nearby clouds, which produce the 1100Å peak.

- **The Co-ordination Problem:** the variability at different UV/optical wavelengths are almost in phase - the delay timescale between wavelengths is small compared to the variability timescale itself.
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A suggested solution to this lies in the central accretion disc being partially heated by the central X-ray source, such that the co-ordination timescale is dictated purely by light travel time from the X-ray source to the accretion disc regions, such that the measured variations are artifacts of reprocessed X-ray variability. Alternatively, the BBB could be a reprocessing of the extreme UV emission.

1.6 AGN with relation to Galaxies and their Environments

AGN are seen to be hosted typically by galaxies with stellar masses in excess of $10^{10} \, M_\odot$ (Kauffmann et al. 2003), and there are many convincing correlations suggesting AGN-host galaxy interactions:

- **$M - \sigma$ Relation** - A tight relation between $M_{\text{BH}}$--stellar bulge velocity dispersion ($\sigma_{\text{bulge}}$) as well as bulge luminosity and bulge mass are found (e.g. Magorrian et al. 1998, Ferrarese and Merritt 2000, McLure and Dunlop 2002, Woo and Urry 2002, Häring and Rix 2004, Greene and Ho 2006, Bentz et al. 2009, Woo et al. 2010, Vika et al. 2012); by plotting the radial dependence of the stellar velocity dispersion it is possible to find both the median $\sigma$ as well as that in the sphere of influence of the black hole, the shape and peak of the $\sigma(r)$ profile dictating the black hole mass. Figure 1.9 shows this empirically derived relation for a number of sources, with values derived using a number of methods (details given in Gültekin et al. 2009).

- **Prevalence of AGN** - It is firmly established that higher mass galaxies are significantly more likely than lower mass galaxies to host AGN (e.g. Sanders et al. 1988, Dunlop et al. 2003, Floyd et al. 2004, Veilleux et al. 2009). Studies of the population of AGN as a fraction of the total galaxy population reveal a variety of results, dependent both on the observational regime and environments being studied; while AGN have been found to be more prevalent in field (as opposed to cluster) environments (e.g. Kauffmann et al. 2004,
Figure 1.9: A plot to show the M-σ relation, with values derived using different methods. Credit (Gültekin et al. 2009).
Tracing the Star Formation Rate Density - the AGN activity and star formation rate density of the Universe closely trace one another, typically peaking at $z \sim 2$ (e.g. Lilly et al. 1996, Madau et al. 1996, Ueda et al. 2003, Nandra et al. 2005, Hasinger et al. 2005, Silverman et al. 2008, Yencho et al. 2009, Ebrero et al. 2009, Aird et al. 2010, Patel et al. 2013). Figure 1.10 shows the SFRD evolution and AGN space density for a range of data (details given in the caption and in Serjeant et al. (2010), Aird et al. (2010).
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**Down-Sizing** - Both star forming galaxies and AGN show a “down-sizing” effect in which stellar/accretion activity predominantly occur in less massive-lower luminosity systems at a later epoch than their higher mass-higher luminosity counterparts (Cowie et al. 2003, Ueda et al. 2003, McLure and Dunlop 2004, Hasinger et al. 2005, Bongiorno et al. 2007). AGN feedback is typically evoked as a star-formation quenching mechanism in semi analytical galaxy evolution models in order to reconcile theoretically and observationally derived galaxy luminosity functions, especially at high stellar masses (e.g. Granato et al. 2001; 2004, Springel et al. 2005, Bower et al. 2006). There is also mounting observational evidence for AGN induced quenching of star formation (e.g. Schawinski et al. 2007, Salim et al. 2007). One can see the effects of downsizing in Figure 1.10 also, since in the left-hand plot the peak of star formation rate density is dependent on the luminosity of the sources, with more luminous sources peaking in star formation rate density at earlier epochs.

**AGN Feedback**

The importance of AGN feedback to galaxy evolution has been realised over the past decade. The interaction of the host galaxy gas and the radiation/energy produced in its central engine can have a major impact on the evolutionary path of the galaxy. AGN feedback must be included in simulations of galaxy evolution in order to suppress star formation in the highest mass objects. In the radiative mode, that is when the AGN is believed to be accreting at a maximal rate, cold gas is pushed out of the host galaxy, quenching star formation. Interestingly, by making simple assumptions about the accretion process, one can balance the radiation and gravitational forces and arrive at a formula describing an $M - \sigma$ as detailed above. Any such calculation is outwith the scope of this brief overview, but it described in more detail in Fabian (2012), and references therein.

**Outflows**

Many works detail AGN outflows over kiloparsec scales, which can have a profound effect on star formation within the host galaxy (see e.g. Cattaneo et al. 2009). Indeed it has been suggested that extended outflows, acting far beyond the host galaxy, can be used to constrain X-ray Luminosity - X-ray temperature...
correlations observed within the ICM of groups and clusters (see e.g. Stott et al. 2012), by proving required heating. This implies AGN can have a substantial impact on the evolution of the environment beyond their own host galaxy (indeed, this would be a suitable explanation as to why HzRGs are observed to lie in protocluster/cluster environments)

The Environments of High Redshift Radio Galaxies

Radio galaxies (RL Type-II AGN) are extremely rare objects. Estimates of their space density at $z \sim 2$ are around a few $\times 10^{-8}$ Mpc$^{-3}$ (Dunlop and Peacock 1990, Willott et al. 2001). However, since they are extremely luminous it is also possible to observe them at high redshifts (e.g. TN J0924-2201 at $z = 5.197$). These high luminosity radio galaxies are extremely rare at the current epoch (Willott et al. 2001, Jarvis et al. 2001); there are almost no local analogues with identical characteristics. Despite this, we know that HzRGs are among the most massive galaxies at high redshift (Seymour et al. 2007), radio galaxies are almost exclusively giant ellipticals (e.g. Matthews et al. 1964) and they are seen to live in overdense regions (e.g. Roettgering et al. 1996, Pascarelle et al. 1996, Le Fevre et al. 1996). The only local analogues that fit this scenario are the cD galaxies that exist at the centre of clusters.

Whilst conventionally the study of new cluster environments relies on the detection of hot cluster gas in the X-ray regime, by targeting observations around HzRGs we can probe the evolution of clusters up to much higher redshifts, not limited by the sensitivity of current X-ray telescopes.

1.7 Scope of this Thesis

The aims of this work is to address first a few of the previously discussed issues. First and foremost is the issue of the Type-II AGN fraction, which I have already said is seen to decrease as a function of X-ray and [OIII] luminosities in a numerous works, despite this not being found in all regimes.

In Chapter 2 I investigate the environments of high redshift radio galaxies (these are galaxies (Type-II Radio loud AGN) in the mid-IR regime, where I probe the possible protocluster environments. In Chapter 3 I develop an observationally motivated model for explaining the observed Type-II fraction
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luminosity dependence in the X-ray regime, using distributions of partial covering, Compton thick clouds. In Chapter 4 I analyse a multiwavelength dataset reaching from the optical to sub-mm regimes, with spectroscopic data allowing for the optical classification of a sample of AGN that is unbiased by core accretion activity. I investigate the Type-II fraction in this dataset, as well as discuss many other issues such as the AGN fraction, characteristics of the Low Ionisation Narrow Emission Region (LINER) vs. bona fide Type-II AGN populations. In Chapter 5 I reduce and analyse a dataset of 24µm selected targets in the UDS field.
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Chapter 2

Overdensity of 24µm sources in the vicinities of High Redshift Radio Galaxies

2.1 Prologue

The majority of this work in this chapter was undertaken whilst working with collaborators at the European Southern Observatory, and was published in Astronomy & Astrophysics (A&A) in December, 2012.

2.2 Abstract

I present a statistical study of the environments of 63 high-redshift radio galaxies (HzRGs) between redshifts 1 ≤ z ≤ 5.2, using the 24µm waveband of the MIPS instrument aboard the Spitzer Space Telescope. Using a counts-in-cell analysis, a statistically significant source overdensity is found in 1.75' radius circular cells centred on the HzRGs when compared to reference fields. I report an average overdensity of δ (= \tilde{N}_{\text{targets}}/\tilde{N}_{\text{reference}}) = 2.2±1.2 at a flux density cut of f_{24\mu m} = 0.3 mJy. This result implies that HzRGs are likely to lie in protoclusters of active and star-forming galaxies at high redshift. Over 95 percent of our targeted HzRGs lie in higher than average density fields. Further, 20 (32 percent) of our selected fields are found to be overdense to at least a 3σ significance, of which 9 are newly identified protocluster candidates. I observe a weak correlation between redshift
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and 24µm source density, and discuss the populations being probed at different redshifts. In this uniformly selected sample, which was designed to cover two orders of magnitude in radio luminosity throughout $z = 1 - 4$, I find that the 24µm source density does not depend on radio luminosity. I also compare this result with recent work describing IRAC source overdensities around the same HzRGs and find correlations between the results.

2.3 Introduction

Observations of high-redshift radio galaxies (HzRGs: defined as $z > 1.0$ with a rest-frame 3GHz luminosity greater than $10^{26}$ W Hz$^{-1}$) provide evidence that such galaxies are the progenitors of the current day giant elliptical (gE) and cluster-dominant (cD) galaxies (see e.g. De Breuck et al. 2002, Seymour et al. 2007, De Breuck et al. 2010). As such, we expect HzRGs to be signposts of high-density regions. Studies have shown overdensities of Ly$\alpha$ emitters in HzRG environments between $2.2 \leq z \leq 4.1$ (e.g. Venemans et al. 2002; 2003, Overzier et al. 2008). The formation of filamentary structures out to high redshifts (Croft et al. 2005, Matsuda et al. 2005) and of Extremely Red Object (ERO) overdensities in high-redshift active galactic nuclei (AGN) fields have also been observed (e.g. Chapman et al. 2000, Hall et al. 2001). Overdensities of H$\alpha$ emitters (Kurk et al. 2004a, Tanaka et al. 2011), Lyman Break Galaxies (Miley et al. 2004), BzK-selected sources (Galametz et al. 2009) and red sequence galaxies (Doherty et al. 2010) have also been reported in the vicinities of HzRGs. Large rotation measures within the HzRG environments (Carilli et al. 1997) are indicative of dense, X-ray emitting cluster atmospheres. All of this evidence suggests HzRGs trace protoclusters, and indicate that protoclusters can be in place from early epochs (when the Universe was only $\sim 1 - 2$Gyr old). These studies have been performed on limited samples of less than a dozen each; prior to this work, a systematic study of HzRG environments has not been undertaken.

High-energy continuum emission from a central accretion disc in an AGN is believed to be re-processed by the dusty toroidal structure encompassing it, and re-radiated in the mid-IR ($10 - 30$µm; Elvis et al. 1994). All AGN are thought to emit strongly in the rest-frame mid-IR. However, mid-IR observations will not only detect AGN; starburst galaxies have strong polycyclic – aromatic
hydrocarbon (PAH) features, strongest at $\sim 3.3\mu m$, $6.2\mu m$, $7.7\mu m$, $8.6\mu m$, $11.2\mu m$ and $12.7\mu m$ attributed to vibrational modes of these complex molecules (Gillett et al. 1973). These attributes make mid-IR detection ideal for selection of star-forming galaxies at high redshifts as well.

In order to find protoclusters, large-area surveys are needed and so efforts can be both time and resource intensive. If we can pre-select targets that are thought to preferentially reside within rich environments, we can quickly identify larger numbers of robust cluster candidates. Selecting HzRGs (which have been found to lie in overdense regions at other wavebands and at lower redshifts) and analysing their fields in the mid-IR allows us to probe the AGN and starburst populations simultaneously, without obvious selection effects.

2.3.1 The Environmental Dependence of Galaxy Properties

Much work has been done in investigating the environmental dependence of galaxy and AGN properties. Work by Cooper et al. (2006) shows that blue galaxies (rest frame U-B optical colour) typically lie in lower density regions than red galaxies at $z \sim 1$, mirroring the trend seen in the local Universe (e.g. Hogg et al. 2003). Interestingly, Hogg et al. (2003) also find that there is an overdensity-luminosity relation for red sources but not for blue sources, something which Cooper et al. (2006) do not find at higher redshifts; at $z \sim 1$ an overdensity-luminosity relation exists for both red and blue sources. The fact that an overdensity-luminosity relation is observed in blue objects at $z \sim 1$ but not by the current epoch is attributed to quenching; high luminosity sources at $z \sim 1$ have their star-formation quenched and migrate on to the red sequence by $z \sim 0$.

Further work by Cooper et al. (2010) has shown that higher stellar mass objects typically lie in higher density regions already at $z \sim 1$, though these results are controversial (e.g. Iovino et al. 2010).

It is therefore expected that the presence of AGN - with their prevalence in high stellar mass objects and contamination of photometric colours (primarily in Type-I objects) - may also depend on environment. This is indeed what is seen. Works by Wake et al. (2004), Coil et al. (2007) show that AGN up to quasar luminosities and $z \leq 1$ cluster in much the same was as star forming galaxies.
at the same epochs\textsuperscript{1}. On the other hand, work undertaken by Constantin and Vogeley (2006) much more locally ($z \leq 0.3$) shows that Seyfert galaxies do not cluster as strongly as “average” galaxies.

Further works undertaken by Georgakakis et al. (2007), Coil et al. (2009) investigates the clustering of X-ray AGN. Georgakakis et al. find X-ray AGN to follow similar clustering to non-AGN with similar colours and luminosities. Coil et al. find that at $z \sim 1$ this population clusters in a similar amplitude to red, quiescent galaxies, much stronger than blue, star-forming galaxies. They also find that X-ray AGN cluster significantly more strongly than optically selected AGN, inferring that they lie in more massive dark matter haloes.

The companion paper to this work, Galametz et al. (hereafter referred to as G12), undertakes the analysis of 48 HzRG fields between redshift $1.2 \leq z \leq 3.0$ using the NASA Spitzer Space Telescope (Werner et al. 2004) Infra-Red Array Camera (IRAC; Fazio et al. 2004) to isolate high redshift sources. Their work shows that HzRGs lie preferentially in medium-to-high density regimes when compared to a reference sample, though the colour criterion used in that work does not differentiate between passive and active galaxies.

Throughout this chapter many references to the HzRG fields are made. They are addressed with the same IDs as the HzRGs, though typically we are discussing the environments and not the radio sources. In this paper we refer to all significantly overdense regions as protoclusters or protocluster candidates. Though at low redshifts these structures may be gravitationally bound, at higher redshifts these structure are not yet gravitationally bound. The term protoclusters is used throughout for the sake of consistency.

\section*{2.4 Observations}

\subsection*{2.4.1 HzRGs}

A sample of HzRGs is taken from both flux–limited surveys such as 3C, 6CE, 7C and MRC for their unbiased radio properties, as well as ultrasteep radio spectra

\textsuperscript{1}Interestingly, Wake et al. (2004) also find that the clustering strength of AGN varies as a function of narrow-line $[\text{OIII}]$ luminosity ($L_{[\text{OIII}]}$) with $L_{[\text{OIII}]}$ AGN clustering more strongly than high $L_{[\text{OIII}]}$ AGN.
surveys (e.g. De Breuck et al. 2000) to cover the higher redshift \((z > 2)\) range. This sample is specifically designed to mitigate the luminosity-redshift correlation that affects flux-limited samples; the reader is referred to De Breuck et al. (2010, Fig. 2) for further details.

I present observations of the first statistically significant sample of HzRG fields to date. The 70 target Spitzer-HzRG sample is described in more detail by Seymour et al. (2007) where targets were preferentially selected based on their amount of supporting data (Hubble Space Telescope and SCUBA observations) and existing guaranteed time observations (GTOs) with Spitzer. With no 24\(\mu\)m data (one source) and insufficient coverage (seven sources), this sample size is reduced to 62 targets. The source LBDS53W069, although not meeting the HzRG radio luminosity selection criterion, has been included in this sample as it is a known radio galaxy with the relevant data available (Stern et al. 2006), making the HzRG sample 63 fields in total.

The HzRG sample was observed at 24\(\mu\)m using the Multiband Imaging Photometer for Spitzer (MIPS; Rieke et al. 2004). The majority of observations (59 sources) have been undertaken as part of Program ID’s 40093 (39 sources) and 3329 (20 sources) as part of Spitzer proposal cycles 1 and 4 respectively. Exposure times for the former 59 sources were determined based on 24\(\mu\)m background levels as determined with the Leopard software. Data for three remaining sources were taken from much deeper GTO programs.

### 2.4.2 Reference Fields

The reference set against which the HzRG fields are analysed is that of the Spitzer Wide-area InfraRed Extragalactic Survey (SWIRE; Lonsdale et al. 2003). SWIRE, the widest area cryogenic Spitzer legacy program, imaged 49 sq. deg. of the sky over six\(^2\) high-latitude extragalactic fields in all seven available bands\(^3\) and detected over two million objects up to \(z \sim 4\) (Rowan-Robinson et al. 2008). The field choices for SWIRE required low Galactic cirrus emission, large contiguous areas and low foreground contamination such as bright stars and local galaxies. The observing strategy for the SWIRE survey involved mapping of the fields such that each point is covered by four 30-second exposures with the IRAC.

\(^2\)ELAIS N1, ELAIS N2, ELAIS S1, Lockman, XMM–LSS, CDFS
\(^3\)IRAC: 3.6\(\mu\)m, 4.5\(\mu\)m, 5.8\(\mu\)m, 8.0\(\mu\)m. MIPS: 24\(\mu\)m, 70\(\mu\)m and 120\(\mu\)m.
instrument and 44 four-second exposures with the MIPS instrument. The SWIRE observations were taken throughout 2004 with over 800 hours of observations.

After initial analysis of the SWIRE fields I opt to remove the ELAIS S1 field from comparison, due to its shallow depth compared to the remaining five SWIRE fields. By doing this, I manage to cut at a deeper flux density without jeopardising the signal to noise, whilst still allowing the reference sample to be large enough to mitigate cosmic variance.

### 2.4.3 Reduction

Data reduction was performed using MOPEX (Makovoz and Khan 2005) as described by Seymour et al. (2007); basic calibrated data are drizzled to reach an increased sampling of 1″25 per pixel from the intrinsic pixel scale for MIPS 24µm frames of 2″5 per pixel⁴.

### 2.5 Source Extraction and Photometry

#### 2.5.1 Creation of Variance Maps

Fully reduced data and corresponding exposure maps are used to produce accurate variance maps: the pixel flux densities are binned and plotted according to their exposure, Gaussian profiles are fit to the lower part of the resultant histograms (ignoring the positive skew due to sources), then finally RMS noise values are extracted for each exposure value. Plotting of the root mean square (RMS) noise values vs. exposure (and using \( \sigma^2 \propto 1/W \), where \( \sigma \) is RMS noise and \( W \) is the weight, equivalent to exposure) allows the exposure maps to be converted directly to **absolute variance** maps. An example of a fit to a variance vs. exposure (named “coverage” as a remnant of the MIPS data header) plot is shown for HzRG field 3C239 in Figure 2.1.

---

⁴note that the SWIRE data is rescaled to 1farcs2 per pixel
Figure 2.1: A plot showing the variance vs. coverage for HzRG field 3C239, along with the best fit line.
2.5.2 Detection and Extraction

Source detection and photometry are undertaken using the SExtractor software (Bertin and Arnouts 1996). Parameters are set as to minimise false detections and to optimise the separate detection of sources in close proximity. The parameters chosen are included in Appendix A. The flux density from extended sources is taken to be the Kron flux density, with the aperture correction to the flux density being calculated from the effective Kron radius. Elsewhere, the resultant flux density from point-like sources is taken to be that calculated within a 5′′ aperture radius. Aperture corrections are calculated using the Spitzer MIPS data handbook (see the MIPS data handbook, p.37).

2.5.3 Flux Density and Region Cut

Due to the dithering pattern adopted during the HzRG field observations for which the central region of each frame has a higher coverage, I restrain the present analysis to the central 1.75 radius circular fields centred on the HzRGs. This rejects areas in the frame with lower coverage.

To determine a suitable flux density cut to the data, I first calculate the 5′′ radius aperture errors for each frame. This is done by placing random apertures upon the frame (within 1.75 radii circles), binning of source flux densities, and plotting the flux density distribution. I again perform a Gaussian fit to the lower part of the distribution, so as to avoid the positive skew due to flux from sources, and calculate the Gaussian width; this width gives me the RMS noise for each frame (RMS values are included in Tables 2.1 and 2.2). An example half-Gaussian fit to calculate the noise for field SWIRE-XMM is shown in Figure 2.2. The RMS values calculated for the SWIRE fields are smaller than those of Shupe et al. (2008) by a factor of ∼ 1.35; however, the results here are consistent with their signal-to-noise measurements. For comparison, the average RMS noise for the HzRG fields is 23.0 µJy, while for the SWIRE fields the average RMS noise is 29.6 µJy. I adopt a flux density cut of $f_{24\mu m} = 0.3$ mJy, corresponding to a minimum $S/N \sim 5$ for the fields with the highest RMS, after aperture correction (both for the HzRGs and for reference SWIRE fields, this is limited by

\[5\text{area > 100 pixels and stellarity < 0.8}
\[6\text{area < 100 pixels or stellarity > 0.8}
\[7\text{http://ssc.spitzer.caltech.edu/mips/dh/mipsdatahandbook3.3.1.pdf}
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Table 2.1: SWIRE fields. In Col. 1 are the field names, in Col. 2 are the areas analysed, in Col. 3 are the RMS values calculated for 5′.25 radii apertures (not aperture corrected). Column 4 states the average number of sources per 1.75′ radius circular cell. The total number of 1.75′ radius circular fields analysed in SWIRE is 9981 (area 26.7 deg$^2$), totalling 72295 sources.

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Area (deg$^2$)</th>
<th>RMS ($\mu$Jy)</th>
<th>$N_{\text{sources}}$ (1.75′ rad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELAIS N1</td>
<td>6.73</td>
<td>28.0</td>
<td>7.16</td>
</tr>
<tr>
<td>ELAIS N2</td>
<td>4.60</td>
<td>28.3</td>
<td>7.83</td>
</tr>
<tr>
<td>CDFS</td>
<td>7.69</td>
<td>27.9</td>
<td>7.16</td>
</tr>
<tr>
<td>Lockman</td>
<td>7.81</td>
<td>29.6</td>
<td>7.27</td>
</tr>
<tr>
<td>XMM-LSS</td>
<td>7.40</td>
<td>34.3</td>
<td>6.03</td>
</tr>
</tbody>
</table>

The SWIRE XMM-LSS fields). As will be shown in Sec. 2.6.5, the HzRG RMS values are found to be independent of 24$\mu$m source densities, which is indicative of a conservative cut free of questionable sources.

2.5.4 Densities in 1.75′ circular cells

Contiguous 1.75′ circular cells are placed on a grid (without overlap) within the five SWIRE fields, totalling some 9981 cells. The 24$\mu$m source densities are then calculated in each of these cells, with an imposed flux density cut of $f_{24\mu m} = 0.3$ mJy. Source densities in the HzRG fields are calculated by centring the 1.75′ radius apertures on the radio galaxy locations. When undertaking a sources-in-cell count for our HzRG fields, the HzRG itself is removed from the statistics. Uncertainties are calculated from small number statistics, following the method of Gehrels (1986).
Figure 2.2: A plot showing a Gaussian (red) of which the lower half is fit to the noise (black) in reference field SWIRE-XMM. The high flux tail due to sources is obvious.
<table>
<thead>
<tr>
<th>HzRG</th>
<th>Redshift</th>
<th>RMS Noise</th>
<th>BG</th>
<th>Exposure</th>
<th>log$<em>{10}$(L$</em>{500MHz}$)</th>
<th># Sources</th>
<th>δ±Err</th>
<th>δ(σ)</th>
<th>P$_{Poisson}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3C356.0</td>
<td>1.079</td>
<td>19.5</td>
<td>0.76</td>
<td>450</td>
<td>28.35</td>
<td>8</td>
<td>1.5±0.7</td>
<td>1.1</td>
<td>0.073</td>
</tr>
<tr>
<td>MRC0037-258</td>
<td>1.100</td>
<td>22.1</td>
<td>0.75</td>
<td>900</td>
<td>27.72</td>
<td>7</td>
<td>1.3±0.7</td>
<td>0.7</td>
<td>0.113</td>
</tr>
<tr>
<td>3C368.0</td>
<td>1.132</td>
<td>27.6</td>
<td>0.73</td>
<td>450</td>
<td>28.52</td>
<td>11</td>
<td>2.1±0.6</td>
<td>2.3</td>
<td>0.010</td>
</tr>
<tr>
<td>6C0058+495</td>
<td>1.173</td>
<td>24.1</td>
<td>0.85</td>
<td>450</td>
<td>27.33</td>
<td>17</td>
<td>3.2±0.8</td>
<td>4.7</td>
<td>2×10$^{-5}$</td>
</tr>
<tr>
<td>3C65</td>
<td>1.176</td>
<td>24.0</td>
<td>0.89</td>
<td>900</td>
<td>28.63</td>
<td>15</td>
<td>2.8±0.9</td>
<td>3.9</td>
<td>2×10$^{-5}$</td>
</tr>
<tr>
<td>3C266</td>
<td>1.275</td>
<td>17.3</td>
<td>1.07</td>
<td>900</td>
<td>28.54</td>
<td>15</td>
<td>2.8±0.9</td>
<td>3.9</td>
<td>2×10$^{-5}$</td>
</tr>
<tr>
<td>MRC0211-256</td>
<td>1.300</td>
<td>20.6</td>
<td>0.79</td>
<td>900</td>
<td>27.78</td>
<td>12</td>
<td>2.3±0.9</td>
<td>2.7</td>
<td>0.005</td>
</tr>
<tr>
<td>MRC0114-211</td>
<td>1.410</td>
<td>18.8</td>
<td>0.79</td>
<td>900</td>
<td>28.66</td>
<td>16</td>
<td>3.0±1.0</td>
<td>4.3</td>
<td>7×10$^{-5}$</td>
</tr>
<tr>
<td>LBDS53w069</td>
<td>1.432</td>
<td>15.8</td>
<td>0.73</td>
<td>2100</td>
<td>26.30</td>
<td>20</td>
<td>3.8±1.0</td>
<td>5.8</td>
<td>4×10$^{-7}$</td>
</tr>
<tr>
<td>7C1756+6520</td>
<td>1.480</td>
<td>18.7</td>
<td>0.78</td>
<td>450</td>
<td>27.40</td>
<td>15</td>
<td>2.8±0.9</td>
<td>3.9</td>
<td>2×10$^{-5}$</td>
</tr>
<tr>
<td>7C1751+6809</td>
<td>1.540</td>
<td>18.0</td>
<td>0.78</td>
<td>450</td>
<td>27.46</td>
<td>9</td>
<td>1.7±0.9</td>
<td>1.5</td>
<td>0.042</td>
</tr>
<tr>
<td>LBDS53w091</td>
<td>1.552</td>
<td>12.6</td>
<td>0.73</td>
<td>2100</td>
<td>27.04</td>
<td>10</td>
<td>1.9±0.6</td>
<td>1.9</td>
<td>0.022</td>
</tr>
<tr>
<td>3C470</td>
<td>1.653</td>
<td>25.4</td>
<td>0.83</td>
<td>450</td>
<td>28.79</td>
<td>16</td>
<td>3.0±1.0</td>
<td>4.3</td>
<td>7×10$^{-5}$</td>
</tr>
<tr>
<td>MRC2224-273</td>
<td>1.679</td>
<td>27.6</td>
<td>0.75</td>
<td>900</td>
<td>27.52</td>
<td>11</td>
<td>2.1±0.9</td>
<td>2.3</td>
<td>0.010</td>
</tr>
<tr>
<td>6C0132+330</td>
<td>1.710</td>
<td>28.3</td>
<td>1.18</td>
<td>900</td>
<td>27.64</td>
<td>9</td>
<td>1.7±0.9</td>
<td>1.5</td>
<td>0.042</td>
</tr>
<tr>
<td>MRC1017-220</td>
<td>1.768</td>
<td>23.0</td>
<td>0.72</td>
<td>900</td>
<td>27.94</td>
<td>15</td>
<td>2.8±0.9</td>
<td>3.9</td>
<td>2×10$^{-5}$</td>
</tr>
<tr>
<td>3C239</td>
<td>1.781</td>
<td>26.7</td>
<td>1.07</td>
<td>900</td>
<td>29.00</td>
<td>10</td>
<td>1.9±0.9</td>
<td>1.9</td>
<td>0.022</td>
</tr>
<tr>
<td>3C294</td>
<td>1.786</td>
<td>25.2</td>
<td>0.49</td>
<td>900</td>
<td>28.96</td>
<td>9</td>
<td>1.7±0.9</td>
<td>1.5</td>
<td>0.042</td>
</tr>
<tr>
<td>7C1805+6332</td>
<td>1.840</td>
<td>18.5</td>
<td>0.78</td>
<td>450</td>
<td>27.78</td>
<td>21</td>
<td>4.0±1.1</td>
<td>6.2</td>
<td>1×10$^{-7}$</td>
</tr>
<tr>
<td>6CE0820+3642</td>
<td>1.860</td>
<td>23.3</td>
<td>0.78</td>
<td>900</td>
<td>28.28</td>
<td>7</td>
<td>1.3±0.7</td>
<td>0.7</td>
<td>0.113</td>
</tr>
<tr>
<td>6CE0905+3955</td>
<td>1.883</td>
<td>17.5</td>
<td>0.78</td>
<td>900</td>
<td>28.17</td>
<td>8</td>
<td>1.5±0.7</td>
<td>1.1</td>
<td>0.073</td>
</tr>
<tr>
<td>MRC0324-228</td>
<td>1.894</td>
<td>16.2</td>
<td>0.79</td>
<td>900</td>
<td>28.49</td>
<td>7</td>
<td>1.3±0.7</td>
<td>0.7</td>
<td>0.113</td>
</tr>
<tr>
<td>MRC0350-279</td>
<td>1.900</td>
<td>27.0</td>
<td>0.78</td>
<td>450</td>
<td>28.25</td>
<td>13</td>
<td>2.5±0.9</td>
<td>3.1</td>
<td>0.002</td>
</tr>
<tr>
<td>MRC0152-209</td>
<td>1.920</td>
<td>20.6</td>
<td>0.79</td>
<td>360</td>
<td>28.20</td>
<td>12</td>
<td>2.3±0.9</td>
<td>2.7</td>
<td>0.005</td>
</tr>
<tr>
<td>MRC2048-272</td>
<td>2.060</td>
<td>23.1</td>
<td>0.76</td>
<td>900</td>
<td>28.72</td>
<td>11</td>
<td>2.1±0.9</td>
<td>2.3</td>
<td>0.010</td>
</tr>
<tr>
<td>Name</td>
<td>RA</td>
<td>Dec</td>
<td>F 60</td>
<td>z</td>
<td>N_H</td>
<td>log L</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>----------</td>
<td>----------</td>
<td>------------</td>
<td>--------</td>
<td>---------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PKS1138-262</td>
<td>2.156</td>
<td>9.2</td>
<td>1.08</td>
<td>9300</td>
<td>29.07</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4C01.36</td>
<td>2.265</td>
<td>22.3</td>
<td>0.77</td>
<td>450</td>
<td>28.79</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TXS0211-122</td>
<td>2.340</td>
<td>25.2</td>
<td>0.53</td>
<td>900</td>
<td>28.48</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS1707+105</td>
<td>2.349</td>
<td>17.7</td>
<td>0.79</td>
<td>900</td>
<td>28.63</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS1410-001</td>
<td>2.363</td>
<td>33.7</td>
<td>1.24</td>
<td>900</td>
<td>28.41</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LBDS53w002</td>
<td>2.393</td>
<td>22.8</td>
<td>0.66</td>
<td>450</td>
<td>27.78</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6C0930+389</td>
<td>2.395</td>
<td>23.5</td>
<td>1.39</td>
<td>900</td>
<td>28.41</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PKS1138-262</td>
<td>2.427</td>
<td>28.7</td>
<td>0.76</td>
<td>450</td>
<td>29.03</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4C23.56</td>
<td>2.483</td>
<td>32.3</td>
<td>0.77</td>
<td>450</td>
<td>28.93</td>
<td>11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS1214+045</td>
<td>2.491</td>
<td>28.4</td>
<td>0.78</td>
<td>900</td>
<td>28.84</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRC1406-244</td>
<td>2.540</td>
<td>19.2</td>
<td>1.47</td>
<td>900</td>
<td>27.82</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRC1406-242</td>
<td>2.540</td>
<td>19.2</td>
<td>1.47</td>
<td>900</td>
<td>27.82</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRC1205+218</td>
<td>2.630</td>
<td>25.9</td>
<td>0.76</td>
<td>900</td>
<td>28.74</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS1209+248</td>
<td>2.706</td>
<td>21.4</td>
<td>0.98</td>
<td>900</td>
<td>28.54</td>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRC1019+0534</td>
<td>2.765</td>
<td>22.3</td>
<td>1.44</td>
<td>900</td>
<td>28.57</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4C24.28</td>
<td>2.879</td>
<td>20.4</td>
<td>0.76</td>
<td>900</td>
<td>29.05</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4C28.58</td>
<td>2.919</td>
<td>22.3</td>
<td>0.76</td>
<td>900</td>
<td>28.91</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS0934-242</td>
<td>2.923</td>
<td>17.3</td>
<td>0.66</td>
<td>900</td>
<td>28.62</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNJ1115+5016</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PKS0529-549</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MRC1205+218</td>
<td>2.630</td>
<td>25.9</td>
<td>0.76</td>
<td>900</td>
<td>28.74</td>
<td>27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS2202+128</td>
<td>2.765</td>
<td>22.3</td>
<td>1.44</td>
<td>900</td>
<td>28.57</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MG1019+0534</td>
<td>2.765</td>
<td>22.3</td>
<td>1.44</td>
<td>900</td>
<td>28.57</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4C28.58</td>
<td>2.919</td>
<td>22.3</td>
<td>0.76</td>
<td>900</td>
<td>28.91</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS0934-242</td>
<td>2.923</td>
<td>17.3</td>
<td>0.66</td>
<td>900</td>
<td>28.62</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNJ1115+5016</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PKS0529-549</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS2202+128</td>
<td>2.765</td>
<td>22.3</td>
<td>1.44</td>
<td>900</td>
<td>28.57</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS0934-242</td>
<td>2.923</td>
<td>17.3</td>
<td>0.66</td>
<td>900</td>
<td>28.62</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNJ1115+5016</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS2202+128</td>
<td>2.765</td>
<td>22.3</td>
<td>1.44</td>
<td>900</td>
<td>28.57</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS0934-242</td>
<td>2.923</td>
<td>17.3</td>
<td>0.66</td>
<td>900</td>
<td>28.62</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNJ1115+5016</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS2202+128</td>
<td>2.765</td>
<td>22.3</td>
<td>1.44</td>
<td>900</td>
<td>28.57</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS0934-242</td>
<td>2.923</td>
<td>17.3</td>
<td>0.66</td>
<td>900</td>
<td>28.62</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNJ1115+5016</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS2202+128</td>
<td>2.765</td>
<td>22.3</td>
<td>1.44</td>
<td>900</td>
<td>28.57</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS0934-242</td>
<td>2.923</td>
<td>17.3</td>
<td>0.66</td>
<td>900</td>
<td>28.62</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNJ1115+5016</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS2202+128</td>
<td>2.765</td>
<td>22.3</td>
<td>1.44</td>
<td>900</td>
<td>28.57</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>USS0934-242</td>
<td>2.923</td>
<td>17.3</td>
<td>0.66</td>
<td>900</td>
<td>28.62</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WNJ1115+5016</td>
<td>2.575</td>
<td>30.5</td>
<td>0.79</td>
<td>450</td>
<td>29.16</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.2: HzRG field Densities. HzRG names, redshifts, RMS noise values (for 5".25 radius apertures, not aperture corrected) and calculated background values inCols. 1-4. Exposure time is stated in Col. 5. 500 MHz radio luminosities quoted in Col. 6 are taken from De Breuck et al. (2010). 1.75' radius cells source counts and each field overdensity (with respect to the calculated SWIRE 1.75' radius fields Gaussian peak, as per Fig. 2.3) along with their associated small-number statistical error in Cols. 7 and 8. Column 9 shows the field overdensities as a function of $\sigma_N$, corresponding to the probability of finding that given number of sources in a blank, non targeted field. Column 10 shows the Poisson probabilities for source overdensities (compared to the median field density of 5.2 sources. Fields classified as protocluster candidates (20) are in bold font.
2.6 Analysis

2.6.1 Comparison with SWIRE data

Figure 2.3 shows the source density distribution of the five reference SWIRE fields. The grey histogram represents the percentage of cells containing a given number of sources in SWIRE. The dashed line shows the Gaussian fit to the lower portion of this distribution, and exemplifies the positive skew in the SWIRE data due to clustering. The values for the Gaussian fit are $\langle N \rangle = 5.28$ with $\sigma_N = 2.52$. Superimposed upon this plot is a histogram of the HzRG field densities, whereby the histogram height represents the number of HzRG fields for a given number of sources. Along with the HzRG histogram the HzRG field names are included. I also overplot my criterion for protocluster candidacy of $N_{HzRG} \geq \langle N \rangle + 3\sigma_N = 12.84$, a cut which only six percent of SWIRE cells exceed. This comparison of the HzRG field data with the SWIRE fields shows such an overdensity in a significant minority (20 [32 percent]) of HzRG fields. The mean density of the HzRG fields is $11.6 \pm 6.3$, translating to a mean overdensity ($\delta = \frac{N_{HzRG}}{N_{SWIRE}}$) of $2.2 \pm 1.2$ over the reference SWIRE data, with a Kolmogorov-Smirnov probability that the two datasets are drawn from the same distribution of $1.2 \times 10^{-12}$. Individual field source densities are included in Table 2.2.

2.6.2 Comparison with IRAC

G12 study the environments of $1.2 \leq z \leq 3.0$ HzRGs and compare the densities of sources with IRAC $[3.6] - [4.5] > -0.1$ (AB) (within a certain flux density cut) found within one arcminute of the HzRG. The imposed colour cut selects against galaxies below $z \sim 1.2$, but does not distinguish between passive and active galaxies (Papovich 2008). Comparing the main result of this chapter, a significant fraction of the sources confirm the protocluster candidacies proposed in G12. The result of this comparison is shown in Fig. 2.4, where the $24\mu m$ source number in 1.75' radius circular cells is plotted against radio galaxy redshift. The dotted line, dark shaded region and light shaded region represent the SWIRE mean density, $\langle N \rangle$, $1\sigma_N$ and $3\sigma_N$ deviations, all extracted from the Gaussian fit described above. Plotted star symbols represent those sources with an overdensity in this work of...
Figure 2.3: A comparison of HzRG source counts with the reference SWIRE fields. The distribution of the SWIRE 24 µm source counts in ∼10,000 circular cells of 1.75′ radius, representing five SWIRE fields, is plotted as a grey histogram. A Gaussian fit to the lower part of this distribution is overlaid as a dashed line. A 3σ above the SWIRE mean is indicated as a dot-dash line. A histogram of the distribution of the SWIRE 24 µm source counts in a ∼1.75′ radius, representing five SWIRE fields, is plotted as a grey histogram. A 3σ above the SWIRE mean is indicated as a dot-dash line. The corresponding source number density is indicated on the right-hand axis.
Chapter 2. Overdensity of 24\(\mu m\) sources in the vicinities of High Redshift Radio Galaxies

\[ \delta_{\text{MIPS}} \geq \langle N \rangle + 3\sigma_N \] and in G12 with an overdensity of \[ \delta_{\text{IRAC}} \geq \langle N \rangle + 2\sigma_N. \] Plotted circles represent those remaining sources present in both catalogs, and the plotted plus symbols represent the fields which are not analysed in G12: \textbf{3C65} (\(z=1.176\)) and \textbf{LBDS53W059} (\(z=1.432\)). Notes on protocluster candidates are included in Sec. 2.7.1 and shown in Fig. 2.9.

Figure 2.5 shows the source field densities as measured in IRAC by G12 versus the 24\(\mu m\) source densities measured here. The source selection criteria in G12 is slightly different to that used here, since in G12 a colour cut is used to eliminate low-redshift interlopers. A strong correlation between the two values is found, despite the wavebands probing different populations. Of particular interest for further study may be those environments which are found to be significantly dense in one waveband but unremarkable or even underdense in the other, as these abnormalities may enlighten us with regard to structure formation. The Spearman Rank correlation is \(\rho = 0.577\), implying a statistically significant correlation (e.g. there is a 99.992 percent probability that the two parameters are correlated).

As a check of the quality of our data, the RMS noise is plotted against the 24\(\mu m\) source density (Fig. 2.6). We expect there to be no obvious correlations between these values, and indeed no correlation is found. The Spearman Rank Correlation coefficient for these data is \(\rho = 0.08\), implying only a 48.6 percent probability of a correlation between the values.

### 2.6.3 Dependence on Radio Luminosity

Plotting of 24\(\mu m\), source density versus HzRG 500MHz luminosity (Fig. 2.7) shows no significant correlation between the two parameters. Though no work in the literature has had a large enough sample to statically prove or disprove any correlation, suggestions that high luminosity radio galaxies lie within a more dense medium have been put forward (Venemans et al. 2007, Miley and De Breuck 2008, Falder et al. 2010). The motivation for this is that higher luminosity radio galaxies
Figure 2.4: Source counts around each HzRG versus HzRG redshift. The dotted line indicates the SWIRE mean source count for a 1.75′ radius cell, the dark shaded region denotes ±1σ and the light shaded region denotes ±3σ on the SWIRE data. Starred symbols denote those sources which are considered candidate clusters in both this work and G12 (8) whilst the plus symbol sources (2) are those which are not studied in G12. Note that $z > 3$ sources are not deep enough to clarify protocluster candidacy in G12. The uncertainties on the source counts are derived from small number statistics.
Figure 2.5: Comparison of MIPS field densities with IRAC [3.6] − [4.5] > −0.1 field densities from G12 (1.2 ≤ z ≤ 3.0). The horizontal and vertical dotted line correspond to the mean SWIRE 24µm and IRAC colour-selected values from SWIRE, respectively. A relatively strong correlation between source densities is found.
Figure 2.6: A plot of HzRG field density versus RMS noise. No obvious correlation between the two values is found. The error bar plotted in the upper left is included to give an indication of a typical uncertainty in the RMS values. SWIRE field values are plotted as larger circles where yellow, blue, red, green and cyan correspond to CDFS, EN1, EN2, XMM-LSS and Lockman fields respectively.
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lie in a medium with a higher than average density, thus being more conducive to cluster formation. This work, alongside that of G12 are the first capable of making such a statistically significant comparison. Both find no such correlation between source density and HzRG 500 MHz luminosity. The Spearman Rank correlation coefficient recovered for these data is $\rho = 0.04$, implying only a 25 percent probability that the two parameters are correlated. Note that there is a small redshift-radio power degeneracy in this sample (especially at $z > 3$, see Fig. 2.7). Given that redshift and density are clearly correlated (see Fig 2.4) this may imprint a correlation between source density and radio power. We take this into account by using the Spearman Partial Rank correlation coefficient (Macklin 1982) which reduces the correlation coefficient to $\rho = 0.01$. We conclude that the 24µm source density does not depend on radio power.

2.6.4 K-correction and Population Type

This sample covers a wide range in redshifts, and the observed 24µm band therefore covers significantly different rest-frame wavelengths.

To examine the K-correction effects, I map the SEDs of a starburst galaxy (Siebenmorgen and Krügel 2007) as well as face- and edge-on quasars (Pier and Krolik 1992) through the MIPS 24µm transmission window for redshifts $1 < z < 5.2$ (Fig. 2.8). The starburst galaxy has Star Formation Rate (SFR) = 1000 $M_\odot$/yr. The face-on and edge-on quasars have $L_{24\mu m} = 10^{45}$ erg s$^{-1}$. These are plotted black continuous, green dashed and blue dot-dashed lines respectively. The 0.3 mJy flux density cut is indicated by the black dot-dot-dot-dashed line.

It is interesting to note a number of things; (1) the relative flatness of the quasar flux density over the entire redshift range, due to hot dust entering the MIPS transmission window; and (2) the bump in the starburst SED at $z \sim 1.5$, due to the PAH emission lines (dominated by $7.7\mu m$) entering the MIPS transmission window. Note that the smoothness of the starburst line is due to the broad MIPS 24µm transmission window covering some 9µm between $\sim 20-29\mu m$, thus smoothing out the more narrow PAH features. Also note that even for such a high SFR starburst, galaxies fall below the flux density cut beyond redshift three. Finally, the orientation of quasars will have a large impact on their detectability at lower luminosities.
Figure 2.7: HzRG 24$\mu$m, field densities versus HzRG 500 MHz luminosities (taken from De Breuck et al. 2010). The HzRGs with $z > 3.0$ are plotted as open symbols.
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By comparing a high SFR starburst to a moderately luminous quasar, as shown in Fig. 2.8, we can make the assumption\(^8\) that above a redshift of \(z \sim 3\) I am probing almost exclusively the quasar population. On the other hand, below \(z \sim 3\), I am simultaneously probing the quasar and starburst populations, with starbursts become ever-more important at redshifts two and below.

Since we are probing down to different luminosities at different redshifts, it is entirely likely to see higher densities in fields at lower redshifts. This is indeed what we observe; as shown in Fig. 2.4 the highest density fields \((\delta(\sigma) \gtrsim 4.5)\) almost exclusively lie below a redshift of three. Reddy et al. (2006, see Fig. 2) compare spectroscopically confirmed 24µm sources in the GOODS-North field between redshifts \(1 \leq z \leq 2.6\). For a flux density cut of \(f_{24\mu m} \geq 0.3\) mJy, they find only Sub-Millimetre Galaxies (SMGs) and X-ray sources in the field, consistent with probing the starburst galaxy and AGN populations.

The minimum AGN luminosities which I can probe with a flux density cut of 0.1mJy are \(3.4 \times 10^{41}\) erg s\(^{-1}\) at \(z = 1\) to \(1.9 \times 10^{43}\) erg s\(^{-1}\) at \(z = 5.2\). Compare this with the minimum SFRs which can equivalently be probed; SFR= \(100\) M\(_{\odot}\) yr\(^{-1}\) at \(z = 1\) to a SFR \(\sim 1000\) M\(_{\odot}\) yr\(^{-1}\) at \(z = 3\). These values have been calculated using the relevant formulae from Rieke et al. (2009).

Since I do not know the physical nature of every object in each frame, let alone the redshift of each of these sources, it is not possible to perform K-corrections. For K-corrections to be calculated one will need to scrutinise the complimentary IRAC data for these fields, as well as gain data in the Far-IR. This process is currently being undertaken (Wylezalek et al. 2013). However, it is beyond the scope of this work, which concentrates only on the statistical properties of HzRG fields.

### 2.6.5 Evolution with Redshift

Figure 2.4 also shows the HzRG field densities versus HzRG redshift. If 6C0140+326 (\(z=4.413\)) is a lensed system (as suggested in Lacy 1999) and as such possibly contaminated by artificially brightened sources, then this field should be removed from my sample. If I do remove this field, then I begin to

\(^8\)if we assume no evolution of the luminosity functions.
Figure 2.8: predicted MIPS 24μm, flux density versus redshift. Solid black line represents a starburst galaxy with a star formation rate of 1000 M⊙ yr⁻¹. The dashed green line and dot-dash blue line represent a face-on and an edge-on quasar with $L_{24\mu m} = 10^{45}$ erg s⁻¹. The horizontal line represents the 0.3 mJy flux density cut.
see a general trend towards smaller-overdensities at early epochs. This could be interpreted in two ways: (1) the cluster luminosity function is truly evolving over time; or (2) the imposed flux density cut is too high to probe comparable populations at higher redshifts, as discussed above.

Since I am probing different populations at lower \( (z = 1 - 2) \) and higher \( (z = 3 - 5) \) redshifts, with a transitory region between them, higher source densities at later epochs is the behavior that one would expect. However, since we also expect structure formation to be evolutionary, and not instantaneous, observations of higher overdensities at lower redshifts may not be due to selection bias alone. The mid-IR luminosity function has been measured to \( z \sim 2.5 \) through stacking analysis (Caputi et al. 2007, Rodighiero et al. 2010) though is essentially unconstrained at \( z > 2.5 \). We do not expect a significant increase in number density at higher redshifts as this would be inconsistent with star-formation rate density-evolution(Lilly et al. 1996, Madau et al. 1996); the high-end of the mid-IR luminosity function must drop off at high redshift, though constraints are too poor to infer population statistics.

2.7 Discussion

The above work appears to confirm that HzRGs lie in overdense regions of the Universe, but that the source overdensity in the HzRGs vicinities does not depend on the radio power of the HzRG itself. It is well known however that Radio Galaxies are predominantly associated with high stellar mass galaxies, which in turn are found to occur in larger dark matter haloes. Thus in order to undertake a more fair comparison one must investigate differences in the environments of these HzRGs with those of high redshift high stellar mass objects which are not Radio Galaxies at or near the same epochs. Photometric redshift data exist for many galaxies in the SWIRE fields, and subsequent work may benefit from selecting “like-for-like” samples non-radio galaxy high redshift sources, whether by 24\( \mu \)m luminosity or otherwise (perhaps by multiband photometric SED-fitting for stellar masses/star formation rates. Undertaking such an analysis may help to mitigate problems with comparing these HzRG fields with blank fields, but maybe subject to a raft of different selection effects based on the method of SED fitting and flux limits in a number of different wavebands.
2.7. Discussion

It is paramount that spectroscopic observations be taken for these protocluster candidate fields in order to either confirm or deny their candidacy. Many works have undertaken detailed spectroscopic follow-up observations of protocluster candidates; the works of Venemans et al. (2005; 2007), Maschietto et al. (2008), Kuiper et al. (2010), Kuiper et al. (2012), for example, have undertaken followup observations of protocluster candidate MRC0316-257 (studied here), confirming the field’s protocluster candidacy. Previous observations of the fields studied here are detailed below.

2.7.1 Notes on Individual Sources

For the sake of a well defined sample, I only select 24$\mu$m targets with an $N_{\text{H\text{\textregistered}RG}} > \langle N_{\text{SWIRE}} \rangle + 3\sigma$ as cluster candidates. This accounts for 20 (32 percent) of the HzRG sample. For all sources that meet this criterion, cutouts are included in Fig. 2.9. Fields are sorted by increasing redshift. Quoted sigma values correspond to the probability of finding protocluster candidates compared to a blank, non-targeted field.

6C0058+495 ($z=1.173$)

I find a 24$\mu$m source overdensity of 4.7$\sigma$, with the sources in this field having a clumpy structure. This field is my lowest redshift protocluster candidate.

3C65 ($z=1.176$)

This field was first studied by Best (2000), who found a $K$-band overdensity. My study confirms an overdensity in 3C65 at a 3.9$\sigma$ level.

3C266 ($z=1.275$)

This field has also been studied in G12, but its source overdensity was not significant enough to declare protocluster candidacy. This work however finds a 24$\mu$m source overdensity of 3.9$\sigma$, making it a firm candidate.

MRC0114-211 ($z=1.41$)

With an overdensity of IRAC sources significant at a 6$\sigma$ level compared to the field, MRC0114-211 is the densest field and most promising cluster candidate in
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G12. I also find an overdensity of 24\(\mu\)m sources at the 4.3\(\sigma\) significance.

**LBDS53W069 (z=1.432)**

This is formally not a radio galaxy according to the radio luminosity cutoff defined by Seymour et al. (2007). Nevertheless, this work shows a significant 24\(\mu\)m source overdensity at 5.8\(\sigma\); observationally this field is very dense with no preferred spatial segregation. This field was not included in G12’s [3.6] – [4.5] > −0.1 analysis, but it has been calculated that this field would represent a 4.8\(\sigma\) overdensity.

**7C1756+6520 (z=1.48)**

This field is a known protocluster, first identified in Galametz et al. (2009) and spectroscopically confirmed in Galametz et al. (2010). This work confirms that 7C1756+6520 is also a protocluster candidate at 24\(\mu\)m with a source overdensity of 3.9\(\sigma\).

**3C470 (z=1.653)**

This field was first studied in G12, with a source overdensity of 2.9\(\sigma\). This work quotes a 24\(\mu\)m source overdensity of 4.3\(\sigma\).

**MRC1017-220 (z=1.768)**

This field was first studied by Cimatti et al. (2000), who found an overdensity of EROs. Studies of near-IR selected galaxies (Galametz et al. 2010) and IRAC-selected galaxies (G12), however, did not find a significant overdensity. This work finds a 24\(\mu\)m source overdensity at the 3.9\(\sigma\) level.

**7C1805+6332 (z=1.84)**

This field was first studied in Galametz (2010), where no near-IR overdensity was reported. This field was also studied in G12, which again did not find a significant overdensity. This work finds a 24\(\mu\)m source overdensity at 6.2\(\sigma\), making it a very strong protocluster candidate. Observationally, sources lie in a filamentary structure in the NE-SW direction.
2.7. Discussion

MRC0350-279 (z=1.9)
Field studied in G12, with an IRAC source overdensity of $\sim 5.2\sigma$ derived. Here, the 24$\mu$m source overdensity is $3.1\sigma$. Observationally the field is very much clustered towards the East of the HzRG.

PKS1138-262 (z=2.156)
PKS1138-262 is a well studied protocluster environment with overdensities of Ly$\alpha$ and X-ray sources (Pentericci et al. 2000; 2002), as well as H$\alpha$ emitters and EROs (Kurk et al. 2004a;b). This work finds an overdensity of 24$\mu$m sources at $4.3\sigma$.

4C40.36 (z=2.265)
This field was studied in G12, who found an underdensity of red IRAC sources. This work quotes a 24$\mu$m source overdensity of $3.1\sigma$. Sources appear to lie in a filamentary E-W structure.

LBDS53W002 (z=2.393)
This field was studied in G12, but no significant overdensity was found. The 24$\mu$m source overdensity quoted here is $3.5\sigma$. The structure appears to have some form of preferred direction, though this remains ambiguous without a larger field of view.

4C23.56 (z=2.483)
There are many works covering this field, beginning with Knopp and Chambers (1997) that quote a “marginally significant excess of objects” in the K-band. Other works have found overdensities in the near-IR (Kajisawa et al. 2006), of H$\alpha$ emitters (Tanaka et al. 2011) and mid-IR (G12). This work finds a 24$\mu$m source overdensity at a $4.7\sigma$ level.

PKS0529-549 (z=2.575)
This field was studied in G12 and its environment was found to be underdense. Here, however, a significant 24$\mu$m source overdensity of $5.1\sigma$ is found. The sources
appear to be very strongly clustered within the 1.75′ radius frame, making this field a firm protocluster candidate at 24µm.

**MRC2025-218 (z=2.63)**

This is our highest density field, and has recently been studied by G12, quoting a 2.9σ overdensity. Our result shows a 24µm source overdensity at 8.6σ, with 27 ($f_{24\mu m} > 0.3$ mJy) sources in a 1.75′ radius field. This exceeds the number of sources in every 1.75′ radius SWIRE sub-field from our analysis.

**USS2202+128 (z=2.706)**

This field was studied in G12, who found no overdensity. Here, the 24µm source overdensity is quoted as 3.1σ making it a firm protocluster candidate. Clustering appears mostly in the North of the frame, centred on a bright object ∼ 30″ from the HzRG.

**WNJ0747+3654 (z=2.992)**

A 24µm overdensity of 3.9σ is found in this field, making **WNJ0747+3654** a strong protocluster candidate. Upon visual inspection, local clustering of sources (within the 1.75′ radius cell) appears to be taking place, though on larger scales (outside of the cell) no spatial segregation appears to be present.

**MRC0316-257 (z=3.13)**

This target is a known Lyα and [OIII] protocluster (Venemans et al. 2005; 2007, Maschietto et al. 2008, Kuiper et al. 2010), which our work also confirms with a 24µm source overdensity of 4.3σ.

**6C0140+326 (z=4.413)**

This is a known protocluster, having recently been studied by Kuiper et al. (2011), with a Lyα overdensity of 9 ± 5 over a random field distribution. My result confirms a 24µm source overdensity in the vicinity of 6C0140+326 at 5.1σ. However, if it is lensed as suggested in Lacy 1999, then this field may be contaminated by artificially brightened sources.
2.8 Conclusions

Mid-IR emission is a powerful tracer of both AGN (torus-dust) and starburst galaxies, making mid-IR observations ideal for finding galaxy clusters in the early Universe. Using targeted observations in the mid-IR, I have investigated the fields of 63 HzRGs and find a statistically significant source overdensity over SWIRE reference fields data. I find a large minority of the targeted fields, 20, or 32 percent, to be overdense to at least a $3\sigma$ significance, confirming 11 known protoclusters (or existing protocluster candidates). I identify nine new protocluster candidates. Targeted mid-IR observations of HzRG fields shows to be a powerful technique for protocluster candidate selection.

These overdensities are indicative of the presence of protoclusters with active and star-forming galaxies at high redshifts. My results indicate a redshift evolution of source density, but this may be due to an insensitivity to star-forming galaxies at high redshifts. My dataset is compared with recent results of IRAC colour selected densities and correlations between the data are found.

Further work with regard to these data will involve spectroscopic follow-ups for each of the cluster candidates in order to confirm members. Meanwhile Far-IR photometry currently being undertaken, in conjunction with the existing Spitzer data will allow a more complete knowledge of the population which make up these overdense fields.

HzRGs are extremely useful beacons for observing the early Universe, especially in high density environments - the birth places of present day clusters. What is still not truly understood is why these active galaxies are so prevalent at early times and so rare in the current epoch. Several threads of research arise from the study of HzRGs; large scale structure, AGN evolution, AGN host galaxy evolution, to name a few, and HzRGs remain exciting phenomena in their own right. Continued study of these objects and their environments will allow us to eventually bring together these topics to form a more complete understanding of the evolution of AGN, and their impact on host galaxies and their surroundings.
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Figure 2.9: Cutouts of all HzRG 24µm, fields with a 3σ significance source overdensity. The dotted circle represents the 1.75′ radius circular sub-field that is analysed further, and plotted in red are the source for which \( f_{24\mu m} \geq 0.3 \) mJy. All fields are scaled to the same 5.8′ × 5.8′ angular size, with North/East facing up/left. The HzRG is plotted as a blue star in each frame. Note that PKS1138-262 is much deeper GTO data.
Chapter 3

The Effect of Partial Obscuration on the Obscured Fraction vs. X-ray Luminosity Trend Observed in Active Galactic Nuclei

3.1 Abstract

Surveys of AGN in different observational regimes seem to give different answers for the behaviour of the obscured fraction with luminosity. Based on the complex spectra seen in recent studies, I note that partial covering could significantly change the apparent luminosities of many AGN, even after apparent X-ray absorption correction. I explore whether this effect could reproduce the observed dependence of the obscured fraction on the apparent X-ray luminosities seen between 2 and 10 keV. I can reproduce the observed trend in a model where 33 per cent of AGN are unobscured, 30 per cent are heavily buried and 37 per cent have a range of intermediate partial coverings. This model is also tentatively successful at reproducing observed trends in the X-ray versus infrared luminosity ratio for AGN.

Throughout this chapter I use the term “obscured sources” to mean those sources showing signs of attenuation either in the X-ray regime (i.e. a
characteristic drop in the flux at low X-ray energies, deviating away from the assumed intrinsic power-law spectrum) or the optical regime (i.e. no broad lines or BBB; more commonly referred to as Type-II objects).

I differentiate between partially obscured sources and partially covered sources. To clarify, I define partially obscured sources to be partially covered with a medium of some given column density, which will generally range of $N_H \sim 10^{19} - 10^{26}\text{cm}^{-2}$, – from negligible to Compton Thick (CT) and beyond. Partially covered sources on the other hand are taken to be partially covered with an assumed CT fraction such that all X-ray flux ($E_\gamma < 10\text{keV}$) in that region is completely attenuated.

During the discussion I make several references to partially covered sources, however, since these are physically indistinguishable (both observationally and mathematically) from totally covered sources plus a back-scattered fraction, I use the term to correspond to either phenomenon in equal weight. To clear any further confusion, the obscured fraction is used to mean the total fraction of sources showing some level of obscuration in their X-ray spectra. Typically the measured obscuration in these sources is Compton thin, as the sources still have a measurable flux at $E_\gamma < 10\text{keV}$.

3.2 Introduction

3.2.1 The Obscured Fraction

The first work on a sample large enough to test the obscured AGN fraction-luminosity dependence in a statistical fashion (Lawrence and Elvis 1982) found that fraction of obscured objects ($f_{\text{obsc}}$) to decrease as a function of X-ray luminosity. This trend has also been found as a function of radio luminosity in radio loud sources (Lawrence 1991) and further works have confirmed this trend in soft X-rays ($< 10\text{keV}$) (Hasinger 2008), hard X-rays (Tueller et al. 2010) and using optical [OIII] luminosities (Simpson 2005). This result remains controversial since the observed trends are largely regime dependent and subject to associated selection effects. It has been argued (Lu et al. 2010) that the observed anti-correlation in the obscured fraction-$L_{[\text{OIII}]}$ can be accounted for purely on grounds of selection effects and extinction correction.
3.2. Introduction

For instance, more recent radio, IR and volume limited optical samples find $f_{\text{obsc}}$ consistent with being fixed across many decades in luminosity (de Grijp et al. (1992), Rush et al. (1993), Lacy et al. (2007), Ogle et al. (2006), Ho et al. (1997), Willott et al. (2000), see Lawrence and Elvis (2010) for discussion), though quantifying $f_{\text{obsc}}$ in these regimes still remains inconsistent:

The major example is the difference in classification between the optical and X-ray regimes. In the optical regime one uses the presence of broad permitted lines and of a BBB to classify an object as a Type-I AGN, whilst in the X-ray, one classifies unobscured objects as those which show no signs of attenuation in their characteristic power law spectrum.

Therefore, one naively assumes optical Type-II objects as routinely having some form of optical obscuration of their BLR and BBB, whilst their X-ray counterparts show X-ray obscuration. We may indeed be selecting different classes of object; these two obscuring phenomena may or may not be related to one another, therefore classification diagnostics which use only one observational regime may be subject to strong selection effects. Classification of radio AGN into Type-I and Type-II objects still relies on optical diagnostics but is obviously biased towards RLAGN over RQAGN. Any results regarding a derived $f_{\text{obsc}}$ must take into account the sample selection bias.

While at the lower luminosities the observational evidence supporting the unified scheme is substantial, at higher luminosities there are still major issues. One such issue is that of the “torus” opening angle; an attempt to explain the $f_{\text{obsc}}$ vs. luminosity trend observed in X-ray and some optical regimes argue for a torus opening angle-luminosity dependence i.e. the obscured to unobscured fraction is dependent on the intrinsic luminosity (Lawrence 1991, Simpson 2005). This receding torus model relies on tori having a defined height but with inner radii as defined by the dust sublimation radius of the AGN, which is determined by the local temperature and hence the luminosity of the central engine.

In the hard X-ray (> 10keV) (e.g. Tueller et al. 2010), one should still be able to observe sources which are attenuated at softer energies. As such, this should mitigate much of the selection effects associated with softer X-ray observations. Wang and Jiang (2006) have argued that by removing very heavily obscured
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(CT) sources, much of the aforementioned observed luminosity trend disappears. It is interesting to note the presence of the well studied archetypal Type-II AGN NGC 1068 within the Tueller et al. Burst Alert Telescope (BAT) sample, given at a quoted X-ray luminosity some two decades fainter than its intrinsic X-ray luminosity inferred from hard X-ray model extrapolations.

3.2.2 Attenuation

In modelling the attenuation of an X-ray spectrum, one must characterise the cross-section. The total cross section is dependent on dominant phenomena in this energy range; photoelectric absorption and Thomson/Compton scattering. The cross section for the first phenomena, photoelectric absorption is taken from laboratory measurements and is a complex function highly dependent on the ionisation edges of elements present in the medium. The formulism used here is taken from laboratory experiments carried out by Morrison and McCammon in 1983:

<table>
<thead>
<tr>
<th>Energy Range (KeV)</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.030 - 0.100</td>
<td>17.3</td>
<td>608.1</td>
<td>-2150</td>
<td>–</td>
</tr>
<tr>
<td>0.100 - 0.284</td>
<td>34.6</td>
<td>267.9</td>
<td>-476.1</td>
<td>C</td>
</tr>
<tr>
<td>0.284 - 0.400</td>
<td>78.1</td>
<td>18.8</td>
<td>-4.3</td>
<td>N</td>
</tr>
<tr>
<td>0.400 - 0.532</td>
<td>71.4</td>
<td>66.8</td>
<td>-51.4</td>
<td>0</td>
</tr>
<tr>
<td>0.532 - 0.707</td>
<td>95.5</td>
<td>145.8</td>
<td>-61.1</td>
<td>Fe-L</td>
</tr>
<tr>
<td>0.707 - 0.867</td>
<td>308.9</td>
<td>-308.6</td>
<td>-294.0</td>
<td>Ne</td>
</tr>
<tr>
<td>0.867 - 1.303</td>
<td>120.6</td>
<td>169.3</td>
<td>-47.7</td>
<td>Mg</td>
</tr>
<tr>
<td>1.303 - 1.840</td>
<td>141.3</td>
<td>146.8</td>
<td>-31.5</td>
<td>Si</td>
</tr>
<tr>
<td>1.840 - 2.471</td>
<td>202.7</td>
<td>104.7</td>
<td>-17.0</td>
<td>S</td>
</tr>
<tr>
<td>2.471 - 3.210</td>
<td>342.7</td>
<td>18.7</td>
<td>0.0</td>
<td>Ar</td>
</tr>
<tr>
<td>3.210 - 4.038</td>
<td>352.7</td>
<td>18.7</td>
<td>0.0</td>
<td>Ca</td>
</tr>
<tr>
<td>4.038 - 7.111</td>
<td>433.9</td>
<td>-2.4</td>
<td>0.75</td>
<td>Fe</td>
</tr>
<tr>
<td>7.111 - 8.331</td>
<td>629.0</td>
<td>30.9</td>
<td>0.0</td>
<td>Ni</td>
</tr>
<tr>
<td>8.331 - 10.00</td>
<td>710.2</td>
<td>25.2</td>
<td>0.0</td>
<td>–</td>
</tr>
</tbody>
</table>

where the photoelectric absorption cross section per hydrogen atom, $\sigma_{PE}$ is:

$$\sigma_{PE} = (c_0 + c_1E + c_2E^2)E^{-3} \times 10^{-24} \text{cm}^2$$  \hspace{1cm} (3.1)
and the energy $E$ is in units of keV. The second and third cross-section components, those due to Thomson and Compton scattering can be combined, since Thomson scattering is the low-energy limit to Compton scattering. In Thomson scattering \textbf{elastic} scattering of a photon by a charged particle, while Compton scattering is the equivalent \textbf{inelastic} scattering. At lower energies ($\lesssim 1$keV) the correction to the cross section is negligible, whilst at higher energies the correction can become substantial. The Thomson/Compton cross-section can be derived from quantum electrodynamics, was done so by Klein and Nishina in 1929 can be parametrized as follows:

$$
\sigma_{KN} = \frac{2\pi e^4}{m^2c^4} \left[ \frac{1 + \beta}{\beta^2} \left( \frac{2(1 + \beta)}{1 + 2\beta} - \frac{1}{\beta} \ln(1 + 2\beta) \right) + \frac{1}{2\beta^2} \ln(1 + 2\beta) - \frac{1 + 3\beta}{(1 + 2\beta)^2} \right] 
$$

(3.2)

where $e$ is the electron charge ($1.6 \times 10^{19}$C), $m$ is the electron mass ($9.11 \times 10^{-31}$kg), $c$ is the speed of light ($3 \times 10^8$ms$^{-1}$) and $\beta$ is

$$
\beta = \frac{E}{mc^2}
$$

(3.3)

and $E$ is the photon energy. The left-hand term $\frac{2\pi e^4}{m^2c^4}$ is simply the Thomson cross section (which is simply $\sigma_T = 0.66524... \times 10^{-24}$cm$^2$), while the right-hand term is the Compton correction to this value which is asymptotic to unity at low energies, and decreases with increasing energy. The total cross section as:

$$
\sigma_T = \sigma_{PE} + \sigma_{KN}
$$

(3.4)

Using this total cross section, is it now possible to calculate the optical depth ($\tau$) of a medium with column density $N_H$ as

$$
\tau = N_H \sigma_T
$$

(3.5)

and in turn to calculate the output spectrum:

$$
f_E \propto E^{-\alpha}e^{-\tau}
$$

(3.6)

with the same proportionality constant as the unattenuated spectrum. In Figure 3.1 is shown the effect of different column density media on a power law spectrum.
Figure 3.1: A plot of the effects of attenuation on a power-law spectrum. The unattenuated power law is attenuated by media of varying column densities as denoted in the annotations.

### 3.2.3 The Luminosity Function

The formulation of the XLF is typically in the form:

$$
\phi(L) = \frac{1}{L} \frac{d \Phi(L)}{d \log_{10}(L)} = \frac{N}{L} \left[ \left( \frac{L}{L_*} \right)^{\gamma_1} + \left( \frac{L}{L_*} \right)^{\gamma_2} \right]^{-1}
$$

(3.7)

between 2-10keV Aird et al. (2010) where typical best fit parameters are given as $\log_{10}(N) = -5.1$, $\gamma_1 = 0.7$, $\gamma_2 = 3.14$ and $\log_{10}(L_*) = 44.96$ and are representative of the normalisation, low luminosity slope, high luminosity slope and characteristic break luminosity (at the knee of the luminosity function) respectively.
3.2.4 The X-ray Background

If we are to correctly constrain the obscured fraction in AGN, we must account for those sources which are completely obscured in the 2 – 10 keV energy range. The most efficient means of doing this is by using the XRB (which peaks at \( \sim 40 \text{ keV} \)) since we can infer the population of heavily obscured sources required to reproduce it. At lower energies (\( E_\gamma < 10 \text{ keV} \)), 80 percent of the XRB has been resolved into discrete sources (Hasinger et al. 2001, Rosati et al. 2002), with the bulk made up of both obscured and unobscured AGN. However, at harder X-ray energies the XRB is still unresolved due to instrumental limitations.

The number ratio of unobscured to obscured sources as measured at 2 – 10 keV is not in agreement with hard-X-ray background population synthesis models (Gilli et al. 2001, Yu and Tremaine 2002); the obscured sources in question must have column densities of \( N_H \sim 3 \times 10^{23} \text{ cm}^{-2} \) up to in excess of the CT regime, \( N_H > 5 \times 10^{24} \text{ cm}^{-2} \). XRB population synthesis models expect these heavily obscured objects to account for some 5-15 percent of the total 10 – 30 keV emission (Luo et al. 2011), contrasting with a 40 percent obscured fraction at lower energies.

The high levels of obscuration within the CT objects makes it very difficult to gain sufficient statistics for population and evolution studies. At X-ray energies hard enough to mitigate obscuration effects (\( \gtrsim 10 \text{ keV} \)), large area surveys capable of constraining the highly obscured and CT fractions at multiple evolutionary epochs have yet to be carried out. Current surveys, with their pencil beam nature, can do little to mitigate cosmic variance, and as such provide real problems in constraining the CT fraction.

3.2.5 Partial Covering

The idea of partial covering absorbers in AGN was first suggested in 1980 by Holt et al. They found that the X-ray spectrum of a local Seyfert galaxy, NGC4151\(^1\), could not be fit by a single uniform density absorber, but could be fit with a partial covering obscurer where \( \sim 10 \) percent of the intrinsic spectrum between 0.5 – 5 keV remains unabsorbed but a further 90 percent is covered by

\(^1\)one of the archetype Seyfert galaxies Karl Seyfert’s sample, in fact.
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a $N_H = 6 \times 10^{22} \text{ cm}^{-2}$ column. Work in 1985 by Reichert et al. (1985) showed three further sources with similar X-ray spectral features to NGC4151, covering a broad region of parameter space, with covering factors (CF) anywhere between 60 and 99 percent. This result suggested that not only could partial coverings be commonplace in AGN, but that there can be great variation from source to source. There have been many more AGN spectra that are best fit by partial covering obscurers (Matsuoka et al. 1990, Piro et al. 1990; 1992, Celotti et al. 1992), so much so that contemporary spectral fitting routines include partial obscuration as a key parameter (see Arnaud 1996, for example).

Recent work has published results for a source 1H 0419−577 which has a excess of counts in the hard X-ray ($> 10\text{ keV}$) compared to extrapolations from models based on previous data (Turner et al. 2009). The authors suggest that partial obscuration by a CT absorber with column density $N_H \gtrsim 1.25 \times 10^{24} \text{ cm}^{-2}$ and CF of 70 percent, along with a further intermediate obscurer of column density $N_H \gtrsim 1.25 \times 10^{22} \text{ cm}^{-2}$ and CF $\sim 16$ percent are responsible for this observed excess over model extrapolations.

The vital importance of this discovery lies in the miscalculations of intrinsic luminosities from different X-ray wavebands;

Observations which have hard ($> 10\text{ keV}$) X-ray data allow one to correct for a Compton thick partial fraction since the photons at these energies are less attenuated by such a medium. However, if observations only exist in softer wavebands ($< 10\text{ keV}$) then the presence of a Compton thick partial fraction will not be known. And so, without this full information the observer will correct only for the "intermediate" obscuration, leading to catastrophic differences between the inferred and true intrinsic luminosities. If we take the example of 1H 0419−577 described above, once the milder absorption component has been corrected for the observer would state the intrinsic X-ray luminosity at 30 percent of the true value; this is a huge problem! Any higher CT covering factor values will only make matters worse. For instance, if we assume the CFs published by Reichert et al. (1985) to be typical then a 99 percent CF as observed in NGC 9582, if CT, this would result in a two order of magnitude discrepancy between the inferred and true intrinsic X-ray luminosities.
And so, if partial CT obscurers are present in a large proportion of obscured objects, the statistics based on X-ray luminosities for these sources is going to be heavily biased towards the less obscured systems. While sources are binned in X-ray luminosity for statistical analyses such as measuring the obscured fraction vs. luminosity, the high luminosity-heavily obscured (both high in CF and column density) sources are going to contaminate lower luminosity bins occupied by only mildly-to-intermediately obscured sources.

In Figure 3.2 I show a cartoon of three X-ray sources, ranging from unobscured, partially obscured by a Compton thin medium, partially covered by a CT medium, through to both partially covered by both a CT and a Compton thin medium. The associated model spectrum for each object is included. These spectra will be described in more detail in the coming section.
Figure 3.2: A cartoon of three X-ray sources with different levels of obscuration, Compton thin (Ct) = light grey, Compton thick (CT) = black, unobscured (Un) = blue/dark grey. Corresponding X-ray spectra are included in right-hand plots, with the intrinsic power law shown as a solid line (blue), the Compton thin contribution to the spectra is shown as a dotted (red) line, the CT contribution to the spectra is shown as a dashed (black) line, while the final observed spectra are shown as a dot-dashed (green) line. Note that the effects of partial obscuration are exaggerated in the spectra so as to be visible.
3.2.6 Scattering

A complicating but important component of the X-ray spectrum is the scattered fraction.

Analogous to the hidden BLR in the optical regime, X-ray photons can be scattered along the line of sight. This scattered fraction must be carefully modelled when attempting to calculate the intrinsic X-ray luminosity, alongside partial obscuration. A reflection component can be indistinguishable from a partial obscurer, however, scattered fractions typically make up between $\sim 0.1 - 10$ percent (Noguchi et al. 2010) of the intrinsic luminosity, and not the much higher $\sim 70$ percent quoted for $\text{1H 0419-577}$ in Turner et al. (2009).

The reflection component of the X-ray spectrum is believed to originate from the accretion disc with X-ray photons emanating from the corona above the disc being reflected by a CT medium. Evidence supporting this claim comes from the detection of fluorescent Ke $\alpha$ lines, which can uniquely probe the circumnuclear region.

The X-ray spectra of AGN is likely to be complex, with contributory components from the primary continuum, Compton reflection from the accretion disc, partial obscuration from a number of clouds (with different covering factors and densities), re-emission from these clouds, fluorescent features within the reflection component, absorption edges from metals and the broadening features due to various kinematic and relativistic effects. Thus studying any single feature of the X-ray spectrum remains a very difficult task.

3.3 Aim

Based on the evidence that partial obscurers are present in a number of AGN, the aim is to show what possible effect this phenomenon could have on the observed obscured fraction vs. luminosity trend seen in the X-ray regime ($E < 10$keV).
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3.4 Modelling Partial Obscuration

If we have a partial obscuring component (or \( n \) non overlapping partial obscuring components across the source) then the Equation 3.6 generalises to:

\[
f_E \propto \sum_{i} C_i E^{-\alpha} e^{N_{Hi} \sigma_T} + \left( 1 - \sum_{i} C_i \right) E^{-\alpha}
\]  

(3.8)

where \( C_i \) is the fraction of the total that the obscurer \( i \) covers, with column density \( N_{Hi} \). Note that \( \sum_i^n C_i \leq 1 \). In Figure 3.3 is shown the effect a combination of a partial covering CT medium and a partial obscuring Compton thin medium on a power law spectrum. The a population of covering factor \( C \), the apparent luminosity \( K \) will be:

\[
K = (1 - C)L
\]  

(3.9)

and so if there are \( N \) objects, intrinsically in the luminosity range \( dL \), we observe them in the range \( dK \), where

\[
dK = (1 - C)dL
\]  

(3.10)

and so the density of objects in observed luminosity space is:

\[
\psi(K) = \phi \left( \frac{K}{(1 - C)} \right) / (1 - C)
\]  

(3.11)

If we consider a simple power law luminosity function \( \phi(L) = AL^{-\alpha} \) then

\[
\psi(K) = AK^{-\alpha} \cdot (1 - C)^{\alpha - 1}
\]  

(3.12)

and so for \( \alpha < 1 \) the effect is to increase the number density, while for \( \alpha > 1 \) the effect is to decrease the number density. Thus, the adjusted XLF \( \psi \), as a function of the observed X-ray luminosity \( K \), for a fraction \( f \) of the total population (i.e. \( f < 1, \sum_i f_i = 1 \)) is:

\[
\psi(K) = \frac{N}{K (1 - C)} \left[ \left( \frac{K}{(1 - C)L_*} \right)^{\gamma_1} + \left( \frac{K}{(1 - C)L_*} \right)^{\gamma_2} \right]^{-1}
\]  

(3.13)
NB compare this with Equation 3.7. $\psi(K)$ will increase the number density below $L_*$ (where $\alpha \simeq \gamma_1 = 0.7(<1.0)$) and decrease the number density above the $L_*$ (where $\alpha \simeq \gamma_2 = 3.14(>1.0)$). Consider a simple two population model. Population-1 is unobscured, with covering factor $c_1 = 0$, and is a fraction $f_1$ of the total. Population-2 has covering factor $c_2$ and fraction $f_2 = (1 - f_1)$. Figure 3.4 shows the result for $f_1 = 0.5$ and $c_2 = 0.99$. The obscured fraction is given by the ratio of the two luminosity functions, and shows a marked trend with apparent $L_X$. Figure 3.4 shows the effect of partial covering on the XLF, and the drop in the obscured fraction what would be observed.

Figure 3.3: A plot of the effects of partial obscuration on a power-law spectrum. An unattenuated power law is partially covered (95 percent) by a CT absorbed ($N_H = 2 \times 10^{24} \text{ cm}^{-2}$) as shown in green, with the remainder (5 percent) covered by a $N_H = 1 \times 10^{22} \text{ cm}^{-2}$ column, as shown in red. The combined flux from these two regions is shown and blue as would be measured by an observer, and the dotted line shows a possible “corrected” value for the spectrum after the thin component is corrected for, a factor of twenty below the intrinsic value.
Figure 3.4: A plot showing the effects of partial covering on the XLF. The left-hand figure show the intrinsic (uncovered) XLF as taken from Aird et al. (2010) (solid line) and the change that is produced in the XLF when every object is covered over 99 per cent of its surface with a Compton thick obscurer (dotted line). The right hand figure shows the observed $f_{\text{obs}}$ for an intrinsic obscured population making up 50 per cent of all AGN, all being partially covered over 99 per cent of their X-ray surfaces.

### 3.4.1 The Data

In order to develop models of partial covering fractions, it is necessary to compare to a suitable observational data set: The data used here are taken from Hasinger (2008). In this work Hasinger used a combination of optical spectroscopy and $0.5 - 10$keV X-ray data to classify AGN as either “unabsorbed” (type-I) or “absorbed” (type-II). First, sources with X-ray luminosity $\log(L_x) < 42$ erg s$^{-1}$ were rejected since below this cutoff it becomes very difficult to differentiate between low luminosity AGN and luminous star forming galaxies. Next, a hardness ratio (HR) for the X-ray sources was measured:

$$HR = \frac{\langle H - S \rangle}{\langle H + S \rangle}$$  

(3.14)
where H and S are the X-ray count rates in the hard and soft bands, 2–10keV and 0.5–2keV respectively. A HR cutoff of -0.2 was used to best separate obscured and unobscured objects, since only 3.4 percent of Broad Line AGN (i.e. optically classified as having permitted lines with linewidths > 1,000km s$^{-1}$) are “softer” than -0.2 (i.e. higher than -0.2). Sources which were ambiguously classified in the optical regime are classified according to their hardness ratio alone.

### 3.5 Two-Population Model

Starting with the simplest model with two populations, one partially covered the other uncovered, I first plot representative XLFs for both, illustrating the aforementioned redistribution of sources from higher luminosity bins to lower luminosity bins for the partially covered sources. The only way that such a redistribution of sources will lead to the observed obscured fraction-luminosity relation is if the partially obscured sources have some form of visible (but Compton thin) obscuration such that they can be spectrally classified as obscured sources, otherwise they will just appear as less luminous unobscured objects. This assumption seems reasonable since partial CT obscuration without any associated Compton thin obscuration is unlikely. For this model I have two free parameters representing the fraction ($f_{2a}$) of the total population with a fraction of their X-ray region totally covered ($c_{2a}$). The fraction of uncovered sources $f_1$ is constrained to $1 - f_{2a}$, and by definition the uncovered sources have covering factor $c_1 = 0$.

I fit this model to the data described above using chi-squared minimisation:

$$
\chi^2 = \sum_i \frac{(O_i - E_i)^2}{\sigma_{Ei}^2}
$$

(3.15)

where $O_i$ and $E_i$ represent the observed and expected datum respectively and $\sigma_{Ei}$ represents the uncertainty on the observed datum. Therefore I want to minimise this value to give the best fit of my model to the data. More generally it is important to consider how many free parameters there are in my model, since if I have more free parameters it should in principle be easier to fit the resulting more complex model to the data; we must therefore use a metric that it capable of comparing arbitrarily complex models with any number of free parameters.
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The key parameters in doing this is the *degrees of freedom*, $\nu$ which is defined as $\nu = N - n - 1$, where $N$ is the number of observations and $n$ is the number of fitted parameters. The reduced chi-squared is given as:

$$\chi^2_\nu = \frac{1}{\nu} \sum_i \frac{(O_i - E_i)^2}{\sigma_{E_i}^2}$$

(3.16)

As a rule of thumb, a high $\chi^2_\nu$ (i.e. $\gg 1$) is a poor fit to the data, and a very low $\chi^2_\nu$ (i.e. $\ll 1$) usually indicates an overestimate of the error variance, while $\chi^2_\nu = 1$ is desirable. As one can see, if $n > N$, $\nu < 0$ and so $\chi^2_\nu < 0$, this shows that highly complex models with many free parameters can only be investigated with large observational datasets.

Including confidence limits with my best fit model parameters, I do so by obtaining a value for $\Delta\chi^2$ from a $\chi^2$ distribution table for $\nu$ degrees of freedom. In order to maintain simplicity I marginalise the errors (meaning that all other parameters are held fixed at their best-fit values). Thus for a 1σ (68 percent) confidence interval, I search within a $\Delta\chi^2 = 1.0$. And so, once I have found a minimum chi-squared value for a model fit, I find the confidence limits by finding the values where

$$\chi^2 = min(\chi^2_\nu) + \frac{\Delta\chi^2}{\nu}$$

$$= min(\chi^2_\nu) + \frac{1.0}{\nu}$$

(3.17)

When I fit this simple two population model to the data, I find a poor fit. The best fit parameter values, reduced chi-squared and associated probability for this, and subsequent discrete population models are shown in Table 3.1

Figure 3.5 shows the best fit-two free parameter model overlayed upon the Hasinger (2008) data. The figure shows that whilst it is possible to match the obscured fraction for any given small luminosity range, the “drop” in the obscured fraction is much too steep to match the data.
Table 3.1: Best fit parameters with marginalised errors for the discrete population models, along with reduced chi-squared values $\chi^2_\nu$ and the associated model probabilities, $p$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>2-Pop Model</th>
<th>3-Pop Model</th>
<th>4-Pop Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>0.578$^{+0.012}_{-0.01}$</td>
<td>0.453$^{+0.022}_{-0.02}$</td>
<td>0.313$^{+0.022}_{-0.0114}$</td>
</tr>
<tr>
<td>$c_{2a}$</td>
<td>0.915$^{+0.008}_{-0.008}$</td>
<td>0.283$^{+0.120}_{-0.122}$</td>
<td>0.999$^{+0.0002}_{-0.0002}$</td>
</tr>
<tr>
<td>$f_{2a}$</td>
<td>0.422$^{+0.01}_{-0.02}$</td>
<td>0.126$^{+0.010}_{-0.010}$</td>
<td>0.476$^{+0.020}_{-0.008}$</td>
</tr>
<tr>
<td>$c_{2b}$</td>
<td>-</td>
<td>0.959$^{+0.004}_{-0.006}$</td>
<td>0.941$^{+0.009}_{-0.009}$</td>
</tr>
<tr>
<td>$f_{2b}$</td>
<td>-</td>
<td>0.327$^{+0.020}_{-0.020}$</td>
<td>0.139$^{+0.0085}_{-0.0085}$</td>
</tr>
<tr>
<td>$c_{2c}$</td>
<td>-</td>
<td>-</td>
<td>0.254$^{+0.120}_{-0.130}$</td>
</tr>
<tr>
<td>$f_{2c}$</td>
<td>-</td>
<td>-</td>
<td>0.068$^{+0.0062}_{-0.0061}$</td>
</tr>
<tr>
<td>$\chi^2_\nu$</td>
<td>5.56</td>
<td>2.41</td>
<td>1.154</td>
</tr>
<tr>
<td>$p$</td>
<td>$3.1 \times 10^{-10}$</td>
<td>0.005</td>
<td>0.320</td>
</tr>
</tbody>
</table>

### 3.6 Three-Population Model

Increasing the complexity of the model to include a further partially covered population, I now have a four free parameter model ($f_{2a}$, $c_{2a}$ and $f_{2b}$, $c_{2b}$ where $f_{2b}$ and $c_{2b}$ represent the fraction and covering factor of a new population) with $f_1 = 1 - f_{2a} + f_{2b}$ constraint. With this increased complexity, running a simple full parameter space exploration as undertaken for the two-population model would become much too time-consuming, and so a grid search algorithm was adopted:

This method minimises chi-squared for each parameter in turn by calculating chi-squared at a random value, $n$, of that parameter, along with the chi-squared values for the grid points either side of $n$, $n \pm \delta n$. The value of $n$, $n \pm \delta n$ with the lowest chi-squared value is taken as the new centre, and the local minimum is iterated towards. The best fit value is taken at this chi-squared and the parameter is fixed whilst the same process is undertaken for all other parameters in succession. This process is repeated until a local minimum is converged upon. The process gets repeated several times, starting with different random parameter values, so as to make sure that the minima are global in the parameter space and not just local minima. When this is confirmed the resolution of the parameter space is increased, the best fit parameters are taken as the initial parameters and a higher resolution fit takes place. The best fit parameters for a three-population model are again shown in Table 3.1. While this model fits the data far better that the two-population model, it still does not make for a satisfactory fit ($\chi^2_\nu = 2.41$). Interestingly, however, we see two very different populations emerging, one with a
very high CF ($c_{2b}$) and another with a much lower CF $c_{2a}$, much like what is seen in the individual object 1H 0419–577. The three population model best fitting the Hasinger (2008) data is shown in Figure 3.5.

### 3.7 Four-Population Model

Extending the model yet further to include a third partially covered population (with free parameters $f_{2c}$ & $c_{2c}$) appears the next logical step. Looking at the data set taken from Hasinger (2008) one observes three distinct plateaux, which may well not be real in the general population, but are nonetheless present in this sample. Quantitatively we see these plateaux at log $L_X \simeq 43, 44.5, 46$ erg s$^{-1}$. Because of this, I see a significantly better fit to the data when I adopt the four-population model with three distinct partially covered populations. When I perform a chi-squared minimisation on this model I get a quite intriguing result. The unobscured fraction is significantly reduced in this scenario with $f_1 \simeq 0.3$, and I begin to see the significance of the three very different obscured populations; the extremely covered objects with covering factor in excess of 99.9 percent, but making up the most significant fraction of the total population ($\sim$50 percent) which vitally boosts the observed low luminosity obscured fraction at log $L_X \leq 44$ [erg s$^{-1}$], the heavily partially covered sources with around 95 percent obscuration
accounting for some 14 percent of the AGN population dominating the statistics at \( \log L_X \simeq 44-45 \text{ erg s}^{-1} \), and a mildly partially covered population with \( \sim 25 \) percent obscuration, which whilst making up only a very small fraction of the total population \( (f_{2c} = 0.07) \) is key to explaining the rather slow decline in the observed obscured fraction at high luminosities \( (\log L_X \simeq 45-47 \text{ erg s}^{-1}) \). Figure 3.6 shows the best fitting four population model to the Hasinger (2008) data set. Figure 3.7 shows the marginalised error ellipses for the parameters in the four population model.

![Figure 3.6](image)

Figure 3.6: A plot showing the best fit-four population (left hand) and Gaussian continuous fraction population (right hand) models to the Hasinger (2008) data.

### 3.8 Continuous Fraction Distribution Model (CFDM)

It follows from an ever increasingly complex model with up to four separate populations that the next logical step would be to have a more general model where the obscured population exhibits a continuous distribution of partially covered fractions. Put more phenomenologically, each source would have an anisotropically distributed number of clouds, which depending on the sources relative orientation to the observer will show different degrees of partial covering in the X-ray regime.
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If we naively assume a torus based model, then the opening angle of the torus defines the unobscured fraction, whilst the geometry of both individual clouds within the torus, of the torus itself, and of their relative orientation to the observer will dictate whether any individual source will be mildly partially covered, heavily partially or extremely partially covered in the X-ray regime.

The first continuous distribution model to be tested is that taken from a half-Gaussian distribution of covering factors. By looking at the general trend set by the four population model, a small fraction with low covering factor increasing to larger fractions at higher covering factors will be required. First I assume an uncovered population with \( c_1 = 0 \) and fraction \( f_1 \), and a second population with a range of covering factors such that \( f(c) \, dc \) is the fraction of objects with \( c \) in the range \( c \) to \( c+d \). The overall fraction of partially covered objects is \( f_2 = \int_0^1 f(c) \, dc \), and the normalisation of \( f(c) \) is constrained such that \( f_2 = 1 - f_1 \).

\[
\begin{align*}
  f(c) &= A e^{-z^2} + k \\
  z &= \frac{c - \mu}{\sigma}
\end{align*}
\]

where the free parameters \( A, \mu, \sigma \) and \( k \) where \( A \) is the physical height of the Gaussian peak, \( \mu \) is the location of the peak of the half Gaussian (in \( c \)), \( \sigma \) is the Gaussian width, and \( k \) is a constant. \( c \) is the set of covering factors running from uncovered (0,0) to totally covered (1,0). I constrain \( A \) according to \( f_2 \) and place a reasonable constraint on \( \mu \) of 1.0, since in the four (discrete) population model

Figure 3.7: A plot showing the marginalised uncertainties for the best fit parameters in the four population models to the Hasinger (2008) data.
3.8. Continuous Fraction Distribution Model (CFDM)

Table 3.2: Best fit parameters with marginalised errors for the Continuous Distribution Models

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Gaussian + const.</th>
<th>log-Gaussian + const.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>0.381$^{+0.01}_{-0.01}$</td>
<td>0.333$^{+0.007}_{-0.009}$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.028$^{+0.007}_{-0.006}$</td>
<td>0.028$^{+0.008}_{-0.006}$</td>
</tr>
<tr>
<td>$k$</td>
<td>0.016$^{+0.002}_{-0.002}$</td>
<td>0.045$^{+0.005}_{-0.003}$</td>
</tr>
<tr>
<td>$f_b$</td>
<td>-</td>
<td>0.300$^{+0.02}_{-0.03}$</td>
</tr>
<tr>
<td>$c_b$</td>
<td>-</td>
<td>0.9989</td>
</tr>
<tr>
<td>$\chi^2_\nu$</td>
<td>2.03</td>
<td>1.38</td>
</tr>
<tr>
<td>$p$</td>
<td>0.018</td>
<td>0.173</td>
</tr>
</tbody>
</table>

The extremely obscured population makes up a significant fraction of the total population. This leaves the model with only three free parameters; $f_1$, $\sigma$ and $k$. Using the same chi-squared minimisation technique as previously described, the best fit parameters for this model are included in Table 3.2. The best fit model is a very narrow half Gaussian, combined with a very small contribution across the all covering factors from $k$. This model is promising given its relative simplicity (only three degrees of freedom) but is not as good as the four population discrete model detailed above. I attempt further distributions; logarithmic, linear, sinusoid, sigmoid and log-Gaussian, but of these, only the log-Gaussian provides a reasonable fit to the Hasinger (2008) data.

3.8.1 A log-Gaussian distribution model

The next model tested is a Gaussian in $\log_{10} c$, i.e. with $f \; dc$ as defined above but with $z = (\log_{10} c - \mu_{\log c})/\sigma_{\log c}$. Again by setting the same constraint that the distribution peaks at $c = 1$, $\mu_{\log c}$ is set to zero. An added layer of complexity is added here; It seems that all continuous distributions are hindered by requiring such a high fraction of extremely obscured objects, I therefore introduce another free parameter. The “buried” fraction that I introduce is reminiscent of the extremely obscured fraction in the four population model above ($f_2 c, c_2 c$), and the covering factor of this fraction is fixed accordingly ($c_b = 0.999$). Thus only one further free parameter is introduced; $f_b$ is the fraction of “buried” objects, and thus $F = 1.0 - (f_1 + f_b)$. So the log-Gaussian model has four free parameters, $\sigma_{\log c}$, $k$, $f_1$ and $f_b$. The best fitting model parameters to the Hasinger (2008)
data set are also shown in Table 3.2 along with the reduced chi-squared value for this fit. This model shows a far better fit to the model that the half Gaussian model. The log-Gaussian best fitting model is compared to the Hasinger (2008) data in Figure 3.8.

The “Buried” Fraction

Interestingly, the “buried” fraction, \( f_b \), is necessitated only by the two lowest luminosity points in the Hasinger (2008) data set. If one ignores these two data points, then the log-Gaussian model is equally well fit without this fixed fraction. This result is also shown in Figure 3.8 along with the log-Gaussian model fit. Indeed at such low X-ray luminosities \( (\log_{10} L_X < 42.5 \text{ erg s}^{-1}) \) one must begin to worry about contamination due to other activities in the X-ray regime (e.g. X-ray binaries, supernova remnants), and so one must be very careful in interpreting this result.
3.9 The X-ray/IR ratio

Ideally one would measure the UV emission to infer the intrinsic luminosity of an AGN. In reality however, much of the UV emission is attenuated and re-emitted in the IR. We therefore use the IR as a proxy for the intrinsic luminosity of...
the AGN, and as such one hopes to see a correlation in the IR vs. attenuation corrected X-ray luminosity ratio.

Gandhi et al. (2009) have shown a tight correlation between X-ray and small-aperture mid-IR luminosity. Their data is reproduced in the upper panel of Figure 3. Note that Gandhi et al made careful efforts to correct for both standard X-ray absorption and Compton thick absorption - partly from the use of hard X-ray data from Suzaku/Integral/SWIFT, and partly from the use of other data such as [OIII] luminosity, which allowed them to estimate the scattered fraction in Compton-thick cases. The degree of correction sometimes necessary is indicated by the two starred points, which show the apparent and corrected luminosities of the archetypal Type 2 AGN, NGC 1068. Overall, the Gandhi et al study shows that when full information and high quality data is available, IR and X-ray emission are tightly correlated.

A rather different picture is shown in the lower panel of Figure 3.9, which uses data from LaMassa et al. (2011) and Brightman and Nandra (2011). LaMassa et al. correct only for the observed X-ray column. Brightman and Nandra also use the observed equivalent width of the Fe-Kα (6.4keV) line to infer additional Compton thick absorption, using reflection models, but it is far from clear this will find all the additional absorption, and will be much less accurate. These two samples show a large spread in the IR/X-ray ratio. The figure shows the expected effect of various amounts of partial covering, using the Gandhi et al line as the upper envelope. The spread seen is roughly consistent with the range of partial coverings implied by the model fits of Section 3.7. It is also clear objects optically classified as Type 1.8-1.9 or Type 2 have a systematically different IR/X-ray ratio. (We note that when there are objects in common between the LaMassa et al. and Brightman and Nandra samples, there is sometimes considerable disagreement on the X-ray luminosity, but perhaps this shows how hard X-ray luminosity correction is).

The contrast between the upper and lower panels of Figure 3.9 shows that while it is possible to fully correct X-ray luminosity, standard 2-10keV surveys are unlikely to do so - considerable unrecognised Compton-thick absorption may be present.

As well as the careful correction, the other key difference between the Gandhi et al. (2009) study and the LaMassa et al. (2011) and Brightman and Nandra
(2011) studies, is that Gandhi et al. (2009) used newly measured small aperture mid-IR fluxes, whereas the other two studies use IRAS large aperture fluxes. This could add a spread in the IR/X-ray ratio due to starburst contamination. We have included the X-ray vs IR correlation for starburst galaxies from Asmus et al. (2011) in Figure 3.9. Vasudevan et al. (2010) have quantified this issue. The correction will vary from object to object of course, but in general no source with log_{10} L_X > 43 \text{ erg s}^{-1} has greater than 50 percent contamination, while some sources below log_{10} L_X = 43 \text{ erg s}^{-1} have stellar contamination a factor of several. While this is therefore important, it does not explain the effect shown.
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Figure 3.9: A plot of IR vs. “corrected” X-ray luminosities for a sample of sources taken from Brightman and Nandra (2011), over-plotted with best fit model lines from Gandhi et al. (2009) with varying degrees of partial obscuration. We have also included NGC 1068 (star symbols) at both intrinsic and corrected X-ray luminosities, data being taken from Pounds and Vaughan (2006) and Pier et al. (1994) for the observed and intrinsic X-ray luminosities respectively, and Marco and Brooks (2003) for the IR luminosity.
3.9. The X-ray/IR ratio

Star Formation

Could the IR/X-ray luminosity ratio observed be accounted for by a difference in star formation rates? Evidence for Type-II AGN having higher star formation rates than their Type-I counterparts is disputed in the literature; results from Maiolino and Rieke (1995), Hiner et al. (2009) claim a statistically significant difference (by up to a factor of 50 percent), while results from Netzer (2009), Meléndez et al. (2008) and this work (Chapter 4) show no such difference in star formation rates. If such a discrepancy does exist between star formation rates then this would not be seen in the IR luminosities of the Gandhi et al. (2009) data in Figure 3.9, since the data here are from small apertures probing only the central regions. Even if we allow for this effect, a 50 percent difference in star formation rates between Type-I and Type-II objects does not account for the 2-3 order of magnitude spread in IR luminosity in the Brightman and Nandra (2011) and LaMassa et al. (2011) samples.

Variability

Could variability account for the spread in X-ray vs. IR luminosities that are observed in the Brightman and Nandra (2011) and LaMassa et al. (2011) datasets? Infrared variability is unimportant. Although near-IR variability in Seyfert galaxies is well known (e.g. Sukanuma et al. 2006) it is typically only a few tenths of a magnitude; in the mid-IR, variations are seen on a timescale of years with Spitzer, but they are of typical size 0.1 mag (Kozłowski et al. 2010). In the X-ray regime variability is a common trait, with flux variations of order 50 percent on intra-day timescales (e.g. Uttley et al. 2003, Arévalo et al. 2008, Breedt et al. 2009). The absolute variability measured in a number of objects cannot feasibly account for the 2-3 order of magnitude spread seen in the data. However, variability is an issue that will hinder measurements of X-ray vs. IR luminosities which can only be overcome by simultaneous measurements in both regimes.
3.10 Discussion

3.10.1 The Implications and Comparisons to Other Models

The log-Gaussian model proposed above predicts that there is a fixed fraction of extremely obscured, or “hidden” sources, and a further population with a continuous distribution of covering factors across all values from $c = 0 \rightarrow 1$. This continuous distribution population is a necessary addition to the model, since it models the gradual decline observed in the obscured fraction with increasing luminosity, whilst the extremely obscured sources are responsible for the low luminosity boost in observed obscured sources. The model predicts that $\sim 30$ percent ($f_b = 0.300$) of all AGN are extremely obscured (99.9 percent covered) along the line of sight, and a further $\sim 37$ percent ($\mathcal{F} = 1 - f_1 + f_b = 0.367$) belong to this population displaying some amount of CT obscuration.

If one adopts the torus model commonly used in the unified scheme, then such a configuration is representative of a torus with a opening half-angle of $55^\circ$, while the “buried” fraction corresponds to an opening half-angle of $72^\circ$. In between these two angles would be a rather substantial graded region where the torus is not opaque, but produces partial covering. This is quite hard to understand in a traditional smooth torus model, but may happen fairly naturally in a clumpy torus model (e.g. Stalevski et al. 2012, and references therein). If the mean number of clouds in the line of sight is $\mu$, then assuming that along different sight lines this quantity is Poisson distributed, then the fraction of sight lines with one or more clumps, i.e. the covering factor, will be $c = 1 - e^{-\mu}$. So for example $\mu = 1$ would give $c = 0.63$ whereas $\mu = 7$ would give $c = 0.999$. This general point about clumpiness also applies to alternatives such as disc wind or misaligned disc models.

Do small high density clouds exist in the vicinities of AGN central engines? It has been possible to observe a cloud transiting an X-ray emitter within an AGN, with central column density of $\sim 3 \times 10^{23}$ erg s$^{-1}$, reducing down to $\sim 3 \times 10^{22}$ erg s$^{-1}$ in the envelope (Maiolino et al. 2010) which could also be evoked to explain the higher levels of variability that are observed in obscured objects over unobscured objects Beckmann et al. (2007). One could indeed use these column densities along with variability measurements as a starting point for further development.
of a cloud distribution model.

The predicted “hidden” fraction, unobscured fraction and partial obscuring fraction are in line with direct observations (Winter et al. 2009), whilst reproducing the obscured fraction vs. luminosity relation as well as the putative model, the receding torus model (see below), and are consistent with X-ray/IR ratio results.

3.10.2 Receding Torus Model

The current favoured model used to explain the observed trend of the obscured fraction vs. luminosity is known as the receding torus model (Lawrence 1991). This model prescribes a fixed height torus around all AGN accretion discs, with the inner radius (and hence the torus opening angle) determined by the dust sublimation temperature, which in turn scales with the luminosity of the central engine. Hence higher luminosity sources would have smaller sky covering fractions and so there are more unobscured objects than obscured objects at high luminosities. While this model is supported by many works (e.g. Hill et al. 1996, Willott et al. 2000, Grimes et al. 2004), a critical assumption that the torus has a fixed physical height across all objects is one which may be at odds with physical motivations. The problem here is twofold, firstly AGN-induced star formation will result in more feedback due to supernova, thus “puffing-up” a torus, and secondly, more luminous AGN require more accreting material and so a higher mass reservoir. This will result in a modification to the receding torus model whereby the torus height becomes a function of the central engine luminosity (which, only in an extreme case would cancel out the radial effect resulting again in a fixed ratio torus). Results from Cao (2005) and Simpson (2005) show that a shallow slope in obscured fraction vs. luminosity is observed, predicting a non-constant torus scale height.

Work undertaken by Lu et al. (2010) shows that by careful correction of reddening in an \([\text{OIII}]\) sample, any fractional dependence on luminosity can be removed. Combining this with the calculated Type-II fractions from optical volume limited, IR and radio samples, which all show no luminosity dependence of the Type-II fraction (i.e. a fixed Type-II fraction), it is difficult to reconcile the receding torus model with these results. This is discussed in more detail in
3.10.3 Warped Disc Model

An alternative to the torus model is the warped disc model (Sanders et al. 1989, Lawrence 2007, Lawrence and Elvis 2010, e.g.) in which fueling material infall occurs from completely random directions only a well defined central accretion axis. The obscured objects (or more precisely, the Type-II objects in the optical) are, on average, those sources with larger misalignment and so have larger covering factors. This model can be used to explain phenomena including the prominence of dust lanes in Type-II objects, why Type-II objects have weaker narrow-line emission for a given radio power, and why Type-II objects are more luminous in the IR as a fraction of their bolometric luminosity. This model does not predict a luminosity dependence of the obscured fraction. See Lawrence and Elvis (2010) for a full discussion.

3.10.4 Cloud Locations

In order for a cloud to partially cover a source, it must realistically be smaller in projection than the object which it obscures (or else in the special case, of grazing angle along the line of sight). Thus to be smaller in projection, the cloud must both lie very close to the object it is obscuring and be physically smaller than the source itself. For this to be the case for X-ray obscuration, the clouds must lie well within the BLR. Thus in such a model, there would not necessarily be any correlation between the classification of optically Type-I and X-ray unobscured AGN sources.

The idea of such clouds in the central regions of AGN is not a new one (see e.g. Celotti et al. 1992, Bond and Matsuoka 1993, Nandra and George 1994). The work undertaken by Nandra and George (1994) shows the X-ray spectra for systems with such clouds including light scattered into the line of sight; such modelling shows that the resultant X-ray spectra do not have a dramatic drop in flux at low X-ray energies (compare with Figure 3.2) but is more or less indistinguishable for unobscured objects at low X-ray energies.

Work by Krolik and Kallman (1987) shows the forward scattered X-ray
radiation to be not insignificant in any torus-like geometry. This is reinforced by models developed by Ghisellini et al. (1994) and Krolik et al. (1994).

Heavily obscured objects are often reflection dominated (see e.g. Reynolds et al. 1994). Note that the model spectrum used in this work to describe a possible “under-correction” of the intrinsic X-ray luminosity does not account for the possibility of reflection dominated Compton thick sources. Indeed, by including a (dominant) reflection component in each heavily covered source much of this effect will be negated.

3.10.5 Future Work

In order to be considered viable, the above model must be extended to include optical obscuration effects, allow for the soft X-ray excess and intra-day variability seen in many sources, account for reflection dominated sources (and the associated line flux contributions to the soft X-ray flux), as detailed above, as well as explain the X-ray Baldwin effect-luminosity dependence seen in AGN (Iwasawa and Taniguchi 1993, Ricci et al. 2013). The model could then be either evolved using XLF evolution models to see whether the relative fractions of each population remain constant, or else infer constraints on the unobscured XLF at high redshifts.

These aims are outwith the scope of this work, which simply address the obscured fraction X-ray luminosity dependence in light of recent spectral observations of individual AGN in the $2 - 10\,\text{keV}$ X-ray regime.

Sample selection and modelling will also play a vital role in the development of this work. For instance, sources with higher levels of obscuration (either in the X-ray or optical regime) will be subject to higher contamination due to stellar processes, and so careful modelling and extensive observations capable of deblending contributions from both processes will be very important for calculating intrinsic luminosities for the central engines of heavily obscured objects. Also since highly obscured sources are less likely to be detected optically it is imperative that one creates a volume limited sample within a feasible column density range, such as to minimise selection effects.

Whilst recent results in the hard X-ray regime ($> 10\,\text{keV}$) confirm the findings at lower energies ($< 10\,\text{keV}$), that is, a decrease in the number of obscured sources relative to unobscured source as a function of luminosity, it has been argued that these observations may still be strongly influenced by CT sources: Theoretical
calculations show that hard X-ray surveys can still be biased against obscured sources, with unobscured sources (i.e. with CT material but not along the line of sight) having enhanced X-ray luminosities of up to 40 percent over their obscured counterparts, so it seems that an unbiased sample in the X-ray regime may not be possible for some time. (Yaqoob and Murphy 2010).

Results showing a similar trend in the optical regime, using $[\text{OIII}]$ luminosity as a proxy to the intrinsic AGN luminosity, have been shown to be falsifiable if reddening corrections are carefully handled.

Spectral observations of individual AGN in the $2 - 10\text{keV}$ energy range have shown a number of sources to have complex spectral features, including partial obscuration by different column density media. With these observations in mind, this work has developed a model making use of partial obscuration as a means to explain the observed obscured fraction vs. X-ray luminosity seen at these energies.

### 3.11 Conclusions

In this chapter I have developed a partial obscuration model to explain the observed obscured fraction vs. X-ray luminosity trend seen in AGN. While the best fitting model is a four discrete population model (one unobscured and three obscured at very different levels), this motivates a continuous distribution model in which there is an unobscured population and a further obscured population in which the level of covering is determined by a distribution of covering factors. Such a model is best fit to a particular observational data set (Hasinger 2008) but introducing a “buried” population of sources with 99.9 percent covering factor, representative of 30 percent of the total population, and a further 37 percent of the population having covering factors dictated by a log-Gaussian distribution. For the best fitting model parameters, the unobscured fraction is found to be one third of the total population. The introduction of the “buried” population is dependent on the quality of the results in the low-luminosity X-ray regime ($\log_{10}L_X < 42.5 \text{ erg s}^{-1}$), which can become contaminated by galactic sources. If these luminosity bins are rejected, this negates the need of a “buried” fraction all together.

Not only does this model reproduce the observed obscured fraction vs. X-ray
luminosity trend observed by Hasinger (2008), but it also explains much of the variation seen in the X-ray/IR ratio (Brightman and Nandra 2011, LaMassa et al. 2011) in AGN samples.
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Chapter 4

Classification and Characterisation of H-ATLAS 250µm Selected Sources

4.1 Abstract

Using spectral line diagnostics, Herschel 250µm sources in the H-ATLAS and GAMA + SDSS overlapping fields are classified and characterised. A sample of 7433 sources spanning redshift range $0 < z < 0.38$ contains 36 broad line (type-I) objects, 146 narrow line (type-II) objects, 234 LINERs and 2090 star forming galaxies, as well as 229 ambiguously classified objects (either composite star forming-AGN, or type-II/LINER objects) and 4697 passive galaxies. The sample has a median stellar mass, star-formation rate and infrared luminosity of $2 \times 10^{10} M_\odot$, $1.3 M_\odot$ yr$^{-1}$ and $2.7 \times 10^{10} L_\odot$ respectively, hence probing quiescent star-forming objects far from the Ultra Luminous Infra-Red Galaxy (ULIRG) regime.

No evidence is found for a type-II AGN fraction ($f_2$) vs. $\text{[OIII]}$ luminosity dependence, at odds with predictions from the receding torus model.

By decomposing the AGN fraction into type-I+type-II AGN vs. LINERs a positive correlation in the AGN fraction vs. galaxy formation time, $t_{\text{form}}$, is found that is entirely dominated by the LINER population. Negative correlations in the AGN fraction vs. 250µm luminosity, $L_{250\mu m}$ and vs. dust mass, $M_{\text{dust}}$ are reported that are also entirely dominated by the LINER population. The type-
I+type-II AGN fraction shows no significant change vs. $t_{\text{form}}$, $L_{250\mu m}$, $M_{\text{dust}}$. An AGN fraction vs. stellar mass, $M_*$ dependence is also reported in both the type-I+type-II AGN and LINER populations, but with a shallower dependence than found in previous works.

The LINER population is found to be significantly older than the type-II AGN population, with a much lower star formation rate and significantly less dust for a given stellar mass. The type-II AGN have a larger range of colour excesses ($E(B-V)$) in nebular lines compared to LINERs. Further significant - though weak - trends are found in the evolution of spectral line ratios with stellar age. The passive population, which makes up the majority of the sample, is found to be older, more far-infrared luminous, more quiescent and to have less dust for a given stellar mass than the star forming population. A classification bias due to the aperture effect is investigated, but shown to have a minimal effect on the conclusions.

4.2 Introduction

Observations in the far-IR (FIR) reveal emission from cold dust in galaxies. While dust represents a tiny fraction of the mass density of the Universe, stars form in dense gas and dust clouds with the dust getting heated by UV radiation from these stars. Also, starlight from the general stellar population contributes to heating the dust. Thus measuring the FIR emission from galaxies allows us a relatively unbiased view of their star formation. With general dust temperatures in the 10-100K region, we are far from the hot dust emission associated with Active Galactic Nuclei (AGN), which lies at 100 – 300K (and up to $\sim 1,000K$, close to the dust sublimation temperature).

4.2.1 Photometric Modelling of Dust

The photometric FIR data of star forming regions can be well modelled by a greybody spectrum at characteristic dust temperature, $T_d$, a blackbody modified
by the emissivity index, $\beta$, which is frequency dependent:

$$S_\nu = \epsilon_\nu B_\nu = \nu^\beta \left( \frac{2h\nu^3}{c^2} \frac{1}{\exp(h\nu/kT_d)} - 1 \right)$$

(4.1)

where $S_\nu$ is the flux density, $\epsilon_\nu$ is the emissivity equal to $\nu^\beta$ where $\nu$ is the frequency. $T_d$ is the characteristic temperature of the medium, $B_\nu$ is the spectral radiance for a black body, defined as the bracketed term in the above equation, $k$ is the Boltzmann constant, $h$ is Planck’s constant, $c$ is the speed of light in a vacuum.

### 4.2.2 Where does the dust come from?

The main production of dust is believed to occur in type-II supernovae and in low-intermediate mass Asymptotic Giant Branch (AGB) stars. Type-II supernovae are large, singular stars than have undertaken thermonuclear fusion up to iron in the core, as well as lighter metals in shells, before exploding and enriching the Interstellar Medium (ISM) with these elements (Todini and Ferrara 2001). In low-intermediate mass AGB stars heavier elements are dredged up from the cores before being expelled through stellar winds (Valiante et al. 2009; 2011).

### 4.2.3 Reddening

Dust acts to extinguish and redden the light emitted from a host galaxy. Studies of dust from the Milky Way have shown a simple relation between wavelength and extinction (Cardelli et al. 1989) with a characteristic feature at 2175Å associated with small carbonaceous grains (Mathis et al. 1977). Studies of dust in the Magellanic Clouds have, however, found a much flatter relationship between wavelength and extinction, with little to no sign of a 2175Å feature.

Calzetti et al. (2000) undertook observations in order to constrain the dust extinction for starburst galaxies. They found the dust extinction to be steeper than that of the Milky Way and Magellanic Clouds.

It is the combined knowledge of these extinction laws which make up modern ISM models for dust. The mean extinction law depends on only one parameter,
which is chosen to be $R_v$, where

$$R_v = \frac{A(V)}{E(B-V)} = \frac{A(V)}{A(B) - A(V)}$$  \hspace{1cm} (4.2)

where $A(V)$ and $A(B)$ are the total extinction in the V and B bands respectively. This parameter, $R_v$ is typically taken to be $\sim 3.1$ for the Milky Way, whilst for the SMC is significantly lower at $\sim 2.93$ (meaning that the SMC has much larger far-UV extinction than the Milky Way). The derived mean starburst $R_v$ from Calzetti et al. (2000) is $R_v = 4.05 \pm 0.8$.

Studies of starburst galaxies have shown the stellar continuum to suffer less attenuation due to dust than the nebular regions as measured from Balmer decrements (Calzetti et al. 1994, Storchi-Bergmann et al. 1994), by up to a factor of two. It is clear that the dust distribution in galaxies is very clumpy with young stars and their associated nebulae being more extinguished while older populations (which have cleared their birth clouds) are attenuated by only the diffuse ISM. Rhee and Larkin (2005) report that type-II AGN show higher levels of reddening in their NLR than type-I AGN. Together these results naively imply an AGN classification that depends on host composition, however, Rhee and Larkin (2005) have attributed this to an extended dusty torus, reconciling their result with the unified model.

### 4.2.4 Star Formation Rate Indicators

Star Formation Rate (SFR) indicators are defined from the X-ray through to the radio regime, all probing the SFR of high mass objects where the stellar lifetime is short, and so all have minimal contamination from older objects. Using an assumed Initial Mass Function (IMF) and population synthesis model, one can infer the total SFR of any galaxy. Each SFR indicator has associated strengths and weaknesses, usually associated with dust attenuation and contamination from AGN and old stellar populations. The most commonly adopted SFR indicator, the Ultra-Violet (UV) luminosity traces high mass stars directly. However, since UV photons are easily attenuated by small amounts of dust, direct measurement of the UV luminosity is often not possible. To a lesser extent this measurement can also be contaminated by emission associated with accretion activity in an AGN, but this can often be flagged using proxies of AGN activity such as $[\text{OIII}]$. 

4.2. Introduction

hard X-ray, mid-IR (10-30µm) and radio emission.

The next most commonly used SFR indicator is the $H\alpha$ line. This line is produced by gas that has been ionised by hot, young stars and so should also give a direct measurement of the current SFR, provided reddening is not significant and can be quantified. Not surprisingly the $H\alpha$ line can also be heavily contaminated by AGN activity, and using the same flagging methods as previously described becomes necessary here also.

The FIR emission, that is a re-emission of attenuated UV photons by dust, can also be an effective measure of the SFR. However, with the majority of dust lying in the InterStellar Medium (ISM) and heated by the general stellar radiation field, the FIR emission is associated with current star formation in lower mass objects also i.e. those objects which do not emit significant amounts of UV radiation. One must study the SED from UV to sub-mm in order to constrain the SFH effectively. Many contemporary calculations rely on a combination of UV and FIR flux measurements in order to estimate the unobscured and obscured SFRs respectively.

4.2.5 Type-II Fraction

In the unified scheme type-I and type-II objects differ only in orientation to the observer; the line of sight for type-I objects is often taken to be perpendicular to a “torus” plane, whilst for type-II objects the central engine is obscured by the dusty torus.

In the optical regime one commonly used proxy to the intrinsic luminosity of the central engine is the narrow forbidden line $[\text{OIII}]$; studies of type-I objects have found ratios for the $[\text{OIII}]$ to 5100Å luminosities, and then inferred 5100Å to bolometric luminosities based on the an average type-I Quasar SED, before finally relating the derived luminosities to those found in X-ray studies (see Lamastra et al. 2009, and references there in).

Simpson (2005) and references therein find the optical type-II fraction to depend heavily on the inferred intrinsic luminosity of the central engine, the $[\text{OIII}]$ luminosity, with type-II objects accounting for some 60 – 80 percent of the population at low luminosities ($\log_{10} L_{[\text{OIII}]} \sim 41$ erg s$^{-1}$), gradually declining to around 30 percent at high luminosities ($\log_{10} L_{[\text{OIII}]} \sim 45$ erg s$^{-1}$). Results from Lu et al. (2010) show a result consistent with a fixed type-II fraction of
between 75 – 80 percent

In general, an unbiased measurement of the Type-I to Type-II AGN fraction are very difficult, given that the detection methods are often biased towards Type-I objects. This is an issue which I address here.

4.3 Data

Here, I describe in more detail the overlapping equatorial survey fields from which the sample has been drawn. The sample is a 250\(\mu\)m selected galaxy sample from the H-ATLAS Survey, where optical spectra from the SDSS and GAMA surveys are available. The data includes medium resolution optical spectroscopy and 13 bands of photometry.

4.3.1 The H-ATLAS

The Phase 1 (P1) catalogue of the \textit{Herschel}-Astrophysical Terahertz Large Area Survey (H-ATLAS; Eales et al. 2010, Valiante et al., in prep) consists of five bands of photometry at 100, 160, 250, 350 & 500\(\mu\)m. Observations at 100 and 160\(\mu\)m are taken with the Photodetecting Array Camera and Spectrometer (PACS; Poglitsch et al. 2010) and at 250, 350 and 500\(\mu\)m using the Spectral and Photometric Imaging Receiver (SPIRE; Griffin et al. 2010). The survey is taken out aboard the \textit{Herschel} Space Observatory (Pilbratt et al. 2010).

The P1 data release covers three equatorial regions of the Galaxy And Mass Assembly survey (GAMA; Driver et al. 2011), see below. Sources brighter than 5\(\sigma\) in any single band of the SPIRE data were extracted using the MAD-X algorithm (Maddox et al., in prep) applied to the maps, which are made using the method described in Pascale et al. (2011). Fluxes at 100 and 160\(\mu\)m were derived using apertures placed on the PACS maps (Ibar et al. 2010) at the locations of the 250\(\mu\)m source positions; the H-ATLAS catalogue is described in detail in Rigby et al. (2011).

The master H-ATLAS catalog is a 250\(\mu\)m selected flux limited sample with \(f_{250\mu m} > 30.4\) mJy (5\(\sigma\)) amounting to 66552 sources. Photometry is provided across all Herschel PACS and SPIRE bands at 5\(\sigma\) point source flux limits of 130, 130, 30.4, 36.9, and 40.8 mJy in the 100, 160, 250, 350 and 500\(\mu\)m bands, respectively, with corresponding angular resolutions of approximately 9”, 13”, 108
18”, 25” and 35” full width half maximum. Photometry for 100, 160, 350 and 500µm is performed at the locations of the 250µm sources.

4.3.2 Optical

I select of subset of 250µm selected galaxies that have available spectra from GAMA survey or the SDSS:

GAMA

The GAMA survey has undertaken spectroscopic observations of some 340,000 galaxies to a magnitude of \( r_{\text{pet}} < 19.8 \) over a 310 square degree field, at a resolution of \( R \sim 1300 \). The Petrosian system is defined by the Petrosian radius at which aperture photometry is recorded; the Petrosian radius, \( r_{\text{pet}} \) is defined such that the local light intensity that radius is equal to the average of the integrated light intensity within that radius (Petrosian 1976).

Observations commenced in 2008 with the AAOmega multi-object spectrograph at the Anglo-Australia Telescope (AAT). The fields that have been observed for the GAMA survey are among those which have subsequently been selected for observation in the H-ATLAS survey, roughly centred at \( \text{RA} = 09^h \) (G09), \( 12^h \) (G12) and \( 14.5^h \) (G15).

As well as spectra and reliable redshifts for 98 percent of their sample, the GAMA dataset has an abundance of ancillary data from multiple facilities.

SDSS

The Sloan Digital Sky Survey (York et al. 2000, SDSS) has mapped more than one quarter of the entire sky (14,500 square degrees) in five band optical photometry (ugriz) to petrosian magnitudes of 22.0, 22.2, 22.2, 21.3, and 20.5 respectively and spectroscopic observations covering more that 9,300 square degrees between 3800 and 9200Å at a resolution of \( R \sim 2000 \). The SDSS is now in its third stage (SDSS-III) which is due to complete in 2014. Here only data from the SDSS-II Data Release 7 (Abazajian et al. 2009) is used, which contains \( \sim 1.15 \) million spectroscopic extragalactic objects.
4.3.3 Additional Data

The UKIDSS-LAS

The UKIRT\(^1\) Infrared Deep Sky Survey (Lawrence et al. 2007, UKIDSS) contains five separate survey fields ranging from wide-shallow galactic to small-deep extragalactic fields. The UKIDSS survey is undertaken using the Wide Field CAMera (Casali et al. 2007, WFCAM) on the United Kingdom InfraRed Telescope (UKIRT) with observations for four near-IR bands (YJHK) to a depth of \(K = 18.4\). The Large Area Survey (UKIDSS-LAS, PI Richard Jameson) covers some 4,000 square degrees split over three high Galactic latitude fields.

4.3.4 Combining the H-ATLAS+GAMA+SDSS+UKIDSS-LAS Data

Combined coverage at FIR wavelengths from the H-ATLAS, optical photometry and spectroscopy from SDSS and GAMA, along with the near-IR data from the UKIDSS-LAS, making a sample with 13 bands of photometry and spectra of sufficient quality for velocity dispersion measurements and optical emission line deblending.

Catalog matching between the H-ATLAS and GAMA data is performed by Smith et al. (2012) using a likelihood estimator

\[
R_j = \frac{L_j}{\sum_i L_i + (1 - Q)}
\]

(4.3)

where \(R_j\) represents the probability that object \(j\) is the correct identification, \(L\) is the likelihood ratio, the sum \(\sum_i\) is over all possible cross match candidates and \(Q\) is the integrated probability distribution function in magnitude over an ensemble of sources (see Sutherland and Saunders 1992, for a detailed derivation). In practice any source with \(R \geq 0.8\) is deemed to have a reliable optical counterpart.

\(^1\)The United Kingdom Infrared Telescope is operated by the Joint Astronomy Centre on behalf of the Science and Technology Facilities Council of the U.K.
4.4.5 My Sample

The H-ATLAS P1 (version 1) sample contains 66552 unique 250µm sources, of which 10935 have GAMA ID’s. Within the redshift window $0 < z < 0.38$ are some 9740 sources, of which 4690 and 2746 have GAMA and SDSS spectra respectively. This redshift range excludes windows $z= 0.245–0.255, 0.265–0.275$ since at these redshifts skylines interfere with $\text{H}\beta$ and $\text{[OIII]}$ lines in the optical spectra, and so will not allow for optical spectral classification (see later). This gives us a sample of 7433 sources. Some 1437 of these 7433 sources have at least three far-IR bands of photometry above the flux limits defined above. The redshift upper limit is chosen to coincide with the spectral window for emission lines used for the Baldwin-Philips-Terlovich diagnostic technique described below.

The rest of this chapter discusses the derivation of parameters for the 250µm sample, followed by their subsequent classification and characterisation.

4.4 Deriving Parameters from Spectra and Multi-Band Photometry

I process each source spectrum further using a spectral line extraction technique to derive line fluxes and to quantify the reddening in the optical regime. I perform full Spectral Energy Distribution (SED) fitting in a flux conserving manner across the 13 photometric bands in order to derive parameters such as stellar mass ($M_*$), dust masses ($M_{\text{dust}}$), formation times ($t_{\text{form}}$) and star formation rates (SFR). The emission line fitting routine is adapted for this work from Sarzi et al. (2006), and the SED fitting routine is the MagPhys software (da Cunha et al. 2008). Each of these steps is now described in detail.

4.4.1 Spectral Continuum and Absorption/Emission Line Fitting

The Gas And Absorption Line Fitting software (GAndALF; Sarzi et al. 2006), originally written for use with the SAURON integral field instrument on the William Herschel Telescope in La Palma, has been adapted to analyse SDSS and GAMA spectra: adaption for SDSS spectra is performed by Schawinski et al. (2007), adaptation for GAMA spectra is undertaken in this work.
The objective of the software is the simultaneous fitting of stellar continuum and absorption/emission lines associated with nebular regions (including lines associated with AGN and/or hot stars). The crude continuum subtraction method adopts stellar continuum templates modified by a linear combination of Hermite polynomials while masking out emission-line and sky-line regions in the spectra.

The result is continuum subtracted absorption and emission line fluxes, line widths, stellar velocity dispersions and reddening values from both the stellar continuum and for emission lines. Velocity dispersions are derived by using the penalised pixel fitting (pPXF; Cappellari and Emsellem 2004) method, which convolves model spectra with parametrized Line-of-Sight Velocity Dispersion (LOSVD) models, before performing a $\chi^2$ minimisation. Reddening values are derived as colour excesses, E(B-V). For the stellar continuum, this makes use of the Calzetti et al. (2000) extinction law. The attenuation of the nebular lines is calculated in a different manner, instead using theoretically prescribed intrinsic decrements of emission line series. Most commonly used is the Balmer decrement values which are calculated for a “case-B” scenario.

It is also possible for GAndALF to fit broad-line features seen in type-I AGN features, most prominent in Balmer series lines. Each of these must be checked and flagged by eye since imposing broad-line fit where one is not present can adversely affect continuum subtraction. Those sources with “false-positive” broad lines features are re-run through the GAndALF software without mandatory broad-lines.

Figure 4.1 shows the best fit solution from GAndALF for type-I source, ID$_{\text{SDSS}}$ =51663-0307-166. Figure 4.2 shows the best fit solution from GAndALF for type-II source, SDSS$_{\text{ID}}$ =51913-0469-014.

### 4.4.2 SED fitting

The MagPhys software (da Cunha et al. 2008) fits the SED of sources over the UV-to sub-mm regime, accounting for dust attenuation in a flux conserving manner i.e. the attenuation of signal in the UV/optical regime must be accounted for by re-emission in the IR.

The software uses a combination of cold dust, warm dust and PAH features as reradiation components. The cold and warm dust components are taken
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Figure 4.1: A plot of the spectrum of SDSS source SDSS =51663-0307-166. The best fit GAnDALF solution is also shown. The spectrum itself is shown in black, the best fit spectral continuum is shown in red, the best fit emission lines in blue, the residual points are shown as black dots. Note the masked skyline regions shown in green. The bottom sub-plots show zoomed regions of the spectrum around the H$\beta$+[OIII] complex, [OI] emission line and H$\alpha$+[NII] complex.

to be grey-bodies with emissivities of $\beta = 1.5$ and $\beta = 2.0$ respectively, with dust temperature as a free parameter for each component. The PAH emission is taken from a mid-IR template of three local starbursting dwarf galaxies (Madden et al. 2006) and is combined with a hot dust black body (at 850K), whose luminosity is taken as a fixed fraction of the PAH luminosity. The free parameter for this PAH + host dust component is its luminosity, i.e. a simple normalisation constant. In the optical regime, stellar templates are taken from stellar population synthesis models for a range of different age galaxies, stellar masses, star formation rates and metallicities (Bruzual and Charlot 2003). The fitting routine uses the dust absorption model of Charlot and Fall (2000) to attenuate the optical light, enforcing a re-emission component in the FIR in a flux conserving manner. Full SED fitting using the MagPhys software allows one to calculate likelihood estimates of the star formation rates, stellar masses,
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4.4.3 Classification of the Sample - BPT Diagnostic

It is necessary to classify our sample. The standard practice for classification of AGN uses optical spectral lines; a method which uses narrow emission line ratios combined with theoretically derived demarcations allows for star-forming galaxies to be separated from both LINERs and AGN. Many of the diagnostic narrow emission lines which are used are associated with low density, highly excited media; \([\text{[O}] \lambda 6300\text{Å}, [\text{[O]} \lambda \lambda 3726, 3729\text{Å}, [\text{[O]} \lambda 5007\text{Å}, [\text{[S]} \lambda \lambda 6717, 6731\text{Å} and [\text{[N]} \lambda \lambda 6548, 6584\text{Å}.

The Baldwin-Phillips-Terlevich (BPT Baldwin et al. 1981) technique was first used in a heuristic fashion to plot the spectral characteristics of known AGN against star-forming galaxies. The contemporary technique makes use of theoretically derived boundaries between the classes relying on a combination of...
stellar population synthesis and self-consistent photoionisation models to produce a “maximum starburst” line (Kauffmann et al. 2003). This “maximum starburst” line is a calculation of the maximum theoretical line ratios used in the BPT technique purely based on star formation related emission alone.

The modern technique uses pairs of lines that are similar in wavelength so as to minimise reddening effects. The most common diagnostic diagram uses [OIII]/Hβ vs. [NII]/Hα. Note that this diagnostic relies on spectra of sufficient quality as to be able to deblend [NII] and Hα lines.

Empirically derived lines to distinguish between star forming and composite star forming-AGN galaxies, and between Seyfert and LINER galaxies are also used (Kewley et al. 2006): The star forming/composite star forming-AGN galaxiess demarcations are derived from luminosity binning of sources, which at low luminosities produces an AGN tail which deviates from the star-forming locus, but exists far below the theoretical AGN demarcation line. The type-II AGN/LINER galaxy demarcation is derived such as to give a maximum bimodality in the AGN wing.

As previously discussed, masked regions in the spectral analysis at sky-line wavelengths λ = 6300Å and 6363Å coincide with the emission lines at redshifts z = 0.245 – 0.255, 0.265 – 0.275, and so sources in these spectral windows are not included in the sample. Sources that have a S/N ≥ 2 in both [OIII] and Hα, and at least in [NII], [SII] or [OI], and with no broad Balmer features are classified according to the BPT diagnostics, whereas sources with lower signal-to-noise in these lines are classified as passive galaxies. Sources with evidence of broad lines (visually confirmed and with linewidths σHα > 1,000km s⁻¹) are classified as type-I AGN. Figure 4.3 shows the BPT diagram for the 2699 H-ATLAS sources which are neither passive nor broad line objects.

Objects present in the BPT diagram are classified as follows:

- Star forming galaxies are those which lie in the star-forming region of BPT-1 ([OIII]/Hβ vs. [NII]/Hα) and also in at least BPT-2 ([OIII]/Hβ vs. [SII]/Hα) or BPT-3([OIII]/Hβ vs. [OI]/Hα).

- Unequivocal AGNs and LINERs must lie in the AGN region in BPT-1 and AGN/LINER (respectively) in either BPT-2 or BPT-3, or else where the signal-to-noise for [NII] is insufficient the sources must lie within the AGN or LINER loci in both BPT-2 and BPT-3 respectively.
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Figure 4.3: A plot of spectral line diagnostic diagrams (BPT) with Star Forming-AGN demarcation lines taken from photoionisation models, and empirically derived Seyfert-LINER demarcations taken from Kewley et al. (2006) where the classes are separated according to maximum bimodality. Classification of ambiguous sources is performed as described in the text.

- Composite sources are classified ambiguously as star-forming galaxies in BPT-1 and as AGN or LINER in each of BPT-2 and BPT-3, or as an AGN in BPT-1 and star-forming in both BPT-2 and BPT-3 or as classified as AGN in BPT-1 and star-forming in either BPT-2 or BPT-3 (where data are insufficient to allow three diagram classification).

- LINER/type-II AGN type objects are classified as AGN in BPT-1 and AGN & LINER in BPT-2 & BPT-3 or LINER & AGN in BPT-2 & BPT-3.

4.4.4 Aperture Effect

Does the spectral fibre size in the GAMA or SDSS instrumentation, and its effective sampling at different redshifts (the so called aperture effect) have an impact on the results? For instance, am I more likely to be classifying nearby objects differently to those further away due to aperture sampling?

Local sources are more dominated by their core emission within the spectral fibres than their more distant counterparts. So, for example, local true LINERs are less “contaminated” by star formation activity in their observed spectra than more distant counterparts, which leads to a more concrete classification as a LINER. Conversely, those sources at higher redshift will have higher contamination from star-formation activity and so less likely to be classified as
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Table 4.1: A table showing the derived parameters, and the method from which they are derived, for the H-ATLAS sample.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Method of Derivation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line fluxes (e.g. Hα, Hβ, [OIII], [NII])</td>
<td>GAndALF</td>
</tr>
<tr>
<td>Continuum Reddening E(B-V)_{cont}</td>
<td>GAndALF</td>
</tr>
<tr>
<td>Emission Line Reddening E(B-V)_{EL}</td>
<td>GAndALF</td>
</tr>
<tr>
<td>Stellar Mass (M_*)</td>
<td>MagPhys</td>
</tr>
<tr>
<td>Dust Mass (M_{dust})</td>
<td>MagPhys</td>
</tr>
<tr>
<td>Star Formation Rate (SFR)</td>
<td>MagPhys</td>
</tr>
<tr>
<td>Stellar Age (t_{form})</td>
<td>MagPhys</td>
</tr>
<tr>
<td>Class (e.g. Star forming galaxy, Passive, LINER)</td>
<td>BPT Diagram</td>
</tr>
</tbody>
</table>

LINERs (or indeed AGN in general). Hence the observation that the old LINERs have lower star formation rates than similarly aged star forming galaxies is going to be subject to a selection bias.

I estimate the magnitude of the aperture effect by showing the log_{10} \([\text{[O I]}/\text{H}_\alpha]\) ratio sampling across my redshift range. Taking characteristic log_{10} \([\text{[O I]}/\text{H}_\alpha]\) ratios for a star forming galaxy and a median LINER of $-1.41$ and $-0.68$, respectively (taken from the relevant BPT diagram in Figure 4.3) I calculate relative contributions from star formation and LINER activity by a star-formation rate tied Hα luminosity (derived from the Kennicutt (1998), $1M_\odot$ yr$^{-1}$ corresponds to $L_{H\alpha} = 1.27 \times 10^{41}$ erg s$^{-1}$) and sampling a range of LINER Hα luminosities ($0.01L_{SF}, 0.1L_{SF}$ and $1L_{SF}$). I assume the LINER emission to be concentrated at a central peak and the star formation to be spread across a 50kpc diameter symmetric disc. Using the SDSS fibre width of 3” diameter, I show the aperture effect upon this line ratio in Figure 4.4, the change in \([\text{[O I]}/\text{H}_\alpha]\) to be minimal across our redshift range compared to differences in the absolute star formation vs. LINER Hα luminosities. Therefore, I conclude that the aperture effect will have a minimal effect in biasing the sample against core activity at higher redshifts.

4.4.5 Derived Parameters

In Table 4.1 I show a list of the parameters and the method by which they are derived.
Figure 4.4: A plot of the observed [OI]/H\(\alpha\) ratio for 3 objects with intrinsic star formation and LINER activity.
### 4.5 Results

#### 4.5.1 Redshift Distribution

Figure 4.5 shows the 250µm luminosity vs. redshift for the sample. No significant evidence is found that type-I and type-II AGN have different redshift distributions, with a Kolmogorov-Smirnoff (KS) p-value of 25.0 percent. There is also no significant evidence of a different redshift distribution for the Star forming galaxies vs. type-I, type-II, LINERs or passive galaxies. Masked regions representing the aforementioned skylines are shown at the appropriate redshifts to coincide with H\(\beta\) \(\lambda 4861\)Å and [OIII] \(\lambda 5007\)Å emission lines. The 250µm flux limit of 30.4µJy is also shown. Note that the visible difference in the histogram from the Type-I AGN (red dashed line) compared to all other classes is merely due to the small Type-I AGN sample size, and is not statistically significant.

#### 4.5.2 Population Statistics

Spectral analysis using the BPT technique described above classifies Herschel 250µm selected sources as shown in Table 4.2.

#### 4.5.3 Assessment of Uncertainties within the BPT classification

Does the classification of sources depend on the S/N cut used? If a more conservative S/N cut in the BPT diagnostic be adopted, S/N ≥ 3 say, then
Figure 4.5: A plot of the redshift distribution of star forming galaxies, type-I AGN, type-II AGN, and LINERs over our redshift range. Symbols are: *Star forming galaxies*: black: squares in central plot and solid line in histogram, *type-II AGN*: blue: circles in central plot and dotted line, *type-I AGN*: red: stars in central plot and dashed line and *LINERs*: yellow: triangles and dot-dashed line. The projection of the normalised redshift distributions is shown in the top sub-plot. I find no significant evidence of different redshift distributions for any two pairs of class. \( \log_{10} L_{250\mu m} \) is in units of erg s\(^{-1}\). Excluded redshift windows at \( z = 0.245 - 0.255 \) and \( 0.265 - 0.275 \) are shown in grey.
Table 4.3: A table showing a comparison of the population statistics for the H-ATLAS sample at an emission line S/N ≥ 2 and S/N ≥ 3.

<table>
<thead>
<tr>
<th>Type</th>
<th>Total, S/N ≥ 2</th>
<th>Total, S/N ≥ 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Star Forming Galaxies</td>
<td>2090</td>
<td>1447</td>
</tr>
<tr>
<td>Type-I AGN</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>Type-II AGN</td>
<td>146</td>
<td>120</td>
</tr>
<tr>
<td>Composite star forming/AGN</td>
<td>160</td>
<td>93</td>
</tr>
<tr>
<td>LINER</td>
<td>234</td>
<td>139</td>
</tr>
<tr>
<td>LINER/Type-II AGN</td>
<td>69</td>
<td>50</td>
</tr>
<tr>
<td>Passive</td>
<td>4698</td>
<td>5548</td>
</tr>
</tbody>
</table>

The total fraction of passive sources increases (as expected) to circa 75 percent of the entire sample. The fractions of composite objects and LINER drop by ∼ 40 percent, while the fraction of star forming galaxies drops by 30 percent. The bona fide AGN classes suffer least in this respect; the type-II objects see a decline of ∼ 18 percent. Note that the statistics for the type-I AGN do not change since these objects are visually classified and not according to BPT diagnostic. The change in the population statistics for an increase in S/N ≥ 2 to S/N ≥ 3 is shown in Table 4.3. Subsequent work in this chapter uses the S/N ≥ 2 as detailed earlier.

I show in Figure 4.6 the change in the classification of sources according to the S/N cut used. The top sub plot shows the total fraction of sources that are classified as passives, which as expected increases with more conservative restrictions. The bottom plot shows what fraction of emission line sources i.e. non-passive galaxies that are classified as Seyfert-II, LINER, Composites and Seyfert-II/LINER objects, the “Total” fraction is the total number of emission line galaxies that are not classified as pure star forming galaxies.

4.5.4 Far-IR Luminosity vs. Class

The FIR luminosity is dominated by cold dust emission with minimal contamination from hot dust, and so my parent sample should be unbiased by AGN core activity. To check this I plot the luminosities of our sources according to their classifications: Figure 4.7 shows the 250μm luminosity vs. [OIII] luminosity.
Figure 4.6: A plot of the classification of H-ATLAS sources according to different signal-to-noise cuts. The top subplot shows the total fraction of passive galaxies, while the bottom plot shows the fraction of Seyfert-II, LINER, Composite and Seyfert-II/LINER objects as a fraction of the total emission line galaxies.
for star forming galaxies, type-II AGN, type-I AGN and LINERs with projected distributions associated with the two axes plotted accordingly. One can see from the $250\mu$m luminosity that the peak and shape of these distributions are broadly similar. Note that any discrepancies seen in the type-I objects is largely due to the small size of the sample. KS statistics reveal that the AGN population (type-I+type-II+LINERs) is drawn from the same distribution at $250\mu$m as star-forming galaxies with a p-value of 11.9 percent. Note that the type-I and type-II objects have a very different distribution in $L_{[\text{OIII}]}$ to the star forming galaxies and LINERs. The median $250\mu$m luminosity of the sample is $L_{250\mu m} = 2.7 \times 10^{10} L_\odot$, far from the ULIRG regime. Figure 4.8 shows a histogram of the SED derived SFR of the sample.

4.5.5 Star Formation Rate vs. Class

Calculations of the star formation rates are taken from the SED fitting of the full photometric profile of each source with the MagPhys software. Stellar templates are generated from stellar population synthesis code from Bruzual and Charlot (2003) with a Chabrier (2003) Galactic disc initial mass function (IMF). With a median star formation rate of $= 1.3 M_\odot \text{yr}^{-1}$, our sample lies far from the Starburst/SMG regime, with only circa one per cent (80/7433) of sources having starburst-like activity ($\text{SFR} > 100 M_\odot \text{yr}^{-1}$) and only seven of these sources can be classified as ULIRG galaxies (with $L_{\text{IR}} > 100L_\odot$). Around 12 percent of the sample (903/7433) have “high” SFRs of $> 10 M_\odot \text{yr}^{-1}$.

I compare SED derived SFRs from optical colours to $Ha$ star formation rates derived from the relation given in Kennicutt (1998, eqn 2). No evidence is found for type-I or type-II AGN having a boosted or suppressed star formation rates when compared with star forming galaxy.

No evidence is found for type-II AGN having a different star formation rate distribution to type-I AGN. However, the LINER population SFR is significantly lower than star forming galaxies, when measured in both regimes. This is shown in Figure 4.9 in which the star formation rates according to full SED fitting and that from $Ha$ are compared, with subplots representing different formation ages as detailed in the top left of each sub plot. The SED SFR vs. $L_{250\mu m}$, separated by stellar mass is plotted in Figure 4.10. There appears to be a trend for the low
Figure 4.7: A plot of the $250\mu m$ luminosity vs $[\text{OIII}]$ luminosity for all emission line objects in our H-ATLAS sample. Symbols are: Star forming galaxies: black; contour in central plot and solid line in histograms, type-II AGN; blue: circles in central plot and dotted line, type-I AGN; red: stars in central plot and dashed line and LINERs; yellow: triangles and dot-dashed line. I note the minimal difference between the classes at $250\mu m$, but the noticeable $[\text{OIII}]$ boost for the type-I and type-II AGN classes.
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Figure 4.8: A histogram of the log\(_{10}\) SFR of the HATLAS 250\(\mu\text{m}\), \(z < 0.38\) sample. The median SFR of this sample is 1.3 \(M_\odot\,\text{yr}^{-1}\), with only circa one per cent (80/7346) of sources have starburst-like activity (SFR > 100\(M_\odot\,\text{yr}^{-1}\)). A total of 903 sources have SFR > 10\(M_\odot\,\text{yr}^{-1}\).
star formation rate - high stellar mass objects (especially the LINERs) to have an increased $L_{250\mu m}$ compared to extrapolations from lower mass objects. This can be easily attributed to a mix of cirrus and star formation related dust emission.

4.5.6 The Cirrus Contribution

Can the objects with high $L_{250\mu m}$ compared to SFR derived from optical colours have their “excess” $250\mu m$ luminosities attributed to cirrus emission? The $L_{250\mu m}$ contribution from cirrus emission is estimated by using an approximation to the $L_{IR}/L_{opt}$ taken from Rowan-Robinson et al. (1987) $\log_{10} L_{IR}/L_{opt} = -0.7$. An approximation to the cirrus fraction to the IR luminosity is taken from Sauvage and Thuan (1992) who state a cirrus fraction, $\eta$ of between 0.03 for Sdm galaxies and 0.86 for Sa galaxies. Here I use 86 percent as an upper limit for the general population, to show the maximum cirrus contribution. A mass-to-light ratio (i.e. a stellar mass-to-optical light ratio) of $MLR = 2$ is adopted, as taken from the Milky Way. Using these crude approximations allows us to estimate, for a given stellar mass, the cirrus luminosity in the FIR:

$$L_{\text{cirrus}} = \eta \times \frac{1}{ML} \times 10^{-0.7} \times M_*$$

(4.4)

where $L_{\text{cirrus}}$ and $M_*$ are in units of $L_\odot$ and $M_\odot$, respectively. Cirrus contributions to the FIR luminosity are shown in Figure 4.10 as horizontal dashed lines, and are detailed in the figure caption. One can see in this figure that the high $L_{250\mu m}$ of the low star formation rate-high stellar mass objects can reasonably be explained by the cirrus contribution.

4.5.7 Emission Line Reddening vs. Class

Reddening due to dust is measured from the spectroscopic observations. Separate values for nebular and stellar colour excesses are measured. The nebular colour excess is taken from Balmer decrement measurements vs. the theoretical “Case B” Balmer line ratios (in which the medium as optically thick the Lyman series of emission lines, especially that of Ly$\alpha$). The stellar colour excess is taken from measurements in the stellar continuum.
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Figure 4.9: A plot comparing the star formation rates derived from SED fitting, and the Hα star formation rate derived from Kennicutt (1998). Symbols are as per Figure 4.7. The subplots are separated according to formation age of the sources taken from SED fitting, as detailed in the top-left corner of each subplot. There is no evidence showing a boost or suppression of SFR in the type-I and type-II AGN classes when compared to star forming galaxies, but the LINER population does show a suppression in the SFR compared to star forming galaxies, as described in the text. Note than the spread in the SFR_{Hα} is likely due to emission line contamination due to non-stellar activity. Dotted line in included as a guide only and is in no way fit to the data.
Figure 4.10: A plot of the SFRs derived from SED fitting vs. 250\(\mu\)m luminosity of the H-ATLAS 250\(\mu\)m sample. Colours and symbols as per Figure 4.7. Data are separated according to stellar mass, as detailed in the upper left corner of each subplot. The solid line is included as a guide only, and is not a fit to the data. The dashed line represents an approximation of the 250\(\mu\)m luminosity that can be attributed to cirrus emission as described in the text, and can be used to explain the observed scatter in the 250\(\mu\)m luminosity. The cirrus contributions are representative of stellar masses of \(\log_{10} M_* = 9.5, 10, 10.5\) and 11 \(M_\odot\) in left to right subplots respectively.
Measurements of the colour excess in the nebular regions reveal type-II objects to have a greater spread in E(B-V) than both type-I and LINER type objects (see Figure 4.11). This result is in agreement with results from Rhee and Larkin (2005) and Ho et al. (2003) respectively. The dichotomy found between type-I and type-II objects in this regard should be taken with caution however, since the narrow Balmer lines will be heavily contaminated by the broad Hα and Hβ components in the type-I objects, possibly introducing measurement errors. However, this will not be the case for LINER objects. Colour excess measurements in the stellar continuum reveal no major differences between any subclasses.

4.5.8 Dust Mass vs. Class

Work by Heckman et al. (1989) has shown the CO masses of type-II objects to be higher than those in type-I objects, again implying a host composition AGN classification dependence. Here, I find no evidence that type-II objects have higher dust masses than type-I objects, in line with the unified model. I show in Figure 4.12 the dust mass per unit stellar mass for all sources in our sample. KS testing reveals that the type-I and type-II objects have the same distribution as each other with p-value = 98.2%. LINERs are found to have significantly less dust (per unit stellar mass) than the type-II AGN with a KS p-value = 0.01 percent, confirming the conclusions reported in Kewley et al. (2006).

4.6 Analysis

4.6.1 Type-II Fraction

Depending on the observational regime used, the type-II AGN fraction statistics vary. In the X-ray and [OIII] regimes, works have quoted a luminosity dependence of the Type-II AGN fraction, where as volume-limited optical, infrared and radio observations report a fixed Type-II AGN fraction across several decades (See Chapter 1 for a more length discussion and references). Controversially, Lu et al. (2010) report a fixed Type-II AGN fraction in the
Figure 4.11: A plot of the E(B-V) excess as measured in the spectral emission lines. Colours and symbols as per Figure 4.7.
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Figure 4.12: A plot and histogram of the dust mass to stellar mass ratio vs 250µm/R-band luminosity of sources by class. Grey contours and histogram represent the passive galaxies. Other colours, symbols and line styles as per Figure 4.7. Dust masses and stellar masses are derived from SED fitting.
[OIII] regime, with a fairly high statistic of 0.8. Here I find a Type-II AGN fraction that is consistent with being fixed across several decades in [OIII] luminosity, at a value of $\sim 0.85$: I find no evidence for an [OIII] luminosity dependence of the type-II fraction, which is shown in Figure 4.13.

Why such a high value? This could possibly be due to one of two reasons. Firstly, the LINER population is far more populous than the Type-II AGN fraction, a number of the sources classified as Type-II AGN may have been scattered in from the LINER region of the diagnostic, increasing the measured Type-II AGN fraction. Secondly, the GandALF software may miss weak broad-line objects. The manner GandALF fits a stellar continuum may mask much of the presence of weak broad lines. this is tested for in a subset of sources by visual inspection, and shown to be minimal.

The size of the uncertainties in the derived values are relatively large, this is down to the statistics of my AGN population being relatively small when split across multiple luminosity bins. None the less, this result is in agreement with that of Lu et al. (2010); I find no evidence for an [OIII] luminosity dependence of the type-II AGN fraction, and that this fraction is relatively high at around 80-85 percent.

### 4.6.2 The AGN Fraction

It is accepted that the AGN fraction is a function of stellar mass, with AGN being far more prevalent in high-mass galaxies (see Chapter 1). Kauffmann et al. (2003) have shown the AGN fraction as a function of stellar mass for an optically selected sample. It is possible to show how the AGN fraction changes as a function of stellar mass for this sample also, as well as how the AGN fraction change with age and FIR luminosity (250\(\mu\)m luminosity). I show this in Figure 4.14. The left-most plot shows the AGN fraction vs. stellar mass, \(M_\star\). This shows a prevalence of AGN in higher stellar mass objects, though the observed trend does not appear to be as steep as that found in Kauffmann et al. (2003)\(^2\). My result are in broad agreement with those of Pimbblet et al. (2013), with AGN making up in excess of 10 percent of the population at stellar masses in excess of \(10^{10.5} M_\odot\).

\(^2\)Note that the AGN fraction in the Kauffmann et al. (2003) does not include type-I objects and LINER objects, however, since type-I objects represent less than 8 percent of the AGN+LINER sources in my sample this will not make a marked difference to the result.
Figure 4.13: A plot of the type-II fraction vs. [OIII] luminosity. Data from Simpson (2005) are represented as solid black symbols, Hasinger (2004) as filled circles, Grimes et al. (2004) as filled triangles, Lu et al. (2010) as crosses and our data over plotted as solid star symbols.
Figure 4.14: A plot of the AGN fraction vs. stellar mass, formation age and 250\(\mu\)m luminosity for our sample. Blue circles = All bona fide AGN (type-I+type-II), red triangles = All Possible LINERs (LINERs+type-II/LINERs), black stars = all possible AGN (bona fide AGN + Possible LINERs) and yellow squares are all possible AGN with \(L[\text{OIII}] > 10^7L_\odot\), respectively. In the left-most subplot, data from Kauffmann et al. (2003) (black histogram). The Kauffmann et al. (2003) data show the LINER+type-II/LINER+type-II+composite population with \(L[\text{OIII}] > 10^7L_\odot\) for a population of optically selected galaxies at \(z < 0.3\).

In the second subplot we see an overall trend for the AGN fraction to increase with age, however, when I split this between type-I+type-II (blue circles) and LINER+type-II/LINER (red triangles) we see that this trend is entirely dominated by the LINER+type-II/LINER population. It has been argued by Kauffmann et al. (2003) that the presence of AGN light in the optical continuum will cause a shift toward an overestimation of the stellar age, and since type-I/type-II objects are typically more luminous than LINER type objects the overestimate of their stellar ages will typically be larger than in LINER objects, thus the difference between the fraction vs. \(t_{\text{form}}\) for the type-I+type-II objects compared with the LINER+type-II/LINER objects could realistically be even greater than that shown.

Subplot 3 of Figure 4.14 shows the AGN fraction vs. \(L_{250\mu\text{m}}\). No \(L_{250\mu\text{m}}\) dependence on the type-I+type-II AGN fraction is seen.

In summary I find that both AGN and LINERs preferentially live in massive host galaxies. I find, however, that LINERs are typically found in older galaxies, whereas AGN are not.
4.6. Analysis

4.6.3 Emission Line Ratios vs. Age

Using the 4000Å break, Dn(4000), as a proxy for stellar population age, Wang and Wei (2008) report a correlation between log_{10} [OII]/Hα and Dn(4000). This is implied as an evolution from a high state with a soft ionising (AGN) spectrum to a low state with a hard ionising (AGN) spectrum, and it is suggested that the [OII]/Hα ratio could be used as a potential indicator of age of a stellar population. Plotting the formation time, t_{form} as derived from SED fitting vs. [OII]/Hα as derived from our spectral fits, a correlation between the two parameters is found; a Spearman-Rank correlation test is run on the both [OII]/Hα vs. t_{form} and [SII]/Hα vs. t_{form}, returning correlation coefficients. 0.076 and 0.068, with p-values of 1 – (2.86 × 10^{-8}) and 1 – (5.34 × 10^{-7}) percent respectively. The data are shown in Figure 4.15.

By splitting into separate populations, this correlation is entirely set by the LINERs. I find no evidence for a correlation in either star forming galaxies of Type-II AGN. I therefore propose that the correlation reported in Wang and Wei (2008) may be due to LINER contributions in the older populations creating a trend in the Dn(4000) vs. log_{10} [OII]/Hα.

Also in Figure 4.15 a histogram of the formation times of the sample is shown. No significant differences in age distributions between type-I and type-II classes is reported (KS p-value = 60.8 percent), but there is a significant difference between LINERs and type-II AGN age distributions (KS p-value = 0.02 percent), with the LINERs typically being older than then type-II AGN.

4.6.4 The Low Mass AGN

One intriguing population in this sample is the low MASS AGN; those AGN with stellar masses of M_∗ < 10^{10}M_☉. Figure 4.16 shows their locations on the BPT diagram, and Figure 4.17 plots the 250µm luminosity vs. SFR and t_{form} for these AGN compared the overall AGN population. These objects are typically younger and have higher SFRs than other AGN of similar 250µm luminosities.

Work by Johnson et al. (1997) investigates the unusual nature of dwarf galaxy A0951+68, which has a knot of emission that would, according to BPT diagnostics would make the galaxy a type-II AGN. However, the nature of the line emission in this galaxy is attributed to one or multiple O-Type stars. Could these sources
Figure 4.15: A plot of the formation age in Gyr vs. [O I]/Hα and [S II]/Hα line ratios. Colours, symbols and line styles as per Figure 4.7. We find further evidence for evolution of the spectral line ratios with stellar population age, confirming the suggestion made by Wang and Wei (2008) for an evolution of these line ratios with redshift. However, any such trend should be carefully considered any bias introduced by a fixed spectral fibre size.
that are classified as low mass AGN actually just highly star-forming and the nebular emission simple be associated with young giant stars?

Table 4.4 shows the names and stellar masses of these low-mass AGN.

<table>
<thead>
<tr>
<th>Name</th>
<th>( \log_{10} M_\ast )</th>
</tr>
</thead>
<tbody>
<tr>
<td>G09_Y1_EN1_218</td>
<td>9.96</td>
</tr>
<tr>
<td>G09_Y1_FS1_223</td>
<td>9.90</td>
</tr>
<tr>
<td>G09_Y1_FN1_069</td>
<td>9.63</td>
</tr>
<tr>
<td>spSpec-51929-0470-080</td>
<td>9.67</td>
</tr>
<tr>
<td>G12_Y1_AT_191</td>
<td>9.83</td>
</tr>
<tr>
<td>G12_Y1_DN1_243</td>
<td>9.86</td>
</tr>
<tr>
<td>spSpec-51930-0285-094</td>
<td>9.77</td>
</tr>
<tr>
<td>G15_Y1_AS1_011</td>
<td>9.46</td>
</tr>
<tr>
<td>spSpec-51615-0303-298</td>
<td>9.88</td>
</tr>
<tr>
<td>G15_Y1_FS2_247</td>
<td>9.27</td>
</tr>
<tr>
<td>G15_Y1_FS1_172</td>
<td>8.92</td>
</tr>
<tr>
<td>spSpec-51662-0308-239</td>
<td>8.18</td>
</tr>
<tr>
<td>G15_Y1_IN2_106</td>
<td>9.04</td>
</tr>
</tbody>
</table>

4.6.5 The Passive Galaxies

What are the passive galaxies? These sources make up some 63 percent of the entire sample. Figure 4.12 shows the passive sources to have a higher \( L_{250\mu m}/L_R \) than star forming galaxies and they are also more luminous in the FIR than star forming galaxies. Figure 4.12 shows the passive galaxies to be more dusty \( (M_{dust}/M_\ast) \) than any other class of source. They have larger stellar masses, they are older and they have lower star formation rates (as derived from optical SED and \( H_\alpha \) luminosities). Perhaps none of these facts are intrinsically illuminating, since older galaxies are going to be more massive and have lower star formation rates than younger objects on average. Galaxies with a higher dust content are also more likely to have high \( L_{250\mu m} \) luminosities. Thus the passive sources are
Figure 4.16: A BPT plot of the low stellar mass ($M_* < 10^{10} M_\odot$) AGN in the H-ATLAS sample. The yellow symbol represents the emission line region of dwarf galaxy A0951+68 from Johnson et al. (1997).

Figure 4.17: A plot of 250\,\mu m luminosity vs. SED derived dust-corrected SFR and $t_{\text{form}}$ for the AGN in the H-ATLAS sample. The grey circles represent the total AGN sample, while the red stars are the low stellar mass ($M_* < 10^{10} M_\odot$) objects.
likely to be the older quiescently evolving population, with FIR emission possibly dominated by cirrus emission.

One possible explanation for the high $L_{250\mu m}$ of the passive galaxies compared with the star forming galaxies is that the passive galaxies are colder than the star forming galaxies. Figure 4.18 shows for a thermal source of fixed bolometric luminosity, the normalised (vs. $T=15K$) $250\mu m$ luminosity that would be measured. One can see an order of magnitude difference between the warm and cold ends of this temperature range. This should be evident in the FIR colour of these galaxies also; passive galaxies, if colder than star forming galaxies should appear redder. In Figure 4.19 I show the $[250]-[350]$ colour of the passive galaxies (thick grey line), star forming galaxies (black line) and star forming galaxies with a 10σ detection at $250\mu m$ (blue dot-dashed line). The passive galaxies are indeed shown to be significantly redder than the star forming galaxies.

### 4.7 Discussion

The above work details the study of spectroscopically classified AGN and LINERs from a sample of $250\mu m$ sources at a redshift of $z < 0.38$. Based of the BPT-diagnostics and conservative line signal-to-noise cuts, I classify 182 AGN sources (36 broad line, 146 narrow line) and 234 LINER sources out of a possible 7433 $250\mu m$ with optical spectroscopic counterparts. Detailed SED fitting from the optical through to the far-IR (< 500μm) allows for the calculation of stellar masses and star formation rates for the entire sample; such calculations reveal that, as found previously, AGN lie in higher stellar mass objects than non-AGN. Evidence for type-II AGN having higher star formation rates than their type-I counterparts is disputed in the literature; results from Maiolino and Rieke (1995), Hiner et al. (2009) claim a statistically significant difference (by up to a factor of 50 percent), while results from Netzer (2009), Meléndez et al. (2008) show no such discrepancy between the classes. In section 4.5.5 I show that there is no statistical difference between type-I and type-I objects in this respect; the distributions of their star formation rates are consistent with being drawn from the same population.
Figure 4.18: a plot of the normalised (to $T=15\text{K}$) 250$\mu$m luminosity for a fixed-bolometric luminosity black body at a range of temperatures. Note that the colder the object, the more luminous it will be at 250$\mu$m.
Figure 4.19: a [250]-[350] colour histogram for passive (thick grey), star forming (black) and star forming galaxies with $10\sigma$ 250$\mu$m detection (blue, dot-dashed). Note that the passive galaxies are significantly redder (and hence inferred to be colder) than star forming galaxies.
By decomposing the AGN fraction into type-I+type-II AGN vs. LINERs a positive correlation in the AGN fraction vs. galaxy formation time, $t_{\text{form}}$, is found that is entirely dominated by the LINER population. Negative correlations in the AGN fraction vs. 250$\mu$m luminosity, $L_{250\mu m}$, and vs. dust mass, $M_{\text{dust}}$ are reported that are also entirely dominated by the LINER population. The type-I+type-II AGN fraction shows no significant change vs. $t_{\text{form}}$, $L_{250\mu m}$, $M_{\text{dust}}$. An AGN fraction vs. stellar mass, $M_*$ dependence is also reported in both the type-I+type-II AGN and LINER populations, but with a shallower dependence than found in previous works.

The LINER population is found to be significantly older than the type-II AGN population, with a much lower star formation rate and significantly less dust for a given stellar mass. The type-II AGN have a larger range of colour excesses ($E(B-V)$) in nebular lines compared to LINERs. Further significant - though weak - trends are found in the evolution of spectral line ratios with stellar age. The passive population, which makes up the majority of the sample, is found to be older, more far-infrared luminous, more quiescent and to have less dust for a given stellar mass than the star forming population. A classification bias due to the aperture effect is investigated, but shown to have a minimal effect on the conclusions.

An interesting subpopulation of low stellar mass AGN ($M_* < 10^{10}M_\odot$) is revealed to be younger than expected for the general AGN population, though the significance of this finding is still to be uncovered.

No evidence is found for a type-II AGN fraction ($f_2$) vs. [OIII] luminosity dependence, at odds with predictions from the receding torus model. It is worth noting, however, that the above derived statistics are not necessarily representative of an unbiased sample of AGN, but of AGN with a cold dust signature; in total population, much of the observed trends may be nullified or even reversed if one were to investigate those AGN with no cold dust signature.

### 4.7.1 The Unified Scheme

The unified scheme dictates that the observational attributes of AGN are caused by the orientation of the central engine with respect to the observer. In this scheme, type-I and type-II objects are intrinsically identical. The torus model uses a geometrically thick, axisymmetric obscurer to block much of the emission.
emanating from the central engine along particular sight lines.

As such, one would expect to find no difference in host galaxy characteristics for type-I and type-II objects. I find type-I and type-II AGN to be indistinguishable in many regards; their dust mass distributions, their star formation rates, their stellar masses, their ages and the $L_{250\mu m}$ distributions, in agreement with predictions of the unified scheme.

4.7.2 The Receding Torus

The receding torus is a physically motivated model which places the inner edge of this dusty torus at the dust sublimation radius of the central engine (defined by the dust sublimation temperature $1000 - 1500K$). For a fixed torus scale height this would create a trend in the type-II fraction (i.e. those AGN seen through the torus) with luminosity (Lawrence 1991). Modifications to this receding torus model to account for changes in scale height have been tested (Simpson 2005). The trend for a decrease in the obscured fraction with luminosity is replicated in many X-ray observations, but there is mounting evidence in other observational regimes that the intrinsic fraction of type-II/obscured objects is down to selection effects, or incorrect handling of reddening (Lu et al. (2010), this work Chapter 3, Lawrence and Elvis (2010)) and that this fraction is actually fixed across many dex in luminosity (see further references in Chapter 1). The work of this chapter adds to the mounting evidence that the intrinsic type-II/obscured fraction is fixed, which may begin to spell the end for the receding torus model, or else demand a further modification such that the scale height-luminosity dependence counteracts the receding inner radius of the torus.

4.8 Conclusions

I have performed analysis on a sample of AGN selected according to FIR (250$\mu m$) emission, which is believed to be associated with cold dust. I find:

(i) No evidence for a type-II AGN fraction dependence on [OIII] luminosity. Instead I find the type-II fraction remains constant at around $f_2 = 0.8$. This result is at odds with the receding torus model and results from Simpson (2005), but in agreement with more recent results for Lu et al. (2010), along with those from mid-IR, radio and optical-volume limited samples.
(ii) Type-I and type-II AGN hosts are indistinguishable in many regards; their dust mass distributions, their star formation rate distributions, their stellar masses, their ages and the $L_{250\mu m}$ distributions.

(iii) I report a negative correlation in the AGN fraction vs. $250\mu m$ luminosity, $L_{250\mu m}$ and vs. dust mass, $M_{\text{dust}}$ that is entirely dominated by the LINER population. The type-I+type-II AGN shows no significant change vs. $t_{\text{form}}$, $L_{250\mu m}$, $M_{\text{dust}}$, consistent with a fixed 2.5 percent of the total population.

(iv) LINERs have a lower dust content than AGN, star forming and passive galaxies in the sample. I note a trend for the oldest LINERs to have lower star formation rates than similarly aged and luminosity star forming objects. The LINERS have high $L_{250\mu m}$ compared to their stellar masses and star formation rates. I suggest that the bulk of this luminosity could be attributed to cirrus emission.

(v) I find a robust, though weak correlation between $\text{[SII]}/H\alpha$ vs. age and $\text{[OI]}/H\alpha$ vs. age for LINERs.

(vi) The passive population is more massive, more dusty ($M_{\text{dust}}/M_*$), more FIR luminous, more quiescent and older than the star-forming galaxy population.

In order to increase statistics for this sample, future works must include Herschel data from the Southern Galactic Plane (SGP) combined with spectroscopic measurements like those taken with SDSS+GAMA for the SGP. While work is underway for photometric surveys in the SGP with panStarrs, DES and the VST in the optical and near-IR, reliable classification of AGN will demand spectroscopic measurements.
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Chapter 4. Classification and Characterisation of H-ATLAS 250µm Selected Sources
Chapter 5

The Fraction of Obscured Quasars at Redshift $\sim 1$

5.1 Abstract

A proposal to gain optical spectra of a statistically significant sample of 24$\mu$m selected AGN was made and accepted in 2010. My role within this proposal was target selection, catalog construction and investigating instrumental limitations. Observations began in late 2010 and were carried over for two consecutive semesters. Ultimately, only three of eleven pointings were observed and so a statistical sample was not realised. The work below describes the reduction and analysis of the observed data set.

The aim was to construct an equivalent to the 12$\mu$m Galaxy Sample (12MGS) at $z \sim 1$, to directly compare the demographics of AGN at two epochs, i) the current day and ii) when the Universe was approximately half its current age. This involves selecting targets using 24$\mu$m fluxes such that sources have the same rest wavelength as the 12MGS.

A spectroscopic sample of 102 sources was realised (with spectral redshifts primarily derived from the 4000Å break). Of these sources, 2 were stellar M4-dwarf stars within the Galaxy, whilst the remaining extragalactic sources range from $z = 0.366$ to $z = 1.286$. The narrow emission line objects (those with visual [OIII], H$\beta$ and [OII] lines) amounted to 27 sources. Broad Line type-I AGN total 6 sources.
Overall the target sample selection based on photometric redshift was problematic; all broad line objects (which were believed, photometrically to lie between $z=0.6-0.9$ in fact were all at $z>1.0$. Thus a fair comparison of Type-I and Type-II objects was not only not possible on a statistical level, but also impossible over a reasonable epoch (say $z=0.6-0.9$). Thus serious questions are raised as to the reliability of SED fitting of Quasars with the model templates adopted in this work.

5.2 Introduction

Determining the true obscured fraction ($f_{\text{obsc}}$) of AGN is crucial both for understanding the fueling and gas flow in AGN, and for understanding the growth of black holes over cosmic time, including their feedback on galaxy formation. It is predicted that accretion onto supermassive black holes contributes between 5 and 20 percent of the luminosity of the Universe (see Matt 2002, and references therein). The large uncertainty on this value is due to the ill-determined contribution from the obscured fraction.

Most observations of AGN are biased towards Type-I/unobscured or radio loud AGN. For example, in the X-ray regime, unobscured objects are typically observed to be more luminous since their soft X-ray emission is unattenuated. In the optical regime Type-I objects typically appear more luminous since their BB is unattenuated. In the radio regime one is obviously biased towards radio loud objects.

In order to mitigate biases associated with selection techniques we must target AGN in regimes where obscured/unobscured or Type-I/Type-II AGN are indistinguishable. The mid-IR goes some way to doing this. Since all AGN are believed to have a warm dusty torus which is heated by the radiation in the accretion disc, the mid-IR luminosity should be a relatively good proxy for the intrinsic luminosity of an AGN central engine. Mid-IR selection is, to first order, both obscuration and orientation-independent (see models from Nenkova et al. 2008). To second order, it is possible that the obscuring material is marginally optically thick at $12\mu m$ (Buchanan et al. 2006). One must also take care to consider Star formation contamination in the mid-IR, especially from PAH emission, which can become substantial (and dominant for low-luminosity AGN).
5.3 Sample Selection

The definitive low-redshift sample, with comprehensive multiwavelength data, is the IRAS 12µm Galaxy Sample (12MGS Rush et al. 1993). This contains 893 galaxies in total, of which 118 are AGN (53 type-I and 63 type-II). Type-I AGN are relatively easy to find; the problem of course is separating type-II AGN from star-forming galaxies.

Using mid-IR photometry (e.g. Stern et al. 2005) it is possible to select AGN based on their colours. This method recovers \( \sim 90 \) percent of known Type-I AGN but only \( \sim 40 \) percent of the Type-II AGN (Davis et al. 2007). The only safe method for gaining an unbiased sample for populations statistics is to obtain optical spectra of a complete flux limited MIR sample.

5.3 Sample Selection

The aim is to produce an analogue to the local 12µm sample at \( z \sim 1 \) using 24µm sources; targets are taken from the SpUDS survey (detailed below) in the UDS field. Sources are selected to have photometric redshifts of \( z = 0.6 - 0.9 \) derived from optical photometric colours, and are followed-up with optical spectroscopy. Below I detail the available data in the field:

5.3.1 The Spitzer-UDS

The 24µm sample from which targets are selected is the Spitzer-UDS (SpUDS; Dunlop et al. 2007). The SpUDS field is centred on the UDS field at J2000 RA = 02h18m and Dec = \(-5^\circ\). Photometric data exist in IRAC (3.6, 4.5, 5.8 and 8µm) with IRAC and 24, 70, and 160 µm with MIPS. The 24µm flux limit is \( \sim 100 \)µJy. Across the field this produces a 24µm catalog totalling 15370 sources.

5.3.2 Ancillary Data

As well as mid-IR photometry, I make use of X-ray, optical and near-IR photometry from the XMM telescope (X-ray), CFHT (U), Subaru telescope (\( B,V,R_c,i',z' \)) and UKIRT telescope (\( J,H,K \)) as well as spectroscopic redshift measurements from the UDSz:
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**X-ray**

The XMM-Newton Space Telescope has acquired X-ray data in four channels the $0.5 - 10\text{keV}$ energy band, over seven contiguous pointings in the UDS field, covering $1.14 \text{deg}^2$ with a total exposure time of 400ks. The catalogue amounts to 1245 sources. Sensitivity varies from between $5 \times 10^{-15}\text{erg cm}^{-2}\text{s}^{-1}$ in the $4.5 - 10\text{keV}$ channel to $6 \times 10^{-16}\text{erg cm}^{-2}\text{s}^{-1}$ in the $0.5 - 2.0\text{keV}$ channel. Limitations to these data come from vignetting in each individual pointing and non-uniform coverage between pointings (the central pointing having twice the exposure time over the six remaining pointings (Ueda et al. 2008).

**Ultra-Violet**

Data have been taken for the U band (centering at $\sim 3600\text{Å}$) with the Canada France Hawaii Telescope (CFHT). The depth reached is $U_{\text{AB}} = 26.75$ (Foucaud et al., in prep).

**Optical**

The Subaru Prime Focus Camera (SuPrime-Cam, see Miyazaki et al. 2002) has imaged 1.3 sq. degrees of UDS in five optical bands, $B,V,R_{c,i},i'$ and $z'$ to $5\sigma$ point source AB magnitudes of $28.2, 27.6, 27.5, 27.2$ and $26.3$ respectively. The catalog contains over 900,000 objects, made up of five pointings totalling 133 hours time-on-target (Furusawa et al. 2008).

**Infra-Red**

**Near Infra-Red: UKIRT** - Using the Wide Field CAMera (WFCAM) on UKIRT, as part of UKIDSS (Lawrence et al. 2007), the UDS field is imaged in $J, H$ and $K$ filters, with current depths of $24.9, 24.2, 24.6 (5\sigma; \text{DR8})$, respectively. This survey field covers some $0.8 \text{sq. deg}$. 

**The UDS Redshift Survey (UDSz)**

This is a spectroscopic survey of K-band selected objects in the UDS field. Observations are taken with Visual Multi-Object Spectrograph (VIMOS) and FOcal Reducer and low dispersion Spectrograph (FORS2) at the Very Large Telescope (VLT), Chile, targeting over 4000 objects primarily with $z_{\text{phot}} > 1$. 
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5.4. Observations

Figure 5.1 shows the footprints from the X-ray, optical and IR surveys, as well as the pointings with the VIMOS instrument (see later).

5.3.3 Auxiliary Data

As well as the photometric and spectroscopic data as detailed above, there are also further data available in the near-IR as part of the VISTA Deep Extragalactic Observations (VIDEO; Jarvis et al. 2013), far-IR as part of the Herschel Multi-tiered Extragalactic Survey (HerMES Oliver et al. 2012) and in the radio from the National Radio Astronomy Observatory (NRAO) Very Large Array (VLA). These data are not used here, but will undoubtedly be of importance for future work in the field.

5.4 Observations

5.4.1 Description of the Instrument - VIMOS

I make use of the Visual Multi-Object Spectrograph (VIMOS) at the VLT in Paranal, Chile to perform multi object spectroscopy. The VIMOS instrument has four 4k×2k CCD detectors each with a 7’×8’ field of view, the detectors are arranged in a square configuration with inner edges separated by 2’. In imaging mode the instrument has six band photometry covering the U’,B,V,R,I,z filters. In multi object spectroscopic (MOS) mode the instrument has several configurations:

- Low resolution (LR) spectroscopy, either in blue or red mode (5500-9500Å or 3700-6700Å) at resolutions of $R = 180$ and 210 respectively. Four-way multiplexing is possible.

- Medium resolution (MR) spectroscopy between 4800-1000Å at $R = 580$.

- High resolution (HR) spectroscopy in red, orange or blue mode (3700-5350Å, 5150-7600Å or 6500-8750Å) at resolutions of $R = 1150$, 2150 or 2500 respectively.
Figure 5.1: A plot of the coverage with different instruments in the UDS field. X-ray data from the XMM-Newton telescope is shown as the grey petal pattern in the background. Spitzer IRAC and MIPS coverage are shown in red and purple. UKIDSS near-IR data is shown in green. Subaru optical data is shown in pink. The deep (labelled SpUDS for historical reasons) VIMOS pointings are shown in black and the shallow (labelled SWIRE for historical reasons) VIMOS pointings are shown in dark grey. The brightest 24\(\mu\)m sources of 0.5mJy or greater in the \(z=0.7-0.9\) redshift window are shown as red points. The statistics detailed in the bottom right show the number of 24\(\mu\)m sources with photometric redshifts \(z_{\text{phot}} = 0.7 - 0.9\) (\(x_z\)) and total number of 24\(\mu\)m sources with optical counterparts \(\text{per quadrant} (x)\).
Targets are isolated using a disposable slit mask, where slits can be curved, down to $0^\prime 7$ in width and up to $30^\prime$ in length for long slit spectroscopic purposes. The VIMOS instrument is also capable of fibre based integral field spectroscopy over a field of up to $54^\prime\text{arcsec}^2$, at a spectral resolution of either $0^\prime 33$ or $0^\prime 67$ per resolution element, making an array of 6400 fibres.

MOS-MR mode is adopted in order to have a balance between spectral range and a resolution sufficient to deblend lines.

An exposure time of four hours is necessary to achieve a $5\sigma$ signal-to-noise per pixel at the point, and $\sim 1.5\sigma$ per pixel at 9000Å, for a $I_{AB} < 23.5$ galaxy. This is adequate to detect the emission lines one would expect for moderately luminous AGN. For the more luminous sources an exposure time of only two hours is sufficient. Filling the overlapping SpUDS and UKIDSS-UDS fields most effectively requires 7 separate pointings with the VIMOS instrument. The observing strategy included 7 deep (4 hour) pointings and 4 shallow (2 hour) pointings used to fill gaps and observe interesting and luminous 24$\mu$m sources missed in the deep pointings.

### 5.4.2 Target Catalog and Final Sample

In order to optimise optical emission-line coverage, 24$\mu$m targets are selected to be in the redshift slice $0.6 < z < 0.9$, selected using photometric redshifts.

This allows us to probe the luminosity range $L = 43 - 45.5$ [erg s$^{-1}$]. Sources outwith this luminosity range are either not detectable in the redshift window (at the low luminosity end) or are sufficiently rare to be poorly represented in the field area (at the high luminosity end; these sources can be located in the Wide-field Infrared Survey Explorer (WISE) all-sky survey ($S_{23\mu m} > 2600\mu$Jy). Within the master catalog of possible sources, many have spectroscopic redshift information. Those found to have spectroscopic redshifts outside of the target window are immediately rejected.

The catalog construction software, known as the VIMOS Mask Preparation Software (VMMPS) requires two input catalogs for target selection. The first catalog, known as the **compulsory catalog** contains sources that must be observed. The second catalog, known as the **selectable catalog** contains sources that could otherwise be observed. VMMPS will assign slits to the compulsory sources, The user will then assign broad slits (boxes) to alignment stars (a minimum of three
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per pointing, over any of the four quadrants), other sources from the selectable catalog are then assigned, and VMMPS undertakes this assignment automatically so as to maximise the number of selectable sources.

The process for defining a target catalog begins with the shallow fields, which are assigned in the manner described above. Compulsory sources have having $z_{\text{phot}} = 0.7 - 0.9$ and selectable sources are within $z_{\text{phot}} \pm \delta z_{\text{phot}} = 0.6 - 0.9$, or are otherwise interesting X-ray sources without spectroscopic data. Once VMMPS produces a target catalog for these shallow fields, any sources with $m_r < 24$ are removed from any other contributory catalogs, whilst those which have $m_r > 24$ and lie within deep pointings are made compulsory for that pointing. The target catalogs are then produced for the seven deep pointings.

There are two deep pointing quadrants which lie on the edge of the IRAC coverage, and so have no photometric redshift information in this regions. These quadrants (Deep-2-Quadrant-1 [D2-Q1] and Deep-6-Quadrant-3 [D6-Q3]) are managed separately; for D2-Q1 the contributory catalog is constructed from all $m_K > 19$ and $m_R < 24$ in the frame with all sources being selectable targets. For D6-Q3, the IRAC coverage splits the quadrant in half, and so for the region with IRAC coverage the targets were selected as per all other quadrants, whilst in the region without the IRAC data the targets were selected as per D2-Q1. After all target catalogs are constructed, every slit centre is checked by eye against K-band mosaic data to ensure that no sources have been mis-targeted.

In the 0.6 sq/ deg overlap region between SpUDS and UKIDSS-UDS there are 2532 24$\mu$m sources to a 5$\sigma$ flux limit at $z_{\text{phot}} < 1$. Based on photometric redshifts, 627 of these are in the redshift slice 0.7 < $z_{\text{phot}}$ < 0.9

With VIMOS pointings having a covering factor of 77%, this makes a potential sample size of 486.

The chosen pointing centre coordinates are shown in Table 5.1 and Figure 5.1.

From a 24$\mu$m sample of 15370 unique sources, 6398 have optical counterparts. Of these 6398 sources, 770 have 0.7 < $z_{\text{phot}}$ < 0.9 and 1133 have 0.6 < $z_{\text{phot}}$ < 0.9. The final target catalog is made up of 865 targets, of which 850 are unique (15 are targeted to be observed in two overlapping pointings). Of these 850 unique targets, 58 are included based on the fact that they have X-ray emission, but lie outside the photometric redshift selection criteria.
Table 5.1: A table of the VIMOS pointing centres, including the number of target galaxies to be observed.

<table>
<thead>
<tr>
<th>Name</th>
<th>RA (Centre)</th>
<th>Dec (Centre)</th>
<th>No. Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deep-1</td>
<td>34.33</td>
<td>-5.395</td>
<td>82</td>
</tr>
<tr>
<td>Deep-2</td>
<td>34.665</td>
<td>-5.395</td>
<td>92</td>
</tr>
<tr>
<td>Deep-3</td>
<td>34.21</td>
<td>-5.06194</td>
<td>91</td>
</tr>
<tr>
<td>Deep-4</td>
<td>34.4731</td>
<td>-5.08194</td>
<td>74</td>
</tr>
<tr>
<td>Deep-5</td>
<td>34.7361</td>
<td>-5.08194</td>
<td>61</td>
</tr>
<tr>
<td>Deep-6</td>
<td>34.33</td>
<td>-4.75389</td>
<td>73</td>
</tr>
<tr>
<td>Deep-7</td>
<td>34.6131</td>
<td>-4.77389</td>
<td>76</td>
</tr>
<tr>
<td>Shallow-1</td>
<td>34.13</td>
<td>-4.93</td>
<td>73</td>
</tr>
<tr>
<td>Shallow-2</td>
<td>34.78</td>
<td>-5.15</td>
<td>77</td>
</tr>
<tr>
<td>Shallow-3</td>
<td>34.42</td>
<td>-5.30</td>
<td>93</td>
</tr>
<tr>
<td>Shallow-4</td>
<td>34.4</td>
<td>-4.83</td>
<td>87</td>
</tr>
</tbody>
</table>

5.5 The Final Observed Sample

Due to the UDS having RA $\sim 2^h$ observations were initially scheduled between Nov-Jan 2010. However, due to scheduling priorities only a subset of the data were acquired in this session, with the remaining data carried over for two following semesters. Eventually, the observations were terminated, leaving only a subset of the final sample, amounting to three pointings; Deep-1, Deep-7 and Shallow-1.

Figure 5.1 shows the layout of the deep (labelled SpUDS) and shallow (labelled SWIRE) VIMOS pointings in relation to the available photometric data. The Deep-1 pointing is at the bottom right, the Deep-7 pointing is at the top left and the Shallow-1 pointing is the right-most.

This amounts to 231 unique targets, with no sources being observed in two separate pointings. Of these 231 targets, 12 are sources which are selected based on their X-ray emission (2 in Deep-1, 6 in Deep-7 and 4 in Shallow-1).

5.6 Data Reduction

Data are reduced using the VIMOS data reduction pipeline. Details of the algorithms, input and output parameters/files are included in Appendix B. Raw data are wavelength calibrated and flux calibrated, sky subtracted, reduced and co-added for analysis. Each extracted and reduced spectrum is checked by eye for abnormal features or problematic reduction. Flux calibration is performed by
using observations of standard stars at or near to the date and airmass as the target exposures, along with template spectra for each of these stars.

5.6.1 Quality of the Data

By masking at visible emission lines between $6000 < \lambda_{\text{obs}} < 7000$, boxcar smoothing the remaining continuum, binning the residuals about the smoothed continuum and fitting a Gaussian to the histogram, I calculate an approximate signal-to-noise for each spectrum. This is shown for a subset of the sources in Figure 5.2 where the measured S/N values are plotted against the apparent R-band magnitudes as measured by Subaru. We can see that brighter objects (i.e. those with a lower R-band magnitude) typically have a higher signal to noise. The extreme outlier in this diagram, and the only source lying at $R_{\text{AB}} > 25$ is source with $24\mu\text{m ID}_{24} = 23303$ (note that the two neighbouring data-points correspond to the two individual observations on 05/12/2010 and 08/12/2010). This source is discussed in more detail in Section 5.9.4. The wavelength calibration is accurate to $\delta\lambda \approx 0.24\text{Å}$. 

![Figure 5.2: A plot of the measured optical spectroscopic signal-to-noise of a subset of the 24\mu m sources vs. R-band magnitude from Subaru.](image)
5.6.2 Example Spectra

Shown in Figures 5.3 and 5.4 are reduced spectra of a Type-I and Type-II classified sources, respectively (details of their classification will be given in Section 5.7).

![Spectrum Diagram]

Figure 5.3: Fully reduced spectrum of Type-I AGN with 24µm ID 12136 at redshift 1.28. Note that the downturn in flux at the blue end (short-ward of 5000Å) is a sensitivity issue, and not necessarily a genuine downturn.

Spectral Redshifts and Population Statistics

With such a small target sample, spectroscopic redshifts are measured by eye, finding key spectral features such as the 4000Å break, broad MgII λ2800Å emission line, [OII] λ3726Å, [OIII] λ5007Å and Hβλ4861Å emission lines.

Figure 5.5 shows a comparison of the photometric and spectroscopic redshifts of all extragalactic sources in the sample. The photometric redshift selection window is shown in dark and light grey. The dark grey represents redshift window
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Figure 5.4: Fully reduced spectrum of Type-I AGN with 24$\mu$m ID 7229 at redshift 0.803.

$z = 0.7 - 0.9$ and the light grey area represents the redshift window $z = 0.6 - 0.7$. The red symbols show the (12) objects which are X-ray sources (note that those lying outside the redshift selection window (including errors) are exclusively X-ray sources. The spearman rank correlation coefficient for the photometric and spectroscopic redshifts is 0.445, with a p-value of $1 - (3.6 \times 10^{-4})$ percent, showing a strong and reliable correlation.

Of the 231 targets, 228 had extractable spectra. There were 102 with spectra of sufficient quality to gain spectroscopic redshifts. Of these, 33 have strong (S/N > 3 in $[\text{OIII}]$ and H$\beta$) emission lines. These are classified as shown in Table 5.2, along with other class statistics.

Note that the objects that have been classified as Type-II AGN in this sample also contain the LINER objects.
5.7 Object Classification

The BPT technique described and used for the H-ATLAS data set in Chapter 4 relies on spectral coverage over both Hα and Hβ and so cannot be used for this VIMOS sample. The spectral window for the VIMOS medium resolution grism is around 5000-9500Å which means that Hα will be redshifted out of the window at z > 0.45. I adopt an alternative classification scheme that makes use of spectral
Table 5.2: Tabulation of the optical classification of VIMOS $24\mu$m selected objects. Each object in this list has a spectral redshift.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type-II AGN/LINER</td>
<td>6</td>
</tr>
<tr>
<td>Type-I AGN</td>
<td>6</td>
</tr>
<tr>
<td>Composite</td>
<td>11</td>
</tr>
<tr>
<td>Star Forming Galaxies</td>
<td>10</td>
</tr>
<tr>
<td>Passive Galaxies</td>
<td>66</td>
</tr>
<tr>
<td>Star</td>
<td>2</td>
</tr>
<tr>
<td>Unknown</td>
<td>1</td>
</tr>
</tbody>
</table>

features at higher frequencies.

5.7.1 Spectral Classification Techniques

A range of alternatives to the BPT technique exist. Some of the more popular ones are described here:

Lee et al. 2011 Technique

The Lee et al. (2011) technique uses $\text{[OIII]}/\text{H} \beta$ vs. FWHM$_{\text{[OIII]}}$ to separate non AGN from narrow line AGN. The technique does not discriminate between bona fide AGN and LINERs, but Lee et al. report a 89 percent reliability of AGN diagnosis compared to the BPT technique. An identical technique (though different demarcation lines) is adopted by Zakamska et al. (2003), which is reported by Lee et al. (2011) to have a lower completeness but higher reliability of AGN diagnosis compared to the BPT diagnostic.

Lamareille 2004,2010 Technique

The technique derived by Lamareille et al. (2004) and Lamareille (2010) uses bluer spectral line ratios than those adopted in the BPT diagnostics. The technique is compared to the BPT technique in Lamareille (2010) and found to be between 86 percent (Seyfert-II) and 99.7 percent (SF) reliable. The technique itself uses $\text{[OII]} \lambda\lambda 3726+3729\AA /\text{H} \beta$ vs. $\text{[OIII]} \lambda 5007\AA /\text{H} \beta$. The demarcation lines are defined such that the misclassification of sources compared to the BPT technique is minimised.
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Stasinska (DEW) 2006 Technique

The technique proposed by Stasińska et al. (2006) uses $D_n(4000)$, the 4000Å break strength and the equivalent width (EW) of [O II] and [Ne III] to separate star forming galaxies from AGN. $D_n(4000)$ is defined as:

$$D_n(4000) = \frac{(\lambda_2^- - \lambda_1^-) \int_{\lambda_1^-}^{\lambda_2^+} F_\nu \, d\lambda}{(\lambda_2^+ - \lambda_1^+) \int_{\lambda_1^+}^{\lambda_2^+} F_\nu \, d\lambda}$$  (5.1)

where $\lambda_1^-, \lambda_2^- , \lambda_1^+, \lambda_2^+ = 3750, 3950, 4050, 4250$Å (Bruzual A. 1983). Large $D_n(4000)$ values are usually indicative of old stellar population passive galaxies (Cid Fernandes et al. 2005), but also of Type-II AGN hosts (Mateus et al. 2006). Star-forming galaxies typically have much lower $D_n(4000)$ values. The presence of emission lines indicate that ionisation is taking place, whether due to stellar or accretion related emission. Therefore by combining emission line strength and $D_n(4000)$ one can effectively discriminate between AGN and star forming galaxies. Since the spectral region used in this technique is very blue (compared to Hα) this allows for effective classification up to, and in excess of $z = 1.0$.

Marocco-Hache-Lamareille (MHL) 2011 Technique

The Marocco et al. (2011) technique was developed to be supplementary to the Lamareille technique described above. The MHL technique uses $D_n(4000)$ vs. [OII]λλ3726,3729Å to separate objects into two separation populations where in the Lamareille diagnostic they are classified very close to the demarcation.

Weiner et al. 2007 Diagnostic

Weiner et al. (2007) proposed a diagram using rest-frame H-band magnitude, $M_H$, to replace the [NII]/Hα ratio, where $M_H$ is used as a proxy for stellar mass. This method can distinguish Seyferts in relatively massive hosts from low-mass, low-metallicity star-forming galaxies. The separation of the two classes using this technique is not very clean, however, since it does not effectively distinguish transition objects from either pure star forming galaxies or AGN dominated galaxies.
Yan et al. 2011 C-Ex Diagnostic

The Colour-Excitation (C-Ex) technique developed by Yan et al. (2011) uses the rest frame U-B colour vs. [OIII]/Hβ ratio to separate star-forming galaxies from AGN (but not AGN from LINERS or transition objects). This technique builds upon the Weiner et al. (2007) diagnostic. Almost every BPT-identified (narrow line) AGN (or LINER) is found in a red/green (i.e. not blue) galaxy. This is because bluer galaxies are typically less massive, have smaller relative bulge components, and as such typically host smaller black holes (Magorrian et al. 1998, McLure et al. 2006). For a fixed Eddington ratio this will result in bluer galaxies typically having less luminous AGN. Again this method does not effectively distinguish transition objects from either pure star forming galaxies or AGN dominated galaxies.

5.7.2 Juneau+2011 M-Ex Diagnostic

The Mass-Excitation (M-Ex) technique developed by Juneau et al. (2011) uses the stellar mass vs. [OIII]/Hβ ratio to separate star-forming galaxies, transition objects and AGN. The stellar mass is used in replacement of the [NII]/Hα ratio in the BPT diagram as there is an empirical mass-metallicity relation (Tremonti et al. 2004) which suggests a physical connection between that line ratio and stellar mass. Also, AGN more commonly live in high stellar mass galaxies and so often lie above this relation.

5.7.3 Photometric Classification Techniques

Since there is a wealth of photometric data available, it will be interesting to compare spectroscopic classifications to photometric classifications. The C-Ex and M-Ex diagnostics detailed above use both photometric and spectroscopic data to classify objects (since stellar masses are typically derived from SED fitting of optical colours). In recent years, with the advent of the Spitzer Space Telescope, the use of IR colour-colour plots to classify objects has become very popular. There also exist analogous colour-colour diagnostics for data from the WISE telescope (Jarrett et al. 2011).
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Stern-Lacy Plot

The diagnostics defined by Lacy et al. (2004), Sajina et al. (2005) and Stern et al. (2005) uses mid-IR colours from the IRAC bands of Spitzer to distinguish star-forming galaxies from AGN. AGN are considerably more red than star forming galaxies in the mid-IR. Due to PAH emission the spread in colours of star-forming galaxies is much larger than AGN, and so AGN can selected from wedges of colour-colour space in the Stern-Lacy plots. This method is very good as selecting broad-line AGN, but not as effective at selecting narrow-line AGN.

Donley et al. 2012 Plot  - Donley et al. (2012) revisited the Stern-Lacy colour-colour selection techniques in order to assess high-redshift star forming galaxy contamination to the AGN samples. The AGN selection using these criteria are more reliable and complete than either the Lacy et al. (2004) or Stern et al. (2005) methods; A discussion of the Stern-Lacy selection techniques is given in Donley et al. (2012).

5.7.4 Ivison-Pope Plot

The diagnostic used by Ivison et al. (2004) and Pope et al. (2008) makes use of the MIPS 24μm and IRAC 8μm & 4.5μm data to produce a colour-colour plot to separate starburst galaxies from AGN.

5.7.5 X-ray selection

As described in Chapter 3, X-ray selection in AGN is dependent on two criteria. The first is the X-ray luminosity of the source; since star forming galaxies rarely have X-ray luminosities in excess of $10^{42}$ erg s$^{-1}$ a luminosity cut for compact sources at this value is a fairly safe selection criterion. However, this luminosity cut will typically only select unobscured or the most luminous obscured objects. Since obscuration will lead to suppression of flux in the soft X-ray bands (typically below 2keV, but increasingly harder for high column obscuration), the inferred luminosity of the X-ray source using broad-band photometry will be much lower than the intrinsic luminosity.

In order to find these obscured sources a second level of selection must take place. Firstly the 2-10keV spectrum will show signs of obscuration and so much
deeper observations capable of getting crude spectra will be needed. One typically bins the X-ray spectra into soft and hard bins, calculates a hardness ratio and infers a level of obscuration from this.

If these sources are Compton thick obscured however, observations from $2 - 10\text{keV}$ will be of little help and observations at much harder X-ray energies (e.g. $10 - 50\text{keV}$) will be needed.

### 5.8 Biases

Lone selection at $24\mu\text{m}$ would allow for a relatively unbiased sample of AGN. However, there will be heavy starburst contamination due to strong PAH lines in the mid-IR. With the introduction of photometric redshift selection the sample will begin to depend on the templates used in the photometric code; for example, if the templates do not include a quasar component then objects that appear blue will be taken to be younger star forming objects and possibly miscalculating photometric redshifts. This can be tested in the sample, since those objects classified as AGN, and especially Seyfert-I objects will have large discrepancies between the photometric and spectroscopic redshifts. This is discussed in Section 5.9.3.

### 5.9 Analysis

A combination of the Lee et al. (2011) and Juneau et al. (2011) diagnostic techniques is used to classify the $24\mu\text{m}$ since these diagrams use only $[\text{OIII}]$ and $\text{H}\beta$ lines to select bonafide AGN, mitigating the effects of reddening that would be present in the $[\text{OII}]/\text{H}\beta$ ratio. Any source which is in the AGN region of the Lee et al. (2011) diagnostic and either the AGN or intermediate region of the Juneau et al. (2011) diagnostic is taken to be an AGN. On the other hand if a source is an AGN in the Lee et al. (2011) diagnostic but a star forming galaxy in the Juneau et al. (2011) diagnostic, or a star forming galaxy in the Lee et al. (2011) diagnostic and an intermediate in the Juneau et al. (2011) diagnostic is it taken to be a composite object. Finally, those sources which lie in the star forming region of both diagnostics are classified as star forming galaxies.

Only sources with a $S/N$ of 3 or greater in both $[\text{OIII}]$ and $\text{H}\beta$ are considered
for emission line classification. This leaves a sample of 27 narrow line sources for classification with these diagnostic techniques. The Lee et al. and Juneau et al. diagnostic diagrams for the sample are shown in Figures 5.6 and 5.7, respectively.

![Figure 5.6: Lee et al. (2011) diagnostic diagram showing the result for all VIMOS narrow emission line objects (27).](image)

5.9.1 Parameters

For this sample there exists 13 band optical-to-mid-IR photometry, X-ray fluxes, spectroscopic redshifts, [OII], [OIII] and Hβ line fluxes and linewidths as well as diagnostic diagram derived object classifications. There are also SED derived star formation rates, stellar masses and ages:
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Figure 5.7: Juneau et al. (2011) diagnostic diagram showing all VIMOS narrow emission line objects (27).

5.9.2 SED derived parameters

Using the new spectroscopic redshift constraint, this allows for an improved, constrained SED fit, with tighter constraints on the star formation rates and stellar masses. Using the same routines used to previously derive photometric redshifts, SED fitting is re-run by V. Bruce (private communication), making use of the Hyper-Z code (Bolzonella et al. 2000) with templates from Bruzual and Charlot (2003). Constraints are: $0 < A_v < 4$, Age $> 50$Myr and exponentially declining star formation histories with $0.3 < \tau < 5$ Gyr. The sample has an SED derived median stellar mass of $\log_{10} M_\odot(M_\odot) = 10.52 \pm 0.53$.

5.9.3 Type-I Objects

All six type-I objects classified here have spectral redshifts of $z > 1.0$. Of these, three have X-ray detections with XMM-Newton. While one of these
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sources was selected for observation based on its X-ray detection, the remaining 5 were targeted based on their photometric redshift values ($0.57 < z < 0.84$). This is obviously an issue for the photometric redshift code, which consistently underestimates the redshift by $dz \simeq 0.35$, with spectral redshifts lying even $dz \geq 0.25$ outside the maximum photometric redshift estimates. Given that this is the case, this places the [OIII] + Hβ complex at $\sim 5000\AA$ outside the spectral window for all type-I objects in the sample. Optically classification as Seyfert-I type objects is taken from a detection of broad Mg-II $2800\AA$ component.

5.9.4 Curious Objects

The objects ID$_{24}=23303$, ID$_{24}=2143$ and ID$_{24}=17434$ are curious objects in this sample. ID$_{24}=2143$ and ID$_{24}=17434$ are spectrally classified as stars (17434 is also an X-ray source):

ID$_{24}=2143$

The 24µm source ID$_{24}=2143$ is a star. Using a by-eye classification of this source alongside the M-dwarf sequence spectra in Gray and Corbally (2009, p. 343) I classify this source and similar source ID$_{24}=17434$ as M4-Dwarf stars. The spectrum of ID$_{24}=2143$ is shown in Figure 5.8.

ID$_{24}=23303$

The 24µm source ID$_{24}=23303$ is very much an anomalous result. In the photometry taken from the SXDS the object has an R-band magnitude of 25. However, on the observation dates for this source (5th/8th Dec, 2010) the spectrum is dominated by continuum, with absorption features dominated by atmospheric absorption features. The object has an integrated R-band magnitude of 20.5, some 4.5 magnitudes brighter than in previous photometry. Over the limited spectral range, it is not possible to discern whether the continuum is associated with a thermal spectrum, or a non-thermal power law. The best fit for both a thermal and a power law continuum to the optical spectrum is shown in Figure 5.9. The temperature of the best fit thermal continuum is 7200K (observed frame), while the best fit continuum slope for the power law continuum
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Figure 5.8: Fully reduced spectrum of an M-dwarf star with 24\(\mu\)m ID 2143 is \( \beta = -1.68 \) (corresponding to \( \alpha = -0.32 \) where \( f_\nu \propto \nu^{-\alpha} \)).

The UKIDSS J,H,K photometric data were mined for possible observations on, or near the date of these spectroscopic observations, however, the data are consistent with previous measured (note, that if one were to extrapolate either the thermal or non-thermal lines fit into the near-IR then the change in magnitude would be insignificant anyway, therefore this result is consistent with what was expected).

The spectrum of ID\( _{24} = 23303 \) looks remarkably like that of a GRB optical afterglow reported by Maiorano et al. (2006). I show in Figure 5.10 the spectrum of 23303 with prominent atmospheric absorption features labelled as \( \oplus \) symbols. There is a prominent absorption feature 6555\(\AA\), which is not an atmospheric feature, which is labelled with a red vertical line. This feature could be any one of many species, especially if the spectrum is interpreted as a GRB afterglow feature. This absorption feature may even due to intervening material along the line of sight. I note that there are no reports of a GRB in the previous days/weeks/months from this region of the sky. The spectrum does not look to be that of a Supernova, as these typically have broader emission/absorption features than those shown in Figure 5.10. Note that the recorded flux between
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Figure 5.9: The curious source ID$_{24}$=23303. Spectrum taken from 5th December, 2012. The thermal and non-thermal (power law) best fit lines are also included in red and blue respectively.

the 5th of December and the 8th of December drops by a factor of two, thus it would appear that if the source is GRB afterglow then it is indeed decaying.

5.9.5 AGN vs. Star Forming Galaxies

in AGN, the 24$\mu$m is believed to be a good proxy for the intrinsic AGN luminosity. It is, however, well known that the PAH emission in starburst galaxies contributes a significant fraction of the mid-IR luminosity in those sources where PAHs are present. PAHs are seldom seen in mid-IR AGN spectra, and so the mid-IR luminosity in these sources should not have large amounts of contamination. In the optical region, the [OIII] luminosity is taken to be a good proxy for the intrinsic AGN luminosity, since the photons needed to produce the species responsible for this emission are produced in copious amounts in AGN accretion discs. One would therefore expect to see a good correlation between the [OIII] luminosity and 24$\mu$m in AGN. A plot of this is shown in Figure 5.11 (subplot 1)
where all narrow emission line objects are plotted. Since the type-I AGN are at a redshift too high to probe the [OIII] emission line they cannot be included in this comparison. For the type-II AGN (blue circles) while there would appear to be a correlation between [OIII] luminosity and 24μm luminosity, the sample is very small, so this cannot be a firm result. A spearman rank correlation test on these data return a correlation coefficient of 0.2 put a p-value of only 30 percent (i.e. 70 percent chance that the two data are uncorrelated). The derived correlation between [OIII] and 13.5μm luminosity for local type-II objects taken from LaMassa et al. (2010) is shown in the plot as a dot-dashed line. All six of the type-II AGN are shown to lie below this line. This is interpreted as a suppression in the [OIII] luminosity due to a lack of redening correction of the line fluxes; the continuum is generally quite weak in the spectra of these objects and so it is difficult to measure a stellar continuum reddening. Alternatively deriving an emission line reddening using Hβ/Hγ is very difficult since the Hγ line is also very weak.

By plotting the SED derived SFR vs. 24μm data (Figure 5.11, subplot 3) shows the spread in SFRs for across the entire sample. The type-II objects have a spread in SFRs from 1-15 M⊙ yr⁻¹. The larger spread in the type-I
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AGN must be taken with caution, since the SED fitting routine does not include quasar templates. This may result in the blue continua in the type-I objects forcing a young stellar population, with artificially high star formation rates. The dashed line in this subplot is taken from Rieke et al. (2009), which is the derived correlation in the LIRG/ULIRG regime.

Plotting the SED derived SFR vs. derived [OIII] luminosities of the sample (Figure 5.11, subplot 4) shows the [OIII] excess in the Type-II objects vs. the composite and star forming population.

5.9.6 Mid-IR photometric classification

Figure 5.12 shows that while all type-II objects lie within the selection wedges of Stern (left) and Lacy (right) colour-colour plots, not all of the type-I objects do. This plot also highlights the level of contamination of star forming galaxies in this photometric selection technique. The two large black star symbols represent the M-dwarf stars (note that ID_{24}=2143 lies within the Stern wedge but not the Lacy wedge, while ID_{24}=17434 lies outside the Stern wedge, but within the Lacy wedge).

5.9.7 Comparison to Rush et al. (1993)

In Rush et al. (1993), the authors construct a subsample of 12μm IRAS AGN containing 53 Seyfert-I and 63 Seyfert-II objects to a flux limit of 0.3Jy, which represents 13 percent of the parent 12μm sample. The total fraction of AGN is seen to increase as a function of 12μm luminosity, but shows no significant signs of intrinsic differences between the Seyfert-I and Seyfert-II objects. In this work a sample of 6 Seyfert-I and 6 Seyfert-II objects selected at 24μm to a flux limit of 0.1mJy are optically spectroscopically classified, which would translate to ~ 22 Seyfert-Is and ~ 22 Seyfert-IIs had the entire survey been completed.

For comparison with Rush et al. (1993) whilst maintaining maximum statistics, a mid-IR luminosity cut of log_{10} \nu L_{\nu} > 43.7 [erg s^{-1}] is used, which at the flux limits for Rush et al. (1993) and this 24μm sample imposes a redshift
cut of $z < 0.02$ and $z < 0.9$ respectively. This produces a $12\mu m$ sample of 98 sources, of which 6 are type-I sources, 13 are type-II sources and a $24\mu m$ sample of 44 sources, of which 6 are classified as Type-II AGN, including LINERs. Note that in this limited sample there are no Type-I AGN since they all lie outside the redshift limit imposed for the $24\mu m$ sample. A plot of the luminosity vs. redshift is shown in Figure 5.13.

\section*{5.10 Discussion}

The results and analysis undertaken above reveal that not only were the aims of the program unrealised, but that they would have unlikely to be fulfilled had the entire observational data been amassed. A significant fraction of the targeted sources did not contain spectra of sufficient quality to extract spectroscopic redshifts, and for many of the sources where the spectral quality was sufficient (most specifically, the Type-I broad-line objects) the spectroscopic redshifts were significantly different from those predicted by the photometric template fitting. Nonetheless, this analysis may be interesting for that very reason; the above work reveals that such a method of sample selection is not ideal for aims of the project; further work in the way of photometric redshift templates for AGN, as well as further target constraints (such as an optical magnitude cut to limit the number of poor quality spectra in the final observations) would be essential for progression. For example, the work of Salvato et al. (2009) reveal that many AGN are outliers of typical photometric redshift regimes, and thus require further considerations for photometric redshift calculations.

While the analysis undertaken by Salvato et al. (2009) reveals the importance of SED template selection in photometric redshift estimation, it also highlights just how difficult AGN SED fitting is; all of the sources in their sample were either X-ray or radio luminous objects, and known AGN. For a radio-quiet, X-ray obscured AGN, it appears that it would be necessary to first gain a spectroscopic redshift of the source before showing it to be an outlier in photometric vs. spectroscopic redshift.

It is unclear to the author whether any minor amendments to the sample selection technique as performed above would be sufficient to transform the
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method into a much more successful one for selecting AGN in a relatively unbiased fashion. Indeed a radical re-think of the technique may be necessary. As an example, if one wishes to increase the number of broad line objects in the sample, they could use the above technical shortfall to their advantage: they could perform more crude optical spectroscopy across a large sample of 24$\mu$m sources in order to obtain spectroscopic redshift measurements, compare these with photometric redshift measurements and select the outliers for follow up fine optical spectroscopy, since these sources are more likely to be Type-I AGN. However, such a technique would not help Type-II object statistics.

5.10.1 Type-II Fraction

With this sample of AGN, deriving statistically significant results for the Type-II AGN fraction is impossible, especially over a luminosity range comparable with that of the Rush et al. (1993) sample. Other work being undertaken by Toba et al. (2012a;b) controversially find the 18$\mu$m and 22$\mu$m Type-II fraction at $z < 0.3$ to be a decreasing function of luminosity. They also find a total type-II fraction of around 0.8 obtained from type-I and type-II luminosity functions between 0.006 < $z$ < 0.7. These results are at odds with those found from the Rush et al. (1993) sample, where there is no evidence for a luminosity dependence of the type-II AGN fraction, and a type-II AGN fraction of 0.55.

5.11 Conclusions

From a sample of 228 sources, 102 are of sufficient quality to gain spectroscopic redshifts (primarily from the 4000Å break). Of these 102 sources, two are stellar M4-dwarf stars (ID$_{24}$=2143 and ID$_{24}$=17434), whilst the remaining extragalactic sources range from $z$ = 0.366 to $z$ = 1.286. The narrow emission line objects (those with visual [OIII], H$\beta$ and [OII] lines) amount to 27 sources. Broad Line type-I AGN total 6 sources.

Based on the initial aims of this program, both the target selection and target acquisition both had significant problems. The primary concern is that the selection technique did not find anywhere near the anticipated number of desirable AGN sources (i.e. not enough to create a statistically significant sample suitable for comparison with local sources). Secondly, there is obviously a significant bias
against the selection of Type-I AGN within the desired redshift range. Any future
works building on such a method as applied here must address two important
questions:

1. The photometric redshift fitting code routinely underestimates the true
redshifts of Type-I AGN, and must be adapted to include quasar templates
to address this issue.

2. An optical or near-IR apparent magnitude cut for selectable targets will help
to increase the detection rate among targets. However, careful consideration
must be given to any biases that this will introduce. While selection in the
near-IR (H-band, say) will target objects with large stellar masses (the
stellar SEDs peaks at \( \sim 1.6 \mu m \)), in which AGN are more common. This
should not introduce a bias with regard to Type-II fraction population
statistics (if indeed the unified scheme is to be believed, and Type-I and
Type-II AGN have the same stellar mass distributions), but will effect the
total AGN fraction.

The original aim was to spectroscopically follow up \( \sim 550 \) 24\( \mu m \) sources,
where \( \sim 120 \) (\( \sim 20 \) percent) of the targets were AGN. With only 33 (14 percent)
of final 228 targets showing emission lines and only 12 (5 percent) being classified
as AGN/LINERs this is not as successful as anticipated. Addressing the issues
raised above would undoubtedly go some way to improving the method of sample
selection in future works, However, even with such amendments an increased
target sample would also be necessary to increase AGN statistics.
Figure 5.11: Subplot 1 (top-left) shows the $24\mu m$ luminosity vs $[\text{OIII}]$ luminosity of these sources with spectral redshifts and $[\text{OIII}]$ line measurements ($S/N > 3$). Blue circles = type-II, yellow triangles = Composite, black squares = star forming galaxies. The dashed line represents the best fit to the data, while the dot-dashed line is taken from the correlation derived by LaMassa et al. (2010) for local type-II AGN, with the mid-IR continuum luminosity measured from low resolution spectra at $\lambda_{\text{rest}} = 13.5\mu m$. Subplot 2 (top-left) shows the ratio of $24\mu m$ luminosity to $[\text{OIII}]$ for the same sources. Blue dashed line = type-II, yellow dotted line = Composite, black solid line = all narrow emission line sources. Subplot 3 (bottom-left) shows the $24\mu m$ luminosity vs. SED derived SFR, symbols are as per figure one, except red stars = type-I, grey contour = passive galaxies. Dashed line represents the correlation derived by Rieke et al. (2009) for LIRG/ULIRG galaxies. Subplot 4 (bottom-right shows the $[\text{OIII}]$ luminosity vs. SED derived SFR for the narrow emission line galaxies. Symbols are as per sub-plot 1.
Figure 5.12: Data from the sample plotted in the Stern et al. (left) and Lacy et al. (right) colour-colour plots. The red star symbols represent those objects classified optically as Type-I AGN, Type-II objects are blue circles, star forming galaxies are black squares and composite objects are yellow triangles. The two large black star symbols represent the M-dwarf stars.
Figure 5.13: A plot of the luminosity vs. redshift for the Rush et al. (1993) and this sample, with the imposed redshift and luminosity cut to create comparative samples.
Chapter 6

Conclusions

6.1 The Aims of this Work

The primary aims of this work are: i) constraining the obscured/type-II AGN fraction, ii) to investigate a possible link between radio galaxy radio power and source overdensity at high redshift and iii) to investigate the nature of AGN host galaxies selected on their far-IR characteristics. The first aim was targeted in Chapters 3, 4 and 5, the second aim targeted in Chapter 2, and the third again in Chapter 4. Below I discuss the findings of each chapter, the impact each results has on the field and the future prospects.

6.2 Partial Obscuration

6.2.1 This Work

In Chapter 3 I have developed a model which uses partial obscuration as a means to explain the obscured AGN fraction vs. luminosity that is observed between 2 and 10 keV. The model uses Compton thick obscurers to partially cover the X-ray source, attenuating the X-ray flux within this region. With insufficient or crude data, any observer will be unaware of such an obscured region since the 2-10keV flux will be fully attenuated here. In a realistic scenario, a fraction of the remaining “uncovered” region will be obscured by a lower column of material, the effects of which will be measured in the X-ray spectrum and corrected for. The observer will classify the object as obscured and correct the “intrinsic” X-ray flux
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to that of the uncovered fraction. Given the level of partial covering that has been seen in a number of sources, such an effect could lead to a discrepancy between the inferred intrinsic and true intrinsic X-ray luminosities of some sources to differ by orders of magnitude. The overall effect will be a dearth of obscured objects at high X-ray luminosities, but equally an amplification of obscured sources at low X-ray luminosities, in line with what is actually observed.

If such an phenomenon were to be present in the population then this should also be easy to see in X-ray vs. IR AGN luminosity data. The IR luminosity is believed to be the least biased proxy of the intrinsic luminosity of AGN, and should correlated well with the intrinsic X-ray luminosity. One assesses the correlation between the X-ray and IR luminosities of AGN in unobscured objects which require little in the way of attenuation correction the X-ray regime. If there is a population of obscured AGN with their X-ray luminosities erroneously corrected (i.e. correcting for a lightly obscured partial column, but not for a CT partial column) then these will not lie on the correlation found for unobscured objects. This effect is tentatively observed in data from Brightman and Nandra (2011) and Asmus et al. (2011), and cannot reasonably be accounted for by source variability alone.

6.2.2 Limitations

This study draws upon a compilation of observations made by Hasinger (2008) in which the targets are not necessarily selected in a uniform manner, in which the X-ray luminosities are not necessarily calculated consistently, and in which the source classification is not necessarily consistent across all sources. Despite this, the sample is one of the best available for 2-10 keV flux measurements and source classifications. One limitation to this dataset is central to the arguments made in Chapter 3; the X-ray spectra of the sources is crude, often only allowing hardness ratios to be extracted. If this limitation on the dataset is removed by high resolution and dynamic range observations, much of the effect being described will by nullified; good spectra will allow for detailed modeling and correction of heavy obscuration, allowing for more reliable intrinsic X-ray luminosity estimations.
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Future Study

For this simple model to be developed further, future works must consider the obscured fraction luminosity dependence that has been seen (though disputed) in other observational regimes, such as the hard X-ray and [OIII]. One must investigate whether the same processes described in this model be used to reproduce the trend seen in these other regimes.

Physical models involving a range of clouds of different columns, proximities and locations with regard to the central X-ray source will need to be researched further. These models will need to be stable and long lived, or else generated at a rate high enough to counteract their destruction. To add to this, the dynamics of such cloud populations must also be carefully modeled to account for X-ray variability that is observed in many sources.

Observationally, long term observations will allow one to pin down the variability of sources in the X-ray (and indeed to a lesser extent in the IR). Current and future X-ray missions will create a wealth of data, allowing us to probe further free parameters of the model, and test the conclusions of the simple model I propose in chapter 3. With the increased sensitivity and dynamic range of next generation instruments, much of the effect of the partial covering described above (and in Chapter 3) will be corrected for in an increasingly detailed manner, which in turn will reduce the uncertainty of measurements in the X-ray vs. IR luminosity measurements.

Once such a matter has been fully resolved in the X-ray regime, the issue of contrasting results in optical-volume limited, IR and Radio regimes must also be addressed. High resolution imaging of emission regions around AGN will help to some degree; looking at the morphology of the [OIII] emission line region will help us model the obscuration morphology in the central regions. High resolution mid-IR spectroscopic observations will allow us to decouple PAH and torus contributions on parsec scales, and to measure the true intrinsic AGN luminosity at unprecedented levels.
6.3 Environments of High Redshift Radio Galaxies

6.3.1 This Work

In Chapter 2 I investigate the environments of high redshift radio galaxies (HzRGs), assessing the population statistics around these objects compared to field galaxies. The targeted observations of 63 HzRGs between redshifts of one and five at 24µm allows us to probe the starburst and AGN populations simultaneously. In this chapter I find that the vicinities of HzRGs are statistically overdense compared to field galaxies. I find that 32 percent of the sources have an overdensity of sources of \( d_n > 3 \) (i.e. \( N_{\text{field}} + 3\sigma_{\text{field}} \)), with 13 of these fields being new protocluster candidates.

This work is the first capable of statistically studying field overdensities around radio sources, and so it is also the first to probe any possible correlation between source overdensity and radio power. The common assumption is that the radio jets emanating from the central engine into the IGM may trigger star formation in the environments of HzRGs and since the more powerful jets are capable of injecting more energy into the IGM this should in turn trigger more star formation. In this work I find no correlation between radio power and source overdensity in the sample, casting doubt on the aforementioned assumption.

6.3.2 Limitations

Since the observations in this regime were single band photometry, a lot of the measured overdensities may just in fact be line-of-sight coincidences. This was hopefully addressed in the comparison to the blind targets in the survey fields, but may still be an issue. Equally important is the redshift dependence of the flux density of sources of a given luminosity. The portion of the luminosity function which is being probed at different results varies strongly, and therefore the observed excess surface density has a different meaning at each redshift. Barring evolutionary effects this will lead to an decrease in mean overdensity with increasing \( z \) above \( z \sim 2 \).
6.3.3 Future Work

This issue of true (3D) overdensities vs. surface (2D) overdensities is currently being addressed by full IR SED measurements of all possible target sources in overdense fields, getting photometric redshifts for all candidates and assessing the likelihood that each source is at - or close to - the redshift of the HzRG.

Addressing the issue of probing different populations at different redshifts can be addressed with optical spectroscopic follow-up of all candidates, from which spectroscopic redshift and line flux measurements will allow source luminosities and classes to be derived. As a byproduct of doing this, the results will also help to constrain the luminosity functions of different demographics at a range of epochs.

In particular, interesting targets/fields to follow up will be those that show large discrepancies in the ratio of passive to active galaxies (IRAC colour selection vs. 24$\mu$m selection), since these may reveal details of different evolutionary states of those protoclusters.

6.4 Characteristics and Environments of 250$\mu$m selected AGN

6.4.1 This Work

By selecting a sample of AGN from Far-IR emission, it is possible to compare Type-I, Type-II and LINER objects based on emission associated with stellar activities alone. In Chapter 4 I study a sample of 7433 250$\mu$m selected galaxies, below a redshift of 0.38, and with optical spectra sufficient to classify the sources as Type-I and Type-II AGN, LINERS, star forming galaxies, composite objects and passive galaxies. In this chapter I find that there is statistically no difference between Type-I and Type-II AGN so far as star formation related activities are concerned; type-I objects do not have a boost or suppression in star formation compared to type-II objects, they are no more dusty than Type-II objects, and they do not appear to have older or younger stellar populations. I find the fraction of type-I AGN constant across three decades in [OIII] luminosity. In this sample, there is a weak correlation found between stellar age and [SII]/H$\alpha$, and [NII]/H$\alpha$. I find LINERs to have a reduced star formation rate compared
other objects of equal age and mass, and I find that Type-II AGN have a larger spread in Balmer decrement derived colour excess.

6.4.2 Limitations

The main limitation of this work is the relatively small AGN sample. When measuring a type-II AGN fraction - luminosity dependence, population statistics must be split across multiple luminosity bins, which increases the relative errors for each bin significantly. Also, the derived SED parameters that depend on FIR photometry do not have the most conservative criteria; only one far-IR band is needed for analysis, at 250\(\mu\)m (though many have at least 3 photometric bands). Another limitation of this sample is the lack of mid-IR data. Such data would allow for hot/dust + PAH contribution measurements, and allow for further testing of photometric diagnostics. The BPT diagnostic limits the redshift range over optical spectroscopic classification can take place, this in turn limits the size of the 250\(\mu\)m sample.

6.4.3 Future Work

In order to increase statistics for this sample, future works must include Herschel data from the Southern Galactic Plane (SGP) combined with spectroscopic measurements like those taken with SDSS+GAMA for the SGP. While work is underway for photometric surveys in the SGP with panStarrs, DES and the VST in the optical and near-IR, reliable classification of AGN will demand spectroscopic measurements.

Another direction that this research could undertake is in using alternative spectroscopic diagnostics for classifying AGN at higher redshifts, possibly finding evolutionary trends in the Type-II fraction or in the AGN population as a whole.

6.5 The Obscured Fraction at \(z \sim 1\)

The work of this chapter was set out in a proposal of 2010. The aim was to observe a statistically significant sample of AGN from a 24\(\mu\)m targets at \(z \sim 1\) in order to constrain the type-II fraction from an unbiased sample. Unfortunately, the project was terminated prematurely, resulting in only three of eleven pointings
being observed. Though no statistically significant results could be derived from the sample, I describe the reduction process and analyse the observed dataset. I create a catalog of spectroscopic redshifts for over 100 24\(\mu\)m sources, where possible classifying sources as star forming, AGN, composite or stellar. Outwith the scope of this work (classification and study of AGN) I find otherwise interesting objects; two M4-Dwarf stars, and an object which is likely an Gamma Ray Burst afterglow, for which there was no detection of the initial GRB.

\subsection*{6.5.1 Limitations}

Due to a small subset of the total sample being observed, no statistically significant results could be derived from the sample. The targeting strategy was also not without problem; The statistics of desired AGN was not only below expectations, there was also a bias against the selection of type-I AGN within the desired redshift range, this bias was due to the photometric redshift templates not sufficiently accounting for AGN contributions, thus making significant discrepancies between the photometric redshift and spectroscopic redshifts of type-I AGN.

\subsection*{6.6 Future Work}

The future direction that this work could take would involve the high luminosity WISE sources which will possibly already have SDSS spectra, by selecting these sources based on 22\(\mu\)m flux alone one would be able to possible derive a Type-II fraction without photometric redshift selection effects, or otherwise could use photometric redshifts from the SDSS photometry to preselect targets. This will only be of use at the highest end of the luminosity function (in the optical regime, SDSS DR-7 will reach \(R_{\text{AB}} < 22.2\) and the WISE satellite will only probe down to \(S_{22\mu m} > 2.6\) Jy. This work would expand on that being undertaken by Yorhiki Toba and collaborators (Toba et al. (see 2012b, for example)), who controversially find in AKARI and WISE data that the Type-II AGN fraction decreases with 18\(\mu\)m luminosity, at odds local mid-IR results.
6.7 Concluding Remarks

There is still much to be understood about AGN, from even the relatively simple matter of the Type-II fraction, to the complex issues of torus morphology and creation, AGN feedback, dust creation and wind geometry, to name but a few. With the advent of the next generation of telescopes including the James Webb Space telescope, the Euclid mission, the Extremely Large Telescope, the Square Kilometer Array, the proposed Athena X-ray telescope and the proposed Space Infrared Telescope for Cosmology and Astrophysics (SPICA), the wealth of data will allow us to test existing models to the limits, but will demand ever increasingly detailed models to explain nuances that will exist in subpopulations of objects.
Appendix A

Photometry Parameters for HzRG Source Extraction - Basic SExtractor Parameters

- CLEANing was turned off
- NPIXEL, the minimum number of adjacent pixels above the detection threshold to qualify a source, is set to 4.
- DEBLEND_NTHRESH, the number of deblending sub-thresholds is set to 16.
- DEBLEND_MINCONT, the minimum contrast parameter for deblending is set to 0.01.
- PHOT_APERTURES, the fixed aperture diameter for photometry is set depending on whether the SWIRE frames of the HzRG frames are being analysed. Since the re-sampling is different this value must be set to 8.75 or 8.4 respectively.
- PHOT_AUTOPARAMS, The Kron–Factor and minimum Kron radius respectively are set to 2.55, 3.5.
- THRESH_TYPE, is set to RELATIVE. This constrains DETECT.THRESH to be relative to the background.
- DETECT.THRESH is set to 3.
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- **BACK SIZE**, the background mesh size is set to 32 pixels.
- **BACK FILTERSIZE**, is set to 3.
- **BACKPHOTO TYPE**, is set to LOCAL.
- **SEEING FWHM**, the Stellar FWHM is set to 5.0 (arcseconds).
- **GAIN** is set to 0.0 (e-/ADU)
- **WEIGHT TYPE** is set to MAP_VAR, since the weight map has been edited to be an absolute variance map.
- **WEIGHT GAIN** is set to N
Appendix B

The VIMOS Pipeline

B.1 vmmoscalib - calibration files

The vmmoscalib routine brings together a series of more simple routines to create calibration files for the final science exposures. The routines are performed on arc lamp exposures, which are taken either before or after the science exposures with the same slit mask. Here I give an overview of the routines involved in taking raw data through to files used for final calibration. For a more complete picture of the mathematics involved at each step the reader is referred to the Vimos Data Reduction Pipeline Manual.

Bias & Dark Subtraction - The arc lamp exposures must first have the bias associated with the voltage across each pixel gate removed. This fixed pattern noise is not associated with Poisson noise or thermal noise on the chip, but simply that do with the reading out of data. The next step is to remove dark frames from the arc lamp exposures; these are exposure associated with the thermal noise of the chip. Together these two steps allow for the better detection of signal and characterisation of noise.

Arc Lamp Peak Detection - The next step in the calibration pipeline is the detection of peaks within each frame of each arc lamp exposure. The arc lamp is dispersed along the columns of the CCD, and so data are split into columns and peak detection is performed on each column individually. The algorithm itself searches for peaks between triplets of pixels, if a middle pixel has a higher value
than the two surrounding it, and it is above a defined signal-to-noise threshold then it is taken to the location of a peak. The peak vertex is then approximated from parabolic interpolation of the data triplet. The process is continued for every pixel triplet in each column of the CCD.

**Pattern Recognition** - This routine makes use of an arc lamp calibration file which stores the intrinsic wavelengths of all emission lines expected from the diffraction. The pattern recognition task then takes triplets of detected peaks and finds the ratio of $y_1 \to y_2$ and $y_2 \to y_3$, the dispersion pixels of peak 1 ($y_1$), peak 2 ($y_2$) and peak 3 ($y_3$) respectively, and compares them to the ratios of contiguous emission lines in the calibration file $\lambda_a$ to $\lambda_b$ and $\lambda_b$ to $\lambda_c$. Once a close match is found, each peak pixel location is provisionally assigned a wavelength, $y_1 \to \lambda_a$, $y_2 \to \lambda_b$ and $y_3 \to \lambda_c$, and each pair has an associated counter increased. This counter plays a vital role if peak pixels are assigned multiple wavelengths or vice versa, since in these cases the pairing with the highest counter is taken to be the true pairing. I note that the use of these ratios is dependent on the local dispersion of the arc lamps being roughly linear.

**Initial Wavelength Calibration** - Once each peak has been assigned a catalog wavelength, an arbitrary wavelength and CCD position pair are chosen as a reference to define the wavelength calibration and curvature models.

**2-D Pattern Recognition** - 2D pattern recognition is activated to match slit positions with physical position on the CCD. After this a coordinate transformation is determined to match the two coordinate systems.

**Global Model of Curvature** - The spatial curvature is calculated by tracing the slit spectra edges. A local spatial curvature model is derived for each spectral trace, fitted by a low-degree polynomial. If there are enough slits and enough spectra, then a global curvature model is derived from the local curvatures.

**Arc Spectra Extration** - Arc spectra are extracted by reading along the derived curvature. The arc spectra are then finally wavelength calibrated using the calibration method described above (1D peak detection and pattern recognition).
Input Items

- **MOS_ARC_SPECTRUM** - The arc lamp exposure.

- **MOS_ARC_FLAT** - flatfield frames, typically more than 1, can be stacked according to a method defined by the user (Average, Median, MinMax (mean after minimum and maximum rejection)).

- **BIAS** - There are usually 5 bias frames for each quadrant. These are stacked according to the method defined by the user (as for flat frames).

- **CCD_TABLE** - A table of known bad pixels.

- **CONFIG_TABLE** - a configuration table for the particular setup (MR with GG475 filter requires configuration file VIMOS_GRS_MR_GG475_1.fits). Includes expected dispersion in Å/pixel, wavelength calibration parameters, spatial curvature initial parameters, start and end wavelengths for spectral extraction.

- **LINE_CATALOG** - A catalog of the lines for the arc lamp.

Output Items

- **mos_wavelength_map.fits** - map of wavelengths on CCD, each pixel has a wavelength assigned to its centre, if available.

- **mos_spectral_resolution.fits** - table of mean spectral resolution for each reference arc lamp line, with columns Wavelength, FWHM, FWHM RMS, Resolution and Resolution RMS.

- **mos_spatial_map.fits** - maps of spatial positions on the CCD.

- **mos_slit_location.fits** - split positions on CCD and rectified image (mos_arc_spectrum_extracted.fits) of arc lamp exposures.

- **mos_master_screen_flat.fits** - the master flat of the input flat files, stacking as defined by the user.

- **mos_disp_residuals_table.fits** - table of the residuals of the wavelength, compared with the reference line catalog.
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- **mos DispCoeff.fits** - table containing the wavelength calibration polynomial coefficients.
- **mos DeltaImage.fits** - Deviation from the linear term of the wavelength calibration fitting polynomials.
- **mos CurvTraces.fits** - Table with spectral edge detected $x$ positions on the CCD at different $y$ positions, compared with those predicted by model.
- **mos CurvCoeff.fits** - Table of spatial curvature coefficients.
- **mos CombinedScreenFlat.fits** - sum of all input flat files.
- **mos ArcSpectrumExtracted.fits** - wavelength calibrated and rectified arc lamp image (all extracted arc spectra contiguously placed in one image).
- **MasterBias.fits** - The master bias of the input bias files, stacking as defined by the user.
- **qc0001.paf** - Quality control log file.
- **qc0000.paf** - Quality control log file.
- **esorex.log** - Log file of output from command-line command esorex.
- **global distortion table.fits** - Concatenation of mos curv coeff fits and mos disp coeff fits.

B.2 vmmosscience - science files

The vmmosscience routine brings together a series of more simple routines to extract, wavelength calibrate, rectify, flatfield and flux calibrate the science images. The routines are performed on science exposures, which are taken either before or after the arc frame images with the same slit mask. Here I give an overview of the routines involved in taking the raw data through to final reduced spectra. For a more complete picture of the mathematics involved at each step the reader is referred to the Vimos Data Reduction Pipeline Manual.
Sky Subtraction  - There are three options here; local, median and global sky subtraction. In the local method, the sky trend is modelled along the dispersion axis for each spectrum on the CCD and subtracted individually. In the median method the median value for the sky is calculated at every wavelength and subtracted from each rectified slit spectrum accordingly. The global method is generally only used for objects that extend across the entire slit, so a global interpolation of the sky is used to calculate the sky within this spectrum. Cosmic ray removal can also be performed at this step, but is largely superfluous since these are removed optimal extraction of detected objects.

Alignment and Stacking  - For multiple observations of the same targets, the science frames must be stacked in order to combine the spectra. The spectra are dithered to same location and (by default) mean stacked together.

Object Detection and Extraction  - rectification and wavelength calibration of object spectra, using the calibration files produced by vmmoscalib and in the CONFIG_TABLE.

Flux Calibration  - This step makes use of standard star observations around the date/time of the target objects. The raw standard star objects are processed by vmmoscalib along with an predicted intrinsic spectrum of the target star. A spectrophotometric correction table is then produced that can be used to flux calibrate the object spectra.

Input Items

- **MOS.SCIENCE** - The raw science frames, spectroscopic observations of the targets.
- **CONFIG_TABLE** - As per vmmoscalib input items.
- **EXTINCT_TABLE** - Atmospheric extinctin table.
- **MASTER_BIAS** - As per vmmoscalib output items.
- **MOS_CURV_COEFF** - As per vmmoscalib output items.
- **MOS_MASTER_SCREEN_FLAT** - As per vmmoscalib output items.
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- **MOS_SLIT_LOCATION** - As per vmmoscalib output items.

- **MOS_SPECPHOT_TABLE** - Derived from performing vmmoscalib on standard star observations.

**Output Items**

- **mos_sci_disp_coeff_sky.fits** - Wavelength calibration polynomial coefficients fit after alignment to skylines.

- **mos_science_extracted.fits** - Extracted, rectified, wavelength calibrated and sky subtracted slit spectra.

- **mos_science_flux_extracted.fits** - Extracted, rectified, wavelength calibrated, sky subtracted and flux calibrated slit spectra.

- **mos_science_flux_reduced.fits** - 1D extracted, rectified, wavelength calibrated, sky subtracted, flux calibrated and reduced spectra, one per row.

- **mos_science_reduced.fits** - 1D extracted, rectified, wavelength calibrated, sky subtracted and reduced spectra, one per row.

- **mos_science_sky_extracted.fits** - Extracted, rectified, wavelength calibrated slit spectra.

- **mos_science_sky.fits** - Extracted, rectified, wavelength calibrated sky spectra.

- **mos_sci_error_flux_reduced.fits** - Image with statical errors corresponding to extracted and flux calibrated object spectra.

- **mos_sci_error_reduced.fits** - Image with statical errors corresponding to reduced object spectra.

- **mos_sci_skylines_offsets_slit.fits** - Table of observed sky line offsets that are used for adjusting the input wavelength solution.

- **mos_sci_sky_reduced.fits** - Image of sky corresponding to extracted, rectified, wavelength calibrated, sky subtracted and reduced spectra, one per row.
• `mos_sci_unmapped_sky.fits` - Image of sky spectra on the CCD frame.

• `mos_sci_wavelength_map_sky.fits` - Maps of wavelengths on the CCD after skyline adjustment of the wavelength solution.

• `mos_unmapped_science.fits` - Image of object spectra on the CCD frame.

• `object_sci_table.fits` - Table detailing the locations of each slit in the reduced and extracted spectral files.

• `esorex.log` - Log file of output from command-line command `esorex`.

At this stage the data reduction pipeline has produced rectified, wavelength calibrated, sky subtracted, flux calibrated and reduced spectra for each date. This finally need to be stacked together to produce final reduced spectra for each source.
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