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Abstract

The demand of wireless communication has increased significantly in the past few decades due to huge demand to deliver multimedia content instantly. The expansion of mobile content paired with affordable mobile devices has opened a new trend for having access to the latest information on mobile devices. This trend is made possible by the technology of smart antenna systems as well as array signal processing algorithms. Array signal processing is not limited to wireless communication, but also found in other applications such as radar, sonar and automotive. One of the important components in array signal processing is its ability to estimate the direction of incoming signals known as directional-of-arrival (DOA). The performance of DOA algorithms depends on the steering vector since it contains information about the direction of incoming signals.

One of the main factors to affect the DOA estimation is the array geometries since the array factor of the array geometries determines the definition of the steering vector. Another issue in DOA estimation is that the DOA algorithms are designed based on the ideal assumption that the antenna arrays are free from imperfection conditions. In practice, ideal conditions are extremely difficult to obtain and thus the imperfect conditions will severely degraded the performance of DOA estimation. The imperfect conditions include the presence of mutual coupling between elements and are also characteristic of directional antenna.

There are three topics being discussed in this thesis. The first topic being investigated is new geometry of antenna array to improve the performance of DOA estimation. Two variants of the circular-based array are proposed in this thesis: semi-circular array and oval array. Another proposed array is Y-bend array, which is a variant of V-shape array. The proposed arrays are being put forward to offer a better performance of DOA estimation and have less acquired area compared with the circular array. It is found out that the semi-circular array has 5.7% better estimation resolution, 76% lower estimation error, and 20% higher estimation consistency than the circular array. The oval array improves the estimation resolution by 33%,
estimation error by 60%, and estimation consistency by 20% compared with the circular array. In addition, for the same number of elements, the oval array requires 12.5% to 15% less area than the circular array. The third proposed array, Y-bend array, has 23% smaller estimation resolution, 88% lower estimation error, and 7% higher estimation consistency than the V-shape array. Among the proposed arrays, the semi-circular possessed the best performance with 25% smaller estimation resolution, ten times smaller estimation error, and 5% higher estimation consistency over the other proposed arrays.

Secondly, this thesis investigates the DOA estimation algorithm when using the directional antenna array. In this case, a new algorithm is proposed in order to suit the characteristics of the directional antenna array. The proposed algorithm is a modified version of the Capon algorithm, one of the algorithms in beamforming category. In elevation angle estimation, the proposed algorithm achieves estimation resolution up to 1°. The proposed algorithm also manages to improve the estimation error by 80% and estimation consistency by 10% compared with the Capon algorithm. In azimuth angle estimation, the proposed algorithm achieves 20 times lower estimation error and 20% higher estimation consistency than the Capon algorithm. These simulation results show that the proposed algorithm works effectively with the directional antenna array.

Finally, the thesis proposes a new method in DOA estimation process for directional antenna array. The proposed method is achieved by means of modifying covariance matrix calculation. Simulation results suggest that the proposed method improves the estimation resolution by 5° and the estimation error by 10% compared with the conventional method. In summary, this thesis has contributed in three main topics related to DOA estimation; array geometry design, algorithm for the directional antenna array, and method in DOA estimation process for the directional antenna array.
Lay Summary

For the last 40 years, the technology of mobile communication systems develops significantly due to increasing demand in accessing real-time information. Besides, apart from voice, the means of communication also expands into other forms such as message, picture, and video. It is important to understand that there is an operating system that works effectively to support the mobile communication systems.

One of important components in the operating system of mobile communication technology is the ‘brain’ to process the transmitted signals. Transmitted signals refer to the bulk of information, such as voice or picture, which must be sent through the communication system. The ‘brain’ in this case is called the algorithm of signal processing. In other words, the algorithm of signal processing is responsible for ensuring the transmitted signals reach the receiver in the best quality. For example, in a telephone conversation that involves voice signal, the algorithm will code the voice signal in a format that is compatible with the service provider requirement. Then, the coded signal is sent through the communication line, either in wired or wireless connection, between the caller and receiver. Once the coded signal reaches the other end of communication line, the algorithm will decode the received signal to retrieve the original voice signal.

In mobile communication system, there are several factors that affect the quality of received signal. These factors include the antenna design, the antenna configuration, and the choice of signal processing algorithm. All these factors will determine the quality of received signals, reliability of communication line, and electrical power required to support the communication line. Therefore, it is important to optimise those factors to produce a reliable and efficient mobile communication system.

This thesis investigates the issue of antenna configurations and algorithms of signal processing for mobile communication systems. This thesis identifies three main aims as the focus point of research. Firstly, analyse the effectiveness of existing antenna configurations in the mobile communication systems. Secondly, analyse the effectiveness of existing signal processing algorithms. Finally, propose optimised
antenna configurations and efficient signal processing algorithms to achieve a reliable communication system. This thesis also presents evaluation results to show the proposed antenna configuration and signal processing algorithms have achieved the desired performance for mobile communication system. In addition, this thesis suggests future work that is useful to have a better understanding in this research area.
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Chapter 1: Introduction

1 Introduction

1.1 Motivation

The development of smart antennas for wireless communication systems has triggered enormous interest in the past decades for its potential to provide better services and an increasing number of users. A smart antenna system, in general, consists of an array of antenna that has the intelligence to adjust its beam depending on the environment. In a smart antenna system, it is desirable to have the radiation pattern as narrow as possible and the directivity as high as possible. A smart antenna system is desirable; it has demonstrated a number of benefits in ongoing research. It is anticipated that the smart antenna system could contribute to [1]:

- Significant reduction of multi-path fading thus enhanced wireless communication system performance;

- Longer battery life for mobile devices since less power is needed to transmit signals to the base station;

- Major improvement to the signal-to-interference ratio (SIR) and thus increase the system capacity.

Smart antennas can be classified into two main categories; switched beam and adaptive antenna [2]. The switched beam antenna has a number of fixed antenna beams covering a specific sector. The system will turn on a beam towards a desired signal at a time in order to increase the received signal strength. If the received signal is changing direction or multiple desired signals exist, the system will turn on the appropriate beam so that all the desired signals can be covered. The adaptive antenna is capable of increasing the reception of intended signals and suppressing the interference signals. This capability is achieved through algorithms that are able to locate the direction of both desired and interference signals. This information is then used to steer the main beam towards the desired signals and place nulls on the interference signals.
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One of the important signal processing blocks in smart antenna systems is the direction of arrival (DOA) algorithm. The main purpose of the DOA algorithm is to estimate the direction of incoming signals based on samples of received signals. The accuracy of estimation depends on the number of received signal samples (also known as a snapshot since the estimation is calculated from the expectation of the received signals). This is the crucial step for locating the direction of desired signals and later the smart antenna system will steer the beam in the estimated direction.

DOA algorithms also provide the means in a smart antenna system to adapt its directivity in a changing environment of wireless communication. As the direction of desired signals keeps on changing due to the movement of the mobile station, the DOA algorithm will dynamically update the new direction of desired signals. For instance, an antenna array can be designed to detect a number of incoming signals and direct the main beam in certain directions only while rejecting signals that are declared as interference. This process explains the intelligence in smart antennas that are able to locate the specific direction of both desired and interference signals [3].

In general, DOA algorithms depend on two fundamental descriptions; steering vector and covariance matrix. Steering vector represents the response of the antenna array to a source in a certain direction. For multiple signals impinging an array, each signal direction will be associated with a unique steering vector. On top of that, the steering vector also describes the array geometry since different array configuration leads to unique expression. The covariance matrix involves the expectation of a received signal, but in practice this cannot be obtained; therefore, an average over a finite sample of received signals is normally used instead [2].

The quality of DOA estimation also depends on the shape of the antenna array, or the antenna array geometry. The antenna array geometry determines the array factor which is used to form the steering vector. Thus, the geometry of antenna array is an essential factor for achieving accurate estimation. The antenna array structure could be used either for one-dimensional or two-dimensional DOA estimation. One-dimensional estimation means the estimation is limited to elevation angle whereas two-dimensional estimation provides simultaneous estimation of both elevation and azimuth angles [4].
1.2 Objectives of the thesis

The objectives of this thesis are outlined as follows:

- To develop a new design of antenna array geometries that could improve the accuracy of DOA estimation. The design goal is to achieve an estimation with high resolution, minimum estimation error and high estimation consistency. A high estimation resolution means the estimator is able to distinguish two or more signal sources that are close to one another. Minimising estimation error means the estimator can achieve accurate results since the estimated DOA is very close to the true DOA. A high estimation consistency means the estimator has high percentage of the true DOA estimation.

- To formulate a new algorithm of DOA estimation when using directional antenna array. Directional antenna possess unique characteristic that must be taken into account when using them in antenna array processing such as DOA estimation. Since most of the existing DOA algorithms are designed to work with isotropic antenna, this thesis aims to address this problem by proposing a new DOA algorithm that could work with directional antenna.

- To propose a new method in the DOA estimation process when using the directional antenna array. The proposed method also takes into account directional antenna characteristics in order to produce accurate DOA estimation.

1.3 Contribution of the thesis

This thesis presents the following original contributions:

1. New design of circular-based planar antenna arrays for two-dimensional DOA estimation.

2. New design of planar antenna arrays based on combination of linear antenna arrays for two-dimensional DOA estimation.

4. A new technique in DOA estimation to accommodate the characteristic of the directional antenna element.

1.4 Thesis structure

The remainder of the thesis is organised as follows:

- Chapter 2 presents the overview of wireless communication systems, antenna array characteristics, and the fundamentals of the DOA algorithm. The evolution of wireless communication systems is covered including the importance of smart antenna implementation to cater for the need to deliver information in mobile devices. A configuration of the smart antenna system is also presented along with how the system could improve reception of mobile devices. This chapter also introduces the DOA estimation process as an essential component in the signal processing block of smart antenna systems. In addition, the characteristic of the antenna element is discussed and how it could affect the quality of DOA estimation. On top of that, the effect of antenna array geometry on DOA estimation is also discussed. Several configurations of existing antenna array are also presented and compared in terms of their performance in DOA estimation. The final section of this chapter covers the fundamentals of DOA algorithms including how the incoming signals are modelled in order to formulate the direction estimation. Classification of the DOA estimation algorithms is presented and compared in terms of various criteria such as estimation resolution and consistency.

- Chapter 3 presents the design of planar antenna array geometries for azimuth DOA estimation. The focus of this chapter is to address the issues related to azimuth angle estimation such as estimation resolution and estimation error. There are three new planar antenna arrays being proposed, and the performance of each proposed array in DOA estimation is analysed. The first
two proposed antenna arrays are based on circular shape, and the third proposal is made of a combination of several linear arrays. The performance of the proposed antenna arrays on DOA estimation is compared with the existing antenna array configurations in terms of the estimation resolution, estimation error and estimation consistency. In addition, a comparison study between the three proposed arrays is also carried out.

- Chapter 4 presents the DOA estimation when directional antenna is being used to form the antenna array. Firstly, a comparison study of the DOA estimation process between isotropic antenna array and directional antenna array is presented. Secondly, a new algorithm is proposed in order to accommodate the characteristic of the directional antenna element in DOA estimation. The proposed algorithm is then applied on elevation angle estimation using a linear array. Finally, the proposed algorithm is applied on azimuth angle estimation using a semi-circular array.

- Chapter 5 presents a new technique in DOA estimation for directional antenna array. Firstly, the proposed technique is introduced and its application on elevation angle estimation using a linear array is discussed. Secondly, the proposed technique is further applied for azimuth estimation using a semi-circular array.

- Chapter 6 presents the thesis summary and general conclusions. Suggestions for future work are also laid out including short and long term goals.

1.5 List of publications


2 Background

The demand for wireless communication systems has increased rapidly over the last few decades. This is fuelled by a vast supply of interactive content over the internet, affordable mobile devices and broadband packages, and most importantly the fact that it is the reliable wireless communication technology available today. Reliability of the wireless communication system depends heavily on the physical facilities to support the technology such as the base station and server to store the web. Furthermore, the wireless communication system also requires signal processing technology to enable the delivery of content over the wireless network.

This chapter will give an overview of the wireless communication systems and the signal processing technology that enables its functionality. There are three main points being discussed in this chapter. Firstly, the importance of the wireless communication system and its contribution to society is presented. Secondly, the background of antenna array geometry is discussed, which contributes to the performance of signal processing and in turn to the quality of the wireless communication system. Thirdly, the background of the DOA estimation algorithm is presented, one of the components in signal processing techniques for wireless communication.

2.1 Smart Antenna for Wireless Communication System

2.1.1 Mobile Wireless Communication System

Essentially, the main objective of any communication system is to pass on the intended message over its network in the most reliable way. This means the network should be able to minimise the error during transmission and reception. The network is also expected to deliver the information as fast as possible. The communication system has evolved over the past century from the analogue system to the digital communication system.
The wireless communication system can be described by the system block illustrated in Figure 2.1.

A wireless communication system can be divided into three major blocks; transmission, channel and reception. In general, the transmission and reception blocks are performing the same process but in reverse order.

The transmission channel is susceptible to noise signal and other impairments that could corrupt the transmitted data. Reliability issues in the wireless communication system are closely related to the strength of radio waves that could be captured by the receiver [6]. This is inevitable since the radio waves could be reflected, diffracted, scattered or blocked during the transmission. Degradation of quality occurs because
the receiver experiences difference in attenuation, phase shift and delay of received signal. One phenomenon is that the radio waves can bounce on objects that exist along the transmission path, known as channel multipath fading, which greatly reduces the quality of the received signal [7, 8]. Another phenomenon is when the radio waves are blocked by a topological structure such as buildings or hills, known as shadow fading; this has a larger time-scale variation than multipath fading [9, 10].

In transmission block, a source encoder is used to ensure the channel will maximise the useful information to be sent over the transmission path. This is done by removing all the redundancy that exists in the information data, and hence the channel becomes more efficient [11]. Paired with the channel encoder, the efficiency of data transmission is improved by minimising the data error during transmission. This is made possible by employing error detection and error correction on the encoding process. The purpose of error detection is to find out if the transmitted data has been corrupted by noise in the transmission channel [12]. Error correction, on the other hand, performs a recovery of the original data when any error is detected on the specified received data [13, 14].

A digital signal processing block performs the processing of output from channel encoder for multiple channels of communication. This is done by means of digital beamforming, which maximises transmitted power onto a selected user and at the same time minimises the interference signals [15, 16].

In the modulation block, the process of putting the transmitted data into a carrier signal takes place. In other words, the digital form of transmitted data will be conveyed into another signal that can be physically transmitted in the wireless network. The modulation process will modify frequency, amplitude or phase of the carrier signal to ensure the data can be transmitted [17]. There are several techniques of digital modulation such as amplitude-shift keying, phase-shift keying, and frequency-shift keying.

The modulated signals are then supplied to the transmitter antenna to send the signals over the wireless channel. At the receiver end, the received modulated signal will be
stripped down to its baseband signal. Then the signal processing block will arrange the signal according to each sender. A channel decoder will perform error detection and error correction in order to recover the original data transmitted [11].

2.1.2 Smart Antenna System

The smart antenna system was originally introduced to solve limitations in wireless communication systems, such as a limited user capacity, received signal deterioration due to fading, and inefficient power management [18]. The system is designed in such a way that the user can point its power to a distinct area of intended signals and minimise power on interference signals [19]. The concentration of power on intended signals results in better reception of the audio signal during a voice call or data signal during internet browsing [20]. In addition, battery life can be extended since less power is wasted on interference signal [21]. The construction of the smart antenna system could also be seen as imitation of human audible system as shown in Figure 2.2. In this case, an antenna array acts as a pair of human ears and the signal processing block imitates a human brain to process the received signal.

Suppose the antenna array received one intended signal and an interference signal from different directions simultaneously. The signal processing block would determine the direction of each signal and the antenna array could therefore focus the received power entirely on the direction of the intended signal [22]. This case is similar to human hearing when someone can listen to two speeches simultaneously but still be able to concentrate on the content of the speech they are interested in [2]. This is made possible because the human brain can determine the direction of each speech and make a decision to concentrate only on the desired speech. The listener can also respond to the talker efficiently since the direction of the intended speech is clearly known. The same concept can be applied to mobile devices when listening to several base stations of different mobile service providers simultaneously. The mobile device can distinguish which signal is of the correct service provider and thus lock the received power into the desired direction [23].
2.1.3 Configurations of smart antenna system

In general, the smart antenna can be configured either in switched-beam mode or adaptive mode [11]. In switched beam mode, the target area has been fixed and the direction is pre-determined. During the operation, the received power will be switched to a certain pre-determined area according to the direction of the received signal [24, 25]. The advantage of this approach is that it is easier to implement since the target area can be set offline. However, this approach may produce a low quality received signal since the received signal does not always come from the direction that has the maximum transmitted power [26, 27].

Adaptive mode, on the other hand, offers better flexibility as the antenna beam changes dynamically with respect to the direction of the desired signal [28]. This feature is made possible by assigning a weight to each element so that the antenna
array can focus its power in exact directions. In switched-beam mode, there is a possibility that the interference signal falls within the pre-determined beam that could deteriorate the quality of received signal. However, this problem is eliminated in adaptive mode since the location of both desired and interference signals are kept updated [29]. Figure 2.3 shows the beam pattern of smart antenna systems in both switched-beam and adaptive mode.

Figure 2.3: Beam pattern of (a) switched-beam mode and (b) adaptive mode [2]
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2.2 Antenna Array Geometry Characteristic

The smart antenna system requires a set of antenna to be arranged in an optimised configuration in order to achieve the functionalities of smart antenna. The arrangement of a group of antenna elements is known as the antenna array. Each configuration of antenna array will determine its property such as aperture, steering vector, gain and phase. This section will present key properties of antenna array and how these properties will affect the performance of DOA estimation.

2.2.1 Array aperture

The size of an antenna array is determined by the array aperture and in turn depends on the number of elements and the element spacing. In addition, the array aperture is also directly proportional to array gain, which means a bigger array will yield higher array gain [4]. The array aperture will increase if either the number of elements or the spacing element is increased [30]. However, increasing the number of elements will increase the computational complexity in array processing and the area occupied. Furthermore, increasing the element spacing increases the chance of having undesired grating lobes, which reduce array power efficiency [31]. Therefore, there needs to be a compromise in adjusting the array aperture in order to optimise the array performance.

In terms of DOA estimation, increasing the number of elements, which also increases the array aperture, will improve the accuracy of estimation [32]. However, for the same number of elements, reducing the element separation will reduce the accuracy of the DOA estimation. This is true especially for conventional DOA algorithms that heavily depend on the array aperture such as a conventional beamformer [33]. The common practice in array processing is to keep the element spacing equal to half of the signal wavelength [34]. This value is big enough to prevent significant grating lobes from existing, and small enough to effect good performance of the DOA estimation algorithm.

Sidelobe control is one of the areas that is being targeted to improve the array aperture. Several techniques have been proposed in sidelobe control such as
amplitude control, phase control [35] and weighting across array aperture [36]. Nevertheless, imposing sidelobe control causes the main beam to reduce and thus no significant improvement can be seen.

### 2.2.2 Array factor

By definition, array factor is a function of amplitude and phase weights, element placement, and frequency [4]. Array factor is also defined as the response of an array when an incoming signal impinges at a certain angle. When a signal comes at a certain angle, the wave will be received by all elements but at different time. In other words, the adjacent element will receive the signal after a certain amount of delay. The phase difference is important and must be considered when calculating the total array output [2]. Depending on the element positioning, the phase difference is a function of either elevation angle, $\theta$, or azimuth angle, $\varphi$, or both. The elevation angle is measured with respect to the $z$-axis whereas the azimuth angle is measured from the $x$-axis as illustrated in Figure 2.4. In general, the array factor is given as follows:

$$AF = \sum_{n=1}^{N} w_n e^{j\psi_n}$$

(2.1)

where $w_n$ is the complex weight of element $n$, $\psi$ is the phase shift between signals from successive array elements, and $N$ is the number of elements. It is obvious from (2.1) that the array factor heavily depends on the array configuration. Different array configurations will produce unique array factors. The next section will present further discussion of the array factor.

It is worth mentioning that array radiation pattern can be changed by manipulating the array factor. For example, the main beam of the array can be moved or steered by introducing phase shift to the element phase [37, 38]. The phase steering of the main beam, however, will cause the main beam to change its pointing direction as well. This feature enables the focus of the array main beam to change without moving the array [39, 40].
2.2.3 Existing antenna array geometries

2.2.3.1 Linear antenna array

Linear antenna array is an array composed of several array elements aligned in a straight line on a plane, as shown in Figure 2.5. In general, the linear antenna array is easy to analyse compared with other array geometries due to its simple structure. This array configuration is also normally used as a starting point to demonstrate the functionality of a DOA algorithm [41]. However, there are two main issues in linear array that limits its usage for DOA estimation. Firstly, the capability of linear antenna array is limited to one-dimensional (1D) DOA estimation, which means it only could estimate the elevation angle, $\theta$, of incoming signals [2, 34]. This limitation is unattractive for implementation in practical purposes since the direction
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of incoming signals is defined by both azimuth, $\varphi$, and elevation angles, $\theta$. Secondly, the total range of azimuth angle that can be estimated by the linear antenna array, which is limited to 180°, lies within $(-90^\circ < \theta < 90^\circ)$, which represents half of the $x$-$y$ plane. Nevertheless, it has been shown that the useful angle of coverage is not more than 120° due to deterioration of beam sharpness when $|\theta| > 60^\circ$ [42]. As a result, the accuracy of DOA estimation is greatly affected when the incoming signal is within the range of end-fire ($70^\circ < |\theta| < 90^\circ$).

![Linear antenna array](image)

**Figure 2.5**: Linear antenna array

### 2.2.3.2 Rectangular and triangular antenna array

The need for two-dimensional (2D) DOA estimation has led to further development of array geometries. The 2D DOA estimation refers to estimation of both the elevation and azimuth angles simultaneously. There are three ‘classic’ array geometries being commonly used for 2D DOA estimation: namely triangular, rectangular, and circular arrays. Both triangular and rectangular antenna arrays are a combination of the linear arrays that resemble the shape of the triangle and rectangle respectively, as shown in Figure 2.6. The triangular and rectangular arrays offer a quick solution to 2D DOA estimation although they require a higher number of elements and computational load than the linear antenna arrays [43].

However, this additional cost is considered inevitable because the complexity is associated with simultaneous estimation of both azimuth and elevation angles. Furthermore, given the same number of elements, the linear antenna array would
never achieve the same estimation capability as either triangular or rectangular antenna arrays [34]. In phased antenna array design, the triangular antenna array is preferable to the rectangular antenna array since it can suppress the grating lobes effectively [44]. On the other hand, the rectangular array is able to maintain sharpness of its main beam in both broadside and endfire directions [45]. This advantage results in minimum discrepancy between estimated and true DOA of signal sources. However, both triangular and rectangular antenna arrays suffer from non uniform beam space due to their edge element that leads to poor DOA estimation [46].

![Figure 2.6: Structure of (a) triangular and (b) rectangular antenna arrays](image)

**2.2.3.3 Circular antenna array**

The circular antenna array offers unique features among antenna array configurations due to the symmetry of its design as shown in Figure 2.7. A notable advantage of the circular antenna array is that it can provide a uniform beam space since it does not have an edge element [46].

The symmetric property of the circular antenna array could also be exploited to improve DOA estimation by constructing the covariance matrix in the form of a Hermitian persymmetric matrix. The Hermitian persymmetric matrix form could improve DOA estimation result especially in low signal-to-noise ratio (SNR) and a
small number of snapshots [47]. Another study also found out that the circular antenna array produced better spatial resolution and narrower main beam compared with the rectangular antenna array [48]. An experimental work on mobile relay station using circular antenna array shows that a significant low estimation error, which is about 1°, can be achieved [49, 50]. Those advantages are very useful for smart antenna application. This observation is supported by the uniqueness in the circular antenna array, which could cover the whole azimuth angle in a uniform manner.

![Figure 2.7: Structure of circular antenna array](image)

### 2.2.3.4 V-shape and Y-shape antenna array

The most recent array geometries for 2D DOA estimation are V-shape antenna array, Y-shape antenna array, and L-shape antenna array. Recent development of antenna array design has been motivated to improve the estimation error and resolution of classic array geometries.

V-shape antenna array is considered as one of the most promising arrays for 2D DOA estimation based on its excellent performance [51, 52]. As shown in Figure 2.8, the V-shape antenna array is made of two linear antenna arrays separated by a predefined angle, known as V-angle, between them. Given a particular range of V-angle, the V-shape array could produce lower estimation error than the circular antenna array [51]. The same observation is also pointed out in [52], in which smaller estimation error is produced in the V-shape antenna array compared with the
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circular antenna array for the same number of elements and element separation. However, the values of V-angle have a significant effect on the steering vector, and hence the quality of estimation results. Therefore, given a number of elements, the V-angle should be optimised in order to achieve an excellent estimation.

Another planar antenna array, known as Y-shape antenna array, has also been reported in several publications. As depicted in Figure 2.8, the structure of the Y-shape is a combination of three linear antenna arrays on the same plane separated by 60° between them. This structure makes the Y-shape have a balanced-symmetric property. The Y-shape antenna array is noted to have the best detection threshold, comparable with the circular antenna array [53]. A practical array design of quarter-wave monopole has also been proposed utilising the Y-shape antenna array, which produced an estimation error below 2° [54].

![Structure of (a) V-shape and (b) Y-shape antenna array](image)

**Figure 2.8** Structure of (a) V-shape and (b) Y-shape antenna array

### 2.2.3.5 L-shape antenna array

The performance of the L-shape antenna array in 2D DOA estimation has been discussed in several literatures. There are three variations of L-shape antenna array structure mentioned in the literature, as illustrated in Figure 2.9. The L-shape antenna array has been recognised as an excellent choice for 2D DOA estimation since its introduction in 1991 by Hua [55]. In this work, the L-shape antenna array was shown to have about 37% better accuracy than cross array. Joint estimation of both azimuth and elevation angle estimation with high resolution has been proposed in the L-shape array.
antenna array [56, 57]. These results suggest that the L-shape array could achieve estimation resolution as high as $2^\circ$.

Figure 2.9: Variation of L-shape array structure (a) L-shape on x-y plane (b) L-shape on x-z plane (c) Double L-shape

Joint estimation using the L-shape antenna array with low computational complexity have also been reported [58-60]. The results in these works yield lower estimation error compared with the rectangular array for the same number of elements. The excellent performance is due to the fast convergence to achieve accurate angle estimation.

Another variation of the L-shape antenna array, known as double L-shape antenna array, has been introduced by Tayem et. al. [61]. The double L-shape antenna array helps to eliminate the problem of estimation failure in the L-shape antenna array for azimuth angle. The only notable drawback of the double L-shape antenna array is
that it needs 30% more elements than the L-shape antenna array. The additional elements in the double L-shape antenna array also leads to higher computational load compared to the L-shape array. The DOA estimation using the double L-shape array could also be improved by using the extended correlation matrix [62]. The proposed technique modifies the calculation of covariance matrix by adding a matrix of incoming signal DOA. The proposed method helps to reduce the estimation error in low SNR level on top of eliminating the estimation failure.

2.2.3.6 Comparison of antenna array geometry

There are seven antenna array geometries that have been discussed in this section. Table 2.1 shows the comparison of all the array geometries.

<table>
<thead>
<tr>
<th>Antenna array geometry</th>
<th>Advantage</th>
<th>Drawback</th>
</tr>
</thead>
</table>
| Linear                 | 1. Simple configuration  
2. Easy to analyse. | Limited to elevation angle estimation. |
| Triangular             | 1. Simultaneous elevation and azimuth angles estimation.  
2. Effective to suppress the grating lobes. | Poorer estimation than circular array due to non uniform main beam. |
| Rectangular            | 1. Simultaneous elevation and azimuth angle estimation.  
2. Maintains sharpness of its main beam in both broadside and endfire directions. | Poorer estimation than circular array due to non uniform main beam. |
<table>
<thead>
<tr>
<th>Shape</th>
<th>Features</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2. Better estimation resolution than rectangular and triangular arrays due to uniform beam space.</td>
<td><strong>Circular</strong></td>
</tr>
<tr>
<td></td>
<td>3. Narrower main beam than rectangular array.</td>
<td><strong>Circular</strong></td>
</tr>
<tr>
<td>V-shape</td>
<td>1. Simultaneous elevation and azimuth angle estimation.</td>
<td>An optimum value of V-angle is needed to achieve an accurate estimation.</td>
</tr>
<tr>
<td></td>
<td>2. Lower estimation error than the circular array.</td>
<td><strong>V-shape</strong></td>
</tr>
<tr>
<td></td>
<td>3. Better estimation than rectangular array due to flexible V-angle.</td>
<td><strong>V-shape</strong></td>
</tr>
<tr>
<td>Y-shape</td>
<td>1. Simultaneous elevation and azimuth angle estimation.</td>
<td>Poor estimation at end-fire of elevation angle.</td>
</tr>
<tr>
<td></td>
<td>2. Has symmetric geometry structure.</td>
<td><strong>Y-shape</strong></td>
</tr>
<tr>
<td>L-shape</td>
<td>1. Simultaneous elevation and azimuth angle estimation.</td>
<td>Low estimation consistency than circular array.</td>
</tr>
<tr>
<td></td>
<td>2. High resolution for azimuth estimation.</td>
<td><strong>L-shape</strong></td>
</tr>
<tr>
<td></td>
<td>3. Produces lower estimation error than rectangular array.</td>
<td><strong>L-shape</strong></td>
</tr>
</tbody>
</table>
2.2.4 Mutual coupling compensation methods

The ideal condition in DOA estimation assumes that the elements of an array are isotropic, which ignores the effect of the mutual coupling. However, in a practical application the array is affected by mismatch array manifold due to physical conditions such as mutual coupling [63, 64], phase uncertainties [65, 66], and sensor positioning perturbation [67].

Several methods have been proposed to improve the DOA estimation with the presence of mutual coupling. The main objective of compensation methods is to ensure that the effect of mutual coupling will be minimised in the performance of the DOA algorithm. This, in turn, will ensure that the estimation of direction of the incoming signal will be as accurate as possible. The mutual coupling compensation methods can be classified into two main categories; offline and online compensation methods. In general, offline methods estimate coupling coefficients before the array operates [68]. In contrast, online methods calculate the coupling coefficients during the operation of the array and update the values continuously [69].

2.2.4.1 Offline methods

Method of moment is one of offline methods being proposed to calculate and compensate for the mutual coupling effect in array processing [70, 71]. However, this method requires a priori knowledge of incoming signals such as the exact number of signals and the DOA. A maximum likelihood based method is also being proposed, one that exploits the source calibration [72]. It is very effective for determining the coupling coefficients, and could be extended to find gain/phase uncertainties and sensor positioning errors. Another method being proposed that also exploits source calibration is for known location in [73]. The drawback of both methods in [72, 73] is that the source calibration is difficult in practical applications.

2.2.4.2 Online Calibration

Unlike to offline methods, online methods are more adaptive to any changes since the calculation is performed during the array operation. The advantage of auto calibration is that it does not require source calibration and thus it could be done
offline. Auto-calibration is being proposed in [74, 75] which uses an iterative process to calculate both the DOA and coupling coefficients. Nevertheless, this method is not preferable in a real-time system since it involves many parameters and thus has high computational complexity [76, 77]. Furthermore, it has been reported that this method could take a considerable amount of time in order for the DOA calculation to converge [77]. Another method has been proposed to address the problem of computational complexity [78, 79]. This method is designed specifically for linear array [78] and circular array [79]. The simplicity in computation comes from the fact that the mutual coupling is inversely proportional to the element spacing in the array. In other words, the mutual coupling will reduce as the element is further apart. This fact leads to a simpler representation of the mutual coupling matrix since the mutual coupling is considered to be zero after several element spacing.

2.3 Fundamentals of DOA Estimation

One of the main functions in the signal processing block of the smart antenna system is to estimate the direction of the incoming signal. The DOA estimation will be used to feed the beamformer to steer the antenna beam in the desired signal direction. Thus, the intelligence of the smart antenna system lies in the accuracy of the DOA estimation, which determines if the system is able to maximise the received signal in the desired direction. The DOA estimation is made possible by DOA algorithms, the mathematical model that describes the received signal and antenna array output. In general, the DOA algorithms can be divided into three types; beamforming, subspace-based and maximum likelihood. These algorithms will be discussed in detail in section 2.3.4. There are several parameters used to gauge the performance of DOA algorithms such as estimation error, estimation resolution, and consistency of estimation.

2.3.1 Data model

In this section, the data model of DOA estimation used throughout this thesis will be presented. The covariance matrix of DOA estimation is discussed followed by an
overview of the existing DOA estimation algorithms. Finally, this section discusses the parameters that are used to measure the performance of DOA estimation algorithms.

There are several assumptions being made in the data model in order to obtain the DOA estimation result throughout this thesis. These assumptions are used throughout the thesis unless stated otherwise. The assumptions are as follow:

a) Far-field sources

There are $K$ signal sources coming far-field points towards the antenna array. The source location is far enough in such a way that the wavefront of each source coming to each element is planar and equal direction of propagation. The assumption is valid if the distance between signal sources and antenna array is more than $\frac{2D^2}{\lambda}$, where $D$ is the dimension of array and $\lambda$ is the wavelength of incoming signal.

b) Narrowband signals

There are $K$ signals coming from $K$ sources with the same carrier frequency, $f_c$, and therefore the incoming signal of amplitude $\alpha$ and phase $\beta$ can be described as:

$$s(t) = \alpha(t)\cos\left[2\pi f_c t + \beta(t)\right]$$

(2.2)

The narrowband signal has amplitude and phase which vary very slowly with respect to $\tau$, time for incoming signal to propagate from one element to another. Thus, the complex envelope or phasor of incoming signals can be defined as:

$$s^{\text{env}}(t) = \alpha(t)e^{j\tau} = \alpha(t)e^{j2\pi f_c t}$$

(2.3)
c) Noise signal

The noise signal is assumed to be a complex zero white Gaussian process, have zero mean and variance $\sigma^2$, and to be uncorrelated with the signal.

d) Isotropic elements

There are $N$ isotropic elements in the antenna array, where each element has a gain of one and mutual coupling between the elements is zero.

### 2.3.2 Steering vector

Most DOA estimation algorithms require knowledge of the response of each antenna element when a signal is impinging the array. The response of the element is defined by a parameter known as steering vector. The steering vector depends heavily on the array structure and hence the array factor. This section will present a simple example of how a steering vector is determined.

Suppose that a signal arrives on a two-element linear array at an elevation angle $\theta$. Assuming the signal source is in the far-field region, the signal would be considered a plane wave as shown in Figure 2.10. Since the signal wave arrives at an angle relative to the array plane, elements 1 and 2 will receive the signal at different time. Assuming element 1 as the reference, element 2 will receive the signal wave after delay of [2]:

$$
\Delta \tau = \frac{d \sin \theta}{v_0}
$$

Where $d$ is the spacing between element 1 and 2, and $v_0$ is the signal velocity. The phase shift, $\psi$, can be expressed in term of the phase shift by using the carrier frequency, $f_c$, of the incoming signal [2]:

$$
\Delta \psi = \frac{2\pi d \sin \theta}{\lambda_c}
$$
where $\lambda_c$ is the wavelength of carrier signal corresponding to carrier frequency. The equation (2.5) represents the output of element 2 with respect to element 1. In DOA estimation, (2.5) is also known as steering vector for this array.

![Signal arrives at angle $\theta$ on a linear array](image)

**Figure 2.10**: Signal arrives at angle $\theta$ on a linear array [2]

### 2.3.3 Covariance matrix

In general, covariance matrix represents the cross covariance of noise-corrupted signals that have impinged on the antenna array. The covariance matrix is an essential component in calculating the spatial power spectrum in order to estimate the DOA [2, 34]. In this section, the process of obtaining the covariance matrix from the antenna array output will be presented.

Suppose that there are $K$ signals impinging on $N$ element of a linear array as shown in Figure 2.11. Using the assumption of the data model described in 2.3.1, the received signal of all antenna elements can be given as [2]:

$$
x(t) = \sum_{k=1}^{K} a(\theta_k) s_k(t) + n(t)$$  \hspace{1cm} (2.6)
where \( x(t) \) is the complex baseband received signal at the antenna array at time \( t \), \( s_k(t) \) is the signal coming from \( k^{th} \) sources at direction of \( \theta_k \), \( a(\theta_k) \) is the steering vector at direction of \( \theta_k \), and \( n(t) \) is the noise signal.

Equation (2.6) can be rewritten in vector form [2]:

\[
x(t) = \begin{bmatrix} a(\theta_1) & a(\theta_2) & \cdots & a(\theta_k) \end{bmatrix} \begin{bmatrix} s_1(t) \\ s_2(t) \\ \vdots \\ s_k(t) \end{bmatrix} + n(t)
\]  

(2.7)

The first vector in (2.7) represents the array manifold of the linear array, which represents the response of each array element with respect to each incoming signal. It implies that the array manifold would have a total of \( N \times K \) array response or steering vector. Each of the array manifold elements can be represented by the following:
\[ a(\theta_k) = \begin{bmatrix} \frac{1}{2 \pi d \sin \theta} & e^{\frac{2 \pi (2d \sin \theta)}{\lambda}} & \cdots & e^{\frac{2 \pi (Nd \sin \theta)}{\lambda}} \end{bmatrix} \] (2.8)

It is also worth noting that the linear array covers \( \pi \) radian of elevation angle in the range of \(-\pi/2 < \theta < \pi/2\). In general, (2.6) – (2.8) complete the definition of the received signal, which includes the signal direction that needs to be estimated.

The received signal covariance matrix is calculated by finding expectation of multiplication of the received signal and its Hermitian as shown in the following:

\[ R = E[x(t)x(t)^H] \] (2.9)

where \((\cdot)^H\) and \(E[\cdot]\) denote the Hermitian, and mean operation respectively. However, for a known limited number of signal samples or snapshots, (2.9) can be approximated as

\[ R = \frac{1}{L} \sum_{l=1}^{L} x(t)x^H(t) \] (2.10)

where \(L\) is the number of signal samples or snapshots. The expression of the covariance matrix in (2.10) is used in the DOA algorithm to find the estimation of DOA.

### 2.3.4 DOA estimation algorithm

In smart antenna systems, DOA estimation is an essential process for determining the direction of incoming signals and thus directing the beam of the antenna array towards the estimated direction. There are a large of number of DOA algorithms that have been proposed for this and they can be classified into three categories; beamforming, subspace-based and maximum likelihood. Each category differs in terms of computational complexity, spectral resolution and accuracy. Algorithms in
the beamforming category are straightforward and require low computation complexity. Nevertheless, algorithms in this category have low resolution and that leads to the introduction of algorithms in subspace-based category. Algorithms in the subspace-based category offer superior accuracy and high resolution estimation compared with algorithms in the beamforming category. However, the performance of algorithms this category heavily depends on the uncorrelated signal environment as well as high computational complexity. Furthermore, when the correlated signals exist due to multipath fading, the performance of algorithms in the subspace-based category will deteriorate significantly. In order to reduce the computational complexity, algorithms in the beamforming category can be applied but with the cost of lower resolution.

2.3.4.1 Beamforming category

In the beamforming category, the DOA is estimated whenever a maximum power is observed in the spatial power spectrum. The algorithm models the array to be steered across the entire angle range and power is measured at each steered angle [80]. Tabulation of power readings for the angle range will show the pattern of power distribution and the maximum power angle will be taken as the DOA for the incoming signal. The steering process would require knowledge of the array manifold for that particular array. In addition, during the steering process, the array beam will be likely to change its pattern. Therefore, in order to have a linear combination of array output for the whole steering process, a weight $w$ is needed. The output of the array is given as [34]:

$$y = w^H x(t)$$  \hspace{1cm} (2.11)

Using the total output in (2.11), the average power for a limited number of snapshots is given as [34]:

$$P = \frac{1}{L} \sum_{l=1}^{L} |y(t_l)|^2 = \frac{1}{L} \sum_{l=1}^{L} w(t_l)^H R w(t_l)$$
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\[ P = \mathbf{w}^H \mathbf{Rw} \]  \hspace{1cm} (2.12)

The first algorithm for DOA estimation is known as a conventional beamformer or Bartlett algorithm \[81\]. In this algorithm, the weight \( \mathbf{w} \) is set to be equal to the steering vector, or \( \mathbf{w} = \mathbf{a}(\theta) \). In a linear array, for example, the weight \( \mathbf{w} \) is given as\[34\]:

\[
a(\theta_k) = 
\begin{bmatrix}
1 \\
\frac{2\pi \sin \theta_k}{\lambda} \\
\vdots \\
\frac{2\pi (N-1) \sin \theta_k}{\lambda} \\
e^{-\frac{2\pi (N-1) \sin \theta_k}{\lambda}}
\end{bmatrix} \hspace{1cm} (2.13)
\]

Therefore, the spatial power spectrum of the Bartlett algorithm in (2.12) can be expressed using the value of \( \mathbf{w} \) given in (2.13) to obtain the following \[34\]:

\[
P_s(\theta) = \mathbf{a}(\theta)^H \mathbf{R} \mathbf{a}(\theta) \hspace{1cm} (2.14)
\]

For each direction of elevation angle \( \theta \), the power will be measured and then the power readings tabulated against \( \theta \). The maximum power will be observed at the direction of \( k^{th} \) signal source, or when \( \theta = \theta_k \). This happens because the weight \( \mathbf{w} \) aligns the phases of all signal outputs from each element and adds constructively. This algorithm is rather simple to implement, however, it lacks estimation resolution when compared to other algorithms. The only way to increase the resolution of the Bartlett algorithm is to have more antenna elements in the array \[81\]. However, having more elements means a larger area is required, which is not desirable in mobile devices due to their small size.

Another method in the beamforming category, known as the Capon algorithm, is proposed to overcome the drawbacks of a conventional beamformer \[82\]. The estimation method being proposed is forming the beam in the looking direction and putting a null on all other directions simultaneously. This is done by minimising the output power and maintaining unity gain in the looking direction. This condition can be described by the following constraint:
The constraint shows that the signal in the looking direction will remain undistorted when the output power is being minimised. Therefore, the weight $w$ and power spectrum can be calculated using the given constraint in (2.15) as given in (2.16) and (2.17) respectively [81]:

$$\min P(w) \text{ subject to } w^H a(\theta) = 1$$

(2.15)

$$w_{\text{Capon}} = \frac{R^{-1}a(\theta)}{a(\theta)^H R^{-1}a(\theta)}$$

(2.16)

$$P_{\text{Capon}} = \frac{1}{a(\theta)^H R^{-1}a(\theta)}$$

(2.17)

The improvement obtained from the Capon algorithm is a better estimation resolution compared with the Bartlett algorithm. However, the drawback of the Capon algorithm lies in its higher computational complexity than the Bartlett algorithm, and it cannot work for correlated signals. Since the Capon algorithm requires an inverse covariance matrix calculation in DOA estimation, the computational complexity will increase as the number of elements increases. The Capon algorithm also fails to work with correlated signals since the covariance matrix will become singular, and therefore the inverse covariance matrix cannot be determined [34]. The implementation of Bartlett and Capon algorithm is shown in Appendix A and B respectively.

### 2.3.4.2 Subspace-based category

In the subspace-based category, all the algorithms are utilising the eigen decomposition process of the covariance matrix [83]. In general, the covariance matrix can be partitioned into two subspaces, known as the signal subspace and the noise subspace. These subspaces can be found by performing eigen decomposition operations, where a set of eigenvalues and their eigenvectors are formed. The signal subspace is defined by eigenvector and associated with smaller eigenvalue whereas the noise subspace is defined by eigenvector associated with larger eigenvalue. The
most popular algorithm in the subspace-based category is Multiple Signal Classification (MUSIC) [84].

The essence of the MUSIC algorithm is to find the eigenvalues $\lambda_n$ and their associated eigenvector $e_n$ through eigen decomposition operation on the covariance matrix. The covariance matrix can be rewritten as [2]:

$$ R = \sum_{n=1}^{N} \lambda_n e_n e_n^H = E_s \Lambda_s E_s^H + E_n \Lambda_n E_n^H \quad (2.18) $$

where $E_s = (e_1, e_2, \ldots, e_K)$, $E_n = (e_{K+1}, e_{K+2}, \ldots, e_N)$, $\Lambda_s = (\lambda_1, \lambda_2, \ldots, \lambda_K)$ and $\Lambda_n = (\lambda_{K+1}, \lambda_{K+2}, \ldots, \lambda_N)$ represents the eigenvector of signal subspace, eigenvector of noise subspace, eigenvalue of signal subspace and eigenvalue of noise subspace respectively. Both vectors $E_s$ and $E_n$ also define the signal subspace and noise subspace respectively. DOA estimation processes in the MUSIC algorithm are based on the premise that all the steering vectors of signal DOA lie in the signal subspace. Since the signal subspace is orthogonal to noise subspace, all the steering vectors of signal DOA are orthogonal to noise subspace as well. Therefore, when the elevation angle equals the $k$th signal DOA ($\theta = \theta_k$), it will minimise the cost function $a(\theta)^H E_n E_n^H a(\theta)$. At this point, a maximum power will be observed in the spatial power spectrum. Thus, the spatial power spectrum of MUSIC is given as:

$$ P_{MUSIC} = \frac{1}{a(\theta)^H E_n E_n^H a(\theta)} \quad (2.19) $$

The signal DOA can be estimated by finding the peak in the spatial power spectrum. It is also expected that the same number of peaks would match the corresponding number of signal DOA. A clear advantage of the MUSIC algorithm is the high resolution estimation; this means it could distinguish DOA for closely spaced signals [83]. However, MUSIC has high computational complexity since it requires simultaneous search of DOA. Furthermore, MUSIC also requires knowledge of the exact number of incoming signals, which is not always the case in practical
applications [85]. The implementation of the MUSIC algorithm is shown in Appendix C.

2.3.4.3 Maximum likelihood

The third category of DOA estimation is maximum likelihood (ML) techniques, which exploit the statistical properties of received signals [80, 86]. This is not popular in system implementation though, due to its very high computational complexity. Nevertheless, the results using this technique produce the most accurate estimation and outperform other DOA estimators. The approach taken in ML is to reconstruct original data from the received signal $x(t)$ using only the desired signals.

The reconstruction takes place by subtracting the estimate of the desired signal component $\hat{A}(\theta)\hat{s}(t)$ from the received signal $x(t)$. The residual of $\|x(t) - \hat{A}(\theta)\hat{s}(t)\|$ represents noise and interference signals. An extremely small value of the residual will reflect that the estimate of $\hat{\theta}$ and $\hat{\phi}(t)$ are close enough to the exact values of $\theta$ and $s(t)$. Therefore, it is desirable to minimise the cost function $\|x(t) - \hat{A}(\theta)\hat{s}(t)\|$ in order to have an accurate estimation of both $\hat{\theta}$ and $\hat{s}(t)$. The approach can be represented as the following [34]:

$$\min \left\{ \|x(t) - \hat{A}(\theta)\hat{s}(t)\| \right\}$$

(2.20)

The desired signal can be expressed using the least square approach:

$$\hat{s}(t) = (A^H(\theta)A(\theta))^{-1}A^H(\theta)x(t_a) = w^Hx(t_a)$$

(2.21)

Using the expression of $\hat{s}(t)$ in (2.21) to substitute in the residual and minimise (2.20) will yield estimates of $\hat{\theta}$:

$$P(\theta) = A(\theta)(A^H(\theta)A(\theta))^{-1}A^H(\theta)$$

(2.22)
If the estimated value of $\hat{\theta}$ from (2.22) is the exact solution, then the reconstructed data will be given as:

$$X(n) - A(\theta)S(n) = X(n) - P(\theta)X(n)$$

$$= (A(\theta)S(n) + N) - (A(\theta)S(n) + P(\theta)N)$$

$$= (I - P(\theta))N$$ (2.23)

The solution given in (2.23) is at the minimum value of the residual provided that the choice of $\hat{\theta} \cong \theta$ and the average power represents the power of the noise signal.

### 2.3.4.4 Comparison of DOA algorithms

There are three categories of DOA algorithm that have been discussed in this section. Table 2.2 shows the comparison of DOA algorithms in terms of their complexity, estimation resolution, estimation error, and estimation consistency [80, 87].

**Table 2.2: Comparison of DOA algorithms**

| DOA performance parameter | DOA algorithm category |\hline |\hline 
<table>
<thead>
<tr>
<th>Beamforming</th>
<th>Subspace-based</th>
<th>Maximum likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational complexity</td>
<td>The least complexity</td>
<td>More intensive than beamforming</td>
</tr>
<tr>
<td>Estimation resolution</td>
<td>The worst resolution</td>
<td>The best resolution</td>
</tr>
<tr>
<td>Estimation error</td>
<td>Comparable with subspace-based</td>
<td>The lowest error</td>
</tr>
<tr>
<td>Estimation consistency</td>
<td>The best consistency</td>
<td>Inconsistent</td>
</tr>
</tbody>
</table>
2.4 Summary

This chapter has presented three sections covering the background information for this thesis. In the first section, the technology of wireless communication system was discussed, including the operation of the system. There are several shortcomings in wireless communication systems, such as a limited user capacity and received signal deterioration. This is where a smart antenna can mitigate these shortcomings. The ability of a smart antenna to concentrate its power on a narrow targeted area helps to improve received signals as well as increase battery life. Depending on the system complexity and performance, the smart antenna could be configured in either switched-beam or adaptive mode. The switched-beam mode offers simpler system implementation but the adaptive mode provides superior performance in a dynamic environment.

The next section discussed the array geometry configuration and its importance in DOA estimation. There are two factors in array geometry that determine the estimation results; the array aperture and array factor. The array aperture affects the array size and is also directly proportional to the number of elements and element spacing. It has also been pointed out that as the array aperture increases, the accuracy of DOA estimation will improve. The array factor describes the array response when there is a signal impinging at a certain angle. The response includes the amplitude, phase, element placement and frequency of the incoming signal. Since the array factor depends on the element positioning in an array, the configuration of an array will define a unique array factor. The importance of array factor is considered very high, to the extent that it could be used to change the array radiation pattern. In this section, classification of existing antenna arrays in the literature was also discussed. In general, antenna arrays can be classified as linear and planar arrays. Linear arrays are the basic structure of an antenna array and easier to analyse than other array structures. However, the linear arrays’ capability is limited to one-dimensional DOA estimation, which means it can only estimate the elevation angle. This limitation is solved by using the planar arrays where both azimuth and elevation angles can be estimated simultaneously.
The final section in this chapter presented the fundamentals of DOA estimation. Assumptions that are being used in this thesis for DOA estimation were discussed, including signal source, noise signal and antenna elements. The essential components in DOA estimation, the steering vector, were introduced. The covariance matrix, another important component in DOA estimation, was also discussed. Most of the DOA algorithms heavily depend on the covariance matrix, especially the spectral-based or beamforming algorithms. In this section, classification of DOA algorithms and an overview of each category were given. The advantages and drawbacks of each category of algorithm were also highlighted.

In short, this chapter covered three topics related to the fundamental information in the DOA estimation process. Firstly, the importance of communication systems and how smart antennas fit into these systems. Secondly, the characteristics of array geometry and how those factors could affect the performance of DOA estimation. Several existing planar antenna array geometries for azimuth DOA estimation were also discussed. Finally, the classification of DOA algorithms was discussed, including the comparison between them.
3 Planar Antenna Array for Azimuth DOA Estimation

This chapter presents three new planar antenna array geometries and analyses the performance of each antenna array on azimuth DOA estimation. The three antenna arrays are named as semi-circular array, oval array and Y-bend array. The first two antenna arrays, semi-circular and oval, are configured based on the circular array. The third proposed antenna array, Y-bend, is configured based on the V-shape array. The main objective of the proposed antenna arrays is to improve the performance of DOA estimation. DOA estimation is measured based on three main criteria, estimation resolution, estimation error, and consistency of estimation.

For each proposed antenna array, two main points will be presented. Firstly, structure of the proposed antenna array is discussed with an associated data model to formulate the spatial power spectrum. Secondly, a comparison against the circular array and V-shape array is made to evaluate the improvement on DOA estimation performance. The comparison is made based on the three criteria mentioned above. The final section in this chapter compares the performance of DOA estimation among all proposed antenna arrays. In this chapter, results of DOA estimation simulation are obtained using MATLAB®.

3.1 Semi-circular array

3.1.1 Structure and data model

The structure of the semi-circular array is shown in Figure 3.1. There are \( N \) elements along the circumference of the semi-circular array with inter element spacing of \( 0.5\lambda \), where \( \lambda \) is the wavelength of the incoming signals. The radius of \( r \) in the semi-circular array is measured from the centre of the circle to the elements of the array. Direction of the incoming signal is identified by elevation angle, denoted as \( \theta \), and azimuth angle, denoted as \( \phi \). The elevation angle is measured on the \( y-z \) plane from the \( z \)-axis to the path of the incoming signal. The azimuth angle, on the other hand, is
measured on the $x$-$y$ plane from $x$-axis to the path of incoming signal. The same convention used in the circular array is also applied in the semi-circular array, where the element the $x$-axis is considered as the first element.

![Figure 3.1: Structure of semi-circular array](image)

The position of any element in the semi-circular array can be given as:

$$\phi_n = \pi \left( \frac{n}{N} \right), \quad n = 1, 2, \ldots, N \quad (3.1)$$

The unit vector $\hat{a}_r$ can be represented in Cartesian coordinates:

$$\hat{a}_r = a_x \sin \theta \cos \phi + a_y \sin \theta \sin \phi + a_z \cos \theta \quad (3.2)$$

Another unit vector $\hat{a}_n$ from centre to the $n^{th}$ element in semi-circular array can be written as:

$$\hat{a}_n = a_x \cos \phi_n + a_y \sin \phi_n, \quad n = 1, 2, \ldots, N \quad (3.3)$$

Suppose the relative distance of signal wavefront reaches the $n^{th}$ element relative to the origin is given as:
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\[
r_n = a_r a \cos \alpha_n \tag{3.4}
\]

For an incoming wavefront signal, \( \alpha_n \) can be expressed as:

\[
\begin{align*}
\cos \alpha_n &= -a_r \cdot a_n \\
&= -(a_x \sin \theta \cos \varphi + a_y \sin \theta \sin \varphi + a_z \cos \theta) \cdot (a_x \cos \varphi_n + a_y \sin \varphi_n) \\
&= -(- \sin \theta \cos \varphi \cos \varphi_n + \sin \theta \sin \varphi \sin \varphi_n) \\
&= -\sin \theta \cos(\varphi - \varphi_n) \\
&= n = 1, 2, \ldots, N
\end{align*}
\]

Using (3.5), relative distance in (3.4) can be reduced to:

\[
r_n = -a_r a \sin \theta \cos(\varphi - \varphi_n), \quad n = 1, 2, \ldots, N \tag{3.6}
\]

Therefore, the steering vector \( a_y (\theta_k, \varphi_k) \) of the semi-circular array on the \( x-y \) plane can be defined as follows:

\[
a_y (\theta_k, \varphi_k) = [1, e^{-j \alpha_{y1}}, \ldots, e^{-j \alpha_{yN}}] \tag{3.7}
\]

where

\[
\alpha_{y,n} = \frac{2\pi(n-1)\cos(\varphi - \varphi_k)\sin \theta_k}{\lambda} \tag{3.8}
\]

The main difference of the semi-circular array from the circular array is the total circumference covered to place the array elements. As pointed out in (3.1), all the elements are spread in a length of \( \pi \) compared to \( 2\pi \) in the circular array. In a circular array, the spacing between elements can be expressed as the following:

\[
d_{\text{circ}} = \frac{2\pi r_{\text{circ}}}{N} \tag{3.9}
\]

For spacing between elements \( d = \frac{\lambda}{2} \), this implies that the radius of the circular array is:
\[ r_{\text{circ}} = \frac{N\lambda}{4\pi} \]  
\[(3.10)\]

In the semi-circular array, the circumference is half of circumference is in the circular array. Therefore, the spacing between the elements can be expressed as:

\[ d_{s-circ} = \frac{\pi r_{s-circ}}{N-1} \]  
\[(3.11)\]

Maintaining the same spacing between elements \( d = \frac{\lambda}{2} \) will yield the radius of the semi-circular array:

\[ r_{s-circ} = \frac{(N-1)\lambda}{2\pi} \]  
\[(3.12)\]

It is apparent that, for the same number of elements, the semi-circular array would have a larger radius than the circular array as shown in (3.10) and (3.12). As a result, as the number of elements increases, the area of the semi-circular increases significantly compared with the circular array.

### 3.1.2 Resolution of estimation

Resolution of estimation is a measurement of minimum separation required to distinguish two incoming signals. Higher estimation resolution means that two incoming signals separated by a smaller angle can still be distinguished. Assuming the same number of elements, there are two cases for comparing the estimation resolution between the circular array and the semi-circular array. Both cases use the following parameters: SNR is 0dB, the number of snapshots is 100, and the number of elements is eight.

In the first case, there are two signals impinging both arrays at \( (\theta=90^\circ, \varphi=100^\circ) \) and \( (\theta=90^\circ, \varphi=115^\circ) \). The result of DOA estimation of azimuth angle for both arrays is shown in Figure 3.2. The results show that the semi-circular array produced two distinct peaks, which corresponds to DOA of two source signals. However, the
circular array only managed to have a single peak, which means it is unable to distinguish the two source signals.

In the second case, there are two signals impinging both arrays at \((\theta=90^\circ, \phi=100^\circ)\) and \((\theta=90^\circ, \phi=123^\circ)\). The DOA estimation of azimuth angle for the two arrays is shown in Figure 3.3. Both the semi-circular array and circular array managed to have two distinct peaks that represent estimated DOA of two signal sources. The results in both cases clearly show that, given the same number of elements, the semi-circular array offers better resolution of estimation than the circular array by \(8^\circ\).

Observations made in the simulation results suggest that the semi-circular array offers better estimation resolution compared to the circular array. This advantage, however, is compromised by larger area acquired by the semi-circular array. Therefore, in the case of the same number of elements, there is a compromise between acquired area of the array and the improvement in estimation resolution.

![Figure 3.2: DOA estimation for two signals impinging at \((\theta=90^\circ, \phi=100^\circ)\) and \((\theta=90^\circ, \phi=115^\circ)\) using semi-circular and circular arrays. Dotted lines represent the true DOA.](image-url)
Figure 3.3: DOA estimation for two signals impinging at (θ=90°, φ=100°) and (θ=90°, φ=120°) using semi-circular and circular arrays. Dotted lines represent the true DOA.

### 3.1.3 Error of estimation

Estimation error is another statistical property used to measure the accuracy of DOA estimation. It represents how much the estimated DOA deviates from the true DOA. All the simulation results in this subchapter use the root-mean-square error (RMSE) to measure the estimation error, which is given as:

$$RMSE = \sqrt{\frac{1}{T} \sum_{i=1}^{T} (\hat{\theta} - \theta)^2}$$  \hspace{1cm} (3.13)

where $T$ is the number of trials, $\theta$ is the true DOA and $\hat{\theta}$ is the estimated DOA of the $i^{th}$ trial.

The following parameters are used throughout in the simulations:

- number of elements in both arrays is eight,
- two signals impinging the array at (θ=90°, φ=100°) and (θ=90°, φ=120°),
the radii are $0.64\lambda$ and $1.27\lambda$ for circular and semi-circular array respectively,

RMSE produced by both arrays are compared against three parameters; the number of snapshots, SNR and separation of DOA. In the first case, the RMSE of azimuth angles is investigated against the number of snapshots. Figure 3.4 shows the RMSE for both circular and semi-circular arrays when the SNR is fixed at 0dB. In general observation, as the number of snapshots is increased, the performance of both arrays is improved. It is also apparent that the semi-circular array generated better estimation error than the circular array. The result shows that the semi-circular array achieved about 86% lower estimation error compared with the circular array.

Next, estimation error is compared against the SNR with the number of snapshots as 100. Both arrays show improvement in RMSE as the SNR is increased, as illustrated in Figure 3.5. The circular array exhibited a better rate of improvement, which is about 93% compared with 90% in the semi-circular array. However, on average, the semi-circular array has about 85% lower estimation errors than the circular array.

Finally, the estimation error is compared against DOA separation between two signals as depicted in Figure 3.6. In this case, azimuth angle of the first signal is fixed at 100°, and the second signal is varied between 115° and 125°. Both arrays show improvement as the second signal is moving away from the first signal. The circular array enjoys a better rate of error changes compared with the semi-circular array, a similar observation to that in the second scenario. Nevertheless, it is noted that the semi-circular array has a lower average estimation error than the circular array, roughly about 76%.

In all three comparisons of estimation error, the simulation results suggest that, for the same number of elements, the semi-circular array outperforms the circular array by producing lower estimation error. In general, the semi-circular array managed to achieve estimation within less than 1° from the true DOA. The circular array, on the other hand, estimates the true DOA off by 1° to 3°.
Figure 3.4: RMSE versus number of snapshots for both arrays with SNR as 0dB. The DOAs are at \((\theta = 90^\circ, \varphi = 100^\circ)\) and \((\theta = 90^\circ, \varphi = 120^\circ)\).

Figure 3.5: RMSE versus SNR for both arrays with number of snapshots as 100. The DOAs are at \((\theta = 90^\circ, \varphi = 100^\circ)\) and \((\theta = 90^\circ, \varphi = 120^\circ)\).
This section presents the third criterion to measure the DOA performance. This criterion represents the consistency of estimating the true DOA over a number of trials. Consistency of estimation is a measured based on the following:

\[
\text{Consistency} = \frac{\text{number of trials for true DOA estimation}}{\text{number of trials}} \times 100\% \quad (3.14)
\]

In this section, a comparison of estimation consistency is presented between the semi-circular and the circular array. It is assumed that the number of snapshots is 100, SNR level is 0dB, and the number of elements in each array is eight. As shown in Figure 3.7 and Figure 3.8, the semi-circular array and the circular array have 80% and 58% estimation consistency respectively. The results suggest that the semi-circular possessed better consistency than the circular array by more than 20%.
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Figure 3.7: Histogram of azimuth estimation using the semi-circular array. The DOA is at \((\theta=90^\circ, \phi=100^\circ)\).

Figure 3.8: Histogram of azimuth estimation using the circular array. The DOA is at \((\theta=90^\circ, \phi=100^\circ)\).
3.2 Oval array

Another variation of the circular-based array is proposed in this chapter, it is termed oval array. The oval array offers more flexibility compared with the circular array since the shape of the oval array is defined by two radii, major and minor radius.

3.2.1 Structure and data model

The structure of the oval array is shown in Figure 3.9. There are $N$ elements with inter element spacing of $0.5\lambda$, where $\lambda$ is the wavelength of incoming signals. The oval array is defined by two radii; major radius labelled as $a$, and minor radius labelled as $b$. Unlike in the circular array, circumference and area of the oval array depends on both radii $a$ and $b$, which is defined in (3.15) and (3.16).

\[
C \approx \pi \left( 3(a+b) - \sqrt{(3a+b)(a+3b)} \right) \\
= \pi \left( 3(a+b) - \sqrt{10ab + 3(a^2 + b^2)} \right) 
\]

(3.15)

\[
A = \pi ab 
\]

(3.16)

The ratio of major radius to minor radius is defined as flattening factor as given in (3.17), which reflects how to flatten the oval shape.

\[
g = 1 - \frac{b}{a} 
\]

(3.17)

In this case, a flattening factor of 0.5 is being used, or $b = 0.5a$, to derive the steering vector. The elements are placed along the circumference as the following:

\[
\varphi_n = 2\pi \left( \frac{n}{N} \right), \quad n = 1, 2, \ldots, N 
\]

(3.18)

The unit vector $\hat{a}_r$ can be represented in Cartesian coordinate:

\[
\hat{a}_r = a_x \sin \varphi \cos \theta + a_y \sin \varphi \sin \theta + a_z \cos \theta 
\]

(3.19)
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Another unit vector \( \mathbf{a}_n \) from centre to the \( n \)th element in semi-circular array can be written as:

\[
\hat{\mathbf{a}}_n = a_x \cos \varphi_n + a_y \sin \varphi_n, \quad n = 1,2,\ldots,N
\]  

(3.20)

Suppose relative distance of signal wavefront reaches the \( n \)th element relative to the origin is given as:

\[
r_n = a_x \cos \alpha_n
\]  

(3.21)

For an incoming wavefront signal, \( \alpha_n \) can be expressed as:

\[
\cos \alpha_n = -a_x \cdot a_n \\
= -\left( a_x \sin \theta \cos \varphi + a_y \sin \theta \sin \varphi + a_z \cos \theta \right) \cdot \left( a_x \cos \varphi_n + a_y \sin \varphi_n \right) \\
= -\left( \sin \theta \cos \varphi \cos \varphi_n + \sin \theta \sin \varphi \sin \varphi_n \right) \\
= -\sin \theta \cos(\varphi - \varphi_n) \quad n = 1,2,\ldots,N
\]  

(3.22)

Using (3.22), relative distance in (3.21) can be reduced to:

\[
r_n = -a_x \alpha \sin \theta \cos(\varphi - \varphi_n), \quad n = 1,2,\ldots,N
\]  

(3.23)

Therefore, the steering vector \( \mathbf{a}_y(\theta_k, \varphi_k) \) of oval array can be defined as follows:

\[
\mathbf{a}_y(\theta_k, \varphi_k) = \begin{bmatrix} 1, e^{-j\alpha_1}, \ldots, e^{-j\alpha_N} \end{bmatrix}^T
\]  

(3.24)

where

\[
\alpha_{y,n} = \frac{\pi \left( 3(a+b)-\sqrt{10ab+3(a^2+b^2)} \right)(n-1)\cos(\varphi - \varphi_k)\sin \theta_k}{\lambda}
\]  

(3.25)
An advantage of the oval array is that, given the same length of circumference, it acquired less area than the circular array. The comparison of the area, circumference length, and radius length is illustrated in Table 3.1. Since the array elements in both oval and circular arrays are placed along their circumference, this implies that the oval array would have less area than the circular array for the same number of elements.

Another factor that affects the array area is the flattening factor, which relates the major and minor radii. Given the same number of elements, the area of the circular array is compared with the oval array with different flattening factor as shown in Figure 3.10. It is apparent from the comparison result that the flattening factor and the array area are inversely proportional, which means that as the flattening factor is increased the array area would decrease significantly.
Table 3.1: Comparison of array area and circumference between the circular array and the oval array

<table>
<thead>
<tr>
<th>Circumference (cm)</th>
<th>Circular array</th>
<th>Oval array</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Radius, (r) (cm)</td>
<td>Area (cm(^2))</td>
</tr>
<tr>
<td>1.00</td>
<td>0.16</td>
<td>0.08</td>
</tr>
<tr>
<td>1.50</td>
<td>0.24</td>
<td>0.18</td>
</tr>
<tr>
<td>2.00</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>2.50</td>
<td>0.40</td>
<td>0.50</td>
</tr>
<tr>
<td>3.00</td>
<td>0.48</td>
<td>0.72</td>
</tr>
<tr>
<td>3.50</td>
<td>0.56</td>
<td>0.97</td>
</tr>
<tr>
<td>4.00</td>
<td>0.64</td>
<td>1.27</td>
</tr>
</tbody>
</table>

Figure 3.10: The area of both oval and circular arrays are compared in terms of number of elements
3.2.2 Resolution of estimation

Estimation resolution of both oval and circular arrays is investigated in order to find the minimum signal separation that can be distinguished in each array. In all cases, the number of snapshots is 100, SNR level is 0dB, and the number of elements in each array is eight. In the first case, it is assumed that there are two signal sources impinging the array at (θ=90°, φ=100°) and (θ=90°, φ=120°). Figure 3.11 shows that the oval array produces two distinct peaks on the spatial spectrum, which means the two signal sources can be distinguished.

The circular array, on the other hand, only managed to produce a single peak, which means it cannot distinguish the signal sources. The result suggests that the resolution of the oval array is about 20°. The circular array has lower estimation resolution, which is about 30° as illustrated in Figure 3.12. Therefore, given the same number of elements, the oval array could improve the estimation resolution of the circular array.

![Figure 3.11: DOA estimation for two signals impinging at (θ=90°, φ=100°) and (θ=90°, φ=120°) using oval and circular arrays. Dotted lines represent the true DOA.](image-url)
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3.2.3 Error of estimation

The RMSE of the oval array is presented and compared with the circular array in four scenarios. First scenario compares the RMSE of both oval and circular arrays versus the SNR. Figure 3.13 shows that the oval array has lower RMSE than the circular array with minimum estimation error at 0.6°. The minimum RMSE achieved by the oval array is 76% lower than the minimum RMSE achieved by the circular array. However, the circular array shows better improvement of RMSE from 14° to 2.8°, which represents an 80% reduction. Compared with the oval array, the reduction is only about 50% from its maximum estimation error. On average, the oval array has reduced the estimation error of the circular array by no less than 85%, which is a notable improvement.

Next, the RMSE versus the number of snapshots is investigated. In general, both arrays show an improvement in estimation error as the number of snapshots is increased, as shown in Figure 3.14. The oval array reduced the estimation error of the
circular array by 64% and achieves its minimum RMSE at 0.5°. The oval array possessed a larger percentage of improvement compared with the circular array when the number of snapshots is increased from 50 to 65.

In the third scenario, the effect of DOA separation between two signal sources on RMSE is investigated. In this case, the first signal remains at 110°, and the second signal is varied between 130° and 140°. As illustrated in Figure 3.15, both arrays have almost the same estimation error when the signal sources are separated by 20°. However, as the separation is increased from 21° to 25°, the oval array has a significant reduction in RMSE from 15° to 0.8°. From that point on, the estimation error in the oval array settles down to its minimum value at 0.7°. Estimation error in the circular array is almost unchanged until the signal separation reaches 24°. As the signal separation increased to more than 24°, the RMSE gradually decreased and the circular array achieved its minimum estimation error at 1.8°. Comparing the minimum RMSE achieved by both arrays, the oval array managed to improve the estimation error in the circular array by 60%.

Simulation results show that the oval array shows notable improvement of estimation error in the circular array. On average, the improvement of estimation error by the oval array is between 60% and 80% compared with the circular array. Although both arrays show an identical trend in the improvement of estimation error in all cases, the oval array clearly outperforms the circular array by having lower estimation error.
Figure 3.13: RMSE of DOA estimation for various SNR when number of snapshots is 100. The DOAs are at (θ = 90°, φ = 110°) and (θ = 90°, φ = 135°).

Figure 3.14: RMSE of DOA estimation versus number of snapshots when SNR is 0dB. The DOAs are at (θ = 90°, φ = 110°) and (θ = 90°, φ = 135°).
Figure 3.15: RMSE of DOA estimation for various signal separation when number of snapshots is 100 and SNR is 0dB. The DOAs are at (θ = 90°, φ = 110°) and (θ = 90°, 130°<φ<140°).

3.2.4 Consistency of estimation

This section presents the comparison of estimation consistency between the oval array and the circular array using the formula described in (3.14). In both cases, the number of snapshots is 100, SNR level is 0dB, and the number of elements in each array is eight.

Figure 3.16 and Figure 3.17 show that the oval array and the circular array exhibit 78% and 58% of estimation consistency respectively. Similar to the semi-circular array, the oval array also has about 20% higher consistency than the circular array.
Figure 3.16: Histogram of azimuth estimation using the oval array. The DOA is at (θ=90°, φ=100°).

Figure 3.17: Histogram of azimuth estimation using the circular array. The DOA is at (θ=90°, φ=100°).
3.3 Y-bend array

The last section in this chapter investigates another shape antenna array for 2D DOA estimation. Unlike the previous sections which focus on the circular-based shape arrays, this section is looking at a planar array that is made from a combination of several linear arrays. Planar arrays of a similar concept have been proposed in the literature such as L-shape, V-shape and Y-shape arrays.

3.3.1 Structure and data model

The structure of the proposed array, which we term Y-bend, is shown in Figure 3.18. It is composed of three sub-arrays on the x-y plane. Two sub-arrays, $U$ and $V$, are on both sides of the $y$-axis, with an element-dependent angle separating them, denoted $\alpha$. Another sub-array, $W$, is placed exactly along the $y$-axis. Each sub-array consists of $N$ elements; therefore the proposed array would have a total of $3N-2$ elements. The position of both sub-arrays $U$ and $V$ are flexible within $0^\circ<\varphi<180^\circ$ and have the same distance from the $y$-axis, whereas the sub-array $W$ is fixed along the $y$-axis.

![Figure 3.18: Structure of Y-bend antenna array](image-url)
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The received signal at sub-arrays $U$, $V$ and $W$ can be represented as follows:

$$x_u(t) = A_U s(t) + n(t)$$  \hspace{1cm} (3.26)

$$x_v(t) = A_V s(t) + n(t)$$  \hspace{1cm} (3.27)

$$x_w(t) = A_W s(t) + n(t)$$  \hspace{1cm} (3.28)

where $s(t)$ is the source signal, and $n(t)$ is the Gaussian white noise signal of zero mean and variance $\sigma^2$. $A_U$, $A_V$ and $A_W$ are the steering matrices for sub-arrays $U$, $V$ and $W$ respectively and defined as:

$$A_U = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ e^{-j\gamma_1} & e^{-j\gamma_2} & \cdots & e^{-j\gamma_K} \\ \vdots & \vdots & \ddots & \vdots \\ e^{-j\gamma_{N_1}} & e^{-j\gamma_{N_2}} & \cdots & e^{-j\gamma_{N_K}} \end{bmatrix}$$  \hspace{1cm} (3.29)

$$A_V = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ e^{-j\beta_1} & e^{-j\beta_2} & \cdots & e^{-j\beta_K} \\ \vdots & \vdots & \ddots & \vdots \\ e^{-j\beta_{N_1}} & e^{-j\beta_{N_2}} & \cdots & e^{-j\beta_{N_K}} \end{bmatrix}$$  \hspace{1cm} (3.30)

$$A_W = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ e^{-j\mu_1} & e^{-j\mu_2} & \cdots & e^{-j\mu_K} \\ \vdots & \vdots & \ddots & \vdots \\ e^{-j\mu_{N_1}} & e^{-j\mu_{N_2}} & \cdots & e^{-j\mu_{N_K}} \end{bmatrix}$$  \hspace{1cm} (3.31)

$$\gamma_k = -\frac{2\pi d \sin \theta_k \sin \left( \frac{\phi_k + \alpha}{2} \right)}{\lambda} \quad k = 1,2,\ldots,K$$  \hspace{1cm} (3.32)

$$\beta_k = \frac{2\pi d \sin \theta_k \sin \left( \frac{\phi_k - \alpha}{2} \right)}{\lambda} \quad k = 1,2,\ldots,K$$  \hspace{1cm} (3.33)
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\[ \mu_k = -\frac{2\pi d \sin \theta_k \sin \varphi_k}{\lambda} \quad k = 1, 2, \ldots, K \]  

(3.34)

where \( \lambda \) is the wavelength of incoming signal, \( d \) is the spacing between elements expressed in term of \( \lambda \), and the angle \( \alpha \) separating the \( U \) and \( V \) sub-arrays is defined as:

\[ \alpha = 2 \times \left( \frac{\sqrt{N^2 + 2}}{2N} \right) \]  

(3.35)

3.3.2 Resolution of estimation

The Y-bend array is evaluated using 13 elements, which means there are five elements in each sub-array. The spacing between the array elements is 0.5\( \lambda \), and there are two signal sources present at \( (\theta = 90^\circ, \varphi = 65^\circ) \) and \( (\theta = 90^\circ, \varphi = 75^\circ) \).

Firstly, the estimation resolution is examined with the number of snapshots as 100, and SNR level as 0dB. As depicted in Figure 3.19, the Y-bend array manages to produce two distinct peaks on the spatial spectrum which represent two DOA of signal sources as estimated. The V-shape array, in contrast, only shows a single peak which corresponds to only one DOA of signal source being estimated although there are two signals impinging the array. This means that when there are two signals present and separated by 10\(^\circ\) or less, the V-shape array fails to estimate both signals.

Figure 3.20 shows the estimation result when the azimuth angles of incoming signals are separated by 14\(^\circ\). Both arrays managed to produce two distinct peaks, which implies that they are able to estimate the direction of both signals. This result also means that the estimation resolution of the V-shape is roughly about 13\(^\circ\), less than the estimation resolution in the Y-bend array. Based on the observation in both cases, it appears that the Y-bend array has better estimation resolution than the V-shape array by 4\(^\circ\). However, the improvement in estimation resolution needs 30\% more elements than the V-shape array.
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**Figure 3.19:** Azimuth estimation of two signal sources at \((\theta = 90^\circ, \varphi = 65^\circ)\) and \((\theta = 90^\circ, \varphi = 85^\circ)\) using Y-bend and V-shape arrays. Dotted lines represent the true DOA.

**Figure 3.20:** Azimuth estimation of two signal sources at \((\theta = 90^\circ, \varphi = 65^\circ)\) and \((\theta = 90^\circ, \varphi = 90^\circ)\) using Y-bend and V-shape arrays. Dotted lines represent the true DOA.
3.3.3 Error of estimation

The RMSE simulation of the Y-bend array is presented and compared with the V-shape array. The parameters of simulation are the same as in the previous section where there are eight elements in each sub-array, and there are two signal sources at \((\theta = 90^\circ, \varphi = 65^\circ)\) and \((\theta = 90^\circ, \varphi = 85^\circ)\).

Firstly, the RMSE versus the SNR of both arrays are investigated. As shown in Figure 3.21, the Y-bend array has 22% lower estimation error than the V-shape array at low SNR. However, as the SNR level improves, the estimation error of the Y-bend array drops drastically and clearly outperforms the V-shape array. At one point, 5dB to be exact, the Y-bend array has reduced the estimation error of the V-shape by 88%.

Secondly, the RMSE is investigated against the separation between two DOA of signal sources. In this case, the azimuth of the first signal remains at 65° and the second signal varies between 80° and 90°. As illustrated in Figure 3.22, RMSE in the Y-bend array reduced significantly as the second signal moved further away from the first signal. On the other hand, RMSE in the V-shape array remained almost constant until the signals were apart by more than 20°. It is noted that RMSE of the Y-bend array has roughly improved estimation error in the V-shape array by 78%.

Thirdly, the RMSE of both arrays are investigated versus the number of snapshots. In general, the number of snapshots does not have a significant impact on the RMSE as shown in Figure 3.23. The Y-bend managed to improve RMSE of the V-shape by 86%. This result also reveals a superior performance of the Y-bend over the V-shape array in term of estimation error.

Simulation results show that the Y-bend array manages to improve the estimation error of the V-shape array up to more than 80%. The simulation results suggest that the Y-bend array clearly outperforms the V-shape array in the estimation error criterion.
Figure 3.21: RMSE of DOA estimation for various SNR when number of snapshots is 100. The DOAs are at $(\theta = 90^\circ, \varphi = 65^\circ)$ and $(\theta = 90^\circ, \varphi = 85^\circ)$.

Figure 3.22: RMSE of DOA estimation for various signal separation when number of snapshots is 100 and SNR is 0dB. The DOAs are at $(\theta = 90^\circ, \varphi = 65^\circ)$ and $(\theta = 90^\circ, 80^\circ<\varphi<90^\circ)$. 
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3.3.4 Consistency of estimation

This section presents the comparison of estimation consistency between the Y-bend array and the V-shape array using formula described in (3.14). In both cases, the number of snapshots is 100, SNR level is 0dB, and the number of elements in each sub-array is five. Figure 3.24 and Figure 3.25 show that the Y-bend array and the V-shape array produce 42% and 35% of estimation consistency respectively. The results imply that the Y-bend possesses 7% higher estimation consistency than the V-shape array. Nevertheless, the results also illustrate that both arrays have almost the same dispersion of azimuth estimation: between 97° and 103°.

Figure 3.23: RMSE of DOA estimation versus number of snapshots when SNR is 0dB. The DOAs are at \((\theta = 90°, \phi = 65°)\) and \((\theta = 90°, \phi = 85°)\).
Figure 3.24: Histogram of azimuth estimation using the Y-bend array. The DOA is at ($\theta=90^\circ$, $\phi=100^\circ$).

Figure 3.25: Histogram of azimuth estimation using the V-shape array. The DOA is at ($\theta=90^\circ$, $\phi=100^\circ$).
3.4 Comparison of the proposed arrays

This section presents a comparison study between all proposed arrays; the semi-circular array, the oval array, and the Y-bend array. All proposed arrays are compared based on three criteria; resolution of estimation, error of estimation and consistency of estimation. It is assumed that for each array geometry has ten elements in all comparison criteria.

3.4.1 Resolution of estimation

In this sub-section, the main objective is to find the minimum estimation resolution for each of the proposed arrays. All simulations have assumed that the number of snapshots is 100, and the SNR level is 0dB.

In the first case, it is assumed that there are two signal sources impinging the array at (90°, φ=60°) and (θ=90°, φ=85°). Figure 3.26 shows that all antenna arrays managed to produce two distinct peaks that represent DOA of two signals separated by 25°. In the second case, it is assumed that the signal separation is reduced to 20° with signal DOA at (θ=90°, φ=60°) and (θ=90°, φ=80°). The results in Figure 3.27 show that the Y-bend array fails to produce two distinct peaks, as opposed to the oval and semi-circular arrays. The third case considers a smaller resolution which is about 15°. Figure 3.28 shows that only the semi-circular array is able to distinguish both incoming signals. This result reflects that the semi-circular has the smallest estimation resolution among the three arrays. The final result in Figure 3.29 shows that all the arrays fail to estimate both incoming signals when the estimation resolution is 10°.

Therefore, in term of resolution of estimation, the semi-circular possesses the best performance among the proposed arrays. This is followed by the oval array and the Y-bend array.
Figure 3.26: Azimuth estimation of two signal sources at $(\theta = 90^\circ, \phi = 60^\circ)$ and $(\theta = 90^\circ, \phi = 85^\circ)$ using semi-circular, oval and Y-bend array. Dotted lines represent the true DOA.

Figure 3.27: Azimuth estimation of two signal sources at $(\theta = 90^\circ, \phi = 60^\circ)$ and $(\theta = 90^\circ, \phi = 80^\circ)$ using semi-circular, oval and Y-bend array. Dotted lines represent the true DOA.
Figure 3.28: Azimuth estimation of two signal sources at \((\theta = 90^\circ, \varphi = 60^\circ)\) and \((\theta = 90^\circ, \varphi = 75^\circ)\) using semi-circular, oval and Y-bend array. Dotted lines represent the true DOA.

Figure 3.29: Azimuth estimation of two signal sources at \((\theta = 90^\circ, \varphi = 60^\circ)\) and \((\theta = 90^\circ, \varphi = 70^\circ)\) using semi-circular, oval and Y-bend array. Dotted lines represent the true DOA.
3.4.2 Error of estimation

Comparison of RMSE for all the proposed arrays is presented in this section. The RMSE of all arrays are first compared against the SNR. It is assumed that there are two signal sources: \((\theta = 90^\circ, \phi = 60^\circ)\) and \((\theta = 90^\circ, \phi = 80^\circ)\), and the number of snapshots is 100. Simulation results in Figure 3.30 illustrate that the semi-circular array has the smallest RMSE, which is about 0.05°. The RMSE of semi-circular array is 88% lower than that of the oval array and 20 times smaller than that of the Y-bend array. Figure 3.31 shows that, for a varying number of snapshots, the semi-circular array has the smallest RMSE among all the arrays. The RMSE of the semi-circular array has reduced from 0.2° to 0.05°. In contrast, the RMSE for both oval and Y-bend arrays are almost unchanged at 2° and 0.5° respectively. The third case compares RMSE when the signal separation is varied between 15° and 25°. Results in Figure 3.32 illustrate that the semi-circular array has 70% lower RMSE than the oval array. The semi-circular array also has ten times smaller RMSE than the Y-bend array.

![Figure 3.30: RMSE of DOA estimation for various SNR when number of snapshots is 100. The DOAs are at \((\theta = 90^\circ, \phi = 60^\circ)\) and \((\theta = 90^\circ, \phi = 80^\circ)\).](image-url)
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Figure 3.31: RMSE of DOA estimation versus number of snapshots when SNR is 0dB. The DOAs are at (θ = 90°, φ = 60°) and (θ = 90°, φ=80°).

Figure 3.32: RMSE of DOA estimation for various signal separations when number of snapshots is 100 and SNR is 0dB. The DOAs are at (θ = 90°, φ = 60°) and (θ = 90°, 75°<φ<85°).
In general, the semi-circular array possesses the best performance among all the proposed arrays in terms of estimation error.

### 3.4.3 Consistency of estimation

This section presents the comparison of estimation consistency between all the proposed arrays. It is assumed that the number of snapshots is 100, SNR level is 0dB, and the number of elements in each array is ten. Simulation results shown in Figure 3.33, Figure 3.34 and Figure 3.35 represent estimation consistency of the semi-circular array, the oval array and the Y-bend arrays respectively. It exhibits that the semi-circular array and the oval array have a very high consistency, which is more than 90%. On the other hand, the Y-bend array possesses only 43% of consistency, which is less than half the consistency of both the semi-circular and oval arrays.

**Figure 3.33**: Histogram of azimuth estimation using the semi-circular array. The DOA is at (θ=90°, φ=100°).
Figure 3.34: Histogram of azimuth estimation using the oval array. The DOA is at (θ=90°, φ=100°).

Figure 3.35: Histogram of azimuth estimation using the Y-bend array. The DOA is at (θ=90°, φ=100°).
Chapter 3: Planar Antenna Array Geometries for Azimuth DOA Estimation

3.4.4 Summary of comparison

Table 3.2 summarises the performance of estimation consistency for all the proposed arrays. In general, the semi-circular array holds the best performance of DOA estimation among all the proposed arrays. The oval array also has a comparable performance to the semi-circular array especially in the estimation consistency criterion. By contrast, the V-shape array possesses slightly larger estimation resolution and estimation error, but shows a very poor performance in estimation consistency.

Table 3.2: Comparison of array geometry based on DOA estimation performance

<table>
<thead>
<tr>
<th>Antenna array geometry</th>
<th>Criteria of DOA estimation performance</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum resolution (deg)</td>
<td>Minimum RMSE (deg)</td>
</tr>
<tr>
<td>Semi-circular</td>
<td>15</td>
<td>0.05</td>
</tr>
<tr>
<td>Oval</td>
<td>20</td>
<td>0.50</td>
</tr>
<tr>
<td>Y-bend</td>
<td>25</td>
<td>1.50</td>
</tr>
</tbody>
</table>

3.5 Summary

This chapter has presented and discussed three new planar antenna arrays; the semi-circular array, the oval array, and the Y-bend array. The semi-circular array is proposed as a variation of the circular array. This chapter has shown that the semi-circular array outperforms the circular array in terms of estimation resolution, estimation error and estimation consistency. In particular, the semi-circular array improves the estimation resolution by 5.7%, the estimation error by at least 76%, and the estimation consistency by 20%. This implies that the estimation performance can be improved by concentrating the elements on one side of the circular configuration.
Furthermore, a comparison among the three proposed arrays also shows that the semi-circular array exhibits the best performance of DOA estimation. In this comparison, the semi-circular array achieves 25% smaller estimation resolution, ten times smaller estimation error, and 5% higher estimation consistency than the other two proposed arrays. These advantages suggest that the semi-circular array is an excellent choice of circular-based array for DOA estimation.

Another proposed array, the oval array, offers less area than the circular array. It has been shown that, with the same length of the circumference, the oval array has between 12.5% and 15% less area than the circular array. This, in turn, implies that the oval array would have less area than the circular array for the same number of elements. In addition, it has been shown that the oval array has improved the estimation resolution by 33%, the estimation error by at least 60%, and the estimation consistency by 20% of the circular array. These observations indicate that the DOA performance of the circular-based array could be improved by using the oval-shape configuration.

The third proposed array, Y-bend array, also shows significant improvement of DOA estimation over the V-shape array. Simulation results show that the Y-bend array improves the estimation resolution of the V-shape array by 23%. In addition, the Y-bend array achieves up to 88% lower estimation error and 7% higher estimation consistency than the V-shape array. However, the reduction in estimation error comes with larger array size, which is 33% more than the V-shape array.

This chapter has proposed three new antenna arrays that could improve DOA estimation performance over existing arrays. The improvement in estimation resolution, estimation error and estimation consistency has been shown numerically in simulation results. The next step is to investigate another factor that greatly influences the DOA estimation result, the DOA algorithm. The next chapter will propose a new DOA algorithm and apply it in elevation and azimuth angle estimation.
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4 DOA Algorithm for Directional Antenna Arrays

This chapter presents DOA estimation using directional antenna arrays. The chapter starts by considering the difference of the estimation process using an isotropic antenna array and a directional antenna array. Next, a new DOA algorithm for directional antenna array is presented. The analysis of the proposed algorithm for elevation DOA estimation is also discussed. Finally, the proposed DOA estimation is applied in azimuth DOA estimation using the semi-circular array. In this chapter, DOA estimation is simulated using MATLAB®, and the directional antenna array is simulated using CST Microwave Studio®.

4.1 DOA estimation using isotropic and directional antenna arrays

4.1.1 Isotropic and directional element arrays

Isotropic elements radiate the energy equally in all directions as shown in Figure 4.1. The isotropic elements are often used as a reference to compare its radiation characteristics with directional elements. Directional elements, on the other hand, are defined as the elements that are able to concentrate the power primarily in certain directions or angular regions. Figure 4.2 shows a circular patch element that represents a directional element. The advantage of directional elements is that they can focus their power in a desired direction and suppress noise signal simultaneously. Power consumption is also reduced since power is only directed towards a certain narrow angle.

Figure 4.1: Radiation pattern of isotropic element
4.1.2 Comparison of estimation process

A comparison of the estimation process for an isotropic element array and a directional element array will be presented in this section by means of MATLAB simulation. The results of DOA estimations are then analysed to gauge how the algorithm performs in estimating the direction of incoming signals.

Simulation parameters for the isotropic array are as follows: element separation is $0.5\lambda$, number of snapshots is 100, and it is assumed that there are sources of signal at $(\theta = -50^\circ)$, $(\theta = 0^\circ)$ and $(\theta = 60^\circ)$. The result of the DOA estimation is shown in Figure 4.3. The position of peaks of spatial power spectrum indicates the estimation of direction of incoming signals. The results clearly indicate that all incoming signals could be estimated simultaneously using the isotropic antenna array.

![Spatial power spectrum of isotropic antenna array](image)

Figure 4.3: Spatial power spectrum of isotropic antenna array
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The simulation is repeated with an array of directional elements, and the effect of mutual coupling is taken into account in order to obtain its radiation pattern. In the simulation, a linear array of eight circular patch elements with element separation of $0.5\lambda$ is used, as illustrated in Figure 4.4. The reflection loss of the array means the array approximately operates at 2.45GHz, as shown in Figure 4.5 and its radiation pattern, which has a narrow beam, is depicted in Figure 4.6.

Suppose the main beam of the array is pointed at $0^\circ$ as shown in Figure 4.7. The DOA estimation process is performed by calculating the gain at different angular positions. The DOA estimation results clearly show only a single peak present in the spatial power spectrum, which is at an angle of $0^\circ$, as depicted by Figure 4.8.

![Figure 4.4: Circular patch antenna array](image)

![Figure 4.5: Reflection coefficient of the directional antenna array](image)
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Figure 4.6: Radiation pattern of the linear antenna array

Figure 4.7: Radiation pattern of the directional antenna array with its main beam at 0°

Figure 4.8: DOA estimation using the directional antenna array with its main beam at 0°
It appears that the position of the main beam determines the range of the angle of arrival that could be detected at any instant. This observation is verified as the main beam is moved to -50° and 60°, as shown in Figure 4.9 and Figure 4.11 respectively. The same process of DOA estimation is used in order to obtain the spatial power spectrum at both angular positions. The results shown in Figure 4.10 and Figure 4.12 confirm that the incoming signals can only be detected when they are within the range of the main beam position.

**Figure 4.9:** Radiation pattern of the directional antenna array with its main beam at -50°

**Figure 4.10:** DOA estimation using the directional antenna array with its main beam at -50°
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**Figure 4.11**: Radiation pattern of the directional antenna array with its main beam at 60°

**Figure 4.12**: DOA estimation using the directional antenna array with its main beam at 60°

This observation also emphasises the importance of the position of the main beam during the DOA estimation process. In order to have an accurate estimation of the direction of the incoming signal, it is essential to ensure that the main beam can fully cover the angular position range required. Increasing the angular position range will increase the complexity of the estimation process.
4.1.3 Analysis of estimation in directional antenna array

There are several observations that can be made from the simulation results of DOA estimation. Firstly, simulation using isotropic antenna array generates multiple peaks in the spatial power spectrum, which indicates it is capable of detecting multiple signals simultaneously. It also implies that the DOA algorithm only needs to be performed once in order to acquire the estimation of angle of arrival for all incoming signals. On the other hand, the directional antenna array can only detect the incoming signals that fall within the range of the main beam position at one time. Therefore, in order to estimate all the angle of arrivals, the DOA algorithm should be applied repeatedly as the main beam moves to different angular positions.

Secondly, to ensure that the directional antenna array is able to estimate all angles of arrival, the main beam should be shifted to each possible elevation angles \( \theta \), in which \((-90^\circ < \theta < +90^\circ)\). This is to ensure that the direction of incoming signals will coincide with the maximum gain of the array, and thus the DOA can be estimated correctly. However, performing this process will increase the processing time and computational complexity. Nevertheless, in order to reduce the complexity, the shifting process can be made in a pre-determined angle step, for example, at every 10°.

Thirdly, the gain of directional antenna array determines the height of the peak produced in the spatial power spectrum. This observation also explains the reason that the directional antenna array cannot detect signals beyond the range of the main beam at any instant. This is because the gain of the array is extremely low outside the main beam for an incoming signal to yield a significant output in spatial power spectrum. In short, the process of DOA estimation in a directional antenna array depends on the beam position, which affects the gain, as well as the DOA algorithm performance.
4.2 DOA algorithm for directional antenna arrays

In this section, a new DOA algorithm is proposed to suit the characteristic of directional antenna arrays. It has been shown that DOA estimation using the directional antenna array depends on the position of the main beam and its gain strength. The gain strength will fluctuate depending on the shape of the radiation pattern as the main beam moves from one angular position to another. Therefore, it is important to consider the gain values of the directional antenna array at any angular position of the main beam.

4.2.1 Motivation

The existing DOA algorithms work perfectly well with isotropic antenna arrays but cannot be used directly with directional antenna arrays for three reasons. Firstly, the radiation patterns of directional elements are narrow compared with isotropic elements. Secondly, the mutual couplings between the directional elements are quite significant and cannot be ignored. Thirdly, directional elements have different gains for distinct signal directions due to the narrow shape of the radiation pattern. All of these factors lead to the difficulty of using the existing DOA algorithms in directional antenna arrays. As a result, the directional antenna arrays require a DOA algorithm that would fit the characteristic of directional elements.

In this section, a new algorithm is proposed to suit the characteristic of directional antenna elements. The proposed algorithm is similar to the Capon algorithm in one aspect, which is to minimise power from all directions subject to distinct gain in the ‘look direction’; hence it is named the Capon-like algorithm.

4.2.2 Data model

At time \( t \), suppose there are \( K \) narrowband, uncorrelated signals impinging on an array of \( N \) elements and \( K < N \). The signal output at the \( i^{th} \) element can be written as:

\[
x_i(t) = \sum_{k=1}^{K} a_i(\theta_k)s_k(t) + n_i(t)
\]  

(4.1)
where \( a(\theta), s(t) \) and \( n(t) \) are the steering vector, desired signal and noise signal respectively. In vector notation, (4.1) can be rewritten as:

\[
x(t) = A(\theta)s(t) + n(t)
\]  
(4.2)

where

\[
x(t) = [x_1(t) \ x_2(t) \ \cdots \ x_N(t)]^T
\]  
(4.3)

\[
s(t) = [s_1(t) \ s_2(t) \ \cdots \ s_N(t)]^T
\]  
(4.4)

\[
n(t) = [n_1(t) \ n_2(t) \ \cdots \ n_N(t)]^T
\]  
(4.5)

\[
A(\theta) = [a_1(\theta) \ a_2(\theta) \ \cdots \ a_N(\theta)]^T
\]  
(4.6)

Moreover, when there are only \( L \) snapshots available for the estimation process, the signal data model becomes:

\[
X = AS + N
\]  
(4.7)

Next, assuming that the signals are second-order, stationary random process with the noise supposed to be white, the covariance matrix can be computed as follows:

\[
R = E[XX^H]
\]  
(4.8)

where \((\cdot)^H\) denotes complex conjugate transpose operation. However, since only limited \( L \) snapshots are available, the estimated covariance matrix computation becomes:

\[
\hat{R} = \frac{1}{L}XX^H
\]  
(4.9)
4.2.3 Capon-like algorithm

In the Capon algorithm, the DOA is estimated by minimising the received power of the incoming signal in all directions while maintaining a unity gain in ‘look direction’. The constraint imposed on this algorithm is given as:

$$\min_w w^H \hat{R} w \quad \text{subject to} \quad w^H a(\theta) = 1$$ \hspace{1cm} (4.10)

where \(w\) is the weight to be calculated. Applying the Lagrange optimisation method to the constraint yields the optimised weight:

$$w = \frac{\hat{R}^{-1} a(\theta)}{a^H(\theta) \hat{R}^{-1} a(\theta)}$$ \hspace{1cm} (4.11)

The spatial power spectrum of the Capon algorithm can be determined using the optimised weight in (4.11) and given as:

$$P_{\text{Capon}} = \frac{1}{a^H(\theta) \hat{R}^{-1} a(\theta)}$$ \hspace{1cm} (4.12)

The proposed algorithm is a modified version of the Capon algorithm that is targeted to work with the directional antenna array. As shown in 4.1, it is essential to express the steering vector with its corresponding gain when using directional antenna. Therefore, the steering vector in the directional antenna array can be expressed as the following:

$$a_j(\theta_i) = g(\theta_i) a(\theta_i)$$ \hspace{1cm} (4.13)

where \(g(\theta_i)\) is the array gain in a distinct direction \(\theta_i\). For antenna arrays with isotropic elements, \(g(\theta_i)\) is equal to 1 for \(i = 1, 2, \ldots, N\). However, in the case of antenna arrays with directional elements, \(g(\theta_i)\) is determined from the array gain pattern and thus significantly affects the values of \(a(\theta_i)\). Consequently, for \(K\) incoming signals impinging a directional array, the array manifold is also changed as the following:
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Furthermore, since the array response is affected by the gain pattern in a ‘look direction’, the constraint in the Capon-like algorithm can be given by:
\[
\min_w w^H \hat{R} w \quad \text{subject to} \quad w^H a(\theta) = g(\theta)
\] (4.15)

Applying Lagrange optimisation technique to the constraint in (4.15) yields the Lagrange multiplier, \( \lambda \), and weight \( w \) given by (4.16) and (4.17) respectively.
\[
\lambda = -\frac{g^H(\theta)}{a^H(\theta)\hat{R}^{-1}a(\theta)}
\] (4.16)
\[
w = \frac{\hat{R}^{-1}a(\theta)g^H(\theta)}{a^H(\theta)\hat{R}^{-1}a(\theta)}
\] (4.17)

Finally, the power spectrum of the Capon-like algorithm is given as:
\[
P = \frac{a^H(\theta)a(\theta)}{a^H(\theta)\hat{R}^{-1}a(\theta)}
\] (4.18)

4.2.4 Angular estimation

Computer simulations are conducted to evaluate the performance of the Capon-like algorithm. This section compares the performance of the Capon-like and the Capon algorithms in elevation angle estimation. The simulation results presented in this section use a linear array of circular patch shown in Figure 4.4. Suppose there is a signal impinging the directional antenna array at 30°, SNR is fixed at 0dB, and the number of snapshots is 100.

Figure 4.13 shows a comparison of DOA estimation between the Capon and Capon-like algorithms. Estimation result using the Capon algorithm yields many spurious peaks in the spatial power spectrum that could lead to inaccurate estimation. Although there is a peak appearing at 30°, the DOA will be estimated based on the
highest peak strength, which appears at -50°. On the other hand, the Capon-like algorithm manages to estimate the DOA correctly and suppress the spurious peaks. The simulation is repeated for multiple signals with the same SNR and number of snapshots, and the signals are assumed at elevation angles of 5°, 20° and 35°.

Results in Figure 4.14 also show that the Capon-like algorithm managed to estimate the direction of all three signals correctly without any spurious peaks. In contrast, the Capon algorithm produced many spurious peaks and was unable to estimate the true DOA. Therefore, the observations in both results show that the Capon-like algorithm has better performance compared to the Capon algorithm.

Figure 4.13: Comparison of DOA estimation between the Capon and Capon-like algorithms for single signal impinging at (θ=30°). Dotted line represents the true DOA.
4.2.5 Error of estimation

Next, it is important to compare the estimation results between the Capon and Capon-like algorithm in terms of estimation error. All the simulation results in this section use the RMSE, which is given in (3.13).

In this simulation, it is assumed that there is a single signal impinging the array at 5°. Figure 4.15 shows the RMSE versus SNR for both the Capon and Capon-like algorithms when the number of snapshots is fixed at 100. As the SNR is increased, the RMSE of the Capon-like algorithm is improved significantly, whereas the RMSE of the Capon algorithm does not show any significant changes. It is observed that the Capon-like algorithm produced at least 150 times lower RMSE than the Capon algorithm. The huge estimation error produced by the Capon algorithm is due to the spurious peak positions as seen in Figure 4.13 and Figure 4.14, which lead to false estimations. The observation suggests that the performance of the Capon-like algorithm is vastly superior compared with the Capon algorithm.

Figure 4.14: Comparison of DOA estimation between the Capon and Capon-like algorithms for multiple signals impinging at (θ=5°), (θ=20°) and (θ=35°). Dotted lines represent the true DOA.
Next, the RMSE estimation of both the Capon and Capon-like algorithms are presented in Figure 4.16 with the SNR fixed to 0dB and the number of snapshots varying from 40 to 100. The same pattern in the results is observed, in which the Capon algorithm produced RMSE at least 150 times higher than the Capon algorithm. This observation is likely caused by the spurious peaks present in the Capon algorithm, which lead to a very large estimation error.

Finally, Figure 4.17 illustrates the effect of DOA separation between two signal sources on RMSE for both Capon and Capon-like algorithms. In this case, the first signal remains at 5°, and the second signal is varied between 10° and 20°. The results suggest that the Capon-like algorithm have at least 27 times lower RMSE than the Capon algorithm.

**Figure 4.15:** RMSE of DOA estimation for various SNR when number of snapshots is 100. The DOA is at (θ = 5°).
Figure 4.16: RMSE of DOA estimation versus number of snapshots when SNR is 0dB. The DOA is at (θ = 5°).

Figure 4.17: RMSE of DOA estimation for various signal separations when number of snapshots is 100 and SNR is 0dB. The DOAs are at (θ = 5°) and (10° < θ < 20°).
4.2.6 Consistency of estimation

In this section, a comparison of estimation consistency was presented between the Capon and Capon-like algorithms. It is assumed that the number of snapshots is 100, SNR level is 0dB, the number of trials is 1000, and the elevation DOA is at \( \theta = 5^\circ \). As shown in Figure 4.18, the Capon-like algorithm has 90% estimation consistency. On the other hand, the Capon algorithm produced a false estimation at \( 49^\circ \). The results also reflect that the Capon-like algorithm possessed a high reliability to estimate close-to-true DOA. Furthermore, the Capon-like algorithm also eliminates false estimation produced by the Capon algorithm when using the directional antenna array.

The observations made on the spatial spectrum, the estimation error and estimation consistency clearly show that the Capon-like algorithm yields better estimation results than the Capon algorithm. The reason for this is that the Capon-like algorithm takes into account the gain of the directional antenna array at every angular position of the main beam. The Capon algorithm, on the other hand, is designed to work for the isotropic antenna array and does not consider the radiation pattern of directional antenna array. This factor, in turn, leads to a huge difference in terms of estimation results between the two algorithms.
Figure 4.18: Histogram of DOA estimation using the Capon-like algorithm. The DOA is at ($\theta=5^\circ$).

Figure 4.19: Histogram of DOA estimation using the Capon-like algorithm. The DOA is at ($\theta=5^\circ$).
4.3 Capon-like algorithm for azimuth estimation

In this section, the application of the Capon-like algorithm will be extended to azimuth angular estimation. The azimuth estimation process will use the semi-circular antenna array which was introduced in Chapter 3. The performance of both the Capon and Capon-like algorithm will be compared in terms of estimation resolution, estimation error, and estimation consistency.

4.3.1 Semi-circular directional antenna array

A semi-circular array of eight elements is shown in Figure 4.20. The elements are the same as in the linear array shown in Figure 4.4. Spacing between the elements is fixed to 0.5λ, where λ is the wavelength of incoming signal. The radiation pattern of the semi-circular array is shown in Figure 4.21 with the main beam at θ = 0°. The operating frequency of the semi-circular array is 2.45 GHz, as illustrated in Figure 4.22.

Figure 4.20: A semi-circular array of eight circular patch elements
Figure 4.21: Radiation pattern of the semi-circular array

Figure 4.22: Reflection coefficient of the semi-circular array
4.3.2 Angular estimation

Comparison of azimuth estimation between the Capon algorithm and the Capon-like algorithm is performed in this section. It was pointed out in 4.1.3 that the position of the main beam is essential in DOA estimation when using directional antenna array. Therefore, the radiation pattern of the semi-circular array must be obtained before performing the comparison of azimuth estimation. Figure 4.23 – Figure 4.28 illustrate the importance of the main beam position in obtaining an accurate DOA estimation of incoming signal. There are three cases of azimuth estimation for comparing the Capon and Capon-like algorithms.

Firstly, it is assumed that the true DOA is at 5°. The array gain shown in Figure 4.23 is used to calculate the steering vector described in (4.13). Estimation results in Figure 4.24 show that the Capon-like algorithm managed to estimate the true DOA without any spurious peaks. In contrast, the Capon algorithm was unable to estimate the true DOA and there are two spurious peaks at 20° and 340°. Secondly, it is assumed that the true DOA is impinging the array at 180°. Using the array gain shown in Figure 4.25, the estimation result is obtained as illustrated in Figure 4.26. The result shows that the Capon-like algorithm manages to estimate the true DOA. On the other hand, the Capon algorithm produces two false estimations at 160° and 200°. Finally, it is assumed there is a signal impinging the array at 220°. Using the array gain shown in Figure 4.27, estimation results of the Capon and Capon-like algorithms are illustrated in Figure 4.30. As observed in the previous cases, the Capon-like algorithm successfully estimates the true DOA whereas the Capon algorithm fails to do so.

These results clearly depict the superiority of the Capon-like algorithm over the Capon algorithm in azimuth estimation. Moreover, these results also emphasise the importance of main beam position in DOA estimation when using the directional antenna array.
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Figure 4.23: Radiation pattern of the semi-circular array for $0^\circ < \phi < 360^\circ$ and $\theta = 90^\circ$. The main beam is pointing at $\phi = 2^\circ$.

Figure 4.24: Comparison of DOA estimation between the Capon and Capon-like algorithms for signal impinging at $(\phi=5^\circ)$. Dotted line represents the true DOA.
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Figure 4.25: Radiation pattern of the semi-circular array for $0^\circ < \phi < 360^\circ$ and $\theta = 90^\circ$. The main beam is pointing at $\phi = 179^\circ$.

Figure 4.26: Comparison of DOA estimation between the Capon and Capon-like algorithms for signal impinging at $\varphi = 180^\circ$. Dotted line represents the true DOA.
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Figure 4.27: Radiation pattern of the semi-circular array for $0^\circ < \phi < 360^\circ$ and $\theta = 90^\circ$. The main beam is pointing at $\phi = 219^\circ$.

Figure 4.28: Comparison of DOA estimation between the Capon and Capon-like algorithms for signal impinging at $(\phi=220^\circ)$. Dotted line represents the true DOA.
4.3.3 Error of estimation

This section presents comparison of estimation error between the Capon and Capon-like algorithms. There are two cases of comparison being considered; estimation error for varied SNR, and for varied number of snapshots. Throughout the simulations, it is assumed that there is one incoming signal impinging the array at \( (\theta=90^\circ, \varphi=180^\circ) \).

Figure 4.29 shows the RMSE for both the Capon and Capon-like algorithms when the SNR is fixed at 0dB. It is apparent that the Capon-like produced at least 30 times lower RMSE than the Capon algorithm. The same observation is also obtained when the number of snapshots is fixed to 100 as shown in Figure 4.30. The RMSE of the Capon-like algorithm is improved as the number of snapshots is increased but the RMSE of the Capon algorithm remains unchanged. The Capon-like algorithm is able to produce RMSE up to 75 times lower than the RMSE of the Capon algorithm.

As shown in Figure 4.23 and Figure 4.25, the Capon-like algorithm is able to eliminate spurious estimation unlike the Capon algorithm. This difference helps to produce huge improvement in estimation error. These results also suggest that the array gain information must be considered in azimuth estimation when using directional antenna array.
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Figure 4.29: RMSE of DOA estimation versus number of snapshots when SNR is 0dB. The DOA is at (ϕ = 180°).

Figure 4.30: RMSE of DOA estimation for various SNR when number of snapshots is 100. The DOA is at (ϕ = 180°).
4.3.4 Consistency of estimation

This section presents the performance of the Capon and Capon-like algorithms in terms of estimation consistency. It is assumed that the number of snapshots is 100, SNR level is 0dB, and the number of trials is 1000. In the first case, the true DOA is assumed to be $\phi = 10^\circ$. Figure 4.31 and Figure 4.32 depict that the estimation consistency is 97% and 72% for the Capon and Capon-like algorithms respectively. These results suggest that the Capon algorithm achieves higher consistency than the Capon-like algorithm. However, the estimation of the Capon algorithm occurs at $\phi = 17^\circ$, slightly off the true DOA. The Capon-like algorithm manages to estimate the correct DOA although with a lower consistency than the Capon algorithm.

In the second case, it is assumed that the true DOA is at $\phi = 180^\circ$. As shown in Figure 4.33 and Figure 4.34, the Capon algorithm achieves higher consistency than the Capon-like algorithm. Nevertheless, as in the first case, high consistency of the Capon algorithm is achieved at inaccurate estimation. Although the Capon algorithm seems to achieve 96% consistency, 20% higher than the Capon-like algorithm, it occurs at $165^\circ$, 15$^\circ$ off the true DOA.

The poor result of the Capon algorithm is caused mainly due to spurious estimation as presented in 4.3.2. The same pattern of results was also shown in 4.2.6, in which the highest occurrence of estimation was far off the true DOA.
Figure 4.31: Histogram of DOA estimation using Capon-like algorithm. The DOA is at (φ=10°). The highest occurrence is at 17°.

Figure 4.32: Histogram of DOA estimation using Capon-like algorithm. The DOA is at (φ=10°). The highest occurrence is at 10°.
Figure 4.33: Histogram of DOA estimation using Capon algorithm. The DOA is at (φ=180°). The highest occurrence is at 165°.

Figure 4.34: Histogram of DOA estimation using Capon-like algorithm. The DOA is at (φ=180°). The highest occurrence is at 180°.
4.4 Summary

This chapter has presented the process of DOA estimation for directional antenna arrays and proposed a modification to the DOA algorithm to suit the characteristics of directional antennas. DOA estimation for isotropic antennas is fairly straightforward to analyse but this is not a real situation as the antenna does not exist. Furthermore, the directional antennas also have unique properties such as gain-phase, which must be taken into account in DOA estimation. Therefore, this chapter has intended to investigate the process of DOA estimation when using directional antenna arrays. In this chapter, three cases of DOA estimation that involved directional antenna arrays have been presented.

In the first part of this chapter, it has been shown that the antenna power concentration is different between the isotropic and directional antennas. Isotropic antennas have uniform power in all direction, whereas the directional antennas focus their power on a distinct direction. As a result, the difference of distribution of power in those antenna arrays affects the process in DOA estimation. Another important point worthy of mention is that the position of the main beam of a directional antenna array plays a significant role in the DOA estimation process. These factors are noticeable when comparing the results of DOA estimation between the two arrays. The DOA of incoming signals can only be estimated if the direction falls within the range of the main beam of directional antenna arrays. Thus, it is essential to move the main beam of the directional antenna array into every angular position in order to have an accurate estimation.

The second part of this chapter proposed a new algorithm to work with directional antenna arrays. The new algorithm is essentially a modified version of the Capon algorithm, which includes the gain information of the directional antenna array. The proposed algorithm depends on an idea that the steering vector in directional antenna arrays should include the gain of a particular angular position. This is in contrast with the case of using the isotropic antenna, which assumes that the gain of antenna array will always be equal to one. The modification leads to the calculation of a spatial power spectrum that considers the antenna array gain in DOA estimation. Simulation
results show that the proposed algorithm managed to estimate the elevation DOA of incoming signals. On the other hand, the Capon algorithm produced many spurious peaks which represent false estimation of direction of incoming signals. Furthermore, comparison study shows that the proposed algorithm has at least 27 times lower estimation error than the Capon algorithm. The proposed algorithm also has 90% higher consistency of estimation than the Capon algorithm.

The final part of this chapter presented the application of the proposed algorithm for azimuth DOA estimation. The azimuth estimation was using the semi-circular array which had been introduced in Chapter 3. Simulation results suggest that the proposed algorithm maintains its superiority over the Capon algorithm in terms of estimation error and estimation consistency. The proposed algorithm produces at least 30 times lower estimation error than the Capon algorithm. Moreover, the proposed algorithm also possesses 20% higher estimation consistency than the Capon algorithm. Furthermore, the Capon algorithm also consistently estimates 15° off the true DOA. A huge improvement of the proposed algorithm is due to its ability to eliminate false estimation compared to the Capon algorithm. In short, the results emphasise that the array gain should be included in steering vector calculation.

This chapter has emphasised the importance of modification in the DOA estimation process as well as in the DOA algorithm. The modification is related to the inclusion of array gain information in DOA estimation when using directional antenna array. The improvement in the estimation result is very significant as shown numerically in simulations. The next chapter will look into the effect of antenna array gain in covariance matrix calculation, an important component in the estimation process. A new method of covariance matrix will be proposed and then applied in elevation and azimuth estimation.
5 Estimation Method for Directional Antenna Arrays

This chapter presents a new method of DOA estimation for directional antenna arrays. In the proposed method, the estimation process is made possible through a modified covariance matrix. The modification is due to an additional determination of antenna array gain in calculating the covariance matrix. The first part of this chapter presents the proposed method and its application in elevation angle estimation. The next part analyses the azimuth angle estimation using the proposed method. In this chapter, DOA estimation is simulated using MATLAB®, and the directional antenna array is simulated using CST Microwave Studio®.

5.1 Elevation angle estimation with modified covariance matrix

In the previous chapter, the importance of gain strength of the directional antenna array was demonstrated. Taking into account the gain strength in the DOA estimation process generates an accurate estimation of the DOA of incoming signals in the directional antenna array. The next step is to investigate another approach of the estimation process in the directional antenna array. In this chapter, an alternate method of calculation to obtain the covariance matrix will be presented, a method which will potentially lead to better results in DOA estimation.

5.1.1 Motivation

The previous chapter has shown that it is vital to modify the existing DOA algorithms to accommodate the characteristic of directional antenna arrays. The modification is also important to differentiate the estimation process whether using isotropic or directional antennas. The changes are driven by the shape of the radiation pattern when the array is pointed in different angular positions. The change in radiation pattern leads to changing of gain strength the directional antenna array. Since the antenna gain is a unique property of an antenna, its changes must be
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considered in DOA estimation when using the directional antenna array. This factor is further investigated in this chapter but using a different approach. Rather than employing the antenna array gain in the steering vector, another approach is to utilise it in the calculation of the covariance matrix.

Since the covariance matrix is an important component in estimating the DOA, the characteristic of directional antenna array could be considered to obtain the covariance matrix. This section will present a new method for calculating the covariance matrix. A distinct modification in the proposed method is the inclusion of gain of the antenna array in the covariance matrix calculation. The inclusion will reflect changes of the antenna array gain as the array is swept across a range of ‘look directions’, either in azimuth or elevation angles.

5.1.2 Proposed method

The proposed method introduces modification in the process to form the covariance method. Unlike in the conventional approach, each entry in the covariance matrix is a combination of output of an element and its corresponding maximum gain at a particular angular position. Suppose a symmetric matrix $G_S$, composed of element gains, is defined as the following:

$$
G_S = \begin{pmatrix}
g_{11} & g_{12} & \cdots & g_{1N} 
g_{21} & g_{22} & \cdots & g_{2N} 
\vdots & \vdots & \ddots & \vdots 
g_{N1} & g_{N2} & \cdots & g_{NN}
\end{pmatrix}
$$

(5.1)

where the diagonal entries ($g_{11}, g_{22}, \ldots, g_{NN}$) are the individual element gains and the rest of the entries ($g_{12}, g_{13}, \ldots, g_{1N}$) are the gain of two elements. In other words, $g_{12}$ represents the gain of elements 1 and 2, $g_{13}$ is the gain of elements 1 and 3, and so on. The gain of two elements is obtained by turning on only two elements at a time, and the rest of the elements are turned off.
In general, for an array of $N$ elements, a total of $\frac{(N+r-1)!}{r!(N-1)!}$ element gain must be determined to form the $G_S$ matrix. The approach in the proposed method is to combine the output of an element with its corresponding gain. In other words, the covariance matrix in (4.9) can be rewritten as:

$$\hat{R}_g = \hat{R} \cdot G_S$$

(5.2)

It is noted that the element-wise multiplication operation is used rather than the normal matrix multiplication. This is to ensure the entry in new covariance matrix, $\hat{R}_g$, will pair both the output and corresponding gain of an element.

The next step is to perform the proposed method on the directional antenna array to evaluate its performance in DOA estimation. Figure 5.1 shows eight circular patch elements in a uniform linear array with element separation of $0.5\lambda$. The radiation pattern of the first element ($g_1$), and between the first element and the subsequent elements ($g_{12}$, $g_{13}$, $\cdots$, $g_{18}$) are shown in Figure 5.2. The maximum gain from the radiation pattern will be taken as the first row entries in the matrix $G_S$. Since there are eight elements in the array, there will be 36 unique element gains that must be defined in order to form the symmetric matrix $G_S$. In the next section, the proposed method refers to the covariance matrix defined in (5.2) and the conventional method refers to the covariance matrix described in (4.9).

![Figure 5.1: Linear array of circular patch elements](image-url)
Figure 5.2: Radiation pattern of the first element and its adjacent elements
5.1.3 Resolution of estimation

This section presents simulation results of the proposed method and comparison with the conventional method. All results are obtained using the directional antenna array shown in Figure 5.1. Figure 5.3 and Figure 5.4 which show two cases of DOA estimation using both the conventional and proposed methods. In both cases, the number of snapshots is set at 100, and the SNR is set at 0dB. In the first case, two signals are coming at 0° and 10°, and in the second case, the signals are impinging the array at 25° and 35°.

Estimation results produced in both cases show improvement in estimation resolution using the proposed method. The results clearly show there are two distinct peaks in the spatial spectrum, which means the proposed method could distinguish two signals. The conventional method, on the other hand, only shows a single, flat peak around the incoming signals. This represents the inability of the conventional method to distinguish those signals, which also reflects that it has lower resolution than the proposed method. On that account, the estimation resolution can be improved using the proposed method.

![Figure 5.3: DOA estimation comparison between conventional and proposed method for multiple signal estimation at φ=0° and φ=10°. Dotted line represents the true DOA.](image)

Figure 5.3: DOA estimation comparison between conventional and proposed method for multiple signal estimation at φ=0° and φ=10°. Dotted line represents the true DOA.
5.1.4 Error of estimation

The estimation error is also being investigated and compared between those two methods. In this simulation, it is assumed that there are two signals impinging the array at $\phi = 4^\circ$ and $\phi = 64^\circ$.

Figure 5.5 shows the RMSE versus the number of snapshots for both the conventional and proposed methods when the SNR is fixed at 0dB. It is apparent that as the number of snapshots is increased, the estimation error of the proposed method is improved. On the other hand, estimation error from the conventional method is almost unchanged. It is also noted that the estimation error is reduced by up to 65% using the proposed method provided that the number of snapshots is larger than 150.

The RMSE versus SNR is shown in Figure 5.6 when the number of snapshots is set at 100. It is observed that both methods produced almost the same level of estimation error when the SNR is less than 0dB. However, when the SNR exceeds 5dB, the estimation error using the proposed method has reduced significantly. In addition, at high SNR, the proposed method could reduce the estimation error up to 70%. This
result suggests that the proposed method gives a better estimation result when the SNR is kept higher than 5dB.

Finally, the estimation error is compared when the DOA separation between two signal sources is varied. In this analysis, the DOA of the first signal is kept at -5°, DOA of the second signal is varied from 0° to 10°, the number of snapshots is 300, and the SNR is 0dB. Comparison of the estimation error between the two methods is depicted in Figure 5.7. It is observed that the proposed method has up to 85% lower estimation error than the conventional method when DOA of the second signal is between 2° and 8°.

As the separation between the first signal and the second signal gets larger, estimation error of the conventional method improves and slightly outperforms the proposed method. This result confirms that the proposed method yields smaller error than the conventional method when the separation between two signals is less than 13°. It is also apparent that as the signal separation is gets bigger, the proposed method only gives a relatively small improvement in estimation error.

![Figure 5.5: RMSE of estimation versus number of snapshots for both methods](image)

**Figure 5.5:** RMSE of estimation versus number of snapshots for both methods
Figure 5.6: RMSE of estimation versus SNR for both methods

Figure 5.7: RMSE of estimation versus DOA of first signal for both methods
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5.1.5 Consistency of estimation

This section compares the consistency of estimation between the conventional and proposed methods. It is assumed that the number of snapshots is 100, SNR level is 0dB, the number of trials is 1000, and the elevation DOA is at \( \theta = 25^\circ \). Figure 5.8 and Figure 5.9 illustrate that the conventional method and proposed method produce 85\% and 78\% of estimation consistency respectively. This comparison shows that the conventional method has outperformed the proposed method by 7\%.

Simulation results suggest that the proposed method improves the estimation result in terms of estimation resolution and estimation error. The proposed method also shows that the estimation resolution can be achieved as low as 10\$, which is a significant improvement compared with the conventional method. In terms of estimation error, the proposed method produced better performance than the conventional method in a large number of snapshots and high SNR. However, the estimation error between the two methods is almost the same regardless of the separation of DOA.
Figure 5.8: Histogram of DOA estimation using the conventional method. The DOA is at (θ=25°).

Figure 5.9: Histogram of DOA estimation using the proposed method. The DOA is at (θ=25°).
5.2 Azimuth angle estimation with modified covariance matrix

This section presents application of the proposed method for azimuth angle estimation. Similar to section 4.3, this section also uses semi-circular array as the array configuration for azimuth estimation. Comparison of DOA estimation performance between the conventional and proposed methods is discussed as well.

5.2.1 Semi-circular array for azimuth estimation

Figure 5.10 depicts a semi-circular array with element spacing of 0.5\(\lambda\), where \(\lambda\) is the wavelength of incoming signal. The radiation pattern of the first element \(g_1\), and between the first element and the subsequent elements \((g_{12}, g_{13}, \cdots, g_{18})\) are illustrated in Figure 5.11.

![Figure 5.10: Semi-circular array of circular patch elements](image)
**Figure 5.11:** Radiation pattern of first element and its adjacent elements
5.2.2 Angular estimation

This section presents comparison of azimuth angle estimation between the conventional and proposed methods. The modified covariance matrix described in (5.2) is used to obtain the azimuth estimation in the proposed method. It is essential to obtain 36 unique element gains to form the symmetric matrix $G_s$ and thus the modified covariance matrix. There are three cases of azimuth estimation being considered for comparison of angular estimation.

Firstly, the azimuth DOA is assumed at 5°. Figure 5.12 shows that both the conventional and proposed methods are able to estimate the true DOA. This result also illustrates that there are no spurious peaks existing in the spatial spectrum. The same observation is obtained in the second and third case when the true DOA is at 90° and 180° respectively. As shown in Figure 5.13 and Figure 5.14, both methods can estimate the true DOA without any additional false peaks. The results in this section suggest that the proposed method does not possess a significant advantage over the conventional method in azimuth estimation.

![Figure 5.12: Comparison of DOA estimation between conventional and proposed methods for signals impinging at (φ=5°). Dotted line represents the true DOA.](image-url)
Figure 5.13: Comparison of DOA estimation between conventional and proposed methods for signals impinging at (φ=90°). Dotted line represents the true DOA.

Figure 5.14: Comparison of DOA estimation between conventional and proposed methods for signals impinging at (φ=180°). Dotted line represents the true DOA.
5.2.3 Error of estimation

This section presents a comparison of estimation error between the conventional and proposed methods. In this section, it is assumed that there is one signal source present at (θ=90°, φ=180°). There are two cases of comparison being considered; estimation error for varied SNR and estimation error for varied number of snapshots.

In the first case, Figure 5.15 shows the RMSE of both methods when the number of snapshots is fixed at 100. The result clearly shows that both methods have the same trend in change of RMSE. There is a small difference of RMSE between the two methods when the SNR is between 4dB and 6dB. However, in general, both methods produce the same RMSE for various SNR levels.

The same result is also observed in the second case for various numbers of snapshots as shown in Figure 5.16. Both methods produce the same RMSE except in when the number of snapshots is between 130 and 150, and also between 185 and 200. Nevertheless, the difference of RMSE in this region is considered very small, about 0.1°.

The results in this section suggest that the proposed method offers an insignificant improvement over the conventional method in terms of estimation error. This result follows the trend in angular estimation in 5.2.2 where both methods produce an almost similar pattern of azimuth estimation.
Figure 5.15: RMSE of DOA estimation for various SNR when number of snapshots is 100. The DOA is at (φ = 180°).

Figure 5.16: RMSE of DOA estimation versus number of snapshots when SNR is 0dB. The DOA is at (φ = 180°).
5.2.4 Consistency of estimation

This section presents comparison of estimation consistency between the conventional and proposed methods in azimuth estimation. It is assumed that the SNR is 0dB, the number of snapshots is 100, and the number of trials is 1000. There are two cases of azimuth DOA being considered: $\varphi=5^\circ$ and $\varphi=180^\circ$. In the first case, the conventional method slightly outperforms the proposed method by 30%. This is due to greater dispersion of estimation away from the true DOA observed in the proposed method. The proposed method produces estimation between $1^\circ$ and $7^\circ$, which is wider than the conventional method that has an estimation range of $4^\circ - 6^\circ$.

In the second case, the conventional method outperforms the proposed method once again but by a smaller difference, around 10%. In contrast to the first case, the conventional method has a wider dispersion of azimuth estimation than the proposed method. The conventional method has an estimation between $178^\circ$ and $182^\circ$ compared to $179^\circ - 181^\circ$ in the proposed method. However, the conventional method maintains having a higher consistency than the proposed method.

In general, in terms of estimation consistency, the proposed method does not offer any significant improvement over the conventional method in azimuth estimation. As observed in 5.2.2, both the conventional and proposed methods have the same pattern of azimuth estimation. Therefore, it is not expected that the proposed method could yield higher estimation consistency than the conventional method.
Figure 5.17: Histogram of DOA estimation using the conventional method. The DOA is at (φ=5°).

Figure 5.18: Histogram of DOA estimation using the proposed method. The DOA is at (φ=5°).
Figure 5.19: Histogram of DOA estimation using the conventional method. The DOA is at (φ=180°).

Figure 5.20: Histogram of DOA estimation using the proposed method. The DOA is at (φ=180°).
5.3 Summary

This chapter has presented a new method of DOA estimation for directional antenna arrays in order to suit the characteristics of directional antennas. In the previous chapter, the antenna array gain was used in determining the steering vector. This chapter maintained the importance of utilising the antenna array gain in DOA estimation with a different approach. In this chapter, the proposed method used the individual element gain to form the covariance matrix. The proposed method was then compared with the conventional method that excludes antenna array gain in covariance matrix calculation. In this chapter, the proposed method was applied and analysed in both elevation and azimuth angle estimation.

The first part of this chapter introduced a new method in utilising the gain of directional antenna array in DOA estimation. The proposed method utilises the gain of each of antenna element to calculate the covariance matrix. The method being proposed in this case requires the gain of each element as well as the combination gain of neighbouring elements in each angular position. These values of gain are then fed into the calculation of a new form of the covariance matrix. The proposed method in this chapter has higher complexity compared to the method used in the Capon-like algorithm. The proposed method requires \( \frac{(N+r-1)!}{r!(N-1)!} \) of element gains for each angular position in order to form a complete modified covariance matrix. In elevation angle estimation, simulation results suggest that the proposed method could improve the estimation resolution by up to 10°. In addition, using the proposed method could achieve lower estimation error than the conventional method in two conditions. Firstly, when the number of snapshots is more than 150, and secondly, when the SNR is more than 5dB. It has been shown that the proposed method could reduce the estimation of the conventional method between 65% and 70%. Further analysis shows that the proposed method could improve the estimation consistency of the conventional method by up to 7%. Although the improvement offered by the modified covariance matrix is not as significant as in the Capon-like algorithm, it is considered as an option to improve the result of elevation DOA estimation.
In the second part of this chapter, the proposed method was further applied to azimuth DOA estimation. Similar to Chapter 4, the semi-circular array was used as array configuration for azimuth estimation. The results of azimuth angular estimation showed that the proposed method has comparable performance with the conventional method. Both methods are able to estimate the true DOA without any spurious peak existing in the spatial spectrum. Further analysis suggests that the proposed method does not exhibit any significant improvement in terms of estimation error and estimation consistency. The results in azimuth estimation show that the proposed method could not replicate the improvement exhibited in elevation estimation.
6 Conclusions and Future Work

This chapter highlights the main contributions of this thesis and also discusses possible extensions for future work.

6.1 Conclusions

This thesis has addressed problems related to antenna array configurations that could affect the performance of DOA estimation. It has also covered the processing techniques of DOA estimation in directional antenna array. As a result, new antenna array geometries and DOA algorithms have been proposed in order to solve the current problems efficiently.

The problem of DOA estimation in the existing antenna array geometries was addressed in Chapter 3. Three new antenna array geometries were proposed that could improve DOA estimation performance. Two antenna arrays based on the circular array, termed as semi-circular and oval arrays, have been proposed. Another antenna array has also been proposed, which is composed of several linear arrays, termed as the Y-bend array. It has been shown that the semi-circular array has 5.7% better estimation resolution, 76% lower estimation error, and 20% higher estimation consistency than the circular array. The second proposed array, the oval antenna array, could reduce the area required in the circular array between 12.5% and 15% with the same number of elements. In addition, the oval array has 33% better estimation resolution, 60% lower estimation error, and 20% higher estimation consistency than the circular array. The third proposed array, the Y-bend array, achieves 23% smaller estimation resolution, 88% lower estimation error, and 7% higher estimation consistency than the V-shape array. On top of that, a comparison study of DOA performance among the proposed arrays was also carried out. Simulation results suggest that the semi-circular array topped the result chart in all DOA performance criteria. In particular, the semi-circular array has 25% smaller estimation resolution, ten times smaller estimation error, and 5% higher estimation consistency than other proposed arrays.
The problem of DOA estimation using a directional antenna array is addressed in Chapter 4. The existing DOA algorithms are designed to work for the isotropic antenna and these algorithms cannot be applied directly without considering the characteristic of directional antenna array. Estimation processes using the isotropic antenna array and directional antenna array have been investigated and compared in this chapter. The comparison reveals that the radiation pattern of directional antenna array changes during beam steering and this change should be considered in DOA estimation. Therefore, a new DOA algorithm has been presented to accommodate the characteristic of directional antenna arrays. The proposed algorithm takes into account the maximum gain of the directional antenna array when the main beam is pointing in a certain direction. In elevation angle estimation, the proposed algorithm could offer an improvement over the Capon algorithm in three ways. Firstly, the proposed algorithm achieves estimation resolution of up to 1°. Secondly, the proposed algorithm has lowered the estimation error in the Capon algorithm not less than 80%. Thirdly, the proposed algorithm improves the estimation consistency of the Capon algorithm by at least 10%. The proposed algorithm maintains its superiority over the Capon algorithm in azimuth angle estimation. The proposed algorithm achieves 30 times lower estimation error and 20% higher estimation consistency than the Capon algorithm. These results suggest that the proposed algorithm is a candidate to be an effective algorithm in DOA estimation.

In Chapter 5, a new method in DOA estimation was presented by modifying the covariance matrix. The proposed technique combines the output of the individual antenna element and its corresponding gain in the covariance matrix to reflect the characteristic of directional antenna. In elevation angle estimation, the proposed method improves the estimation resolution of the conventional method by 5°. The proposed method also improves the estimation error in elevation estimation by 10%. However, the improvement is significant when either the number of snapshots is greater than 150 or the SNR is larger than 5dB. In azimuth angle estimation, the proposed method does not show a significant advantage over the conventional method. Simulation results illustrate that both methods possess the same pattern of azimuth estimation.
6.2 Future work

This thesis uses the assumption that all incoming signals are stationary. This assumption does not reflect the environment in real applications. A possible extension would be to consider the incoming signal dynamically, which means the DOA estimation needs to combine with tracking algorithms. A source tracking system can be formed as a combination of DOA algorithm and source tracking algorithm such as Kalman filter. This system would also address the problem of time-varying DOA estimation in practical applications. The source tracking is an interesting topic especially when involving the directional antenna array.

Another possible extension is to consider the effect of element position error in evaluating the DOA estimation performance using the proposed arrays. The element position is essential information used to determine the steering vector and thus the accuracy of DOA estimation. Therefore, the effect of element position error in antenna array on DOA estimation is an interesting topic to be investigated further.

One of the biggest concerns in mobile devices is the lifespan of the battery and numerous techniques have been proposed to conserve energy. The focus of this thesis is to improve the performance of DOA estimation but the energy efficient algorithm is also important for future deployment in real applications. A compromise between high gain algorithm and energy consumption needs to be investigated. Optimisation of antenna array configuration as well as DOA algorithm relative to energy efficiency will be an important topic in future research.
APPENDIX A: Implementation of Bartlett Algorithm in MATLAB

Begin

Specify the following:
(a) Number of elements ($N$),
(b) spacing between elements ($d$),
(c) number of snapshot ($L$),
(d) number of incoming signals ($K$),
(e) angle-of-arrival (in radian)

Calculate the array manifold ($N \times K$ matrix)

Generate the transmitted signal ($K \times L$ matrix) using rand function

Generate the noise signal ($N \times L$ matrix) using randn function

Determine the received signal ($N \times L$ matrix), $X$

Determine signal autocovariance matrix,
$$R_s = \frac{XX^\top}{L}$$

Compute steering vector corresponding to range of angles of interest, $\alpha$

Calculate the spatial power spectrum
$$P_w = \alpha R_s \alpha$$

Find $k$ peak values in spatial power spectrum for $K$ incoming signals

End
APPENDIX B: Implementation of Capon Algorithm in MATLAB

Begin

Specify the following:
1. Number of elements (N)
2. Spacing between elements (d)
3. Number of snapshots (L)
4. Number of incoming signals (K)
5. Angle of arrival (in radians)

Calculate the array manifold (N x K matrix)

Generate the transmitted signal (K x L matrix) using rand function

Generate the noise signal (N x L matrix) using randn function

Determine the received signal (N x L matrix), X

Determine signal autocovariance matrix,
\[ R_x = \frac{XX^T}{L} \]

Compute steering vector corresponding to range of angles of interest, \( \alpha \)

Calculate the spatial power spectrum
\[ P_\alpha = \frac{1}{a \text{inv}(R_x) a} \]

Find k peak values in spatial power spectrum for K incoming signals

End
APPENDIX C: Implementation of MUSIC Algorithm in MATLAB

1. Begin
2. Specify the following:
   i) Number of elements (N), ii) spacing between elements (d), iii) number of snapshot (L), iv) number of incoming signals (K), v) angle of arrival (in radians)
3. Calculate the array manifold (N x K matrix)
4. Generate the transmitted signal (K x L matrix) using `rand` function
5. Generate the noise signal (N x L matrix) using `randn` function
6. Determine the received signal (N x L matrix), X
7. Determine signal autocovariance matrix, \( R = \frac{XX^T}{L} \)
8. Perform eigen decomposition on \( R \) to obtain eigen values and the corresponding eigenvectors, \( Q \)
9. Sort the eigen values to obtain signal eigenvectors, \( Q_s \) and noise eigenvectors, \( Q_n \)
10. Compute steering vector corresponding to range of angles of interest, \( a \)
11. Calculate the spatial power spectrum:
    \[
    P_s = \frac{1}{a Q_s Q_s^T a}
    \]
12. Find \( k \) peak values in spatial power spectrum for \( K \) incoming signals
13. End
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