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Protein-ion interactions play an important role in biological systems. A considerable number of elements (estimated 25 – 30) are essential in higher life forms such as animals and humans, where they are integral part of enzymes involved in plethora of cellular processes. It is difficult to overestimate the importance of thorough understanding of how protein-ion interplay affects living cell in order to be able to address therapeutic challenges facing humanity. Presented to the reader’s attention is a gas-phase biophysical analysis of peptides’ and proteins’ interactions with biologically relevant ions (Zn$^{2+}$ and I$^-$). This investigation provides an insight into conformational changes of peptides and proteins triggered by ions.

Mass spectrometry and ion mobility mass spectrometry are used in this work to probe peptide and protein affinities for a range of ions, along with conformational changes that take place as a result of binding. Observation of peptide and protein behaviour in the gas phase can inform the investigator about their behaviour in solution prior to ionisation and transfer from the former into the latter phase. Wherever relevant, the gas-phase studies are complemented by molecular dynamics simulations and the results are compared to solution phase findings (spectroscopy).

Two case studies of protein-ion interactions are presented in this thesis. Firstly, sequence-to-structure relationships in proteins are considered via
protein design approach using two synthetic peptide-based systems. The first system is a synthetic consensus zinc finger sequence (vCP1) that is responsive to zinc: it adopts a zinc finger fold in the presence of Zn\(^{2+}\) by coordinating the metal ion by two cysteines and two histidines. This peptide has been selected as a reference for the zinc-bound state and a simple model to refine the characterisation method in preparation for analysis of a more sophisticated second system – dual conformational switch. This second system (ZiCop) is designed to adopt either of the two conformations in response to a stimulus: zinc finger or coiled coil. The reversible switch between the two conformational states is controlled by the binding of zinc ion to the peptide. Interactions of both peptide systems with a number of other divalent metal cations (Co\(^{2+}\), Ca\(^{2+}\) and Cu\(^{2+}\)) are considered also, and the differences in binding and switching behaviour are discussed. Secondly, protein-salt interactions are investigated using three proteins (lysozyme, cytochrome c and BPTI) using variable temperature ion mobility mass spectrometry. Ion mobility measurements were carried out on these proteins with helium as the buffer gas at three different drift cell temperatures – ‘ambient’ (300 K), ‘cold’ (260 K) and ‘hot’ (360 K), and their conformational preferences in response to HI binding and temperature are discussed.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>Ac</td>
<td>acetate (salt)</td>
</tr>
<tr>
<td>APCI</td>
<td>atmospheric pressure chemical ionisation</td>
</tr>
<tr>
<td>API</td>
<td>atmospheric pressure ionisation</td>
</tr>
<tr>
<td>ATD</td>
<td>arrival time distribution</td>
</tr>
<tr>
<td>AUC</td>
<td>analytical ultracentrifugation</td>
</tr>
<tr>
<td>BPTI</td>
<td>bovine pancreatic tryptic inhibitor</td>
</tr>
<tr>
<td>CCS</td>
<td>collision cross section</td>
</tr>
<tr>
<td>CD</td>
<td>circular dichroism</td>
</tr>
<tr>
<td>CID</td>
<td>collision-induced dissociation</td>
</tr>
<tr>
<td>CS</td>
<td>charge state</td>
</tr>
<tr>
<td>CV</td>
<td>compensation voltage; collision voltage</td>
</tr>
<tr>
<td>DC</td>
<td>direct current</td>
</tr>
<tr>
<td>DMS</td>
<td>differential mobility spectrometry</td>
</tr>
<tr>
<td>DNA</td>
<td>deoxyribonucleic acid</td>
</tr>
<tr>
<td>EDD</td>
<td>electron detachment dissociation</td>
</tr>
<tr>
<td>EHSS</td>
<td>exact hard sphere scattering</td>
</tr>
<tr>
<td>ESI</td>
<td>electrospray ionisation</td>
</tr>
<tr>
<td>ETD</td>
<td>electron transfer dissociation</td>
</tr>
<tr>
<td>FAB</td>
<td>fast atom bombardment</td>
</tr>
<tr>
<td>FAIMS</td>
<td>high-field asymmetric waveform ion mobility spectrometry</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>Fmoc</td>
<td>fluorenylmethyloxycarbonyl (chloride): protecting group for amines</td>
</tr>
<tr>
<td>HBTU</td>
<td>O-benzotriazole-N,N,N',N'-tetramethyl-uronium (hexafluoro-phosphate): peptide coupling reagent</td>
</tr>
<tr>
<td>HPLC</td>
<td>high-performance liquid chromatography</td>
</tr>
<tr>
<td>i.d.</td>
<td>internal diameter</td>
</tr>
<tr>
<td>IE</td>
<td>injection energy</td>
</tr>
<tr>
<td>IM</td>
<td>ion mobility</td>
</tr>
<tr>
<td>IM-MS</td>
<td>ion mobility mass spectrometry</td>
</tr>
<tr>
<td>IMS</td>
<td>ion mobility spectrometry</td>
</tr>
<tr>
<td>IPA</td>
<td>isopropyl alcohol</td>
</tr>
<tr>
<td>LD</td>
<td>laser desorption; linear drift</td>
</tr>
<tr>
<td>LDT</td>
<td>linear drift tube</td>
</tr>
<tr>
<td>MALDI</td>
<td>matrix-assisted laser desorption/ionisation</td>
</tr>
<tr>
<td>MCP</td>
<td>microchannel plate</td>
</tr>
<tr>
<td>MD</td>
<td>molecular dynamics</td>
</tr>
<tr>
<td>MoQ-ToF</td>
<td>mobility Q-ToF</td>
</tr>
<tr>
<td>MS</td>
<td>mass spectrometry</td>
</tr>
<tr>
<td>MS/MS</td>
<td>tandem mass spectrometry</td>
</tr>
<tr>
<td>nESI</td>
<td>nano-electrospray ionisation</td>
</tr>
<tr>
<td>NMR</td>
<td>nuclear magnetic resonance</td>
</tr>
<tr>
<td>o.d.</td>
<td>outer diameter</td>
</tr>
<tr>
<td>PA</td>
<td>projection approximation</td>
</tr>
<tr>
<td>PDB</td>
<td>protein database</td>
</tr>
<tr>
<td>Pp</td>
<td>partner peptide</td>
</tr>
<tr>
<td>Q</td>
<td>quadrupole</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RMSD</td>
<td>root mean square deviation</td>
</tr>
<tr>
<td>RNA</td>
<td>ribonucleic acid</td>
</tr>
<tr>
<td>SA</td>
<td>simulated annealing</td>
</tr>
<tr>
<td>SLD</td>
<td>soft laser desorption</td>
</tr>
<tr>
<td>SRIG</td>
<td>stacked ring ion guide</td>
</tr>
<tr>
<td>TCEP</td>
<td>tris(2-carboxyethyl)phosphine: reducing agent for disulphide bonds</td>
</tr>
<tr>
<td>TDC</td>
<td>time-to-digital converter</td>
</tr>
<tr>
<td>TIC</td>
<td>total ion chromatogram</td>
</tr>
<tr>
<td>TM</td>
<td>trajectory method</td>
</tr>
<tr>
<td>TMV</td>
<td>tobacco mosaic virus</td>
</tr>
<tr>
<td>ToF</td>
<td>time of flight</td>
</tr>
<tr>
<td>TWIMS</td>
<td>travelling wave ion mobility spectrometry</td>
</tr>
<tr>
<td>UV</td>
<td>ultraviolet</td>
</tr>
<tr>
<td>vCP1</td>
<td>variant consensus peptide 1</td>
</tr>
<tr>
<td>XIC</td>
<td>extracted ion chromatogram</td>
</tr>
<tr>
<td>XRC</td>
<td>X-ray crystallography</td>
</tr>
<tr>
<td>ZiCop</td>
<td>zinc finger coiled coil peptide</td>
</tr>
</tbody>
</table>
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A large proportion of the living cell is comprised of proteins: they are responsible for over a half (~60%) of the ‘dry’ mass of the cell\(^1\). The role of proteins in living organisms is all-encompassing: they provide structure, facilitate transport of small molecules and ions, catalyse chemical reactions, convert energy, mediate the immune response and assist in perpetuation (and adaptation) of the cell’s genetic code\(^2\). In order to function correctly, it is necessary for proteins to fold into unique native conformations. For a polypeptide chain, to reach the native folded state by a random search of all possible conformations would be prohibitively long, whereas most proteins arrive to their native state within a second. A number of different theories emerged to explain how proteins fold\(^3\), partly due to advances in experimental techniques that enable monitoring of folding events. Among key factors in protein folding are individual amino acid residues.
contributions that ‘direct’ the polypeptide chain into favourable pathways. These amino acids interact with each other and such ‘external’ factors as ions, small molecules and other proteins (e.g. chaperones), channelling the folding process into a series of energetically favourable intermediate states, resulting in protein folding on biologically-relevant time-scales. There is a number of different types of interactions involved in protein folding, including hydrogen bonds, electrostatic interactions, salt bridges, van der Waals forces, hydrophobic interactions and steric effects4. When studying proteins, it is often very difficult to decouple the effects of one type of interaction from another, as they are usually found in a complex interplay.

The main focus of this thesis will be on electrostatic interactions, even though they inevitably coexist with other interactions. Many biological macromolecules, including proteins, rely on electrostatic interactions for their function. Charged residues on a protein surface play an important role in attracting ionic ligands from the surrounding solvent6;6;7. The net charge of a protein, as well as the distribution of that charge (i.e. negatively and positively charged side chains) on the molecule’s surface, is an essential factor in determining the strength of the protein-ion interactions8. The work presented in this thesis employs mass spectrometry based methods to study electrostatic interactions in proteins.

Two case studies of protein-ion interactions will be presented in this thesis. Firstly, sequence-to-structure relationships in proteins will be considered via protein design approach. Here, a conformational transition will be observed in response to zinc cation binding to a model synthetic peptide system. Secondly, effect of iodide anion from the Hofmeister series on three model proteins will be studied.
In the next section (1.1.1), a brief overview of protein structural features and folding behaviour will be given. This will be followed by a review of zinc ion-mediated conformational switching in proteins considered through protein design approach (section 1.1.2). Then, the effect of salts on proteins will be considered in the framework of anions from Hofmeister series (section 1.1.3). Finally, the relevance of gas-phase method to address the aforementioned scientific challenges will be discussed (section 1.2 and 1.3) and compared to number of complementary techniques (section 1.4).

1.1.1 Protein structure and folding

Proteins are biological polymers of α-amino acid monomeric units. An amino acid has an amino group, a carboxyl group, a hydrogen atom and a side chain group (R) that gives an amino acid its identity, all of which are connected to an α-carbon atom (Figure 1-1). The α-carbon atom is a chiral centre rendering amino acids optical activity. All eukaryotic proteins are built from amino acids in L-configuration. Only 20 different side chain groups are universally found in all species populating this planet. The full list of the 20 most common amino acids is given in Appendix, Figure A 1. A wide range of physical properties is offered by the diversity and versatility of chemical composition of these side chains, which ensures the remarkable range of functions mediated by proteins. These physical properties cover size, shape, charge, reactivity and hydrogen bonding capacity.
Figure 1-1 Schematic representation of a general amino acid formula featuring its functional groups: amino (blue), carboxyl (red) and side chain (green). At physiological pH 7.0 both amino and carboxyl groups are ionised yielding a zero net charge.

Amino acids are enzymatically linked in sequence via amino and carboxyl groups in a ‘head-to-tail’ fashion to form a polypeptide chain. The amino acid sequence constitutes the first level of hierarchy of protein architecture, called primary structure. The polypeptide backbone is arranged in a higher-order configuration, referred to as secondary structure, by interactions between its amino acid residues positioned relatively close to each other along the chain (local folding). These interactions are facilitated by hydrogen bonds and stabilise the structure in a periodic manner giving rise to a number of structural motifs, α-helices and β-sheets being two of the most common ones. Tertiary structure is a spatial arrangement that relies on interactions between the amino acids that are relatively far apart along the polypeptide chain (long-range folding). The interactions that stabilise the tertiary fold are of both covalent (disulphide bridges) and non-covalent nature (hydrophobic and electrostatic interactions). If a protein is constructed from more than one polypeptide chain, each forming a sub-unit of the protein, the interactions between the different polypeptide chains form the quaternary structure (multimeric organisation). Quaternary structure is the
highest level of spatial organisation of a protein, stabilised by various types of covalent and non-covalent interactions.

The specific order of amino acid residues in proteins is in encoded in the cellular DNA. The protein sequence information contained in DNA is copied (transcribed) into messenger RNA (mRNA). Upon leaving the nucleus, mRNA binds to ribosomes where proteins are synthesised by the process of translation as linear chains of typically a few hundred residues long. The correct arrangement at amino acid sequence level is necessary but not sufficient to ensure correct folding of a protein. A complex interplay of physiochemical conditions during and after protein synthesis defines the unique native three-dimensional structure of a protein, ensuring its correct function. The idea of being able to control protein folding has intrigued scientists for over five decades\textsuperscript{3; 9; 10; 11; 12}, and understanding of sequence-to-structure relationships in proteins have been a cornerstone of efforts across physics, chemistry and biology\textsuperscript{13}.

\subsection*{1.1.2 Sequence-to-structure relationships studied by protein design: conformational switching triggered by zinc cation binding}

Metal ions play an important and diverse role in many biological functions by interacting with proteins; biological phenomena that rely on peptide-metal ion interactions include cellular storage and transport, catalysis and signal transduction. About 40\% of the natural amino acids are capable of binding metal ions\textsuperscript{14}, which renders the presence of such amino acids on a protein surface very probable. Approximately 47\% of structurally
determined proteins require metals, with 41% of those containing metals in their catalytic centre\textsuperscript{15}. Metals can facilitate protein-protein interactions by binding at the complex interface, stabilising the interaction and orienting the catalytic machinery\textsuperscript{16}. Metals are widely involved in protein folding by directing the polypeptide chain to a correct pathway to a functional native conformation by stabilising the resulting structure\textsuperscript{17,18}. Enzyme catalysis is another process where metal ions play a crucial role as they may be part of the a catalytic centre\textsuperscript{19,20}. Perhaps not surprisingly, interactions of metal cations with proteinaceous species have attracted a sustained interest from the protein design community for some time, resulting in plethora of studies pertaining to the characterisation of such systems\textsuperscript{21,22}. And it does not stop here: a substantial amount of work has been carried out based on analysis of existing and generation of new metal-binding sites\textsuperscript{23,24}.

The divalent zinc cation is of particular relevance to the presented research. Zinc is the second most abundant transition metal out of the nine that are essential for proper functioning of the human body (preceded by iron)\textsuperscript{25} assuming a pivotal role in a variety of biological processes. Examples include its involvement in immune function\textsuperscript{26}, specific binding of the reproductive system hormone oxytocin to its receptor\textsuperscript{27} and transcription factors called zinc fingers\textsuperscript{28}. Two chapters (\textit{Chapter 3} and \textit{Chapter 4}) of the presented thesis are dedicated to the sequence-to-structure relationship of a designed synthetic peptide study and the role of zinc in directing its fold as well as that of zinc finger proteins.

An important goal of protein design is to replicate, from first principles, active protein folds, and in doing so synthesise novel functional sequences, that may perform useful tasks\textsuperscript{29,30}. Examples include protein-based
biosensors for *in vivo* diagnostics and explosive detection. In addition to practical considerations, protein design is a useful tool to test our understanding of fundamental principles of protein folding and function. Understanding how a protein’s primary sequence dictates its fold (conformation) is a key to understanding its function, as the protein’s amino acid composition is intrinsically linked to its fold. The main reasons why scientists seek understanding of sequence-to-structure relationships are:

- **De novo** design is the ultimate test of our understanding of fundamental principles governing protein folding. The validity and robustness of any theory is its predictive power.

- Design of new ‘improved’ or ‘enhanced’ characteristics in naturally occurring proteins. Examples of such characteristics may include: improved thermal stability, resistance to wider range of pH, alternative binding selectivity (affinity to different ligands) or specificity (conformational complementarity).

- The most challenging task is the design of proteins with novel functions ‘from scratch’. For example, design of a protein that has no analogues in the natural world to catalyse chemical reactions.

The usual approach to protein design involves careful consideration of which active fold(s) are required, identification of the minimal components to retain fold, followed by iterative design. The choice of folds to design is highly limited due to the complexity of the task at hand, and therefore is often based on motifs occurring in nature. Only well-characterised motifs with clearly defined folds and short sequences (from 20 to just over 100 amino acid
residues) are amenable to de novo design. As a result, only a few protein-folding motifs have been designed successfully de novo, and the zinc finger motif is one of them.\textsuperscript{36,37}

The following six sub-sections will describe two protein-folding motifs that were studied in this work – zinc finger and coiled coil. The main challenge of the presented de novo design was to incorporate a switching functionality between the two folds. The central feature of the design is zinc binding, whereas the role of the coiled coil is to stabilise the zinc finger peptide in the absence of the metal. Similarly to the zinc finger fold, the coiled coil is another structural motif that has been approached successfully by a protein design strategy.\textsuperscript{38} The coiled coil motif is the most versatile for de novo designed switches as its sequence is highly amenable to being superimposed on many other target sequences.\textsuperscript{39} Below, a brief overview of naturally occurring proteins featuring either of these structural motifs is given. This is followed by description of design approaches aimed at obtaining each of these folds. Finally, the particulars of designing duality of sequence and fold are presented.

1.1.2.1 Zinc finger proteins

The zinc finger proteins were the first gene-specific eukaryotic transcription factors to be discovered.\textsuperscript{40} They are now a highly studied family of transcription factors and regulatory proteins which are encoded by up to 3% of the human genome.\textsuperscript{41} They are found widely in nature where they play an important role in gene regulation and expression and other cellular functions.\textsuperscript{42} A zinc finger protein may contain from just 1 to more than 30 repeating zinc finger domains\textsuperscript{43,44} that bind to a range of compounds in the
living cell – proteins, DNA, RNA and small molecules\textsuperscript{45}. Robert Roeder and Donald Brown uncovered the protein whilst working on the 5S ribosomal RNA of frog \textit{Xenopus laevis}.\textsuperscript{46} It was found that the transcription initiation required the binding of a 40 kDa protein which was referred to as transcription factor IIIA (TFIIIA)\textsuperscript{40}. Through deletion mapping it was discovered that TFIIIA interacted with a 50-nucleotide region within the gene called the internal control region. Later Miller began studying TFIIIA\textsuperscript{47} and discovered the repeating motif within the structure which was involved with the binding of a DNA and the use of a zinc ion within the structure. This led to the protein fold being referred to as a ‘zinc finger’. Misfolding of zinc finger proteins leads to errors in their binding to DNA and function, directly affecting transcription process and resulting in mutation of DNA\textsuperscript{37}. These events have been linked to a variety of diseases such as cancer and a series of neurological disorders\textsuperscript{48}. A deeper understanding of structural features of the zinc finger domain is imperative to comprehend its function. This includes thorough knowledge of how the particular zinc finger sequence affects its fold, binding strength and specificity of the resulting conformation. Detailed structural and dynamic analysis along with design of artificial zinc finger proteins with new DNA-binding properties and functions could greatly improve our knowledge of the zinc finger biological role as well as potentially aid in construction of a very powerful and useful tool in gene therapy\textsuperscript{43}.

\subsection*{1.1.2.2 Zinc finger domains}

Zinc finger domains exist as a range of spatially distinct structures\textsuperscript{44}. Each fold class has a different structural motif although cysteine and histidine residues binding the zinc ion are common features of all. A hydrophobic
cluster is also conserved in most zinc fingers. The zinc ion is a vital component in stabilising the structure of these proteins and in its absence they adopt a different structural conformation – random coil\textsuperscript{44}. Depending on the structural features of the zinc-binding site, zinc finger domains can be categorised in eight groups; however there are only three groups to which the majority of all zinc finger folds belong. These groups are summarised in \textit{Table 1-1}\textsuperscript{45}, and more details on each of them are given below.
**Table 1-1** Structural classification of zinc finger motifs featuring three main fold groups. Coordinated zinc ions are shown in orange and metal-binding residues are highlighted. The PDB entry names and chain ID are shown next to each structure. Reprinted (adapted) with permission from Krishna et al.45, copyright 2003 Oxford University Press.

The first discovered and most common type of DNA-binding zinc finger motif in nature is the C₂H₂-type domain. This motif is described here in more detail as the focal point of presented work. The C₂H₂-domain usually consists of a sequence of 20-30 amino acids that fold into a motif comprising
two anti-parallel β-sheets on the N-terminus and an α-helix on the C-terminus\textsuperscript{43}. The amino acid string of zinc finger motif complies with the consensus sequence (F/Y)-X-C-X\textsubscript{2,5}-C-X\textsubscript{3-5}(F/Y)-X\textsubscript{3-5}-Ψ-X\textsubscript{2-5}-H, where X is any amino acid and Ψ is a hydrophobic amino acid residue\textsuperscript{42,49}. The structure is stabilised by a Zn\textsuperscript{2+} ion\textsuperscript{50} that is tetrahedrally coordinated by four amino acid residues – two cysteines (Cys, thiol containing) and two histidines (His, imidazole containing) yielding the ββα-fold (\textit{Table 1-1} and \textit{Figure 1-2A}). These two residues, as well as a series of hydrophobic residues, are conserved within most members of this group with Tyr\textsubscript{6} (or Phe\textsubscript{6}), Phe\textsubscript{17}, and Leu\textsubscript{23} being retained\textsuperscript{51}. In the resulting structure one of the cysteines is located on the first β-sheet, the second cysteine is on the β-hairpin between the two anti-parallel β-sheets, and the two histidines are localised on the α-helix domain. The α-helical portion of the domain specifically recognises and binds to the major groove of DNA at 3 base pair intervals\textsuperscript{45} through several amino acid residues. This leads to the whole zinc finger protein to be wrapped around the DNA strand (\textit{Figure 1-2B}). The most common task associated with this class of zinc finger protein is regulation of transcription\textsuperscript{52}. This is achieved by controlling the ‘copying’ (\textit{i.e.} transcription) of genetic information from DNA to messenger RNA (mRNA). Three base pairs of the DNA (codon) encode one amino acid. The mRNA then carries coding information to ribosomes where proteins are synthesised off the mRNA ‘blueprint’ (\textit{i.e.} translation).
Figure 1-2  Schematic representation of a C$_2$H$_2$-type zinc finger domain featuring the $\beta\beta\alpha$-fold (A) and the Zif268 protein containing three zinc finger motifs in complex with DNA (B). The protein backbone is shown in blue, zinc ion in green and DNA in orange. Metal-coordinating residues – Cys and His are highlighted. Based on the X-ray structure of PDB 1A1L. Reprinted (adapted) with permission from Thomas Splettstoesser under the terms of the GNU Free Documentation License.

The treble clef structural motif (Table 1-1) contains an $\alpha$-helix at the C-terminus and a $\beta$-hairpin at the N-terminus with each side contributing two amino acid residues for binding of the zinc ion. This class of zinc finger is the most diverse with little sequence or functional conservation between proteins$^{53}$. Nuclear hormone receptors are the best characterised example of this motif$^{54}$.

The zinc ribbon fold group (Table 1-1) has two zinc knuckles providing the ligands for metal ion binding. The central fold consists of two $\beta$-hairpins forming similar binding sub-sites. The N-terminus is commonly referred to as the primary hairpin with the C-terminus as the secondary; the third hairpin often forms hydrogen bonds between these forming an anti-parallel $\beta$-sheet. The zinc ribbon is arguably the largest fold group among zinc
fingers with very high sequence diversity and is found in a wide range of proteins\textsuperscript{45}.

1.1.2.3 Design of zinc finger domains

The Cys\textsubscript{2}His\textsubscript{2} zinc finger motif has been the most widely developed basis for genetically engineered proteins targeted to specific sequences of genomic DNA\textsuperscript{42}. The majority of these are based upon the transcription factor Zif268 which has three individual sets of zinc finger motifs that bind to a 9 base pair sequence\textsuperscript{55}. The structure of Zif268 was solved in 1991 by Pavletich & Pabo\textsuperscript{56}, initiating a field of research in zinc finger arrays. Most engineered zinc finger proteins have between three and six individual zinc finger motifs and bind from anywhere between nine to eighteen base pairs. It has been established that two to three zinc fingers arranged in tandem are sufficient for the specific DNA binding without additional contribution from participation of any other domains or factors\textsuperscript{43}.

Zinc-finger motifs have been successfully designed over the last few decades\textsuperscript{36,37}. This success is partially owed to the fact that metal-ion-binding sites are the ‘simplest’ functional design\textsuperscript{57}. Since the first description of a designed tetrahedral Zn(II)-binding site with specified geometry in 1990 by Regan \textit{et al.}\textsuperscript{58} there has been sustained interest in such designs\textsuperscript{51,59}. Advances in computer modelling\textsuperscript{60} and rapidly growing databases of natural and synthetic zinc finger proteins have made it possible to obtain highly-specific DNA binders by mixing and matching individual modules from various archives. \textit{Chapter 3} describes development of gas-phase characterisation platform of the zinc finger peptide derived from the work of Berg group\textsuperscript{61}, and the findings were published\textsuperscript{62}. 
1.1.2.4 Coiled coil proteins

Coiled coil proteins play an important role in the living cell ranging from transcription to intracellular transport and cellular division. The first characterisation work on coiled coil structure was conducted by two groups simultaneously over 60 years ago – L. Pauling and F. Crick. A coiled coil is a common protein interaction motif wherein 2–7 α-helices are wrapped around each other to form a loose left-handed super-helical twist. The naturally most abundant multimers of coiled coils are dimers and trimers. The resulting α-fibril is stabilised by a number of non-covalent interactions: hydrophobic packing, electrostatic and cation-π interactions. The common feature of a coiled coil amino acid sequence is a canonical heptad repeat of alternating hydrophobic (h) and polar (p) residues, usually arranged in the following order: (hpphppp)_n, often denoted as (abcdefg)_n. The hydrophobic amino acids are spaced every 3 to 4 residues apart, which allows one hydrophobic residue per turn, since α-helix has approximately 3.6 amino acids per turn. Such arrangement gives rise to an amphipathic structure wherein one side of the α-helix is hydrophobic and the other is polar. Figure 1-3 shows a helical-wheel representation of interactions found in coiled coils. A helical wheel illustrates the properties of alpha helices. The sequence of amino acids is plotted in a rotating manner with the 100° angle of rotation between consecutive amino acids, and the helix propagates along the axis down the plane of the page. The hydrophobic non-polar faces of the α-helices (a and d residues on the schematic) interact to form a super-coil structure, leaving the polar residues solvent-exposed and potentially available for decoration with functional groups. Of these, e and g give specificity between the two helices through electrostatic interactions, and the
remaining three positions (b, c and f) must all be hydrophilic, as these will form helical surfaces that are exposed to the solvent.69;70
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**Figure 1-3**  Schematic helical-wheel representation of coiled coil motif featuring typical non-covalent interactions: (1) hydrophobic packing; (2) charge-charge interactions; (3) intra-helical cation-π interactions; (4) inter-helical cation-π interactions. Reprinted (adapted) with permission from Gribbon et al.67, copyright 2008 American Chemical Society.

The types of interactions taking place in coiled coil motifs are intrinsically non-specific, therefore α-helices tend to be oriented in a variety of ways relative to each other and bundle into fairly misaligned aggregates yielding a wide range of structural architectures (**Figure 1-4**)71;72;73. Finding ways to control aggregation in a desired manner presents a major challenge to the researchers63;74;75.
Due to its elegant architecture, coiled coil motif is an attractive model for studying protein folding, stability and self-assembly. Along with zinc finger conformations, coiled coils are an inspiration for the de novo design of proteins. A promising medical application of biocompatible synthetic coiled coils includes hydrogels for tissue engineering, targeted drug and cell delivery and controlled release. Of particular interest is research into early stages of fibril formation that can be modelled using synthetic coiled coils, and it is difficult to overestimate the impact this knowledge can have.
on our understanding of such debilitating human conditions as Alzheimer’s and Parkinson’s diseases\textsuperscript{78}.

As has been shown above, coiled coils occur in a range of oligomerisation states and topologies. For this reason they provide excellent components for protein design, where they can be used as potential spacers, general building blocks, and as hubs to co-localise and orient other functional domains\textsuperscript{68; 76}. Also, coiled coils have ample room on their external faces potentially available for functionalization or other interactions. The design rules for parallel dimeric coiled coils are well established\textsuperscript{79; 80; 81; 82}. Put simplistically, to specify a coiled coil one needs to place hydrophobic amino acids every 3 or 4 residues apart, and fill the rest of the spaces with polar amino acids and the ones with high helical propensity (Ala, Glu, Lys, Gln)\textsuperscript{38}. In practice however, the task is more complex, as the differences between multimeric states\textsuperscript{80; 83} or topologies of coiled coils\textsuperscript{84} are dictated by subtle changes of amino acids comprising them, as well as by the global energy minimum of the constituent subunits. Despite this latter complication, the basic design rules for parallel dimeric coiled coils have been well established based on the vast body of information collected on these sequences\textsuperscript{63; 79}.

1.1.2.6 Design of switching peptides

There are many faces of naturally occurring conformational switches\textsuperscript{85; 86; 87}. Some manifest their switching functionality in transition from a disordered to ordered state, where the transition can either involve the whole protein or a portion of the protein. Others switch between well-defined ordered conformations. Many switches involve a change in oligomerisation state\textsuperscript{88; 89}. Designing a novel protein structure with a predictable function is a daunting
task in itself, and when an extra complication of incorporating a switching functionality is added to that, the principles that underline structural ambivalence need to be understood thoroughly.

Building in a conformational switching functionality (usually between two folds) into a single sequence of a designed protein presents an additional challenge. There are two main conditions to be met when designing a switching protein or peptide:

- it has to be stable in two or more well-defined target folded states (each of the individual target structures has to be ‘designable’);

- it has to respond to a sufficient stimulus to change its conformation (the energy barrier separating the stable states has to be of adequate height to make the conformational transition achievable).

Duality of conformation inevitably must be reflected in duality of sequence: sequence spaces must overlap. This task is usually approached by searching, in addition to sequence space, conformational space in order to find low-energy sequence-structure pairs. This emphasises the importance of structure prediction and refinement in future success in protein design.

Another difference between designing a switch and a single state is that, the aim of single-state design is just maximising the stability of the target state, which is often reasonably easy to achieve. In many cases of single-state design, this means that inaccuracies in the energy function can be compensated by placing an emphasis on use of interactions that are known to be favourable. In switch design, this may lead to the conformation to be
trapped in one of the target states, whereas the goal is to achieve a balance between alternative sets of interactions.

An early application of *de novo* approach to combining two distinct folds within a single sequence was reported by Mutter *et al.* This milestone work described a design of amphiphilic peptides capable of conformational transition from α-helix to β-sheet in response to change of pH. A number of different stimuli for the switch have been proposed ranging from temperature, Coulombic interactions, X→N acyl migration (X = O or S) and metal ion interaction. A detailed knowledge of minimal sequence code required for switching protein conformation is essential. Another fine example of such endeavour was reported by Alexander *et al.* who followed a change in protein fold and function mutation by mutation. Their task was to find a mutation that would transform protein’s conformation and binding target, and they have shown that the conformational switch occurred via a single amino acid substitution with 90% of each side of the switch point populated. Although the switching process described by the authors was not taking place within one sequence (‘switching in space’), the findings are very valuable indeed, as they establish sequence-to-fold relationships. A very useful switching polypeptide based on an *in situ* intramolecular O→N acyl group migration was designed by Mimna *et al.* (‘switching in time’). The authors investigated whether amyloid formation could be disrupted or reversed through an induced transformation of a β-sheet to an α-helix structure.

Numerous studies investigated specifically zinc finger motifs by designing *de novo* versions. Rational design of metal-binding sites has been only explored in the context of stabilisation of unstructured or partially structured
peptides or to incorporate a metal-binding site into existing protein scaffold\textsuperscript{97, 98, 99, 100}. A novel approach in switching system design has been taken by Woolfson \textit{et al.}\textsuperscript{101} Here, the authors took a step further and proposed a reversible single-sequence conformational switch triggered by zinc binding. The two target conformations were zinc finger fold and coiled coil. The choice of target conformations was dictated by the fact that the rules governing the folds are extensively studied, so the novel bio-orthogonal systems can be designed confidently. Also, both folds are independent, stable and well-defined motifs. This system formed a stable zinc finger fold but the coiled coil conformation was not as energetically favoured. An innate problem of this approach comes from the substantial constraints imposed by the duality of the sequence. The second generation of this type of switching peptide proposed by the authors aimed at improving stability of the metal-free fold – the coiled coil conformation. Thus came to life the two-component dual switching system, whereby a second peptide was designed to interact with the first – the switching one, to form a stronger coiled coil. \textit{Chapter 4} describes gas-phase characterisation of this very system, and the findings are also in preparation for publication.

\subsection*{1.1.3 Protein-ion interactions: effect of anion from Hofmeister series}

Generally, protein-salt interactions are viewed in the context of the Hofmeister series – the ranking of relative influence of ions on physical behaviour of proteins. The study of such interactions was pioneered by Franz Hofmeister\textsuperscript{102} who observed albumin precipitation by different salts and ranked cations and anions separately on their ability to do so, with anions’
effect being more pronounced than cations’. The generally accepted order of anion series is shown in *Figure 1-5*; ions are displayed in order of decreasing kosmotropicity. Kosmotropic ions (at the left of the figure) tend to precipitate proteins by stabilising their fold, whereas chaotropic ions (at the right of the figure) tend to solubilise proteins, often promoting denaturation. Explanation of the observed phenomenon offered by Hofmeister was based on the notion that salts either ‘make’ or ‘break’ the water structure (*i.e.* hydrogen-bonding network) around macromolecules. This notion was adhered to by the scientific community for a long time, however recent studies reveal that this effect is much more complex. Firstly, the effects of salts on proteins are more related to direct protein-ion interaction, as ions do not have long-range effect on bulk water\(^{103}\). Another factor is net charge the protein itself: if pH of the solution is above the pI of the protein, the direct Hofmeister series is observed, and if pH of solution is below the pI of the protein, the inverse series is followed (the scale at the top of *Figure 1-5* is reversed)\(^{104}\). And finally, salt concentration in solution plays a defining role: at higher salt concentration a direct Hofmeister series is followed, and the reverse series is characteristic of salt concentration below that\(^{105; 106}\).
As was demonstrated in section 1.1.2, interaction of metal cations with proteins by coordination bonding is a well-explored area in biology. Although it had been long established that anion binding to proteins plays a key part in many physiological and metabolic processes in the living cell, this phenomenon has been lacking scientists’ attention and its role has been viewed merely as ‘counter-ions’ and ‘co-ions’\textsuperscript{107}. This is especially the case for the small, hard halogen ion series: F–, Cl–, Br– and I–. The fundamental impact of these anions on protein stability, allosteric propensity and catalytic activity is well-known\textsuperscript{108; 109}. But only recently interest in a molecular mechanism of specific protein-anion interaction has re-emerged through a number of theoretical and experimental works\textsuperscript{110; 111; 112; 113}.

Zhou \textit{et al.}\textsuperscript{107} exhaustively surveyed crystal structures deposited in the PDB and found that more than 10,000 of halide ions are non-covalently attached to a protein surface or interior. Although an overall picture of protein-halide interaction is still lacking detail and is very fragmented, some findings were
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\caption{Anion Hofmeister series. Ions on the left of the scale tend to precipitate proteins (kosmotropes), and ions on the right increase solubility of proteins (chaotropes). The chloride ion is on the border line of these two types of behaviour.}
\end{figure}
reported by a number of research groups. For example, it was established that small anions such as F⁻ tend to pair with charged groups on the proteins, whereas larger anions such as I⁻ are more likely to interact with hydrophobic patches on the protein surface\textsuperscript{113; 114}. Along with protein-ion interfaces, air-water interfaces have been used to model ion partitioning behaviour\textsuperscript{109; 115}. It was found that interfacial regions are preferred by larger, less hydrated ions. The team led by Cremer\textsuperscript{104} has confirmed earlier established finding that the protein charge and salt concentration are indeed a decisive factor whether direct or inverse Hofmeister series is observed. They also proposed a mechanism of specific chaotropic anion effect that is responsible for the hydrophobic collapse of positively charged proteins\textsuperscript{116}. One mechanism suggests that the anion interacts with water molecules involved in hydrogen bonds with the amide of the peptide bond. The other mechanism presumes direct anion binding to the nitrogen of the amide bond causing disruption of the native-like fold and ‘salting-in’.

The proteins studied in this thesis are lysozyme, cytochrome c and bovine pancreatic trypsin inhibitor (BPTI) (\textit{Figure 1-6}). They all are globular proteins that have net positive charge and are well characterised by solution-, solid- and gas-phase methods: NMR and X-ray crystallography and mass spectrometry respectively. These proteins have played an important role as model systems for understanding Hofmeister effect by various methods.
Figure 1-6  Ribbon diagrams of proteins studied in this thesis: (A) lysozyme from chicken egg white (PDB 3AW6); (B) cytochrome c from equine heart (PDB 1HRC), featuring haeme containing Fe (protoporphyrin IX); (C) bovine pancreatic trypsin inhibitor (PDB 1BPI). Acidic and basic amino acid residues in protein sequences are shown in red and blue respectively. Cysteines are shown in green. Quoted pI values are calculated in: web.expasy.org/compute_pi.
1.1.3.1 Lysozyme

The amino acid sequence of hen egg white lysozyme was first published in 1963\textsuperscript{117} and the first X-ray structure was obtained two years later\textsuperscript{118}. It is an enzyme whose biological role is hydrolysis of polysaccharides in bacterial cell walls, and it is found in bodily secretions performing a mild antibacterial function. Lysozyme contains up to four cysteine bridges (in the experiments conducted in present work, the measured protein mass suggests that on average only three of them were linked). Molecular dynamics simulations performed by Lund et al.\textsuperscript{119} agreed with experimental findings in that ‘salting out’ in lysozyme follows the reverse Hofmeister series for pH below the isoelectric point and the direct series for pH above pI. The same authors also found that large anions are attracted to hydrophobic surfaces while smaller, well solvated ions are repelled\textsuperscript{114}. The liquid-liquid phase transition of lysozyme was investigated by temperature gradient microfluidics under a dark field microscope by the team led by Cremer\textsuperscript{120}. They found that in general positively charged macromolecular systems should show inverse Hofmeister behaviour only at relatively low salt concentrations, but revert to a direct Hofmeister series as the salt concentration is increased. Gokarn et al.\textsuperscript{121} used effective charge measurements of hen egg white lysozyme as a direct and differential measure of ion association. They demonstrated that anions selectively and preferentially accumulate at the protein surface even at low (<100 mM) salt concentrations. The effect was dependent on anion, but not cation identity of the salt and progressively greater when binding the monovalent anions. A combination of solution- (stopped flow tryptophan fluorescence, inhibitor binding, and circular dichroism) and gas-phase studies (hydrogen exchange protection monitored by electrospray ionisation mass spectrometry) on the
effect of added salts to lysozyme refolding pathway was conducted by Kulkarni et al. They demonstrated that the rate of formation of native lysozyme on the slow refolding pathway is significantly reduced in solutions of high ionic strength in a manner dependent on the position of the anion in the Hofmeister series. By contrast, the rate of evolution of hydrogen exchange protection monitored by ESI-MS is unchanged under the refolding conditions studied. IM-MS studies by Merenbloom et al. of salt interactions with multiply protonated lysozyme (as well as cytochrome c) revealed that salts can induce compact conformations in the gas-phase ions.

1.1.3.2 Cytochrome c

Equine heart cytochrome c is a haeme-containing (with the haeme covalently bound) protein which is a key component of the electron transport chain in mitochondria. It was first sequenced in 1962 and its X-ray structure was first reported in 1992 (earlier for bacterial cytochrome c). Its sequence is highly conserved across species and is a useful tool in evolutionary biology. Cytochrome c does not contain disulphide bridges, as the two cysteine residues and the histidine residue immediately following the second cysteine participate in haeme binding. Baglioni et al. investigated the effect of different anions of sodium salts on concentrated solutions of cytochrome c by small angle neutron scattering and viscosity measurements. They established that the addition of different monovalent co-ions causes the emergence of attractive interactions that follows a Hofmeister series. This phenomenon is considered as the hallmark of the gelation process (brought about by protein aggregation) promoted by specific co-ion interactions. Battistuzzi et al. used an electrochemical and $^1$H-NMR methods to conduct a comparative study of anion binding to bacterial cytochrome c vs mitochondrial (which have less
than 40% sequence similarity). They found that binding stoichiometry and strength of several anions was comparable for both and interpreted the results as indicative of the existence of common binding sites. Interestingly, these binding sites are proposed to be located in the conserved lysine-rich domain around the solvent-exposed haeme edge. This is a fine example of sequence-to-structure relationships study by ‘mapping’ the active site by anions. A very elegant and comprehensive study on the effect of anions on stability of gas-phase proteins and their complexes was conducted by the team led by Ruotolo\textsuperscript{130} using IM-MS. The authors studied 6 proteins (among them cytochrome c) in different oligomeric states and their interaction with 12 different anions. The authors suggested that anionic components of the added salts bound to the complex either in solution or during the electrospray process. The excess energy is ‘taken away’ from the protein complex ion upon activation by the resulting ‘shell’ of counter-ions. This can result in significant overall structural stabilisation of the gas-phase protein assembly. This was the first time that the data quantified the influence of a large range of counter-ions on protein structure in the gas phase and enabled ranking of counter-ions as structure stabilizers in the absence of bulk solvent. The rank order reported in this work is considerably different when compared to the Hofmeister salt series in solution. This was an expected outcome due to the decreased influence of water on anion and protein solvation. These findings emphasise the role played by both hydration layer and protein-anion binding effects in stabilisation of macromolecules in solution. The additional benefit of the IM-MS method applied to protein-salt interaction is that the CCS obtained for the gas-phase proteins stabilised by salts can be directly compared to the coordinates obtained by NMR
spectroscopy and X-ray crystallography, as they also have salts mediating the structure.

1.1.3.3 Bovine pancreatic trypsin inhibitor

Bovine pancreatic trypsin inhibitor was sequenced in 1965\textsuperscript{131} and its structure of was solved by 1975\textsuperscript{132}. BPTI’s function is to inhibit trypsin and other serine proteases by binding to their active site. BPTI’s structure is stabilised by 3 disulphide bridges that lock its conformation, contributing to its noticeable thermal, acid and base resistivity. Partly due to its well-documented threedimensional structure\textsuperscript{133}, BPTI has traditionally served as a model for studying protein folding. One such study aiming to investigate sequence-to-fold relationships, was testing a hypothesis that only a fraction of information contained in an amino acid sequence can be sufficient to specify a native protein structure\textsuperscript{134}. The authors used analytical ultracentrifugation and CD and NMR spectroscopy to test this hypothesis on BPTI mutants containing many alanine residues. They found that the mutants containing up to 48% of alanine residues folded into native-like structures. Moreover, one particular mutant containing 38% of alanine residues was shown to fold into a structure very similar to that of a native protein and to retain its trypsin inhibiting function. Although BPTI is one of the models of choice for both computational\textsuperscript{135} and gas-phase\textsuperscript{136} studies of protein folding behaviour, the protein’s interactions with Hofmeister salts is relatively unexplored. One of the few studies was concerning refolding of reduced BPTI under different conditions, and various Hofmeister salts among them\textsuperscript{137}. The author observed direct Hofmeister series for the salts used in the study. Veesler \textit{et al.}\textsuperscript{138} studied BPTI in NaCl solutions with the aim of crystal growth, and they established the salt concentration threshold to be at \textasciitilde{}1M: at concentrations
above that pre-nucleation occurred. Specific ion effects at protein surface were studied by MD simulations for BPTI (along with horseradish peroxidase) with the aim of elucidating ion adsorption at the protein surface\textsuperscript{112}. The authors found that sulphate was always strongly attached to the proteins, choline – (CH\textsubscript{3})\textsubscript{3}N+(CH\textsubscript{2})\textsubscript{2}OH – showed a significant propensity for the protein surfaces, and sodium ions had a weak surface affinity, while chloride had virtually no preference for the protein surface. The simulations supported a picture of ions interacting with individual ionic and polar amino acid groups rather than with an averaged protein surface. The study highlighted the subtle differences between various salts in protein-salt interactions, emphasising the importance to employ adequate interaction models for description of such phenomena.

### 1.1.4 Studying protein-ion interactions in the gas phase

Traditionally, spectroscopy has been a method of choice for characterisation of biological systems and specifically protein-ion interactions. In its early days, mass spectrometry was usually only employed to obtain the weight (and perhaps purity) of the component(s) of interest\textsuperscript{139}. However developments in soft ionisation techniques\textsuperscript{140}, and in particular in electrospray ionisation\textsuperscript{141} have enabled researchers to analyse intact protein complexes in the gas phase, revealing stoichiometries and detailed structural traits of systems of increasing complexity\textsuperscript{142}. When it came to analysing proteins in the presence of non-volatile salts – both metal and non-metal, mass spectrometry was very often perceived as ‘incompatible’ with them. As a result, such adducts were removed from protein solutions by various methods to improve desolvation efficiency and obtain ‘cleaner’ spectra\textsuperscript{143; 144;}. 
However, specific ions play a crucial role in biological systems, and their retention within the system during analysis is of paramount importance for obtaining accurate measurement of a native-like state. Over the past fifteen years, MS methods have been sufficiently refined to be successfully applied to studying weak interactions: protein-protein\textsuperscript{142, 146}, metal-protein\textsuperscript{147, 148, 149} and salt-protein complexes\textsuperscript{150, 151}. A wide range of parameters can be measured for such interactions: sub-unit and metal-protein stoichiometries, affinity and cooperativity of metal attachment, and oxidation state of metal ions\textsuperscript{152}.

An additional benefit of using an MS-based analysis is that it is highly complementary to traditional methods, offering analytical insight into events not accessible with spectroscopic probes. For example, in biological systems, zinc is only found as the very stable Zn\textsuperscript{2+} ion with d\textsuperscript{10} electron configuration; its saturated 3d shell is devoid of d-d transitions (\textit{Appendix, Table A 2}). Experimental conditions often do not offer the extreme conditions required for Zn\textsuperscript{2+} to undergo redox reactions, as charge transfer does not occur upon the ion’s coordination within a protein, rendering the free and bound state of Zn\textsuperscript{2+} indistinguishable for UV-visible spectroscopy. Additionally, the major naturally occurring isotopes of zinc have zero nuclear spin, making it undetectable by NMR spectroscopy\textsuperscript{153}. Thus, traditional biophysical characterisation methods are not applicable for characterisation of biological systems with zinc, and very often researchers resort to using cobalt instead for characterising zinc-containing systems\textsuperscript{96, 154, 155}. 
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1.2 Biological Mass Spectrometry

1.2.1 Principles and brief history of the method

Mass spectrometry (MS) is an analytical method for measuring the molecular weight of an ionised chemical compound and it has a vast range of applications in areas such as the pharmaceutical industry, medical and sports testing, defence and security, fuel and environmental analysis, manufacturing process control, space exploration and fundamental research.

The basic components of a mass spectrometer include:

- an ionisation source to charge and transfer molecules into the gas phase;
- ion optics with potential gradient applied to guide and focus ions;
- a mass analyser where ions are separated based on their mass-to-charge ratio (m/z);
- a detector to register the resulting ion current.

Differential pumping is used to maintain high vacuum in the mass spectrometer necessary for mass analysis and detection (pressure is in the range of \(~10^{-7} \text{ – } 10^{-11}\) mbar at the detector, depending on instrument type). This technique owes its existence to J.J. Thomson’s fundamental ion physics work at the turn of the 20th century\textsuperscript{156}. Until 1934 mass spectrometry was only applied to inorganic analytes\textsuperscript{157,158}. Although the first mass spectrometer was
constructed and the first mass spectrum was obtained 99 years ago\textsuperscript{156}, the study of biological macromolecules was not feasible due to their non-volatility and thermal lability. A relatively ‘soft’ ionisation technique FAB (fast atom bombardment) that was first reported in 1981 by Barber \textit{et al.}\textsuperscript{159}, enabled the study of biological molecules and was used mainly as a sequencing tool. The first FAB mass spectrum of an intact biological molecule was obtained for the doubly-charged molecular ion of insulin in 1984\textsuperscript{160}. However, a wider application for studies of intact biological molecules received even softer ionisation techniques of ESI (electrospray ionisation) in 1968\textsuperscript{140; 161}, ESI-MS (ESI coupled to MS) in the 1980s\textsuperscript{141}, and MALDI (matrix-assisted laser desorption/ionisation) in 1985\textsuperscript{157; 162; 163}. Both techniques brought their developers Nobel Prize in Chemistry in 2002.

1.2.2 \textit{Ionisation}

For a compound of interest to be detected by mass spectrometry, it needs to be ionised. Ionisation of the analyte is the first, and probably most critical, step in mass spectrometric measurement. The breadth and relevance of analytical information obtained by mass spectrometry greatly depends on the quality of sample ionisation. This is especially crucial for biological systems, as they are extremely labile, and harsh ionisation conditions may distort them considerably. Various ionisation methods have been used in mass spectrometry in the course of the past century, however the focus here will be given to the ones used with biological systems. As mentioned just above, the two ionisation methods used for the analysis of biological macromolecules are MALDI and ESI. The former technique will be described
very briefly, as it was not used for present studies, and the latter will be given a more detailed overview.

1.2.2.1 MALDI

The MALDI technique has its origins in the laser desorption method (LD) used in surface analysis. The breakthrough that allowed large labile biological molecules to be ionised, without completely obliterating them with the laser, came when Tanaka et al.\textsuperscript{163} proposed the idea of ‘soft’ LD (SLD). The trick here was to adjust the laser wavelength to each individual sample to avoid the energy absorption by the aromatic residues of the protein molecule, which limited the method application greatly. This method was refined by Karas et al.\textsuperscript{162; 164} who first employed the use of a matrix: a small molecule mixed in with the analyte to absorb the excess energy from the laser and supply protons for ionisation. The matrix (usually cinnamic acid derivatives for peptide and protein work) is used in large excess to protein, then spotted onto the sample plate and dried. The choice of matrix is based on the fact that it should strongly absorb at the laser wavelength and be acidic to donate protons for ionisation. When the sample-matrix solid mixture is irradiated with a laser under vacuum, the matrix absorbs energy, thus shielding the analyte from the impact and sublimates together with analyte into the gas phase. The resulting ions are mainly singly-charged, with a small population of doubly-charged species and some fragments.

1.2.2.2 ESI

It took almost 20 years from the first report on electrospray ionisation (ESI) to realisation of the technique for biological molecules, however from that point
on, the ‘flying elephants’ (thank you Professor Fenn!)\textsuperscript{165} of ionised biomolecules in the gas phase have been driving forward progress in biomedical science and biotechnology. ESI, along with atmospheric pressure chemical ionisation (APCI), is an atmospheric pressure ionisation (API) technique, and allows more efficient ionisation compared to low-pressure methods\textsuperscript{157}. The principle of the electrospray process is shown in Figure 1-7. The dissolved analyte under investigation is passed out of the metal capillary to which a high voltage is applied, under atmospheric pressure. Either positive or negative voltage in the order of 2 to 5 kV is applied to generate either positive or negative ions. The desolvation process is aided by heating the ESI source and the use of ‘curtain’ nitrogen gas. As solvent evaporates from the charged droplets containing the molecule of interest, the surface tension cannot oppose the charge repulsion forces, and the droplet forms a ‘Taylor cone’ which emits smaller droplets from its tip. The process repeats itself until all solvent has evaporated and the analyte ion is transferred into the gas phase\textsuperscript{140}; \textsuperscript{166}. As mass analysis requires high vacuum, a series of focusing lenses are placed after the API source and between the series of multipole transfer optics compartments, allowing high-capacity pumps to maintain a pressure gradient along the mass spectrometer. A big advantage of the ESI method lies in the fact that it produces multiply charged ions, which allows observation of the high-molecular-weight species with mass spectrometers of much lower mass detection limit.
Lack of bulk protein sample has led to miniaturisation of the ESI interface – nano-ESI, or nESI\textsuperscript{168}. Only 15 – 30 microliters of sample solution are needed for a day’s experiment with flow rates of $\sim$100 nL per hour, and sometimes a portion of that is unused and can be recovered. Due to smaller droplet size in nESI, ion generation becomes more efficient, and curtain gas is not needed for the desolvation process. Nano-electrospray also provides greater efficiency in ion introduction to the mass spectrometer due to closer proximity of the nESI tip to the inlet aperture\textsuperscript{169}. A range of other attractive aspects of nESI include the fact that the risk of sample carryover is eliminated, it offers an alternative mechanism of ion formation due to reduced flow rates, it is tolerant to a wider variety of spray solvents and it preserves the non-covalent protein interactions\textsuperscript{170; 171}. This has dramatically enhanced the quantity and quality of information that can be obtained by nESI-MS compared to conventional ESI and vastly expanded the area of application for this technique. Table 1-2 compares principal operating parameters of conventional ESI and nano-ESI.
### 1.2.3 Mass analysis

After ions are produced, they need to be sorted according to their mass-to-charge ratio, a task performed by ion analysers. Mass analysers, just like ion sources, have evolved in a great variety of form in order to address different analytical problems. Although analyser designs, with all their ingenuity, certainly deserve to be put in the spotlight, this is however out of scope of this thesis. Keen readers may be referred to other eloquent sources, including the ones listed in the references below\textsuperscript{157, 172, 173, 174}. The work presented in this thesis was carried out on a Q-ToF-2 mass spectrometer that employs a hybrid ion analyser: quadrupole (Q) followed by time-of-flight (ToF), and therefore some attention will be given to them here.

#### 1.2.3.1 Quadrupole mass analyser

The concept of the quadrupole was first introduced in 1953 by Paul and Steinwedel\textsuperscript{175}, and the first commercial implementation was achieved in the mid- to late 1960s\textsuperscript{176}. The principle of quadrupole operation is very elegant in its simplicity. A quadrupole consists of four (nearly perfectly) parallel rods, where voltages of opposite polarity are applied to each of the adjacent rods. High-frequency polarity switching on these rods is superimposed on the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ESI</th>
<th>Nano-ESI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>2 – 5 kV</td>
<td>0.6 – 2 kV</td>
</tr>
<tr>
<td>Flow rate</td>
<td>100 – 200 μL/min</td>
<td>5 – 20 nL/min</td>
</tr>
<tr>
<td>Capillary ID</td>
<td>~0.1 mm</td>
<td>1 – 10 μm</td>
</tr>
<tr>
<td>Desolvation gas</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

*Table 1-2 Comparison of principal operating parameters for ESI and nano-ESI.*
constant electric field, which drive ions through the space between the rods. An ion entering the space between the rods is drawn towards the oppositely charged rod. If the polarity switching occurs before the ion discharges on that rod, the ion changes direction, and the process repeats itself until the surviving ions exit the quadrupole from the opposite end. Below is the equation\textsuperscript{157} describing this process:

\[
\Phi_0 = + (U - V \cdot \cos \omega t)
\]

\[
- \Phi_0 = -(U - V \cdot \cos \omega t)
\]

where \(\Phi_0\) is the potential applied to the rods (V); \(\omega = 2\pi v\) is the angular frequency (rad/s), with \(v\) is the RF applied to the rods; \(U\) is the direct potential (V); \(V\) is the ‘zero-to-peak’ amplitude of the RF voltage (V).

The process of ion filtering in the quadrupole is illustrated in Figure 1-8. As ions of certain \(m/z\) value enter the quadrupole region, they experience the potentials (\(U\) and \(V\)) and frequency \(\omega\) applied to the rods. As a result of this, they generate a trajectory which either compatible (resonant) with their transmission through the quadrupole or not (non-resonant). By fast scanning the RF amplitude, a range of \(m/z\) values can have a stable trajectory to be detected resulting in generation of a mass spectrum: \(m/z\) values calculated from the potential and frequency applied, and known geometry of the quadrupole. Given this ability of the quadrupole to ‘filter out’ certain \(m/z\) values, it is often used as a ‘pre-filter’ in tandem operation with other types of mass analysers. One of such types is a time-of-flight (ToF) analyser. An example of tandem experiment will be discussed later in section 1.2.5.
Figure 1-8  Schematic of quadrupole mass analyser. Opposite rods have same polarity. Ions enter the quadrupole through an aperture. The ions with stable trajectory (black) are transmitted through the quadrupole and pass to the detector, whereas the ones with unstable trajectory (grey) are discharged on the rods upon collision and are not detected. Reprinted with permission from Kicman et al.\textsuperscript{177}, copyright 2007 Elsevier.

1.2.3.2 Time-of-flight analyser

The concept of the ToF analyser was first introduced in 1946\textsuperscript{178}, and the design published in 1955 was implemented in the first commercial instrument\textsuperscript{179}. This analyser had a linear arrangement, i.e. the ions were introduced at one end and detected at the opposite end (Figure 1-9A). ToF technology relies on pulses of ions being injected in bundles and accelerated by a potential $V$ before entering a field-free region. The time spent by ions in this region travelling towards the detector is measured and mass-to-charge ratios are deduced from that. Thus, a charged particle of mass $m$ attains velocity $v$ at accelerating potential $V$:

$$v = \sqrt{\frac{2qV}{m}}$$

\textbf{Equation 1-2}

where $q = ze$ is the total ion charge ($z$ is the charge number and $e$ is the elementary charge). Here, kinetic energy $E_k$ is equal $qV$. 

39
The time $t$ taken by ions to travel the distance $L$ with at velocity $v$ between entering the field-free region and the detector is given by:

$$ t = \frac{L}{v} \quad \text{Equation 1-3} $$

By replacing $v$ in Equation 1-3 by its value from Equation 1-1, it can be seen that, all else being equal, the lower the mass of an ion and the higher its charge, the faster it will travel:

$$ t = L \sqrt{\frac{m}{2zeV}} \quad \text{Equation 1-4} $$

The linear flight tube technology innately suffers from poor mass resolution, as the ions of the same $m/z$ value are distributed along a flight path, broadening the response peak in the detector. This is schematically represented in Figure 1-9A by staggering the positions of circles representing ions of the same $m/z$ value that have slightly different velocities. There are a number of reasons for the ions distribution along a flight path (i.e. time): (i) volume in which ions are formed; (ii) length of pulse during the ion injection into the flight tube; (iii) initial kinetic energy distribution during the ion injection. According to Equation 1-4, mass resolution is proportional to flight time, therefore the problem can be alleviated by either decreasing the acceleration voltage or increasing the flight path. The former measure will lead to the loss of sensitivity, whereas the latter need to take into account practical consideration of the flight tube size: around 2 m flight path is needed to achieve a better resolution.

A very elegant solution to address this problem was first proposed by Mamyrin\textsuperscript{180} in 1973: an electrostatic reflector (commonly referred to as
reflectron, and occasionally as ion mirror) was implemented at the far end of the flight tube to turn ions around and detect them next to the ion source (Figure 1-9B). This enabled the increase of the ion flight path two-fold, while keeping the size of the instrument within practical scale. A greater yet advantage of using the reflectron is that it corrects for the kinetic energy dispersion of ions with the same m/z values, thus increasing the instrument’s resolution. As can be seen in the diagram in Figure 1-9B, the slower ions (with lower kinetic energy) of the same m/z will not penetrate into the reflectron as deeply as the faster ones, and consequently will not spend as long in the reflectron as the higher-energy ones. As a result, both fast and slow ions reach the detector at the same time. This undisputable benefit, however, comes with a price of mass range limitation. Indeed, to even out the identical m/z arrival times, one is required to fine-tune the voltages, which will only cover a certain range of m/z values at a given flight tube size.
The total time spent by a charged particle in the flight tube of the reflectron geometry will be a sum of the time spent in the field-free region (moving towards the reflectron and back away from it) and the time spent in the ion mirror (from the point of entry, via the zero-velocity point, where the ion direction is reversed, to the point of exit). The mean velocity $v$ of an ion entering the reflectron at initial velocity of $v_i$ will equal $v_i/2$. The time spent
by an ion penetrating the reflectron to distance \( x \), where it changes direction will be:

\[
t = \frac{x}{v} = \frac{2x}{v_i}
\]  

*Equation 1-5*

Thus the total time an ion spends in the reflectron is double this time: \( t_r = 2t \). By combining this with the *Equation 1-5*, the total time an ion spends in the reflectron can be expressed as follows:

\[
t_r = 2t = \frac{4x}{v_i}
\]  

*Equation 1-6*

The equations above do not take into account the fact that ions exiting the reflectron do not take exactly the same trajectory as when entering, *i.e.* the reflection takes place at a small angle. However, considering that the ion mirror is typically positioned at an angle of less than 2°, this is a good approximation of the process taking place in the reflectron.

### 1.2.4 Detection

The last stage of mass spectra acquisition is ion detection. Although a broad variety of detectors exist, attention will be given only to the ones that were used in the presented work: dynolite photomultiplier and microchannel plates. These two form a dual detection system of the Waters Q-ToF series instruments.
1.2.4.1 Photomultiplier detector

The first publication on photomultipliers emerged in 1935\textsuperscript{182}, and their primary applications were declared to be, among others, in facsimile transmission and movies/television (with sound!). The original authors can be readily forgiven for being oblivious to how much more their work has offered. A dynolite photomultiplier assembly can detect both positive and negative ions. It consists of two conversion dynodes (one for each particle polarity), a phosphorescent screen and a photomultiplier. Ions are accelerated towards a dynode of the opposite polarity, and secondary electrons are emitted on impact. These electrons are accelerated towards the phosphorescent screen where they are converted to photons. The photons are detected and the signal is enhanced by the dynode electrodes within the photomultiplier (with typical amplification range of $10^4$ to $10^5$).

1.2.4.2 Microchannel plates detector

The microchannel plate (MCP) consists of millions of very thin, conductive glass capillaries (2 to 25 \textmu m in diameter with a centre-to-centre pitch of 3 to 32 \textmu m\textsuperscript{89}) micro-machined into a thin plate (Figure 1-10A). Each capillary or channel works as an independent continuous secondary-electron multiplier to form an array. A concept of the continuous dynode electron multiplier (as a single-channel unit) was first proposed in 1930, however the array geometry was not implemented until the 1960s\textsuperscript{183}. Similarly to the detector type discussed above, the MCPs have their origins in image intensification devices. Parallel electrical contact to each channel is provided by the deposition of a metallic coating, usually Nichrome. As shown in Figure 1-10B, when a voltage $V_D$ is applied across the input side and output side
electrodes of the MCP, a potential gradient is built up along the channel direction. If an incident ion strikes an inner wall on the input side, it starts a cascade of electrons. These secondary electrons are accelerated by the potential gradient and travel along a parabolic path determined by the initial velocity. They then collide with the opposing wall surface, causing secondary electrons to be emitted again. In this manner, the electrons collide repeatedly within the channel as they pass towards the output side. The result is a large multiplication of the incident ion signal. Channels are often positioned at an angle (bias) to the surface of the MCP, typically within a range of 0 to 19 degrees, increasing the chances of an incident particle to strike the channel wall and be reflected at an angle to reach the opposite side of the wall. Most advanced MCP detector assemblies consist of two (or three) plates rotated at 90° relative to each other along their axes and pressed together, creating a chevron-like – v-shaped (or z-shape in case of three plates), arrangement of the channels. This tandem arrangement increases the signal gain, and the angle between the channels reduces the ion feedback. MCPs are operated at a pressure of $1 \cdot 10^{-6}$ Torr or lower to minimise background noise due to ion feedback and to prevent untimely burnout of the plates. The MCP shows high detection efficiency to electrons and ions with gains ranging from $10^4$ to $10^7$ depending on the MCP specification and arrangement.
Figure 1-10  Microchannel plate. (A) – MCP design featuring an array of channels in cross section. (B) – operating principle of an MCP channel, where incident ion starts a cascade of electrons on impact, amplifying the signal. Adapted from Hamamatsu Photonics documentation.

1.2.5  **Tandem mass spectrometry (MS/MS)**

Analytical information obtained using mass spectrometry can be greatly enhanced by using tandem mass spectrometry (MS/MS), whereby intact gas-phase species (precursor ions) are selectively dissociated into fragments (product ions) and their \( m/z \) values are measured. This process involves two or more (typically two in biological MS) stages of mass analysis with dissociation events between them. Although there is a number of ways to cause ion fragmentation, as well as technical solutions for its implementing, the focus here will be on collision-induced dissociation (CID) technique, as it was used in this work.

Selection of the precursor ion takes place in the first analyser – the quadrupole, by filtering out all other ions as explained in section 1.2.3.1. Ion selection can be monitored \textit{via} the first detector (dynolite photomultiplier, discussed in section 1.2.4.1). CID takes place in a collision cell, where analyte
collides with inert uncharged gas molecules (typically argon at a pressure of 0.5 – 1.0 bar), and kinetic energy is partially converted into vibrational energy\textsuperscript{184, 185}, causing the protein ion to fragment, with cleavage occurring usually on the peptide bond and the sites of post-translational modifications. Fragmentation products (along with any un-fragmented ions) are passed on to the ToF analyser, where their \( m/z \) values are measured and the signal is detected on MCPs. Analysing the fragments, a valuable insight into the structure of the ion can be elucidated, \textit{i.e.} the precursor ion is characterised according to its fragmentation pathways. This process is widely used to obtain protein structural information such as mutations, identification and localisation of post-translational modifications, non-covalent protein complexes and 3D structural information\textsuperscript{157}. As a structure-elucidation tool, this technique was pioneered by McLaugherty\textsuperscript{186}, Jennings\textsuperscript{187} and Cooks\textsuperscript{188}, mainly in application to organic molecules, and later came into wide use for studying biopolymers, especially for protein sequencing\textsuperscript{189} and probing the structural features of non-covalent complexes\textsuperscript{190}.

Gas-phase collisional fragmentation of proteins (or peptides) involves breaking of covalent bonds. Nomenclature of fragments due to gas-phase collisions was introduced by Roepstorff\textsuperscript{191} and is illustrated in *Figure 1-11*. It was proposed to class ions as either \( a \), \( b \) or \( c \) if after fragmentation the charge is retained on the N-terminal fragment (presence of charge is a necessary condition for particle’s detection). If the charge is retained on the C-terminal fragment, the ions are assigned as \( x \), \( y \) or \( z \). A numerical subscript is used to indicate the number of amino acid residues in the fragment. Thus, \( a_n \) and \( x_n \) ions are formed as a result of \( \text{C}_\alpha-\text{C}_\text{carbonyl} \) bond cleavage, \( b_n \) and \( y_n - \text{C}_\text{carbonyl}-\text{N} \) bond cleavage (the amide bond), and \( c_n \) and \( z_n - \text{N}-\text{C}_\alpha \) bond dissociation. CID typically effects cleavage of the amide bond on the polypeptide backbone of
proteins yielding primarily $b$ and $y$ fragment ions (and low level of $a$-type fragment ions). Other type ions are achievable by alternative (higher-energy) fragmentation techniques.

Figure 1-11  Nomenclature of fragmentation in proteins during MS/MS experiment. Examples of dissociation techniques used to obtain relevant fragments: blue – $a$- and $x$-type, electron detachment dissociation (EDD), in negative ion mode only; red – $b$- and $y$-type, collision-induced dissociation (CID), green – $c$- and $z$-type, electron capture dissociation (ECD).

Gas-phase collisional fragmentation of protein complexes leads to dissociation of non-covalent interactions: protein-protein or protein sub-unit associations, protein-ligand complexes, etc. Used alone or in combination with other techniques, both before (e.g. liquid chromatography, ion mobility spectrometry) and after (e.g. ion mobility) mass spectrometry, CID can enhance structural information that can be obtained. Apart from protein backbone fragmentation and complex dissociation, a number of additional gas-phase manipulations that can be implemented in the collision cell by activation of a protein or its complex. These include collision-induced cleaning – to remove unwanted residual solvent and salts; restructuring – collapse or spatial re-arrangement; and unfolding – sub-unit unravelling that may or may not lead to full dissociation$^{192}$. 
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1.3 Ion Mobility Mass Spectrometry

1.3.1 Principles and brief history of ion mobility spectrometry

Ion-mobility spectrometry (IMS) is a method for characterising chemical entities based on their gas-phase ions’ transport properties in the presence of a background gas under the influence of an external electric field. A spatially ‘thin’ bundle of ions is pulsed into a drift cell filled with an inert buffer gas. Once in the drift tube, the ions experience a force due to the existence of an external electric field (in the case of linear ion mobility spectrometry the field decreases linearly in space, giving rise to a constant external force) inducing the ion swarm to traverse along its direction (Figure 1-12A). The ions undergo multiple collisions with the buffer gas molecules decelerating their progress. When the equilibrium of these two processes is reached, the ion swarm attains a constant average velocity along the electric field gradient. This velocity of the swarm is directly proportional to the electric field strength via a proportionality constant called the ‘mobility coefficient’, or simply ‘mobility’ (this is valid for the swarm, not individual ions). As a result, ions are separated based on their mobility, which is a function of the ions’ charge, size and shape: more compact ions will traverse the cell faster than more extended ones, and so will the ions carrying higher charge than the ones with lower charge (Figure 1-12A). Arrival times for each ion population are registered and a plot of arrival time distribution (ATD) is reported (Figure 1-12B). As will be shown in section 1.3.2, rotationally averaged cross section for the ion-gas collision can be elucidated. IMS can be
used alone or coupled with other techniques; combined with mass spectrometry, multi-dimensional separations can be performed for structural characterisation of complex biomolecules by elucidating their size and shape. As the LDT mobility separations rely on a bundle of ions being pulsed into the separation device, this technique is very well suited for its coupling with a ToF\textsuperscript{193,194} technology of mass analysers, as it is pulse-triggered, and its duty cycle can be synchronised with mobility separation events.

![Figure 1-12 Illustration of the principle of mobility separations in its classic implementation in a linear drift tube (LDT). (A) – Ion motion in the LDT during application of a linear uniform electric DC potential. The ions are transported horizontally by the electric field against the gas flow (typically helium at 2 – 4 Torr) and are shown by different colour and size circles (to symbolise different ion charge, size and shape). The red circle represents a small ion of a certain charge; the double red circles – a dimer of that ion with double its charge; the green circle represents a different larger ion. (B) – Arrival time distribution (ATD) plot as an output of mobility separations: higher-charged dimer arrives before its monomer; both a followed by a more extended ion.](image)

The theoretical foundations of the method were laid by Langevin in his works on ion-molecule associations at the beginning of the 20\textsuperscript{th} century\textsuperscript{195,196}, who recognised the collisional nature of mobility. The first prototypes of ion drift tubes were built by Cravath\textsuperscript{197} and van de Graaff\textsuperscript{198}, and largely the same
geometry is still used today. By the 1960s IMS was widely used as a detection technique for warfare agents with only marginal excursion into the area of drugs detection. Application of IMS to study biological systems coincided with the advent of ESI in mass spectrometry and, quite naturally, IMS and MS were hyphenated to enable studies of the shape and size of biomolecules and hence their tri-dimensional structure. The relatively short experimental duty cycle of IM-MS allows protein dynamics to be followed on a millisecond time-scale.

Fundamentals of ions movement through gases are described in great detail in a book by Mason and McDaniel. An array of captivating reviews exists on the subject of IM-MS of biomolecules, inclusive of instrumental development.

§ 1.3.2 Theory of ion mobility

Ion mobility separates species based on their migration velocity in the presence of inert gas, usually helium, under the influence of a linear electric field, the arrival time distribution (ATD) of ions to the detector is measured during the ion mobility experiment. The mobility \( K \) of an ion is determined by the velocity \( v_d \) attained under the influence of a weak linear electric field \( E \) to traverse a drift cell of length \( L \) over time \( t_d \).

\[
\frac{L}{t_d} = v_d = KE
\]

Equation 1-7

An electric field is considered weak if the average ion energy acquired from it is small compared to the thermal energy of the buffer gas molecules. The
latter is directly affected by the buffer gas number density $N$ (number of molecules in a volume). Therefore, the ratio $E/N$ determines the field strength. This ratio is measured in units Td (Townsend), where $1 \text{Td} = 10^{-17} \text{V} \cdot \text{cm}^2$. A field is weak at approximate values of $E/N \leq 4 \text{Td}$; if these values are higher, mobility becomes field-dependent.

Since mobility $K$ is dependent on $N$, to decouple it from experimental variables of pressure and temperature and enable data comparison, it is normalised to standard pressure (760 Torr) and temperature (273.15 K), yielding a reduced mobility $K_0$:

$$K_0 = K \frac{T_0 P}{TP_0} \tag{Equation 1-8}$$

Mobility is determined from experimentally measured ion drift times using Equation 1-7, and the rotationally averaged collision cross section $\Omega$ is calculated using the following equation:

$$\Omega = \frac{3ze}{16N} \sqrt{\frac{2\pi}{k_B T}} \frac{1}{K} \tag{Equation 1-9}$$

where $z$ is the number of charges on the ion, $e \text{[C]}$ is the elementary charge, $N \text{[m}^{-3}]$ is the buffer gas number density at standard conditions, $\mu \text{[kg]}$ is the reduced mass of the analyte ion and buffer gas, $T \text{[K]}$ is the drift gas temperature, $K \text{[m}^2 \text{V}^{-1} \text{S}^{-1}]$ is the mobility. Derivation of this equation can be found in the book by Mason and McDaniel\textsuperscript{202}. The reduced mass is defined by the following relation:

$$\mu = \frac{m_i \cdot m_b}{m_i + m_b} \tag{Equation 1-10}$$
where $m_i$ and $m_b$ are the masses of the analyte ion and buffer gas respectively.

As can be seen from Equation 1-9, the mobility and cross section are inversely proportional to each other. Effectively, the ions are separated based on their volume and shape. Thus, elongated ions would take longer to traverse through the drift tube than their compact structural isomers.

### 1.3.3 Implementation of mobility separations

A number of instrumental configurations have been developed to perform separations of ions according to their mobility. The simplest instrumental set-up is the original linear drift tube (discussed above in detail and illustrated in Figure 1-12), whose principles of operation rely on the theory presented in the previous section, i.e. the cross sections are calculated directly from drift time. This is the only ‘direct’, and therefore accurate, method to carry out ion mobility measurements, and it is used in the work presented in this thesis. There are two other methods that are widely used in biological work coupled to mass spectrometry: FAIMS – high-field asymmetric waveform ion mobility spectrometry, and TWIMS – travelling wave ion mobility spectrometry. A brief description of these two technologies is given below.

#### 1.3.3.1 FAIMS

High-field asymmetric waveform ion mobility spectrometry (FAIMS) is also known as ‘differential mobility’ spectrometry (DMS). It does not measure mobilities of ions being separated, but instead it separates them based on their mobility differences in high vs low field. Indeed, as was explained above, at
high field strength the mobility becomes field-dependent (typical planar FAIMS device is operated at \( \sim 70 – 80 \) Td\(^2\)). A good analogy to compare FAIMS to the classic LDT was given by Guevremont \textit{et al.}\(^{211}\): “FAIMS resembles a quadrupole analyser, whereas DT-IMS is a time-of-flight analyser”. Here, ions drift either between two parallel planar electrodes or in the space between two concentric cylinders (the electrode sheets are ‘wrapped’ onto themselves). The space between the electrodes is filled with buffer gas flowing in the same direction as the ions are passed, pushing them through the gap (\textit{Figure 1-13}). One of the electrodes is kept at ground potential, and an alternating electric field (asymmetric waveform) is applied to the other electrode perpendicular to the gas flow. The asymmetric waveform consists of two components: a high-voltage short-term component and a lower-voltage longer-term component of opposite polarity\(^{212}\). As a result, ions alternately experience two distinct field strengths and oscillate between the electrodes preferentially moving towards one of them. To prevent all the ions from discharging on electrodes and enable their transmission, a compensation voltage (CV) is applied to correct their trajectory. Different CVs are required to transmit ions of different size/shape and charge through the FAIMS cell. Analogous to the approach applied in the quadrupole mass filters, CV can be either scanned across a range of values to transmit ions in the bracket of interest, or fixed at a specific value to select a discrete ion population. As the difference in mobilities in high and low fields is reflected in the value of CV, this is the value that is reported for FAIMS separations (\textit{cf.} with drift time \( t_d \) for LDT)\(^{213}\).
One of the advantages of using FAIMS over LDT-IMS is its applicability at atmospheric pressures and ambient temperatures in continuous-flow regimes, enabling a FAIMS cell to be modularly attached to a mass spectrometer between the ion source and MS entrance aperture. This allows the sample to be ‘pre-cleaned’ before mass analysis, in analogy with liquid chromatography, and has been implemented commercially\textsuperscript{214, 215}. Another advantage of FAIMS is better sensitivity, as it is a continuous-flow technique with improved duty cycle, and the ions are better focussed between the electrodes. Among the disadvantages is the use of high fields that can cause unfolding of labile biological ions, and there is no direct correlation between the apparent mobility of an ion and its cross section\textsuperscript{216}.
1.3.3.2 TWIMS

Travelling wave ion mobility spectrometry (TWIMS) is the commercial answer to the problem of low IM resolution of classic ion mobility separations developed at Waters Corporation. The TWIMS drift device is fully integrated into a vacuum chamber of a ToF mass spectrometer and is marketed as Synapt®. In this sense the travelling wave device is comparable to the LDT, operating at pressures lower than 1 atm of buffer gas (typically nitrogen at 0.2 – 0.5 mbar), it requires an ion pulse to start a mobility separation, but is not capable of producing ion collision cross sections as output (nevertheless, calibration of drift-times to those measured by LTD for particular ions have been used to yield approximate cross sections in helium from these measurements performed in nitrogen). The drift chamber of a TWIMS device is a stacked ring ion guide (SRIG) capable of transmitting a travelling wave potential. The SRIG used for TWIMS is the central one from an array of three present in a Synapt®: the first one being used to accumulate ions prior to injection into the mobility device, and the last one for transmitting the separated ions into the mass analyser (ToF). The operation of the SRIG is illustrated in Figure 1-14, whereby opposite phases of the RF voltage are applied to consecutive ring electrodes, producing a radially-confining potential. This potential prevents ions from radial diffusion from their intended path, rendering a highly focused beam. A transient DC potential pulse is superimposed on the RF and is applied to sequential electrodes producing an electric field propelling the ions along the axis of the SRIG. The series of potential hills and valleys are subsequently applied to the next pair of electrodes at regular intervals creating a travelling wave, inducing, on average, ion motion in the direction of wave propagation. As ion motion is impeded by the frictional forces of the buffer gas, ions with a
higher mobility will be affected by this process to a lesser extent, giving rise to shorter drift times. For large wave heights (which depends on the instrument settings and ion charge), all ions will be carried to the end of the drift tube by a single wave, and no separation will occur. Only at sufficiently low wave heights will ions ‘roll over’ the waves.

**Figure 1-14** Illustration of the principle of mobility separations in a travelling wave ion guide (TWIG). (A) – Schematic of the stacked ring ion guide (SRIG) device featuring ring electrode pairs. (B) – Ion motion in the SRIG during application of a T-wave. The ions are transported horizontally by the transient DC potential against the gas flow (red – high-mobility ions, green – low mobility ions). (C) – Arrival time distribution (ATD) plot as an output, illustrating apparent drift time $t'_d$ before calibration.
A fundamental difference between the LDT-IMS and TWIMS is that in the latter case there is no direct linear proportionality between the ion drift time and its collision cross section\textsuperscript{218}. To overcome this, all drift time data obtained on the T-wave need to be calibrated to the data obtained on the LD device\textsuperscript{219}, for which a formal database is maintained by the Clemmer research group\textsuperscript{99}. A full understanding of the effect of the T-wave device on the labile biological ions is currently being accumulated, however it must be pointed out that certain amount of heating-induced conformational changes have been observed in proteins\textsuperscript{220}.

\subsection*{1.3.4 Peptide and protein structural elucidation by ion mobility mass spectrometry}

Mass spectrometry, even as a stand-alone technique, can provide useful insights into protein conformational changes in the gas phase. The first such work was carried out more than 20 years ago\textsuperscript{221}. Here, the authors presented bovine cytochrome \textit{c} with different pH conditions and observed the change in charge state distribution. Thus, the number of available ionisable sites on the protein was used as a measure of ‘unfoldedness’ of the conformation. MS-based approaches offer a range of additional tools to interrogate the system under investigation. For example, collision induced dissociation can be applied to interrogate the arrangement of sub-units in the protein complex and the strength of interaction between them\textsuperscript{190, 222, 223}. ESI-MS is easily coupled to liquid-phase techniques, such as chromatography, which enables the study of biochemical processes in online arrangement\textsuperscript{224}. High sensitivity (down to femtomolar concentrations), dynamic range ($\sim 10^{6}$) and selectivity of MS also allows monitoring of many/all components at once\textsuperscript{225}. The gentle
process of nESI preserves non-covalent interactions, and protein-ligand and protein-protein interactions can be studied. Many biochemical processes reach equilibration within a few seconds after initiation, which renders monitoring of such processes before the equilibrium is established inaccessible by X-ray crystallography and NMR spectroscopy. The millisecond time-scales of MS-based techniques offer an attractive alternative to study non-equilibrium states of protein systems and fast dynamical processes.226

It has also become possible to determine conformations of proteins and their complexes using IM-MS. It allows users to calculate collision cross sections and hence obtain valuable information on the conformations adopted in the gas phase. Ion mobility adds an extra dimension to mass spectrometry, as it can resolve structural isomers, probe non-covalent interactions and monitor catalytic activity. Ion mobility data can be interpreted with the help of molecular modelling, whereby theoretical collision cross section of a protein can be compared to experimental values. Based on this comparison, candidate geometries can be proposed. Ion mobility mass spectrometry has proven to be a very appropriate technique to study sequence-to-structure relationships, since the solvent effects are absent, and the conformations observed in vacuo are defined mainly by the sequence. These MS-based approaches to determining structure represent an attractive complementary rapid route to analysis, assessing whether a given design strategy has been successful in obtaining the correct fold. Along with several traditional analytical biophysical characterisation methods, IM-MS might form part of a protein design platform.
The past 30 years have seen growth of molecular weight that has and can be examined by mass spectrometric measurements. For example a group led by Gary Siuzdak measured the mass of an intact tobacco mosaic virus (TMV) using a ToF instrument. The capsid of TMV is a multi-protein assembly consisting of approximately 2140 identical proteins, and its calculated molecular weight is ~40.5 MDa. These new intact protein molecular weight frontiers reached by MS have now far surpassed those of X-ray crystallography and NMR spectroscopy, the latter being traditionally confined to small soluble proteins only.

1.4 Complementary biophysical techniques to study peptides and proteins

Each method available to scientists to characterise protein systems has its strengths and weaknesses, and very often only a wise combination of them can deliver reliable and informative results. Most common biophysical techniques that are used to characterise proteins and their interactions are briefly overviewed here.

1.4.1 Solution-phase techniques

1.4.1.1 NMR spectroscopy

Nuclear magnetic resonance (NMR) spectroscopy provides structural determination at atomic resolution. NMR is a non-destructive solution-phase
technique, which is considered a ‘natural’ environment for proteins. It employs magnetic properties of atomic nuclei positioned in close proximity of each other that have different nuclear spins. The atoms may be in proximity either a result of being adjacent along the polypeptide backbone or due to three-dimensional fold of the protein\textsuperscript{235}. NMR relies on the absorption of radiofrequency energy by nuclei within a strong magnetic field. Since nuclei within a given molecule have different bonding arrangements or neighbouring atoms, each nucleus gives rise to a characteristic resonant frequency. In biological NMR, the identification of individual proteins uses molecules enriched with $^{13}$C and $^{15}$N to allow assignment. By analysing this information against the constraints of feasible distances, angles and torsions between the atoms, a 3D model of a protein can be reconstructed, along with their regions and surfaces of interaction with other molecules, binding affinities and conformational dynamics over a wide timescale of picoseconds to seconds. Monitoring of dynamic processes, however, only reveals the average state. Currently, the size of biological complexes investigated by solution-state NMR typically does not exceed 100 kDa for atomic resolution\textsuperscript{236}. A major drawback of this method is the amount of sample that is required for analysis (albeit recoverable): the typically required amounts of 0.5 mL at ~1 mM concentration can be difficult to obtain for proteins. Another limiting factor is the time needed for solving the structure.

1.4.1.2 UV-visible spectroscopy

UV-visible spectroscopy is a low-resolution technique that is useful for identifying and monitoring changes in protein structure triggered by an external stimulus. The process relies on absorption of energy in the UV-visible spectral region by $\pi$-electrons and non-bonding electrons resulting in
their excitation from the ground state to higher anti-bonding molecular orbitals. Absorption of light is measured as a function of its frequency or wavelength to obtain a spectrum. Absorption and wavelength (or frequency) depends on the chemical nature and the local environment of the chromophore. In application to proteins, the process relies on their intrinsic absorbance of UV light by tryptophan residues (with small contribution from tyrosine and phenylalanine)\textsuperscript{237}. Hence it can be used as a probe for the conformational state of the protein, as well as its coordination geometry and extent of metal binding\textsuperscript{154}. Among the advantages of this method is its speediness, ease of implementation, relatively low cost, and low sample amounts are required (and they are recoverable): \(\sim 70 \, \mu\text{L} \) at \(\sim 10^{-5} \, \text{M}\), with no limit imposed on the size of macromolecule. A significant disadvantage of UV-visible spectroscopy is that it is not a universal method: it is not applicable to compounds that do not have chromophore, and some molecules are spectroscopically silent, as was explained in section \textsection 1.1.4.

\subsection*{1.4.1.3 Circular dichroism}

Circular dichroism (CD) spectroscopy measures the differences in absorption between left and right circularly polarised light (UV and visible) when the chromophore is chiral. Two types of chromophore chirality are found in biomolecules: intrinsic or due to being linked to chiral centre, and due to asymmetric three-dimensional environment\textsuperscript{238}. CD is a very versatile method that yields complementary structural information from different spectral regions. It encompasses secondary structure and folding motifs; monitoring of conformational changes; thermal stability investigations; integrity of co-factor binding sites; metal binding (can resolve individual d–d electronic transitions as separate bands\textsuperscript{239}). The advantages of this method include low
sample volume requirements (down to ~3 μL) at the same concentration ranges as for UV-visible spectroscopy (~10⁻⁵ M), no macromolecule size limit, and sample can be investigated under variety of conditions including physiological. Among the drawbacks of the method are restrictions on solvents (chlorinated solvents cannot be used) and salt concentrations (high salt concentrations should be avoided: ≤5 mM). A notable drawback is low structural resolution that cannot be used for quantitation purposes.

1.4.1.4 Analytical ultracentrifugation

Analytical ultracentrifugation (AUC) is another versatile tool to characterise proteins based on their sedimentation velocity/equilibrium in the centrifugal field, monitored by absorbance measurements. Analytical information available with this method include examination of sample purity, determination of molecular weight, analysis of conformational changes and associating systems²⁴⁰. Method of sedimentation equilibrium specifically pertains to association studies, whereby a range of metrics are yielded: molecular weights of each monomer before association and of complex, as well as stoichiometry of heterogeneous components and strength of interaction between them. A wide range of macromolecule sizes is covered by AUC: from 100 Da to 10 GDa. Sample concentrations required for AUC are in the same range as for the two previously described methods – UV-visible and CD spectroscopies (~10⁻⁵ M). A significant drawback of the method is tremendous hazard associated with a risk of catastrophic failure due to rotational kinetic energy of the rotor during operation.
All spectroscopic measurements in this thesis were performed by Dr Craig Armstrong at the University of Bristol, and some data can be found in Appendix.

### 1.4.2 Solid-phase technique: X-ray crystallography

X-ray crystallography (XRC) is a sub-atomic resolution (better than 0.85 Å, achievable on synchrotron beam-lines) technique that has no rivals in the level of structural information attainable and is considered the ‘gold standard’. This technique studies the proteins and their complexes in the solid state, which renders it unsuitable for any dynamic processes characterisation. Also, it relies on very high quality crystals of proteins, and obtaining the crystals is a laborious time-consuming process of trial-and-error, also requiring substantial amounts of sample. Very often it is impossible to obtain crystals at all. When these obstacles are surmounted, the crystal can be interrogated by diffraction of X-rays by electron clouds surrounding all atoms in the crystal lattice. The resulting electron density map is deconvoluted to yield atomic distances and the three-dimensional architecture in the molecule. Data analysis is another time-consuming aspect of XRC, however this is well rewarded by the fact that there is no size limit imposed on macromolecular complexes under investigation.

### 1.4.3 Computational technique: molecular modelling

Molecular dynamics (MD) simulations provide a very useful method to complement IM-MS data, as detailed structural insight into protein
behaviour can be obtained. MD-generated candidate geometries can be used to ‘fill-in’ experimental cross sections and used for evaluating the data. Protein behaviour can be modelled either in solution (explicit or implicit) or in vacuo. MD enables the study of complex dynamic processes, including conformational changes, protein folding, molecular recognition and binding, and ion transport. The output of MD simulations is a set of coordinates of the modelled structure, which can be compared with IM-MS data. This set of coordinates is then used to calculate theoretical CCS, for which three different methods are used (implemented in MobCal program\textsuperscript{243; 244}): the projection approximation (PA), the exact hard sphere scattering (EHSS), and the trajectory method (TM). In PA method, the ion is modelled by a collection of overlapping hard spheres with radii equal to hard sphere collision distances\textsuperscript{245}. The orientationally-averaged geometric cross section is determined by averaging the geometric cross section over all possible collision geometries. This method only works well if molecular surfaces are convex. Real-life systems, however, contain cavities which are either shielded from collisions by other parts of the macromolecule, or multiple encounters between the ion and buffer gas can take place within a cavity due to reflections. Adjustments were made to this method to account for such events, which gave rise to the EHSS model\textsuperscript{244}. Here, the ion is modelled in the same way as for PA. However the orientationally-averaged momentum transfer cross section is calculated by determining the scattering angles between the incoming buffer gas atom trajectory and the departing buffer gas atom trajectory. TM treats the ion as a collection of atoms, each one represented by a potential\textsuperscript{243}. The effective potential is obtained by summing over the individual atomic contributions and then trajectories are run in this potential to obtain the scattering angle (the angle between the incoming and
departing buffer gas atom trajectory). The orientationally-averaged collision integral is determined by averaging over all possible collision geometries. The trajectory method, which accounts for long-range interactions, gives the most reliable estimate. The PA method generally gives numbers that are lower than those obtained by TM, while EHSS – higher\textsuperscript{200}. This trend is more pronounced for larger systems.

A major limitation of MD simulations is the short time-scales accessible by this method – typically nanoseconds\textsuperscript{246}, whereas IM-MS experiments deal with much longer time-scales of a few milliseconds, during which time structural rearrangements can take place. For comparison, the simplest structural elements of proteins, such as disordered loops, α-helices and β-hairpins take longer to form: 0.007 – 0.09 μs, 0.4 – 2.0 μs and 0.8 – ~20 μs respectively\textsuperscript{12}. Folding of most proteins to their native state is usually complete within a second\textsuperscript{247}. Continuous improvements are being made to enhance sampling methods to reduce computational time, and improved correlation between experimental and theoretical results is anticipated in the future\textsuperscript{248; 249}.

All MD calculations in this thesis were performed by Dr Massimiliano Porrini at the University of Edinburgh, and some experimental details can be found in Appendix.
1.5 **Contribution of this work**

This work aims to provide an insight into protein-ion interactions using a gas-phase platform. Behaviours considered here include conformational changes of proteins and peptides in response to ion binding and temperature, as well as specificity and strength of such binding.

Details of experimental approach are presented in *Chapter 2*. Described here are particulars of mass spectrometry and ion mobility mass spectrometry approach in application to biological samples. A workflow of IM-MS experiment is explained, inclusive of molecular dynamics simulations that are used to complement experimental findings.

*Chapter 3* describes a gas-phase method development quest to characterise synthetic peptide-based system in an attempt to understand how a protein sequence dictates its fold. The system studied is a consensus zinc finger sequence (vCP1) that responds to zinc ion binding by adopting a zinc finger fold. This study was used to optimise characterisation parameters for analysis of a more complex peptide-based switching system presented in the following chapter. Stoichiometry of binding is probed, peptide-metal and peptide-peptide affinities are quantified by titration. Gas-phase conformations are evaluated by IM-MS and compared to those by MD simulations.

*Chapter 4* describes refinement of the gas-phase analytical platform discussed in the preceding chapter in application to the peptide-based dual switching system (ZiCop) that is capable of adopting either of the two conformations in response to a stimulus: zinc finger or coiled coil. The zinc-
bound state of the switch is very similar to the one described using the example of vCP1. The coiled coil state involves the peptide’s interaction with another peptide to form a stable two-helix parallel dimeric coiled coil. Stoichiometry of binding is probed, peptide-metal and peptide-peptide affinities are quantified by titration and CID. Gas-phase conformations are evaluated by IM-MS and compared to those by MD simulations.

Chapter 5 investigates protein-salt interactions using three proteins (lysozyme, cytochrome c and BPTI) and one salt (iodide anion). Conformational changes that take place in response to HI adductation and temperature are discussed. Experimental collision cross sections of apo-proteins, as well as iodide-bound with up to three anions, are obtained and compared to those of crystal structures in the absence of any ions. Qualitative conclusions are drawn.

Chapter 6 concludes the findings of this thesis and briefly outlines the context of potential further developments in the area of protein-ion interactions.
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2.1 Biological mass spectrometry

The mass spectrometry work presented in this thesis has been carried out using a hybrid quadrupole time of flight mass spectrometer equipped with nano-electrospray ionisation source – the Q-ToF-2 (Quadrupole Time of Flight) instrument (Waters, Manchester, UK). All data were acquired in positive ionisation mode. A schematic diagram of the instrument is shown in Figure 2-1.
Figure 2-1 Waters Q-ToF-2 mass spectrometer schematic (adapted from the manufacturer’s user guide). The instrument consists of three differentially pumped regions: source, quadrupole analyser and ToF analyser, separated by small orifices.

2.1.1 Nano-electrospray ionisation and sample introduction

Samples were ionised using nESI, where the proteinaceous species were charged and transferred from their solution into the gas phase. This was implemented using borosilicate capillaries with fine tips (1 – 30 μm) filled with sample solution into which 0.125 mm diameter platinum wire (Goodfellow Cambridge Ltd., Huntingdon, UK) was inserted to apply charge
to the analyte. Sample tips were fabricated in-house on a Flaming/Brown micropipette puller Model P-97 (Sutter Instrument Company, Novato, CA, USA) from thin-walled 0.9 mm i.d. capillaries (World precision Instruments, Sarasota, FL, USA). The voltage applied \textit{via} a platinum wire was in the range of 0.7 – 1.5 kV and largely depended on the solvent composition and especially the spray tip geometry. The latter, although every care has been taken to ensure consistency of the capillary puller performance, was challenging to control accurately over the lifetime of the puller’s heating filament.

\subsection{2.1.2 The fate of ions in the mass spectrometer}

The following describes the lifecycle of ions, from generation to detection, in the Q-ToF-2 mass spectrometer (see schematic in Figure 2-1). The ions are generated in the source and enter the first vacuum region (\(\sim 1.9 \pm 16\% \text{ mbar}\)) of the mass spectrometer \textit{via} a z-shaped trajectory afforded by mutually orthogonal positioning of the sprayer and the first two conical apertures – sample and extraction cones. Such source geometry improves sensitivity, as it allows for more efficient sample desolvation and removal of neutral species which are not sensitive to the voltages applied to both cones. The source block is typically heated to 80\(^\circ\)C to improve desolvation. The ion beam is then focussed into the next vacuum region in the hexapole RF lens.

Upon entering the second vacuum region – the quadrupole analyser chamber – maintained at \(\sim 2.7 \cdot 10^{-5} \pm 13\% \text{ mbar}\), the ions pass through a quadrupole. The operation of the quadrupole can be altered to accomplish either of the following experiments:
- MS analysis in the ToF. In this case, the quadrupole is used to transfer a pre-selected range of \( m/z \) values towards the ToF analyser. Here, the point detector is used to optimise the ion signal.

- MS/MS analysis of an ion of a selected \( m/z \). Here, the quadrupole is tuned to transfer only ions with user-specified \( m/z \). These ions can then be subjected to increased kinetic energy by applying voltages in the range of 4 – 200 V to be fragmented in the collision cell. The precursor ions of up to 4000 \( m/z \) can be selected by the quadrupole in this instrument. In the latter case, the fragmentation occurs due to multiple collisions of the proteinaceous analyte ions with the neutral gas (argon) maintained at a pressure of 1 bar. This leads to fragmentation of the peptide bond along the protein’s/peptide’s backbone, generating primarily \( b \)- and \( y \)-type fragments (see section 1.2.5 for more details on fragment types). Any ions that survived and/or came to exist in the collision cell, whether the quadrupole was set to transfer (MS) or selection (MS/MS) mode, are transferred to the third pumping region via the RF hexapole lens.

This last – ToF – region is maintained at the highest vacuum of \( \sim 4.6 \cdot 10^{-7} \pm 26\% \) mbar, to ensure minimal interference with the background ions and hence better analyte detection. In this region, the ions are analysed (or sorted) by measuring their time of flight, which is proportional to each ion’s \( m/z \) ratio and inversely proportional to its velocity. On entry to this region, the ions are focussed and orthogonally accelerated by the pulsed pusher down the flight tube towards the reflectron (‘ion mirror’). Here, they are turned around in the retarding field and directed to the micro-channel plates.
set to 2000 V, where the ion signal is detected. Under the recommended instrument settings, the upper limit for this instrument is 32,000 m/z.

The detected ion signal is converted to the time of arrival for each incoming pulse in the time-to-digital converter (TDC) at a rate of 1 GHz. The resulting time domain is processed to yield the m/z domain by the MassLynx 4.1™ (Waters, Manchester, UK) built-in software and is presented as mass spectra.

### 2.1.3 Mass calibration

The mass spectrometer was calibrated daily using a 2 mg/mL sodium iodide dissolved in 70% isopropanol. The salt yields a series of cluster peaks corresponding to \( \text{Na}_{n+1}\text{In} \) ions, where lowest value of \( n \) is 0, covering the whole m/z range accessible by the instrument. Typical peak resolution (FWHM) of the ToF signal was \( \sim 7800 \) on \( (M + 6H)^{6+} \) ion from BPTI.

### 2.1.4 Typical Q-ToF-2 settings

Typical instrument settings used in the presented work are shown in \textit{Table 2-1}.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capillary (kV)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Cone</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Extractor</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>RF Lens</td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td>Source Temp (°C)</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>LM Resolution</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>HM Resolution</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Collision Energy</td>
<td>5</td>
<td>Raised stepwise for CID</td>
</tr>
<tr>
<td>Ion Energy</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>Steering</td>
<td>−1.93</td>
<td></td>
</tr>
<tr>
<td>Entrance</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>Pre-filter</td>
<td>6.0</td>
<td></td>
</tr>
<tr>
<td>Transport</td>
<td>2.0</td>
<td>5.0 for the study in Chapter 5</td>
</tr>
<tr>
<td>Aperture2</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>Acceleration</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>Focus</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Tube Lens</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Offset1</td>
<td>−0.30</td>
<td></td>
</tr>
<tr>
<td>Offset2</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Pusher</td>
<td>980</td>
<td></td>
</tr>
<tr>
<td>TOF (kV)</td>
<td>9.10</td>
<td></td>
</tr>
<tr>
<td>Reflectron</td>
<td>34.66</td>
<td></td>
</tr>
<tr>
<td>Pusher Cycle Time (μs)</td>
<td>70 – 110</td>
<td>Adjusted according to m/z range</td>
</tr>
<tr>
<td>Multiplier</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td>MCP</td>
<td>2000</td>
<td></td>
</tr>
</tbody>
</table>

*Table 2-1*  Typical Q-ToF-2 settings. Values are shown in volts, unless stated otherwise.

### 2.2 Ion mobility mass spectrometry: the MoQ-ToF

The IM-MS work presented in this thesis has been carried out on the 'MoQ-ToF' (acronym of ‘Mobility Q-ToF’). This instrument is similar to the one described in section 2.1.2, and is based on the commercial Q-ToF mass spectrometer (Waters, Manchester, UK), modified in-house to enable ion
mobility separations. All IM-MS data were acquired in positive ionisation mode using nESI source as described in section 2.1.1.

2.2.1 Instrument description and operation

The main modification that turned the Q-ToF mass spectrometer into MoQ-ToF was the inclusion of the drift cell chamber containing the 5.1 cm drift cell, associated optics, gas feed-lines, etc. A schematic diagram of the MoQ-ToF is shown in Figure 2-2 with the drift cell chamber highlighted in pale blue. The drift cell is filled with 3.2 – 4 Torr (4.3 – 5.3 mbar) buffer gas – helium (CP grade, 99.999% purity, BOC Specialty Gases Ltd, Guildford, UK) at a temperature of ~300 K (27°C) to enable mobility separations. This additional gas load in the middle of the vacuum region is dealt with by the 500 L/s Pfeiffer TMH520 turbomolecular pump (Pfeiffer Vacuum Ltd, Newport Pagnell, UK) backed by the Edwards two-stage E2M40 rotary vane pump (Edwards Vacuum, Crawley, UK); an additional mechanical booster pump is engaged when the drift cell is filled with gas. The resulting vacuum attained in the MoQ-ToF with the drift gas in the cell is as follows: source region: ~1.9·10^{-3} mbar; analyser region: ~1.7·10^{-3} mbar; ToF region: ~1.4·10^{-7} mbar.

The temperature of the drift cell can be varied between 80 and 700 K. Three different temperature settings have been used in this work: ‘ambient’ (~300 K), ‘high’ (~360 K) and ‘low’ (~260 K). Cell heating is implemented via tantalum wire (0.25 mm diameter, Goodfellow Cambridge Ltd., Huntingdon, UK) fed through ceramic rods (Kimball Physics Inc., Wilton, NH, USA) located in the copper block that houses the cell. A potential difference is
applied to the heaters causing the wire to resistively heat the cell copper block. Cell cooling is implemented *via* passing the chilled nitrogen gas through the channels inside the copper block. The outlets of the channels are connected to the ¼-inch o.d. stainless steel tubular cooling coil *via* Swagelok VCR vacuum-tight fittings (Swagelok Company, Kings Langley, UK). The gas is supplied from in-house reservoir through the pressure regulator kept at ~0.5 bar, is chilled in thermally insulated Dewar flask filled with liquid nitrogen before being supplied to the in-cell channels and exhausted into the atmosphere.

The MoQ-ToF can be operated either in the MS only mode or IM-MS mode, with the drift cell filled with helium in both cases. In the former case, the ion path is continuous and similar to the one described in section 2.1.2, whereas in the latter case a pulsed event is introduced in the drift cell to enable ion mobility separation of the analyte ions. MS mode is used to tune for ion signal, with the drift cell potential set at its highest value of 60 V (refer to section 2.2.2 for drift cell voltage range used). The drift cell pulse is synchronised with the ToF pulse to allow the drift time measurements, with one mobility separation event sampled 200 times (*i.e.* pushes) by the ToF.
Each mobility event starts with trapping of ions in the pre-cell hexapole (Figure 2-2) by raising the voltage on the ‘top-hat’ lens at the end of the hexapole. Then the trapping potential is lowered for a fixed time of 40 μs to allow the packet of ions enter the drift cell due to the potential difference between the hexapole and the cell entrance. This potential difference is termed ‘injection energy’ (IE) and is typically in the range of 35 – 40 V. Lower values of IE will cause insufficient ion transfer into the drift cell and hence weakened signal, and higher IE will cause ions to traverse too deep into the...
cell before they start to drift, thus lowering the effective separation length. The ions drift within the cell in the uniform linear electric field which is maintained between the cell entrance and exit. The ions exit the cell in order of their mobility $K$, and are re-focussed in the post-cell hexapole and proceed to the ToF region to be mass-measured. The next 40-μs injection pulse will take place after 200·ToF period milliseconds, thus giving the value of pre-injection accumulation time in the hexapole. The ToF period, in its turn, is directly proportional to the $m/z$ acquisition range. For example, to analyse ions up to 3400 $m/z$ will result in maximum flight time of 100 μs. Thus, any two mobility events are separated by $200\cdot100\ \mu s = 20\ ms$ or, in other words, take place at a frequency of 50 Hz ($v = 1/t = 1/20\ ms = 50\ Hz$). This frequency is set by the user on the digital delay/pulse generator DG535 (Stanford Research Systems, Sunnyvale, CA, USA).

The output of the mobility experiment is the TIC featuring a peak (or closely ‘eluting’ peaks, with resolution of 20) termed ‘total arrival time distribution’ (tATD). Typically 11 such peaks are acquired to be summed to yield greater signal intensity and to compensate for the poor sampling rate due to the innate periodicity of the ToF analyser. The MassLynx 4.1™ (Waters, Manchester, UK) built-in software was modified to accommodate for the ion mobility capacity, and allows the user to select a specific $m/z$ (or a range of $m/z$) and generate a selected ion ATD.
2.2.2 Typical workflow of IM-MS data acquisition and analysis

A typical data acquisition procedure involves performing a number of mobility events at different drift voltages applied across the cell. The voltages range from 60 to 10 V in steps of 10 or 15 V, e.g. 60, 45, 35, 30, 25, 20, 15 and 10 V, and extractor voltage is adjusted by the same number of volts as the drift cell potential. Resulting ATDs are recorded along with pressure and temperature for each of the voltages. The use of multiple voltages instead of one removes the necessity to measure the instrumental dead time $t_o$ for each ion, as will be explained below.
Figure 2-3  Output of a mobility experiment and first data processing steps. (A) – TIC of raw ATDs at drift potential 60 V; (B) – a zoom of the peak highlighted in (A); (C) – full mass spectrum of ions arriving at the detector after mobility separation; (D) – XIC of the 1496 m/z peak highlighted in (C); (E) – illustration of summation process of XIC peaks at 1496 m/z.
Figure 2-3A shows the output of the raw data collected for 13 identical mobility experiments carried out at one of the drift voltages (60 V). The pale pink box highlights the one of the ATDs, and the zoomed in peak is shown in Figure 2-3B. By combining all the scans under that peak generates full mass spectrum (Figure 2-3C) of all ions that reached the detector. For any m/z value (or a range of m/z values), an extracted ion chromatogram (XIC) can be reconstructed by combining the m/z range in question, as shown by the pale green box across the ion at 1496 m/z. The resulting XIC is shown in Figure 2-3D and features two closely ‘eluting’ peaks. The ATDs on panes B and D are aligned by their scan number to highlight the relative position of the XIC peak with respect to the TIC. In this example, intensity of the XIC is 3% of that of the TIC. As has been mentioned in section 2.2.1, the data quality is enhanced by summing the repeated ATDs, using a simple Excel spread-sheet template. Figure 2-3E shows the 13 ATDs, all at approximate intensity of 1,100 counts, which after summation yield a single ATD peak (Figure 2-3F) with intensity increased by almost a factor of 13 (13,500 counts).

The next step in ion mobility data analysis is to obtain arrival times of the ions of interest, which involves combining the results for each of the drift voltages. Figure 2-4A shows ATDs obtained at several drift potentials arranged in order of decreasing drift voltages. The scan numbers are converted into arrival times by multiplying the former by the ToF pusher period to yield values in microseconds. As has been shown above (Figure 2-3D), an ATD at a single voltage can feature one or more peaks, whose relative ratio may either remain constant or change with changing voltage. In this example, the latter trend is observed, which indicates that the earlier-arriving ions are the dimer of the later-arriving species. If the relative peak ratio remained constant across all voltages, the two resolved species would
be conformers of the same ion. The increased proportion of the dimer (or other multimer) at decreasing drift voltages arriving at the detector is due to fact that these species have higher charge. Higher charged species are better focussed by the confining voltages and less susceptible to radial diffusion during their drift, the effect that is more pronounced at lower drift voltages as the time spent in the cell is increased.

Figure 2-4  Further steps of data processing from ATDs to mobility plots. (A) – a set of XICs for the selected m/z value obtained at discrete drift potentials; (B) – Gaussian fitting to the ATD data points to elucidate average arrival times for populations of ions; (C) – mobility plots created from arrival times at discrete drift voltages, from which mobility values are calculated.
For each peak on these ATDs, a Gaussian distribution is fitted to the experimental data bins, along with their cumulative curve, using Origin 8.5.1 graphing software (OriginLab Corporation, Northampton, MA, USA), as shown in Figure 2-4B. Maxima of the resulting peaks are used as arrival times $t_a$ for each of the resolved species, and their values are plotted as a function of their corresponding experimental $P/V$ ratios. As has been shown in section 1.3.2, mobility $K$ is often expressed through reduced mobility $K_0$ to decouple it from the instrumental platform and experimental conditions:

$$K = K_0 \frac{P_0 T}{T_0 P},$$  \hspace{1cm} \textit{Equation 2-1}

where $T_0 = 273.15$ K is the standard temperature and $P_0 = 760$ Torr is the standard pressure.

On the other hand, mobility $K$ can be expressed as:

$$K = \frac{L^2}{t_d V},$$  \hspace{1cm} \textit{Equation 2-2}

By combining the two equations, the drift time can be expressed:

$$t_d = \frac{L^2 T_0}{K_0 T P_0} \frac{P}{V},$$  \hspace{1cm} \textit{Equation 2-3}

This equation describes a straight line with the slope $M$ inversely proportional to the reduced mobility:

$$M = \frac{L^2 T_0}{K_0 T P_0} = \frac{L^2}{K P},$$  \hspace{1cm} \textit{Equation 2-4}
Thus, a straight line can be fitted to the experimental arrival time data points (Figure 2-4C) with its y-intercept equal to the instrumental dead time $t_0$. The line fitting quality is assessed by the variance parameter $R^2$, and the data whose fits do not reach the criteria of 0.999 are discarded.

Thus, mobility $K$ can be calculated without the need to determine the dead time $t_0$, as the parameters in Equation 2-4 are either a known fixed parameter ($L$) or measurable experimental parameters ($K$ and $P$). From the values of reduced mobility $K_0$, rotationally averaged collision cross sections $\Omega$ (reported in Å$^2$) of analyte ions are calculated:

$$\Omega = \frac{3ze}{16N} \sqrt{\frac{2\pi}{\mu k_B T}} \frac{1}{K}$$  

*Equation 2-5*

Where $z$ is the charge number, $e$ [C] is the elementary charge, $N$ [m$^{-3}$] is the helium number density, $\mu$ [kg] is the reduced mass of the ion-neutral pair, $T$ [K] is the drift gas temperature, $K$ [m$^2$·V$^{-1}$·s$^{-1}$] is the mobility.

The drifts in pressure during the mobility experiments are in the range of 0.01 Torr, whereas variations in temperature are more profound when conducting the low- and high-temperature work and can reach 0.5 K. *Table 2-2* summarises average deviations in pressure and temperature as a function of cell temperature. To minimise this effect, a finer controlled cell heating system and an automated feedback loop for the cooling system is recommended, along with better insulation of the liquid nitrogen Dewar to minimise thermal loss.
<table>
<thead>
<tr>
<th>Cell temperature setting, K</th>
<th>Average deviation:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>of temperature, K</td>
<td>of pressure, Torr</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.010</td>
</tr>
<tr>
<td>360</td>
<td>0.2</td>
<td>0.011</td>
</tr>
<tr>
<td>300</td>
<td>0.4</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Table 2-2  Average deviations in pressure and temperature as a function of cell temperature setting. The values are calculated as the average of the absolute deviations of data points from their mean.

2.2.3  **Typical MoQ-ToF settings**

Typical instrument settings used in the presented work are shown in *Table* 2-3.
Table 2-3  Typical MoQ-ToF settings. Values are shown in volts, unless stated otherwise. (*) Extractor voltage is given at cell drift potential 60 V, this value is decreased by the same number of volts as the drift cell during a mobility experiment.
2.3 Peptide and protein samples

2.3.1 Synthetic peptides

All of the peptides reported in this work (vCP1, ZiCop and Pp) were synthesised using standard solid-phase Fmoc-based technique using rink-amide resin and HBTU activation. They were supplied as aqueous solutions by the Woolfson group (University of Bristol). Peptide vCP1 was synthesised using a Liberty CEM microwave synthesiser and was N-terminally acetylated and C-terminally amidated. Peptides ZiCop and Pp synthesis was carried out on a PS3 peptide synthesiser (Protein Technologies Inc., Tucson, AZ, USA). All peptides were purified by HPLC (JASCO, Great Dunmow, UK) on C18 columns, and their identity confirmed by MALDI-ToF mass spectrometry using α-cyano-4-hydroxycinnamic acid (CHCA) matrix (ToF/ToF™ 4700 Proteomics Analyser, Applied Biosystems, Paisley, UK). Protein concentrations were measured on a PerkinElmer Lambda-25 spectrophotometer, and determined using Beer's law (University of Bristol) and confirmed at the University of Edinburgh using micro-volume UV-visible NanoDrop 2000 spectrophotometer (Thermo Scientific, Wilmington, DE, USA). On arrival, peptides were stored at 4°C in their aqueous solutions, and prior to all MS and IM-MS studies all cysteine-containing peptides were incubated for ~1 min with a 10-fold molar excess of TCEP to selectively reduce any potential disulphide bond formation. Peptides were made up to concentrations of either 20 or 50 μM in 20 or 10 mM ammonium acetate buffer with pH adjusted to either 6.8 or 7.2 with additions of either ammonia.
or acetic acid. All solutions were made up to contain 5% IPA to aid electrospray desolvation.

2.3.2 Lysozyme

Lysozyme from chicken egg white (product number L6876, ≥90% purity, 14,307.16 g/mol) was purchased from Sigma-Aldrich Company Ltd (Dorset, UK). 1 mM stock solution of the protein was prepared in deionised water and the aliquots were stored at –20°C. For CCS measurements, 50 μM concentrations of lysozyme were prepared in deionised water with addition of 40-fold molar excess of sodium iodide (2 mM).

2.3.3 Cytochrome c

Cytochrome c from equine heart (product number C7752, ≥95% purity, 12,359.94 g/mol) was purchased from Sigma-Aldrich Company Ltd (Dorset, UK). 1 mM stock solution of the protein was prepared in deionised water and the aliquots were stored at –20°C. For CCS measurements, 50 μM concentrations of cytochrome c were prepared in deionised water with addition of 40-fold molar excess of sodium iodide (2 mM).

2.3.4 Bovine pancreatic trypsin inhibitor

Bovine pancreatic trypsin inhibitor, BPTI (product number T0256, essentially salt-free, 6,517.49 g/mol) was purchased from Sigma-Aldrich Company Ltd
(Dorset, UK). 1 mM stock solution of the protein was prepared in deionised water and the aliquots were stored at −20°C. For CCS measurements, 50 μM concentrations of BPTI were prepared in deionised water with addition of 40-fold molar excess of sodium iodide (2 mM).

### 2.4 Metal salts and reducing agent for metal-binding studies on synthetic peptides, and salt for protein-anion interaction study

Peptide-metal binding studies were carried out on four metals, which were used from their acetate salts without further purification. 1 mM aqueous stock solutions were prepared and stored at 4°C. Cobalt, calcium and copper acetates (CoAc: anhydrous, 177.02 g/mol, 99.995% purity, product number 399973; CaAc: monohydrate, 176.19 g/mol, ≥99% purity, product number C8570; CuAc: anhydrous, 181.63 g/mol, 99.999% purity, product number 517453,) were obtained from Sigma Aldrich (Dorset, UK). Zinc acetate (ZnAc: dihydrate, 219.51 g/mol, product number Z20-500,) was obtained from Fisons (Loughborough, UK). Sodium iodide (product number S/5120/50, ≥99% purity, 149.89 g/mol) was obtained from Fisher Scientific (Loughborough, UK). Stock solution of NaI was prepared in deionised water and used without further purification. TCEP hydrochloride (286.65 g/mol, product number 20490) was acquired from Pierce Biotechnology (Loughborough, UK) and 1 mM aqueous stock was prepared and stored at 4°C.
2.5 Solvents and ammonium acetate buffer

LC-MS grade methanol (32.04 g/mol, product number A456-212) and HPLC grade isopropyl alcohol (60.10 g/mol, product number P/7508/17) were obtained from Fisher Scientific (Loughborough, UK). Water was deionised on Sartorius arium® 611, a four-stage purification process to yield purity in the resistivity range of 18.0 – 18.2 MΩ·cm. This system uses mixed bed resins and activated carbon in conjunction with an ultrafilter and a 0.2-micron final filter to further purify water pre-treated by distillation, deionization and reverse osmosis. Ammonium acetate (77.08 g/mol, ≥99% purity, product number A/3440/50) was purchased from Fisher Scientific (Loughborough, UK) and fresh aqueous solution stocks were prepared weekly at pH 6.9. Sample pH in ammonium acetate buffer was adjusted by additions of ammonia solution (17.03 g/mol, 0.88 S.G. 35% NH₃, product number A/3280/PB17, Fisher Scientific, Loughborough, UK) to raise pH and acetic acid (60.05 g/mol, 99.9% purity, product number 20104.334, VWR, Leicestershire, UK) to lower pH of the sample.

2.6 Data acquisition and analysis

2.6.1 Calculation of dissociation constants

Calculation of $K_d$ using gas-phase titrations of the peptide with one ligand, along with two-ligand competitive binding experiments, uses the approach described by Sannes-Lowery and co-workers¹ and theory described by van
Holde et al. Using nESI-MS, the stoichiometry and relative abundance of the apo-peptide and the peptide-metal complex can be determined simultaneously via their first monoisotopic peak intensities.

When a protein has \( n \) ligand-binding sites, the reaction is then:

\[
P + nL \leftrightarrow PL_n
\]

Equation 2-6

When a protein has one ligand-binding site, the reaction above will take form:

\[
P + L \leftrightarrow PL
\]

Equation 2-7

In this case, the dissociation constant \( K_d \) is expressed as follows:

\[
K_d = \frac{[P][L]}{[PL]}
\]

Equation 2-8

where \([P]\) is the concentration of the unbound state of the peptide, \([L]\) is the concentration of free ligand and \([PL]\) is the concentration of bound ligand.

Initial concentrations of peptide \([P_i]\) and added metal salt – ligand \([L_i]\) are always known. The degree (i.e. velocity \( v \)) of binding can be defined as the average number of bound ligand units per target unit and is expressed as:

\[
v = \frac{[PL]}{[P] + [PL]}
\]

Equation 2-9

Therefore the sum in the denominator of the Equation 2-9 is the total concentration of the peptide added initially:
The concentration of the free ligand is given by the difference between initial (added) and bound ligand concentration:

\[ [L] = [L_i] - [PL] \]  \hspace{1cm} \textit{Equation 2-11}

When the normalised values obtained from \textit{Equation 2-9} are plotted against those in \textit{Equation 2-11}, and the Hill curve is fitted to the data points, the point on this curve at 0.5 binding (or 50% target saturation) gives the dissociation constant in ligand concentration units. The Hill curve is described by the following sigmoidal equation:

\[ v = \frac{V_{\text{max}} [L]^n}{K_d^n + [L]^n} \]  \hspace{1cm} \textit{Equation 2-12}

where \( V_{\text{max}} \) is the highest degree of binding (maximum velocity achieved by the system), \( n \) is the number of cooperative sites and \( K_d \) is the Michaelis constant that is equal to the ligand concentration at which the binding rate is half of \( V_{\text{max}} \). In case of single-site binding (\( n = 1 \)), no cooperativity is observed, and the curve becomes hyperbolic and is described by the Michaelis-Menten equation:

\[ v = \frac{V_{\text{max}} [L]}{K_d + [L]} \]  \hspace{1cm} \textit{Equation 2-13}

The linear part of the slope of either of such curves gives a clear indication of the range of concentrations at which dissociation occurs.
2.6.2 **Protein-anion interaction study**

### 2.6.2.1 Ion source temperature effect

To decouple the protein-salt clustering events from the gas-phase ‘artefacts’, the source temperature effect study has been conducted. For each cell temperature setting, three different source temperatures were used (60, 80 and 100 °C) to obtain mass spectra of the proteins with salt, and the relative ratios of the free and salt-bound ions were compared. This was carried out in 3 experimental repeats taken on different days, and the average of 3 mass spectra for each source temperature was reported.

### 2.6.2.2 Ion arrival times measurements

Collision cross sections of the ion series of BPTI, cytochrome c and lysozyme were measured in triplicates and the mean values reported. The data were collected at three different drift cell temperatures for each of the proteins – 260 K (‘cold’), 300 K (‘ambient’) and 360 K (‘hot’); the ion source temperature setting was 80 °C. Resulting arrival time distributions presented themselves as complex profiles often featuring more than one coeluting peak (usually two, with tailing and fronting), making the assignment of the peak maxima ambiguous and CCS calculation unreliable. Also, assigning one or two discrete CCS values to a vastly populated conformational domain would not reflect the physical reality of the events in the drift cell, as the results would be ‘over-interpreted’. Therefore, the data need to be presented in their more ‘native’ form, *i.e.* as ATD profiles (similar to the one shown in Figure 2-4B), and at the same time, a comparison of the results obtained at different experimental conditions has to be possible. To enable this, ion arrival time $t_a$...
scale needs to be converted to CCS scale (*via* drift time $t_0$), for which the dead time value $t_0$ has to be known. The strategy described in section 2.2.2 cannot yield the latter, so it had to be modified. The new method of Gaussian curve fitting has been developed with the kind help from Dr Jason Kalapothakis to afford simultaneous fitting of the whole drift voltage series for a particular ion at once (previously, each drift voltage was fitted separately). Apart from the improved data workup efficiency, this method also: (i) takes into account the inter-dependency of the ATD parameters within one drift voltage series; (ii) yields the dead time value $t_0$ associated with each of the $m/z$ values, enabling the direct use of the *Equation 2-2* to obtain mobilities, and hence CCS, at known drift voltages. The Origin graphing software enables the user to define their custom functions, therefore the existing Gaussian fitting function has been modified to enable fitting the two-ion flux at specified drift voltage series. Resulting values of dead time $t_0$ and were used to convert arrival times into CCS using *Equation 2-2* and *Equation 2-5*. All the data obtained at 300 K were treated using this method, and the resulting mean values of $t_0$ were used to process the rest of the data obtained at 260 and 360 K without curve-fitting, as the $t_0$ for any given $m/z$ value is independent of the drift cell temperature.

### 2.7 Molecular modelling

Force field measurements for the peptide systems (vCP1 and ZiCop) were carried out using the Amber10 modelling package implementing Amber99 force field\(^3\) which contains the divalent zinc atom parameters. For structure minimisation of the proteins (lysozyme, cytochrome $c$ and BPTI) the module
sander of Amber11 with Amber99SB-ILDN force field\(^5\) was used. The ionisation state of all the peptides and proteins was assigned as it would be in solution at pH 7.00 using the H++ algorithm which automates the procedure of protonating the side chains of the residues, according to the specified value of the solvent pH\(^6,^7\).

### 2.7.1 vCP1 system

For the holo-vCP1, a homology model of the peptide based on the consensus zinc finger structure was submitted to the H++ algorithm. The pH value was set to 7.00, to obtain a system total charge of +3.0. The model adopted to simulate the Zn-ligand interaction was non-bonded\(^8,^9\), which entertains only electrostatic and van der Waals’ forces between the protein and prosthetic groups. After minimising the peptide and subsequently equilibrating it at 300 K, a production run of 10 ns was carried out in canonical ensemble, with a time step of 0.5 fs.

For the apo-vCP1 structure, a protonation state found for pH 7.00 was used, which resulted in a total charge of +3.0 (as observed experimentally), with sulphur atoms on the cysteines hydrogenated, in order to represent the fully reduced state of the system. Then two strategies were followed:

- A simulated annealing (SA) protocol starting from a fully extended peptide was applied. The protocol repeats an energy minimisation \(n = 100\) times, followed by “hot” dynamics at 800 K and subsequent stepwise cooling of the system until 0 K. For every minimised structure the TM collision cross section was calculated (via MobCal). The average TM collision cross for these
100 structures Boltzmann weighted by their energy was obtained. To obtain a time evolution of the collision cross section, MD simulations were performed on two representative structures: the first is the one with the lowest energy value and the second is the one whose TM collision cross section value is the nearest to that experimentally measured. These two structures were heated up to room temperature and then NVT dynamics up to 5 ns was followed, with a time-step of 0.5 fs. Their time averaged TM collision cross sections were then calculated with MobCal.

In the second strategy the zinc atom was removed from the holo structure and an MD simulation run for to 10 ns. Whilst strategy 1 is probably a better method by which to sample the gas phase conformations that are observed experimentally, to be consistent with the method taken for the holo-peptide, Figure 3-5 in Chapter 3 contains a representative structure from the second strategy. The CCS measured for conformations in each case are indistinguishable.

### 2.7.2 ZiCop system

The time-step for the simulations in vacuo was 0.5 fs (as no constraints were applied). Following minimisation and thermalisation of the structures at 300 K, the production runs were carried out in canonical ensemble for up to 10 ns. The non-bonded\(^8\) model was adopted to simulate the interaction of the Zn ligand with ZiCop, which uses only electrostatic and van der Waals forces. The resulting structures of ZiCop and Zn-ZiCop were subjected to simulated annealing to probe a wider conformational space for the candidate geometries. The lowest energy structure found within the band of
experimental cross section values was selected to calculate MD collision cross sections in MobCal program\textsuperscript{10,11} using trajectory method.

### 2.7.3 Lysozyme, cytochrome c and BPTI

Experimental CCS of the protein ions were compared to the published\textsuperscript{12} X-ray crystallographic data by plotting the values of the cross sections of the latter calculated from the coordinates in PDB\textsuperscript{12} files. The following PDB files were used: 3AW6 (for lysozyme), 1HRC (for cytochrome c) and 1BPI (for BPTI), and the charge states were assigned as 8+, 6+ and 6+, respectively by the H++ server imposing pH 7.00. Each protein structure was minimised in the gas phase at three temperatures – 260 K, 300 K and 360 K using an “infinite” radial cut-off ($r_c = 999 \, \text{Å}$) for the non-bonded interactions. CCS were calculated using trajectory method (TM) as implemented in MobCal\textsuperscript{10,11} program and at the same temperatures at which the measurements were taken (260 K, 300 K and 360 K). The error associated with such calculations is below 0.5% for lysozyme and cytochrome c, and \textasciitilde 1% for BPTI (estimated from previous repeat calculations, not shown).
2.8 References


Chapter 3

Ion mobility mass spectrometry as a tool for protein design. Part 1: a case study on consensus zinc finger peptide

3.1 Introduction

This chapter describes characterisation of a consensus zinc finger peptide using ion mobility mass spectrometry and molecular dynamics simulations. The system considered here is a synthetic consensus zinc finger sequence (vCP1) that is responsive to zinc: it adopts a zinc finger fold in the presence of Zn²⁺ by coordinating the metal ion by two cysteines and two histidines. This peptide has been selected as a reference for the zinc-bound state and a simple model to refine the characterisation method in preparation for analysis of a more sophisticated dual switching system that is capable of adopting either of the two conformations in response to a stimulus:
zinc finger or coiled coil. This latter system will be discussed in the following chapter.

Although new evidence suggests that the native protein fold really exists as an ensemble of conformations in dynamic equilibrium\(^1\), the fundamental tenet that primary amino acid sequence of a given protein defines its subsequent folded structure still holds true. The scientific community has been intrigued by the prospect of being able to predict protein function from its sequence\(^2; \, 3\). Understanding of the sequence-to-structure relationships in proteins can give an insight into a fundamental question of how proteins fold from an amino acid chain to a biologically active protein. A systematic approach has been taken by a number of research groups\(^4; \, 5; \, 6; \, 7; \, 8; \, 9\) to get an insight into how the protein fold is defined by its primary amino acid sequence.

An important practical aspect of understanding sequence-to-structure relationships includes, but certainly is not limited to, production of novel bio-orthogonal systems that can find their application in new efficient therapies, affinity-based targeted drug delivery, bio-sensors, etc\(^10; \, 11; \, 12\). There are two approaches that are generally adopted to elucidate links between protein sequence and structure. The first approach is called the ‘protein folding problem’, and it tries to predict a protein’s fold from its amino acid sequence (engineered proteins). The second strategy is referred to as the ‘inverse protein folding problem’, also known as ‘protein design’, and it attempts to identify amino acid sequences that adopt a certain fold\(^13\) (synthetic proteins).
Synthetic and engineered proteins also present appealing model systems for studying more complex biological events through mimicry. This task requires an in-depth understanding of underlying principles of how protein function can be related back to its primary sequence via its conformation\textsuperscript{14}. Both synthetic and engineering approaches use chimera proteins, however they differ in the source of the material\textsuperscript{15}. Engineered proteins owe their existence to the refinement of gene manipulation techniques that provide mutated proteins with the desired properties and functions. Synthetic proteins, on the other hand, are products of de novo design, which in itself is a more ambitious venture aiming at creating completely new protein structures with specific pre-defined and novel properties\textsuperscript{16}. Despite the complexity of the task at hand, a number of attempts at protein design have proven successful\textsuperscript{17; 18; 19; 20}.

Traditionally, protein design relies heavily on solution phase methods for characterisation, for example circular dichroism and UV-visible spectroscopies. The benefits and drawbacks of these methods were outlined in section 1.4.1. Here, mass spectrometry and ion mobility mass spectrometry coupled with molecular dynamics (MD) simulations are used to probe interactions between divalent metal ions and a synthetic Cys\textsubscript{2}His\textsubscript{2} zinc finger peptide as an alternative characterisation route. This work expands the analytical toolbox available for protein design, thus enhancing characterisation capabilities.

The system under investigation is a consensus zinc finger peptide vCP1 (variant consensus peptide 1) that forms the first domain of the three-zinc-finger protein (theoretical MW\textsubscript{average} = 10,104.2157 Da) designed and characterised by the Berg group\textsuperscript{21}. The structure of this protein interacting...
with an oligonucleotide corresponding to a favourable DNA binding site has been solved by X-ray crystallography. In this work, gas-phase methods are used to characterise the following aspects of the vCP1 system:

- binding specificity of Zn$^{2+}$ and Co$^{2+}$;
- binding selectivity of these two ions compared to Ca$^{2+}$ and Cu$^{2+}$;
- conformational change as a result of Zn$^{2+}$ and Co$^{2+}$ binding and structural stability arising from this;
- molecular dynamics simulations were used to gain an atomistic level insight into the vCP1 behaviour.

### 3.2 Design of the vCP1 system

The synthetic peptide for a consensus zinc finger sequence, vCP1, has been derived from the work of Berg et al.\textsuperscript{21} Their design featured the most prevalent amino acid at each position of the sequence alignment. This sequence was found to fold in the same manner as natural zinc fingers, and bind zinc more tightly than any natural peptide tested to date at the time\textsuperscript{22}. The same group investigated the effects of creating a minimalist zinc finger-like peptide in which all non-conserved positions were alanine (a small "inert" amino acid) and lysine (to aid solubility). Remarkably, the NMR methods used to probe the three-dimensional structure of this peptide revealed that the peptide folded very much like a natural zinc finger\textsuperscript{23}. This
suggested that the domain was robust and simple enough in nature to be amenable to design using principles from structure prediction. These were primary reasons to select vCP1 as a model system to refine gas-phase analytical method. The peptide vCP1 comprises just 26 amino acids making it a good model for studying peptide-metal interactions in solution and the gas phase. Figure 3-1A shows the sequence of vCP1 (top string), with the zinc-binding residues are highlighted in green (Cys) and turquoise (His), and the three other highly conserved residues – tyrosine, phenylalanine and leucine, are shown in purple\textsuperscript{24}. vCP1 was obtained by sequence search in the Protein Data Bank (PDB) against the sequence shown at the bottom string of Figure 3-1A. The well-established coordination of zinc ion by Cys\textsubscript{2}His\textsubscript{2} tetrahedral geometry\textsuperscript{24} is shown in the equilibrium schematic below. Figure 3-1B summarises some basic facts about the vCP1 sequence. To probe the affinity of this peptide for metal ions the Berg group performed several different spectroscopic absorption assays\textsuperscript{22}, two of which are highlighted here, as they are most relevant to this work. The first one involved direct titration of the peptide with Co\textsuperscript{2+} and it produced a curve that was fit with a dissociation constant $K_d < 0.1$ μM. The second method used Zn\textsuperscript{2+}/Co\textsuperscript{2+} competition and the $K_d$ was determined to be ~2 pM. One-dimensional NMR spectra of the peptide in the presence on Zn\textsuperscript{2+} at pH 7.54 revealed that only fully folded form was present. These finding suggest that in the presence of zinc ion the binding equilibrium is shifted to the right.
Figure 3-1 The vCP1 peptide. (A) Sequence, design criteria and equilibrium in the presence of zinc ion. The sequences show key cysteine and histidine residues in green and turquoise, respectively. Other conserved residues form a small hydrophobic core and are shown in purple. The scheme shows the proposed rearrangement of zinc-binding residues of the zinc finger peptide when the two cysteine (sulphhydryl groups in yellow) and two histidine residues (imidazole nitrogen atoms in blue) coordinate Zn\(^{2+}\) (slate grey)\(^{25}\). Adapted from PDB entries 1Z60 and 2DRP by Dr Craig Armstrong, University of Bristol. (B) Summary of facts relating to vCP1. Acidic and basic amino acid residues in protein sequences are shown in red and blue respectively. Cysteine and histidine residues in green and turquoise, respectively.

The work presented in this chapter proposes a gas-phase platform to characterise \textit{de novo} designed proteins in general and metal binding in particular as both a competitive and complementary strategy. To probe selectivity and specificity of vCP1 for different metals, apart from Zn\(^{2+}\), a range of other divalent metal cations were used: Co\(^{2+}\), Cu\(^{2+}\) and Ca\(^{2+}\). The first three are transition metals and the last one is alkaline earth metal, whose selected physical properties are summarised in Table A 2 of Appendix.
3.3 Overview of interactions – stoichiometry of binding

The equilibrium described in Figure 3-1A was probed by nESI-MS following the experimental procedure described in Chapter 2, Table 2-1. The resulting mass spectra (Figure 3-2A) revealed that the vCP1 peptide presents two major charge species assigned as [vCP1+3H]3+ and [vCP1+4H]4+, with the former being the most dominant, the latter is approximately half its intensity. A very low-intensity [vCP1+2H]2+ signal is also observed. Mass spectra of vCP1 with additions of equimolar amounts of metal acetate salts (Figure 3-2B through E) show that extent of binding is varied for different metals.

Surprisingly, Zn does not bind to vCP1 in a 1:1 ratio, leaving approximately one half of its population in the apo-form (Figure 3-2B). The zinc-bound 4+ charge state constitutes only a fraction of its apo form signal. For all spectra, impurities originating from the metal salt are denoted by black asterisks, and TCEP (tris(2-carboxyethyl)-phosphine) adducts are shown in orange asterisks. Closer analysis of spectral ranges with data around the orange asterisks revealed (not shown) that TCEP associates predominantly with the metal-bound vCP1. This association presumably takes place between the carboxylic groups of TCEP and the positively charged amino acid residues of vCP1 – Lys and Arg as they all face outward in the metal-bound conformation (as is revealed by MD simulations discussed below in section 3.5). There is a higher probability of TCEP being bound to Arg than Lys, as the pKₐ of Arg is 13.2 (compared to the lower value of 10.3 for Lys). The analysis of calcium interacting with vCP1 is a notable exception, as the strongest signal of TCEP association with vCP1 is the one without the metal.
(perhaps not surprisingly, as the intensity of signal from the holo-form here is very low).

Cobalt binds to vCP1 at almost 1:1 stoichiometry, indicating higher selectivity for this metal compared to zinc (Figure 3-2C). Interestingly, when the peptide binds both zinc and cobalt it only presents a single charge state following ESI-MS, suggesting that in solution the fold is stable, with a single configuration of solvent-exposed residues giving rise to one charge state.

Figure 3-2D shows the mass spectrum of vCP1 and calcium acetate mixed in equimolar amounts, which is strikingly similar to the mass spectrum of the apo-vCP1 (cf. pane A). Very little binding occurs, indicating the non-specific nature of it. Indeed, as a divalent cation from group II of the Periodic Table, calcium is a ‘hard’ metal (Table A 2 in Appendix) that binds to carboxyl groups of Asp and Glu27. vCP1 provides only one such site – the Glu-6 residue.

Figure 3-2E features the vCP1 interaction with copper ion, where only a small fraction of the peptide is metal-associated. A feature unique to this mass spectrum, compared to all of those discussed above, is that the metal-free 2+ charge state gains prominence here. Both calcium- and copper-bound peptide do not feature the holo-4+ ion, in contrast to the zinc- and cobalt-bound vCP1 (cf. panels B and C vs D and E in Figure 3-2). This is indirect evidence that Zn2+ and Co2+ are specifically bound within the peptide’s coordination sphere, which is not the case for Ca2+ and Cu2+.
Figure 3-2  Representative nESI mass spectra of vCP1 individually and with metals. (A) – vCP1 sprayed from the buffered conditions (see below); (B) through (E) – equimolar mixture of vCP1 and metal acetate salts, featuring apo and holo forms of the peptide: (B) – Zn, (C) – Co, (D) – Ca, (E) – Cu. Conditions: 20 μM peptides and metal acetate, 10 mM ammonium acetate, 5% isopropanol, 200 μM TCEP, pH 6.8. The peaks are denoted as follows (see legend in pane A: one for all spectra): apo-vCP1 by turquoise circle and holo-vCP1 by turquoise circles with a black dot in the centre. Impurities resulting from metal salts are shown in black asterisks; orange asterisks show TCEP adducts on the 3+ charge state ions. In-source fragmentation of the peptide (at its proline-5 site) is shown in turquoise asterisks.
To be able to explain the observed differences in relative peak intensities for different metal ions one needs to investigate the events taking place in the metal coordination sphere. Here, a crucial role in binding of metal ions is played by the oxidation states of the two Cys amino acid residues. Isotopic cluster analysis, detailed in the following section, will help shed light on these events.

### 3.4 Metal ions and vCP1 – quantifying metal ion affinity

*Figure 3-3* shows typical nESI mass spectra for vCP1 without (*Figure 3-3A*) and with (*Figure 3-3B* though *E*) equimolar amounts of metal salts added; the regions for the 3+ charge state(s) of the peptide are shown. The \([M + 3H]^3+\) or equally charged \([M + X + H]^3+\), where \(X = \text{metal in 2+ oxidation state}\), were the dominant peaks in the spectra, ~8 times more intense than the 2+ and 4+ species. Use of TCEP maintained approximately 99% of the cysteines in the fully reduced state (sulphur oxidation state 2–) as evidenced by isotopic cluster analysis (see insets in *Figure 3-3*). This is not the case for the Cu\(^{2+}\), which will be discussed later in this section. Theoretical fitting for the elemental compositions of the fully reduced peptide is superimposed on the experimental isotopic distribution, which leads to conclusion that under these conditions the metals are coordinated by thiolates (–S–), sulphur oxidation state 1–, and the metals are in the 2+ oxidation state\(^{28}\). Impurity peaks annotated on *Figure 3-3* are the common adducts of oxygen (*) and sodium (**), as well as chloride (***) from TCEP salt. The ratio between the intensity of the \(^{12}\text{C}\) peak for both apo and holo species was determined for
each spectrum, which estimates an order of metal affinity for vCP1 as Co$^{2+}$ > Zn$^{2+}$ > Cu$^{2+}$ >> Ca$^{2+}$.

Preferences for 1:1 vCP1:metal binding were observed for Co$^{2+}$ (Figure 3-3C), and to a slightly lesser extent for Zn$^{2+}$ (Figure 3-3B) compared to the other metal ions. For both of these metals the same set of adducts, and at similar relative intensities as observed for apo-vCP1, were present with the holo-forms. Perhaps not surprisingly, in the presence of Cu$^{2+}$ there was a higher fraction of the oxidised form of apo-vCP1, as revealed by the isotopic cluster analysis (Figure 3-3E, left inset), despite the 50-fold excess of TCEP. This is evidenced by the two fronting low-intensity peaks featured on the isotopic cluster: these form part of the apo-vCP1 sub-population that is oxidised and therefore has a lower mass. For Cu-vCP1 (Figure 3-3E, right inset), the red dots represent a theoretical fit for a similar scenario as for the other metals, i.e. that both cysteines are in a thiolate form (–S$^-$). In reality, the experimental data fit when only one cysteine is in the thiolate form, and the other one is in thiol form (–SH) as denoted by red stars. Hence, on interaction with sulphydryl groups of cysteines, Cu$^{2+}$ ions were reduced to Cu$^{1+}$. It has been previously reported that copper can catalyse the formation of disulphide bridges between two Cys$^{29}$ leading to oxidative modification of proteins$^{30}$. 
**Figure 3-3** Representative nESI mass spectra of the 3+ charge state of vCP1 for: (A) the apo state, and with: (B) Zn$^{2+}$, (C) Co$^{2+}$, (D) Ca$^{2+}$ and (E) Cu$^{2+}$. Ratios of apo to holo form were calculated from the intensities of the mono-isotopic peaks. Insets show the resolved isotopic clusters for the free and bound states (highlighted in pink on the mass spectra) along with theoretical fitting (red dots). Isotopic cluster analysis indicated that 99% of the peptide is reduced, except in the case of Cu$^{2+}$ (see main text). Impurity peaks are annotated with asterisks: common MS adducts of oxygen (*) and sodium (**); chloride adduct originating from TCEP (***) . Conditions: 20 µM peptide; 10 mM ammonium acetate; 5% isopropanol; pH 6.8; 200 µM TCEP (1 mM TCEP used with CuAc); 20 µM metal acetate salts.
Results presented here show that calcium binds to vCP1 with lowest affinity in both the gas and solution phase (Figure 3-3D and Figure A 3 in Appendix). A small amount of calcium (a contaminant of lab-ware, reagents, and even deionised water) was found to bind the peptide even in the presence of Zn$^{2+}$, leading to the conclusion that Ca$^{2+}$ binds vCP1 non-specifically, and probably away from the Cys$_2$His$_2$ binding site (this supports the hypothesis made in section 3.3 that the most likely site for Ca$^{2+}$ to bind on vCP1 is the Glu-6 residue).

Gas-phase dissociation constants $K_d$ were determined for all metals interacting with vCP1 following the procedure outlined in section 2.6.1. In order to determine $K_d$ for metal binding all charge states were considered. To determine the equilibrium constants for the vCP1 binding metal ions, the peptide was incubated with increasing concentrations of metal acetate salt at pH 6.8, and the first monoisotopic signal intensities for the apo and holo-vCP1 were summed for all charge states. Typically, the following assumptions are made when calculating $K_d$s from ESI-MS measurements:

- The mass and size of the ligand (metal ion in the case here) is small relative to the target peptide, so its contribution (negative or positive) to the overall ionisation efficiency is negligible when comparing free and bound peptide.

- Peak intensities from mass spectra correlate to concentrations in solution at the relatively low concentrations that are used for nESI-MS, as this method preserves non-covalent interactions in complexes, when used correctly. Consequently, the relative ratios of bound versus non-bound target
are considered to reflect the ratios in solution. This latter point depends on the interaction strength, but is likely to hold for electrostatic interactions as is the case here.

In this study, the intensity of the first monoisotopic peak is chosen as a measure of concentration, due to its ease of implementation. Preliminary experiments (data not shown) demonstrated that this method yielded comparable results to the more laborious integration of the area under the monoisotopic peak. Due to natural isotopic distribution, the method employed here has a bias towards under-estimating binding of zinc (by 51%), calcium (by 3%) and copper (by 31%). Although numerically these values may be significant, the order of vCP1 affinity towards metals remains the same. Relative intensities of the first monoisotopic MS signals have been recalculated into concentration units, the data from three experimental repeats have been averaged, and the ratio of molar concentration of bound metal ion to total molar concentration of the vCP1 was plotted against the concentration of the free ligand. A Hill function has been fitted to the data points, and the $K_d$ values obtained at 50% system saturation, i.e. half of the peptide population binds metal. The Hill binding model is generally used for describing cooperative binding when more than one binding site is present on the macromolecule\textsuperscript{34,35}. The same relationship that describes a sigmoidal curve can also be used in cases of non-cooperativity (a special case\textsuperscript{34,35} when only one binding site is present), in which case it becomes a classical Michaelis-Menten expression whose plot is hyperbolic. If a given peptide or protein had only one binding site, then cooperative behaviour would not be expected, and in such cases the sigmoidal signal response curve would be assigned to a switching phenomenon\textsuperscript{16}. However, in order to properly test protein design the analytical method must be impartial; therefore in this
thesis a Hill function is employed to examine binding, since it will describe both cooperative and non-cooperative behaviour.

*Figure 3-4A* through *D* shows binding curves obtained for vCP1 complexed by Zn, Co, Ca and Cu, respectively. In good agreement with the results shown in *Figure 3-3*, strong binding is observed for Co$^{2+}$ and Zn$^{2+}$ (with $K_d$ of 0.15 ± 0.01 and 12 ± 0.1 μM respectively), poorer for Cu$^{2+}$ ($K_d = 88 ± 28$ μM) and very poor for Ca$^{2+}$ ($K_d = 483 ± 24$ μM) where no full binding has been achieved. However, at low concentrations, cobalt appears to give stronger binding than zinc (cf. *Figure 3-4A* and *B*). This agrees with the observation made earlier that vCP1 binds cobalt at low concentrations with greater affinity than zinc. The low nanomolar range of $K_d$ values for cobalt binding to vCP1 is on the limit of detection for such measurements performed in the gas phase. The resulting value of $K_d$ is therefore innately prone to a large margin of error. The sigmoidal shape of the zinc-binding curve, as well as the value of $n > 1$, points to the switching behaviour of the vCP1 when presented with Zn$^{2+}$ cation. Considering the physical similarities of Zn$^{2+}$ and Co$^{2+}$, it would probably be reasonable to suggest that the cobalt-binding curve also is sigmoidal at very low metal concentrations, with a short ‘lag phase’ that is not detectable by this method. Also, it must be pointed out that MS-based method for measuring binding affinity has its lower applicability limit at the $K_d$ values of ~2 μM. Therefore, any value measured below that is innately inaccurate and should be interpreted as ‘tight binding with $K_d$ values below 2 μM’, as is the case with cobalt binding (*Figure 3-4B*).
Figure 3-4  Titration curves of vCP1 against metals obtained from titration nESI-MS experiments: (A) Zn$^{2+}$, (B) Co$^{2+}$, (C) Ca$^{2+}$, (D) Cu$^{2+}$. The $K_d$s are determined by keeping the vCP1 concentration at 20 μM and titrating the metals in the following concentration ranges: Zn and Co from 0 to 80 μM; Ca from 0 to 1 mM; Cu from 0 to 600 μM. Hill functions are fitted to the data points and the $K_d$ values obtained at 50% system saturation, i.e. half of the peptide population binds metal. The $K_d$ values and number of cooperative sites $n$ is quoted on each panel. Data are derived from relative ion currents in ESI mass spectra (first monoisotopic peak), summing the intensities of ion currents for all charge states of each species. Each data point is the mean (± standard error) of the equilibrium concentrations from three mass spectra.

At the ligand concentration range considered here, non-saturable binding is observed for Ca$^{2+}$ (Figure 3-4C); this is indicative of non-specific nature of it, which is evident from the calcium binding curve that reaches only ~0.7 saturation. Calcium is also the only metal out of the four studied here that does not have a two-metal binding peak on the mass spectrum. These findings corroborate the point made in section 3.3, that calcium binds to carboxyl group of the Glu-6 residue – the only most probable site available for non-specific binding. Copper binding curve (Figure 3-4D) is saturated, suggesting specificity of the metal binding in the Cys:His$_2$ coordination sphere, albeit in a thiol-thiolate arrangement of the two cysteines, which is
different from how Zn$^{2+}$ and Co$^{2+}$ are bound (thiolate-thiolate). The curve shapes for both Ca$^{2+}$ and Cu$^{2+}$ are hyperbolic, indicating that no conformational switching takes place as a result of metal binding.

Considering this, one might conclude that, there is a good agreement with the UV-visible spectroscopic data that estimated the $K_d$ for cobalt to be 0.8 μM (carried out by the collaborator, see Appendix, Figure A 4). The spectroscopic data for zinc binding estimated its $K_d$ to be sub-nanomolar and therefore very tight. Such a vast difference between binding strength of the two very similar metals may be attributed to the experimental setup whereby the zinc dissociation constant is measured by displacement of cobalt from its coordination sphere. In this case, the structure of binding site remains ‘configured’ for metal binding, as it does not relax quickly enough upon cobalt leaving, resulting in apparent observation of tighter zinc binding. Such displacement experiment has not been carried out in the gas phase for the vCP1 system, however this is implemented for the similar zinc finger system discussed in the following chapter (with the results supporting the hypothesis of ‘binding site configuration’). Another point, of a more general character, that needs to be highlighted here is that direct comparisons between solution- and gas-phase studies of non-covalent interactions should be done with a degree of caution. Electrospray conditions need to be controlled carefully in order to preserve such interactions, and even in this case they will be weaker than those in solution\(^{37}\). Also, the relative contribution of inter- and intra-molecular forces to preservation of the protein complex may differ between solution and gas phase\(^{38}\). Although it is very important not to over-interpret the results of such comparative studies, the gas-phase method can provide a useful insight into the nature of protein-ligand interactions.
3.5 Collision cross sections and molecular dynamics simulations – elucidating conformations

By performing IM-MS experiments for all of the apo and the holo forms of vCP1 shown in Figure 3-3, arrival time distributions (ATDs) were obtained at a range of drift voltages which are converted to collision cross sections following Equation 2-5 in Chapter 2, and the CCS values of the 3+ charge state are presented in Table 3-1. The CCS values of apo-vCP1 measured from the spray solution not containing any metal salts are listed in the top row of the Table 3-1. All values for the apo-vCP1 below that are obtained from the unbound form of the peptide present in solution containing metal salts to the concentration necessary to observe both apo and holo forms. This was done to investigate whether the metal ion presence affects apo-vCP1 conformation. Findings here are inconclusive, as the relevant CCS values of apo and holo forms presented in Table 3-1 are similar and within the margin of error of each other. The packing found for the apo-vCP1 and Zn-vCP1 gave the lowest, and surprisingly similar, values. The expectation for the CCS values upon zinc and cobalt binding was to be consistent with Kd findings, that is to observe conformational tightening effected by specific metal binding (in contrast to calcium and copper, that do not bind specifically). Although the data presented in Table 3-1 show no indication of CCS difference between specific and non-specific binding, the results indicate that overall packing of the vCP1 tends to be independent of the metal binding, and the difference may lie only in the arrangement of the metal-coordinating residues.
Table 3-1  Experimental collision cross sections of the most abundant charge state (3+) of the apo and holo-vCP1 (four metals) in 'buffered' conditions. The values are quoted in Å², with standard error of three experimental repeats.

<table>
<thead>
<tr>
<th></th>
<th>Apo-vCP1 (Å²)</th>
<th>Holo-vCP1 (Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vCP1</td>
<td>488 ± 13</td>
<td>-</td>
</tr>
<tr>
<td>Zn-vCP1</td>
<td>487 ± 14</td>
<td>488 ± 12</td>
</tr>
<tr>
<td>Co-vCP1</td>
<td>518 ± 2</td>
<td>492 ± 10</td>
</tr>
<tr>
<td>Cu-vCP1</td>
<td>499 ± 17</td>
<td>493 ± 13</td>
</tr>
<tr>
<td>Ca-vCP1</td>
<td>528 ± 18</td>
<td>517 ± 12</td>
</tr>
</tbody>
</table>

To investigate this hypothesis further, molecular dynamics (MD) simulations of vCP1 were performed on its apo and zinc-bound form. Figure 3-5 shows representative nESI mass spectra and ATD data for the 3+ charge state of apo-vCP1 and Zn-vCP1, along with structures obtained by MD simulations⁹. Experimental collision cross sections of the apo-vCP1 and Zn-vCP1 compare favourably with those obtained from MD giving confidence in both datasets. Interestingly, the apo form appears to possess some helical character (Figure 3-5), although we find these helical regions are transient (appearing at different regions of the sequence along the MD trajectory), particularly when compared to the holo form. A substantial difference is observed in the coordination sphere: the side chains of Cys and His residues are further apart in the absence of the metal ion. When solvent is present in the simulations, however, there is little evidence for any helicity in the apo peptide (not shown).
Figure 3-5  nESI mass spectra of the 3+ charge state obtained by spraying the 1:1 ZnAc:vCP1 from same buffer conditions as in Figure 3-3. Insets show the ATDs of apo and holo-vCP1, and representative MD structures, along with collision cross sections obtained experimentally and from the MD simulations.

3.6  Conclusions

It has been illustrated how gas-phase measurements can complement those in solution to provide information on the binding stoichiometry, specificity and affinity of a model metal-binding peptide system. As a label-free platform, the gas-phase interrogation approach offers an attractive alternative to solution-phase methods to assist protein folding studies and inform protein design efforts. The primary findings for vCP1 system are:
Qualitatively the agreement between the methods is excellent, and some semi-quantitative understanding can be gained also.

By MS, there is strong evidence that vCP1 preferentially and specifically binds Zn$^{2+}$ and Co$^{2+}$, when compared to Ca$^{2+}$ and Cu$^{2+}$. Analysis of charge state distributions suggests increased conformational stability upon binding Zn$^{2+}$ and Co$^{2+}$ by vCP1.

By CD, in the absence of metal ions the peptide is largely unstructured, whereas upon the addition of zinc or cobalt the peptide folds to give a spectrum consistent with that reported for naturally occurring zinc fingers. In contrast, addition of copper and calcium changes the conformation of the peptide in a less pronounced manner.

UV absorbance spectroscopy (using Co$^{2+}$ as a spectroscopic probe) revealed tetrahedral coordination of the metal by vCP1.

The use of IM-MS provides further insight into coordination behaviour as well as the conformational preferences of a zinc finger peptide. These results corroborate findings of MD studies on the peptide.

Using vCP1, it has been demonstrated that ion mobility mass spectrometry is a robust tool for protein design: its findings can inform design strategy.
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Chapter 4

Ion mobility mass spectrometry as a tool for protein design. Part 2: a case study on zinc finger fold versus coiled coil interactions

4.1 Introduction

Presented in this chapter is development of a gas-phase analytical platform for interrogation of a peptide-based dual switching system (ZiCop) that is designed to adopt either of the two conformations in response to a stimulus: zinc finger or coiled coil. Some elements of the characterisation method have been test-run using a consensus zinc finger peptide vCP1, and results presented in the previous chapter. The zinc-bound state of the switch is very similar to the one described using the example of vCP1. The coiled coil state involves the peptide’s interaction with another peptide to form a stable two-helix parallel dimeric coiled coil.
Some aspects of understanding of sequence-to-structure relationships in proteins, as well as some practical steps in approaching protein design along with perils encountered by synthetic biologists, have been outlined in the previous chapter. At this point, a few introductory words need to be said about incorporating a conformational switching functionality into a designed system.

Protein design is not a straightforward process, as elucidating an amino acid sequence that is compatible with a certain conformation does not necessarily lead to that fold (more often it does not)\(^1\)\(^,\)\(^2\). This is not surprising, as in Nature many protein functions are underpinned by a conformational change affected by a stimulus. Examples of this are numerous, to name just a few: lymphotactin that plays an important role in the immune system\(^3\), adenylate kinase that maintains energy balance in the cell\(^4\), calmodulin that mediates many cell regulation processes\(^5\). Along with protein function being dependent on conformational changes, paradoxically, protein malfunction is often caused by these changes too. Notoriously devastating diseases such as Alzheimer’s and Parkinson’s have conformational transitions as the key events in their onset\(^6\).

Here, gas-phase methodologies are used to monitor such conformational transitions using a synthetic dual switching system that is designed to adopt one of two folds in response to stimulus. Presented in this chapter is the use of mass spectrometry (MS) and ion mobility mass spectrometry (IM-MS) coupled with molecular dynamics (MD) simulations as an analytical platform to inform de novo design efforts for peptide-metal and peptide-peptide interactions. A synthetic dual peptide-based system, ZiCop, based on a zinc finger peptide motif has been investigated. Titration mass
spectrometry determines the relative binding affinities of different divalent metal ions as $\text{Zn}^{2+} > \text{Co}^{2+} >> \text{Ca}^{2+}$. With collision induced dissociation (CID), complex stability is probed to establish that peptide-metal interactions are stronger and more ‘specific’ than those of peptide-peptide complexes, and the anticipated hetero-dimeric complex is more stable than the two homo-dimers. Collision cross sections (CCS) measurements by IM-MS reveal increased stability with respect to unfolding of the metal-bound peptide over its apo-form, and further, larger collision cross sections for the hetero-dimeric forms suggest that dimeric species formed in the absence of metal are coiled coil like. MD supports these structural assignments which are also backed up by data from visible light absorbance and circular dichroism measurements.

Determining the CCS provides conformations adopted in the gas phase which can be related to solution conformations. Experimentally derived CCS and hence conformations, can be complemented by MD analysis to atomistically resolve the structures. IM-MS has been successfully applied in studies of sequence-to-structure relationships in polypeptides, since structures observed in vacuo are defined intrinsically by the sequence.

4.2 Design of ZiCop switching system

The peptide presented in this work is a dual ‘new generation’ of a switch designed to be capable of reversible transition between zinc finger and coiled coil conformations. An earlier attempt to design a conformational switch has been reported by the Woolfson group as discussed in section 1.1.2.6. The
dual switching system discussed in this chapter is a peptide that encodes two different sequences for two distinct folds simultaneously; the transition between conformational states is reversible and is triggered by specific metal binding. Presented here is a mass spectrometry based analytical workflow that can be used to characterise and test de novo designed peptides (Figure 4-1). Herein, a characterisation platform has been developed to interrogate the following parameters: stoichiometry of binding, metal affinity, fold, conformational transitions, and the strength of interactions between heterodimers. Mass spectrometry (MS), ion mobility mass spectrometry (IM-MS), molecular dynamics (MD) and solution based measurements (the latter carried out by the collaborator on this project at the University of Bristol) are used in the current work.

The two conformations of the test switch are zinc finger and coiled coil folds. The reversible switch between the two conformational states is controlled by the binding of a metal ion, zinc, to the peptide (Figure 4-1A). The aim of synthesis was that the peptide, named ZiCop (reflecting the structural duality of zinc finger and coiled coil peptide), in the absence of the Zn^{2+} ions would form and amphipathic parallel dimeric helix for coiled coil interactions with a partner peptide (Pp), then with the addition of Zn^{2+} form a metal-bound monomer adopting a zinc finger conformation. The system can be switched back to the coiled coil interactions through the removal of Zn^{2+} using EDTA.

In early versions of the peptide it was found that zinc-ligating cysteine residues had a tendency to oxidise\textsuperscript{15}, therefore a reducing agent (TCEP) was added to the system to prevent this. ZiCop was designed by merging alignments of coiled coil and zinc finger sequences. These were then used to
generate sequences that were characteristic of both folds. These sequences were then filtered according to their potential to form parallel hetero-dimeric coiled coils with designed partner peptides. The partner peptide was designed through analysing experimentally determined side-chain interaction energies found in parallel dimeric coiled coils\textsuperscript{16,17}. 
Figure 4-1 Design concept of the dual reversible peptide-based switch. (A) – Sequence of the ZiCop and its binding partner Pp in relation to the structural requirements for the zinc finger and coiled coil designs. The ‘X’ refers to any amino acid, ‘h’ – to any hydrophobic residue, ‘p’ – to any polar residue. Below is proposed switching process: the red peptide represents ZiCop, which is responsive to zinc; the partner peptide (blue) was designed to interact with ZiCop in the absence of zinc. (B) through (D) – A schematic representing analytical workflow of the design concept interrogation using MS platform. (B) – Stoichiometry of binding (top spectrum: free ZiCop peak, bottom: Zn-bound peptide). (C) – Quantification of affinity of the peptide to the metal ion (mass spectra of Zn titrations into ZiCop and resulting binding curve to yield dissociation constant). (D) – Evaluation of the hetero-dimeric coiled coil association using collisionally induced dissociation (CID); resulting curves indicate survival of the precursor ion of the coiled coil (purple) and formation of the products – ZiCop and Pp (red and blue respectively).
Both resulting peptides have sequences of 29 amino acids in length (Figure 4-1A), and the schematic featuring proposed binding behaviour of this system is shown below the sequences. In the absence of the Zn\(^{2+}\) ion, a parallel hetero-dimeric coiled coil is formed by the two peptides. When the metal is added, one of the interacting partners – ZiCop, should form a zinc finger fold around the metal. Mass spectrometry can monitor this process by detecting the mass shift of the molecular ion of ZiCop upon metal binding (Figure 4-1B). A quantitative insight into the metal-binding event can be obtained by titrating increasing amounts of the metal into the peptide and measuring relative change in the MS peak abundance of the apo- and holo-forms of the ZiCop (Figure 4-1C). By converting peak intensity into concentration units, a binding curve can be plotted, from which a dissociation constant \(K_d\) can be obtained. Figure 4-1D demonstrates how the binding strength of the hetero-dimeric coiled coil can be explored by collision induced dissociation of the complex. Mass spectra of the precursor ion and resulting products are recorded as a function of collision voltage and the intensities of all the channels are converted to concentration units yielding plots of the precursor survival and product formation as a function of the voltage applied.

In this study IM-MS coupled with MD is used to determine the conformations of peptides and their complexes, and the use of this technique is explored as a tool to assist protein design efforts to encode fold from primary sequence.
4.3 Overview of interactions – stoichiometry of binding

Under the experimental conditions described in Chapter 2, Table 2-1, the ZiCop peptide presents two major charge species assigned as \([\text{ZiCop}+3\text{H}]^{3+}\) and \([\text{ZiCop}+4\text{H}]^{4+}\) (Figure 4-2A), with the latter being the most dominant, the former is approximately half its intensity. The Partner peptide Pp also presents these charge states, but here \([\text{Pp}+3\text{H}]^{3+}\) is more dominant (Figure 4-2B). In both cases, dimerisation occurs to yield a homo-dimer predominantly as a \([2\text{M}+5\text{H}]^{5+}\) ion. Isotopic cluster analysis suggests that a smaller amount of the \([2\text{M}+4\text{H}]^{4+}\) ion is also present, but this is \(m/z\)-coincident with low abundant \([\text{M}+2\text{H}]^{2+}\) monomer. When the two peptides are mixed together in the equimolar amounts (Figure 4-2C), a small peak at \(m/z\) 1391.0 is observed corresponding to the hetero-dimer \([\text{Pp}:\text{ZiCop}+5\text{H}]^{5+}\). The relatively low intensity of this species, compared with that of the constituent monomers suggests that the interactions between the two peptides are not particularly strong. Addition of zinc to the peptides, to give equimolar amounts of each component (Figure 4-2D), yields full binding of the ZiCop peptide to the metal, accompanied by the loss of the \([\text{ZiCop}+5\text{H}]^{5+}\) species (cf. Figure 4-2C and D), suggesting a more compact conformation with fewer protonatable groups accessible to solvent. In addition, in the presence of zinc, the (now metal bound) monomeric ZiCop species drops in intensity relative to the Pp. Interestingly, the zinc-bound form of the ZiCop tends to form a dimer and also to interact with the Pp, with the latter effect observed by spectroscopic analysis also (data not shown).
**Figure 4-2** Representative nESI mass spectra of ZiCop and partner peptide (Pp) obtained individually and mixed in the absence and presence of zinc. (A) and (B) – ZiCop and Pp respectively sprayed from the buffered conditions (see below); (C) – equimolar mixture of ZiCop and Pp, featuring monomeric and dimeric species; (D) – equimolar mixture of ZiCop, Pp and zinc acetate featuring full zinc binding by ZiCop and aggregation events. Conditions: 50 µM peptides and zinc acetate, 20 mM ammonium acetate, 5% isopropanol, 500 µM TCEP, pH 7.2. The peaks are denoted as follows (see legend in pane A: one for all spectra): apo-ZiCop by red circles, Zn-bound ZiCop by red circles with a black dot in the centre, Pp by blue diamonds, and any dimeric species are shown by clusters of relevant shapes.
4.4 Metal ions and ZiCop – quantifying metal ion affinity

*Figure 4-3* shows typical nESI mass spectra obtained for ZiCop without (*Figure 4-3A*) and with (*Figure 4-3B-D*) equimolar amounts of metal salts added; the regions for the 4+ charge states of the peptide are shown with an insert zoomed to show isotopic resolution. The [ZiCop+4H]^{4+} or the equally charged [ZiCop+X+2H]^{4+}, where X = divalent cation, are the dominant peaks in the spectra, twice as intense as [ZiCop+3H]^{3+}. Use of TCEP (tris(2-carboxyethyl)-phosphine) maintained approximately 99% of the cysteines in their reduced state as evidenced by isotopic cluster analysis. Theoretical fits to the elemental compositions of the fully reduced peptide are superimposed on the experimental isotopic distribution (inserted zooms), which allows us to conclude that under these conditions the metals are coordinated by thiolate groups (–S⁻).

The ratio between the intensity of the $^{12}$C peak for both apo and holo species was determined for each spectrum, which provides an estimated order of metal affinity for apo–ZiCop, Co^{2+} > Zn^{2+} >> Ca^{2+}. Just under 20% of ZiCop is bound in the presence of Zn^{2+} (*Figure 4-3B*) and a quarter of the peptide population remains unbound in the presence of Co^{2+} (*Figure 4-3C*). A very low fraction of ZiCop (less than 10%) is associated with Ca^{2+} (*Figure 4-3D*). Addition of either Zn^{2+} or Co^{2+} narrows the charge state distribution of ZiCop in favour of the 4+ charge state (spectra not shown), which suggests metal-induced stabilisation of the fold.
Figure 4-3  Representative nESI mass spectra of the 4+ charge state of ZiCop for: (A) the apo state, and with: (B) Zn$^{2+}$, (C) Co$^{2+}$ and (D) Ca$^{2+}$. Ratios of apo to holo form are calculated from the intensities of the mono-isotopic peaks. Insets show the resolved isotopic clusters for the free and bound states (highlighted in pink on the mass spectra) along with theoretical fitting (denoted by red dots). Isotopic cluster analysis indicated that 99% of the peptide is reduced. Conditions: 50 μM peptide; 20 mM ammonium acetate; 5% isopropanol; pH 7.2; 500 μM TCEP; 50 μM metal acetate salts.

In order to determine $K_d$ values for metal binding, all charge states were considered and the approach implemented for the vCP1 system in section 3.4 was applied here. Figure 4-4A-C shows binding curves obtained for ZiCop complexed by Zn, Co, and Ca respectively. In good agreement with the results shown in Figure 4-3, strong binding is observed for Zn$^{2+}$ and Co$^{2+}$.
(with $K_d$s of 41 μM ± 2 and 17 ± 3 μM, respectively), and very poor for Ca$^{2+}$ ($K_d = 714 ± 45$ μM). The sigmoidal shape of the zinc- and cobalt-binding curves, as well as the value of $n > 1$, suggests switching behaviour of ZiCop when presented with Zn$^{2+}$ or Co$^{2+}$ cation. **Figure 4-4D** shows the binding curve obtained by titrating Zn$^{2+}$ into ZiCop equilibrated with an equimolar concentration of Co$^{2+}$. Competitive titrations between Zn$^{2+}$ and Co$^{2+}$ revealed a stronger zinc affinity to ZiCop ($K_d = 2 ± 0.3$ μM) compared to cobalt, than for Zn$^{2+}$ titrated individually. This suggests not only that Zn$^{2+}$ easily displaces Co$^{2+}$, but also that the presence of the latter ‘configures’ the binding site of the ZiCop for coordinating Zn$^{2+}$. Although the curve has a hyperbolic shape, the value of $n > 1$ indicates switching behaviour at the concentrations below the detection limit of the method employed. The competition experiment performed the ‘opposite’ way, *i.e.* by titrating cobalt into zinc-bound ZiCop in 1:1 stoichiometry reveals that no Zn$^{2+}$ was displaced by Co$^{2+}$ even at 5-fold molar excess of cobalt acetate relative to ZiCop and zinc acetate. This is strong evidence that ZiCop preferentially and specifically binds Zn$^{2+}$ in the presence of Co$^{2+}$. Previously reported ESI-MS studies demonstrated that the order of affinity of different metals for calmodulin was altered in the presence of calcium$^{18}$. 
Figure 4-4 Titration curves of ZiCop against metals and Partner Peptide obtained from titration nESI-MS experiments: (A) Zn$^{2+}$, (B) Co$^{2+}$, (C) Ca$^{2+}$, (D) displacement of Co$^{2+}$ by Zn$^{2+}$ from 50 µM ZiCop (inset - ZiCop : CoAc : ZnAc = 1 : 1 : 0.5, 4+ charge state), (E) Pp. In case of the metals and the Pp (A through C & E), the $K_d$s are determined by keeping the ZiCop concentration at 50 µM and titrating the metals and Pp in the following concentration ranges: Zn and Co from 0 to 250 µM; Ca from 0 to 750 µM; Pp from 0 to 200 µM. For the metal displacement experiments (D), the $K_d$ was determined by keeping the ZiCop and CoAc concentrations at 50 µM and titrating ZnAc from 0 to 200 µM. Hill functions are fitted to the data points and the $K_d$ values obtained at 50% system saturation, i.e. half of the peptide population binds metal. The $K_d$ values and number of cooperative sites $n$ is quoted on each panel. Data are derived from relative ion currents in ESI mass spectra (first monoisotopic peak), summing the intensities of ion currents for all charge states of each species. Each data point is the mean (± standard error) of the equilibrium concentrations from three mass spectra.

Visible light absorbance measurements (carried out by the collaborator, see Appendix, Figure A 10B) based on the displacement of cobalt by zinc, confirm
that ZiCop coordinates cobalt using a Cys\textsubscript{2}His\textsubscript{2} coordination geometry, typical of classical zinc fingers\textsuperscript{19,20}, with a $K_d$ of around 7.5 μM. Zinc was found to displace cobalt from ZiCop, although the binding stoichiometry was found to be around 1.2 : 1 peptide:metal, suggesting that some of the peptide was oligomerising in the presence of metal. ZiCop was found to bind cobalt with lower affinity in the presence of partner peptide, but it is not known if this is due to competition between the coiled coil and zinc-bound states, and how much is due to the conformation adopted when partner peptide is interacting with the zinc-bound ZiCop. The analysis of shape of the absorbance spectrum (Appendix, Figure A 10A) in the presence of partner peptide indicates that the mode of cobalt binding was unchanged.

4.5 ZiCop and Partner Peptide – quantifying the strength of interaction

For ZiCop interacting with Pp, the first assumption made above (section 3.4) regarding the $K_d$ measurements in the gas phase is not entirely adhered to, as the masses of both interacting partners are now very similar. However, this is well compensated by the fact that ionisation efficiencies of both (as monomers) are very similar too, so one can surmise contribution of each of them is equal. This has been confirmed by the summation of peak intensities across all charge states for each of the peptide on the mass spectrum that featured a mixture of equimolar amounts of ZiCop and Pp sprayed into the mass spectrometer. Figure 4-4E shows the binding curve of ZiCop with Pp which is at least two orders of magnitude weaker than that found for Zn\textsuperscript{2+} and Co\textsuperscript{3+}. This is not unexpected given that coiled coil associations are
innately weaker than those of coordinated metals\textsuperscript{21; 22}. Extrapolation of the Hill curve gives the value of \( K_d \approx 2 \pm 0.1 \text{ mM} \). The partner peptide was also found to interact with the Zn-bound form of ZiCop, a feature that was also observed by circular dichroism (data collected and analysed by the collaborator; not shown).

4.6 Peptide-metal and peptide-peptide – qualitative definition of complex stability by CID

Collision induced dissociation (CID) can be employed to probe the stability of non-covalent complexes and give an indication of specificity of non-covalent interactions\textsuperscript{23; 24}. Considered here are the following 5+ charge state complex ions: Zn-bound form of ZiCop interacting with Pp – Zn-ZiCop-Pp (\( m/z \) 1403.3); hetero-dimer of the ZiCop and Pp – ZiCop-Pp (\( m/z \) 1391.0); two homo-dimers of both peptides – 2ZiCop (\( m/z \) 1423.9) and 2Pp (\( m/z \) 1358.1); dimer of the Zn-bound form of ZiCop – 2(Zn-ZiCop) (\( m/z \) 1448.5). The Zn-ZiCop-Pp and 2(Zn-ZiCop) are the ‘artefacts’ of the design, which were not anticipated but are observed, and therefore are of particular interest in terms of understanding the system and improving future designs. The ZiCop-Pp was designed to form a hetero-dimeric coiled coil ahead of the two homo-dimeric coiled coils, hence anticipated differences in relative dissociation energies will confirm the success of the design strategy (\textit{Figure 4-1}). As the relative dissociation energy is increased in 5 V increments (\textit{Figure 4-5}), the complexes (green curves) dissociate into their constituent parts yielding
unique values of voltage at 50% precursor population dissociation ($E_{50}$). These values are used to gauge the strength of complex association: the more energy is required to break up the interaction the more stable the complex is.

The strongest associations are observed for ZiCop interacting with its partner – in both Zn-bound and free forms (highest $E_{50}$ values of 21 and 16 V respectively, Figure 4-5A and B). The stronger association between the two peptides in the presence of zinc ion is presumably a consequence of the metal-stabilised fold of the ZiCop. For the Zn-ZiCop-Pp complex, the two major products are triply-charged Zn-ZiCop and doubly-charged Pp, in case of ZiCop-Pp complex – triply-charged ZiCop and doubly-charged Pp. Additional experiments (data not shown) revealed that loss of Zn$^{2+}$ was an unobservable channel, the peptide fragmented before the loss of the metal. This confirms the specific and strong interaction of zinc in ZiCop when in the Zn-ZiCop-Pp complex, and it can be concluded that the interaction between Zn-ZiCop and Pp occurs via the $\alpha$-helical part of the zinc finger fold of the ZiCop.
Figure 4-5 Stability of non-covalent complexes as a function of dissociation energy. Fragmentation results of the following 5+ charge state complexes are shown: (A) – Zn-ZiCop-Pp; (B) – ZiCop-Pp; (C) – 2ZiCop; (D) – 2Pp; (E) – 2(Zn-ZiCop). Stability of complexes is calculated from the intensities of the precursor and product ions during CID. The green curves show dissociation of the precursor ion, all other curves are dissociation products, and the $E_{50}$ values for the precursors are shown for each plot. Each data point is the mean (± standard error) of the equilibrium concentrations from three mass spectra.

Comparative analysis of the dissociation curves of the metal-free heterodimer (Figure 4-5B) and two homo-dimers (Figure 4-5C and D) reveal that the strongest association is observed for the ZiCop-Pp ion ($E_{50} = 16$ V), followed by the 2Pp ($E_{50} = 12$ V) and 2ZiCop ($E_{50} = 10$ V) homo-dimers. The same order affinity was observed by spectroscopic methods (not shown).
dissociation product of the dimerised zinc-bound ZiCop – 2(Zn-ZiCop) shown in Figure 4-5E – is largely peptide apo-form, with a small population of holo-ZiCop. Thus one can infer that a large proportion of the precursor ion was not involved in specific association between peptide and metal. Additionally, the 2(Zn-ZiCop) ion has the same dissociation energy as the 2ZiCop ion, yet again confirming the non-specific nature of the 2(Zn-ZiCop) aggregate whereby the metal ion is not coordinated tetrahedrally. Indeed, stabilisation of coiled coils by metal ions has been explored as an independent target design by a number of groups, whereby Cys and/or His on the first coil and the same residues on the second (and sometimes third) coil in the bundle are held together by transition metal ions27;28. The Kds of such associations are one to two orders of magnitude higher26;29 (i.e. weaker affinity) than those reported for designed zinc finger folds measured by analogous spectroscopic methods15;20. Therefore, such metal-sandwiched complexes are innately weaker than highly-structured zinc finger folds, and the observed effect here is possibly due to this type of associations.

These findings confirm that the adopted peptide design strategy yielded the desired preference for the hetero-dimer formation over either of the homodimers. Moreover, the mass-spectrometry based platform is selective enough to distinguish the interaction energies between the ZiCop and Pp self-association, with the latter having no sequence duality and hence a slightly stronger propensity for coiled coil formation compared to the former.
4.7 Collision cross sections and molecular dynamics simulations – elucidating conformations

IM-MS experiments were performed on the apo and the holo forms of ZiCop and its complexes with Pp. Arrival time distributions (ATDs) were obtained at a range of drift voltages which were converted to collision cross sections following Equation 2-5 in Chapter 2, and the CCS values are presented in Table 4-1. For ZiCop, the cross section difference between the two charge states was around 20%, in agreement with the ion cross section dependency on the number of charges it carries: Coulombic effects due to proximal charges are well known to induce unfolding in gas phase peptides and proteins\textsuperscript{31; 32; 33}. By contrast, the CCS for the two charge states of zinc bound ZiCop were in good agreement (Table 4-1A). This can be attributed to structural stability rendered by the metal ion. The CCS found for the heterodimer suggests an elongated structure that is significantly larger than either of the two monomer species (Table 4-1B). This is also the case for both homodimers, which had very similar cross sections. The dimer of the ZiCop, however, gave a larger than expected standard deviation of experimental Ω values, suggesting conformational variance, possibly due to multiple interconverting populations. This may be related to the fact that ZiCop is a very poor coiled coil, which was the initial reason for introducing a binding partner – Pp. The 5+ Zn-ZiCop-Pp ion has a larger Ω value than any of the non-metal dimers, which supports this complex as having an interface between the α-helical part of the zinc finger and the helix of the partner peptide. This is corroborated by the CID results. The 5+ dimer of Zn-ZiCop has a very similar collision cross section to the Zn-ZiCop-Pp, however, there
is no evidence by CID that the ZiCop forms a zinc finger fold within this arrangement. The most plausible spatial arrangement of the 2(Zn-ZiCop) is the one that involves globular conformations of the two ZiCop chains interacting with each other via hydrophobic residues, and neither of the two zinc ions coordinating the cysteines and histidines, but rather interacting with the charged side chains electrostatically.

<table>
<thead>
<tr>
<th>Charge</th>
<th>ZiCop</th>
<th>Zn-ZiCop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IM-MS</td>
<td>MD</td>
</tr>
<tr>
<td>3+</td>
<td>558 ± 1</td>
<td>550</td>
</tr>
<tr>
<td>4+</td>
<td>664 ± 6</td>
<td>641</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Charge</th>
<th>ZiCop-Pp</th>
<th>2Pp</th>
<th>2ZiCop</th>
<th>Zn-ZiCop-Pp</th>
<th>2(Zn-ZiCop)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IM-MS</td>
<td>MD</td>
<td>IM-MS</td>
<td>IM-MS</td>
<td>IM-MS</td>
</tr>
<tr>
<td>5+</td>
<td>971 ± 24</td>
<td>975 ± 3</td>
<td>947 ± 118</td>
<td>1104 ± 61</td>
<td>1103 ± 13</td>
</tr>
<tr>
<td>6+</td>
<td>1007</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4-1** Experimental (IM-MS) and simulated (MD) collision cross sections of the most abundant charge states of the monomeric apo and holo-ZiCop (Zn-bound) – table (A), the dimeric species, and some of the undesirable aggregates – table (B), in ‘buffered’ conditions. The values are quoted in Å², with standard error of three experimental repeats. The values for the modelled structures are shown in italics. The empty cells denote values that were not determined.

To investigate these phenomena further, molecular dynamics (MD) simulations were performed on selected species shown in Table 4-1: apo- and holo-ZiCop and the hetero-dimer of the two – ZiCop-Pp. Figure 4-6 shows their representative structures obtained by MD simulations. Experimental collision cross sections compared favourably with those obtained from the MD giving confidence in both datasets. Interestingly, the apo-ZiCop adopted a very similar conformation to that of the holo-form (Figure 4-6A and B), with the main difference observed in the coordination sphere: the Cys and His residue side chains seem to be on the outer surface of the peptide globule in the absence of the metal ion. The α-helical portion
of the peptide chain tends to be present in both apo- and holo-forms. The hetero-dimer \((\text{Figure 4-6C})\) adopts an elongated conformation consisting of the two parallel \(\alpha\)-helices slightly twisting around each other. Although in the resulting coiled coil the termini of both chains are somewhat unstructured, the alignment of the peptides is blunt-ended as envisioned by the design.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure4-6.png}
\caption{Representative MD structures of the 3+ Zn-ZiCop (A), 3+ apo-ZiCop (B) and 6+ ZiCop-Pp hetero-dimer (C). Metal-coordinating residues are shown as ball-and-stick representations to highlight their role in the presence (A) and absence (B) of zinc ion. Hetero-dimer (C) is colour-coded according to the convention in the present work to distinguish between the two interacting partners.}
\end{figure}

**4.8 Conclusions**

A mass spectrometry and ion-mobility mass spectrometry workflow to interrogate a protein design strategy has been presented. The following are this work’s primary findings:

- There is strong evidence that ZiCop preferentially and specifically binds \(\text{Co}^{2+}\) and, to a lesser extent \(\text{Zn}^{2+}\), when compared to and \(\text{Ca}^{2+}\). The presence of \(\text{Co}^{2+}\), before \(\text{Zn}^{2+}\) is added to the peptide, enhances the strength of
its binding by at least an order of magnitude. The shape of binding curve of Co\textsuperscript{2+} is sigmoidal and is similar to that of Zn\textsuperscript{2+}, suggesting switching behaviour of the peptide.

- Collision cross sections (CCS) measurements revealed an increased conformational stability of the zinc-bound ZiCop over its apo-form.

- Binding of Ca\textsuperscript{2+} is very weak and non-specific, with the binding curve taking a hyperbolic shape, indicating non-switching behaviour.

- Dissociation constant of hetero-dimer ZiCop-Pp formation is in the low-mM range. IM-MS measurements and MD simulations indicate the possibility that ZiCop-Pp species adopt a blunt-ended coiled coil conformation. The hetero-dimer forms preferentially over the two homo-dimers – 2ZiCop and 2Pp.
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Chapter 5

The effect of salt on protein conformation and stability

5.1 Introduction

This chapter describes the effect of salt adductation on the conformations of three model proteins of varying molecular mass (lysozyme, cytochrome c and BPTI) by variable temperature ion mobility mass spectrometry. The proteins are incubated with sodium iodide and following nESI, their gas-phase conformations are determined using drift tube ion mobility mass spectrometry (DT IM-MS) at three different drift cell temperatures – ‘ambient’ (300 K), ‘cold’ (260 K) and ‘hot’ (360 K). Significant adduction of hydrogen iodide is observed on all three proteins with the number of HI molecules correlating to the number of available basic sites. The conformational space occupied by each protein is reduced significantly in the presence of salt. Thermally induced unfolding (which is observed at both cold and hot temperatures) is minimised in the presence of adducted HI. This is the first time the phenomenon of ‘cold denaturation’ is observed for proteins in the gas phase, suggesting that this effect is intrinsic to the protein fold.
Protein-salt interactions play a key role in the structure of a protein and on stabilising its active form. Franz Hofmeister was the first to consider how salt ions affect proteins, and this work culminated in the 1888 milestone publication ‘Zur Lehre von der Wirkung der Salze’ (About the Science of the Effect of Salts). He found that these effects vary widely, however some trends could be established for cations and anions separately. These trends were the salts’ ability to precipitate proteins, which gave rise to the Hofmeister series – which contained a separate ranking for cations and anions. Recent years have seen a revival of curiosity in this topic with a more than 3-fold increase in citations in the past decade compared to the previous one. This increased interest in the Hofmeister effect is testament to its fundamental relevance to a wide range of fields: from enzyme activity and protein stability to protein-protein interactions and protein crystallisation and also to the development of new experimental tools and models that can help shed light on this long-established phenomenon. As a result of these recent research efforts, the initial hypothesis that the Hofmeister phenomenon is due to the effect of salts in ‘making’ or ‘breaking’ the structure of water has gradually fallen out of favour. In its place has come an assertion that the key instigator of precipitation is via direct ion-macromolecule interactions. These interactions are very amenable to gas-phase studies.

Through introduction of soft ionisation techniques of MALDI and ESI, mass spectrometry has become a popular technology underpinning protein research. Gas-phase protein ions and their complexes are now studied directly as a population of ‘naked’ ions, decoupled from any counter-ions. Volatile buffers are used to provide ‘clean’ mass spectra although native-ESI mass spectrometry peaks are often somewhat broadened by the presence
of un-desolvated buffer salts and/or water. Further structural elucidation is enabled by collision induced dissociation (CID), whereby protein complexes are dissected into their constituent parts by collisions with inert gas. However, in biological systems, proteins are never alone: they are crowded by other macromolecules and ions which play a crucial role in their stabilisation and function. The focus of this work is to examine the effect of anions on proteins with mass spectrometry. In recent years, mass spectrometry based studies, and in particular those which aim to preserve biologically relevant conformations for gas-phase analysis, have gradually evolved from considering adducted salts as a regrettable feature to regarding them key to retaining a stable gas-phase fold. It has been shown recently that anions attached to proteins tend to stabilise compact conformations and that the number of certain anions (such as perchlorate and iodide) that can adduct to a protein, correlates well with the number of available basic sites. It follows from this that a protein surface can be ‘mapped’ by such anions.

All three proteins investigated here are well characterised by other biophysical methods and therefore are good models for this study. Their crystal structures were first published in the 1970s and 1980s, and to date, more than 560 structures are available for lysozyme, over 200 for cytochrome c and approaching 100 for BPTI.

Measurable parameters in the gas phase to address this question are:

- Relative intensities of the signals due to bare protein ions compared with those from protein-salt complexes;
Changes in collision cross sections of these ions as a function of the number of hydrogen iodide molecules attached to the protein (up to 3 are considered);

Changes in collision cross sections of these ions as a function of the buffer gas temperature.

Ion mobility measurements were carried out on these proteins at three different drift cell temperatures – ‘ambient’ (300 K), ‘cold’ (260 K) and ‘hot’ (360 K) to probe the conformational dynamism of the proteins. They were sprayed from their aqueous solutions with a 40-fold molar excess of NaI, and their apo-form and hydrogen iodide adducts (up to 3 HI molecules) were investigated. In the presented work, the term ‘adduct’ is used in relation to hydrogen iodide, rather than sodium or sodium iodide. Theoretical CCS were calculated in MobCal for the crystal structure coordinates of the three proteins at these temperatures and subsequently compared to experimental values.

5.1.1 Choice of salt

Sodium iodide was chosen for this study for a number of reasons. Iodide is a chaotropic anion in the Hofmeister series and, along with other ingredients, it is one of the pharmaceutically acceptable anions (i.e. used in formulations of medicines) used to stabilise biomolecules (proteins, DNA, RNA) in biological matrices (blood, saliva, urine etc.) for their prolonged storage and shipment. Iodide has a destabilising effect on protein complexes, as it can bind to non-polar patches on proteins, in addition to cationic residues.
all halides, iodide has the largest ionic radius (disregarding astatine, which is unstable and radioactive, and hence pharmaceutically unsuitable)\textsuperscript{31}, measuring to \(\sim 2.4 \text{ Å}\)\textsuperscript{32, 33} and therefore the lowest charge density. For this reason, this anion will bind to proteins more tightly\textsuperscript{5} and any anticipated resulting conformational changes will be more profound and easier to observe. Finally, anions generally have a larger effect on proteins than cations\textsuperscript{8, 25, 34}.

5.1.2 Choice of electrospray solvent conditions

A comparison of two solvent conditions has been carried out: aqueous and buffered (20 mM NH\textsubscript{4}OAc). Figure 5-1 shows the results of the spray solvent comparison for lysozyme. In order to stabilise proteins for ESI-MS, it is common to employ a volatile buffer such as ammonium acetate\textsuperscript{35}. To assess the effect of NaI on proteins properly, lysozyme was examined from aqueous solution as well as from buffered solution. Here, 50 \(\mu\text{M}\) lysozyme was sprayed from pure water (Figure 5-1A and B) and buffer (Figure 5-1C and D), with (panes B and D) and without (panes A and C) addition of 40-fold molar excess of NaI. Two general features that are associated with buffering of the spray solution are observed here. Firstly, the charge state distribution is shifted towards lower values (dominant charge state 8+) compared to aqueous conditions (dominant charge state 9+). Secondly, in the absence of salt, buffering tightens the charge state envelope (cf. A and C). Remarkably, addition of salt to the buffered solution (cf. C and D) does not significantly change the shape of the charge state envelope, whereas in aqueous solution salt causes tightening of this distribution (cf. A and B) bringing it closer to that of the corresponding buffered solution (cf. B and D). Thus, NaI has a
similar effect on the compaction of protein charge state distribution to that of NH₄OAc, suggesting that the high ionic strength also reduces the conformational spread of the protein in solution, as a buffer would. At the same time, in the absence of NH₄OAc, fewer Na⁺ cations are clustered on each of the I⁻-adducted states of lysozyme, decoupling the anion from the cation effect (cf. the zoomed-in regions in panels B and D). Therefore, aqueous conditions are the spray solution of choice for the present investigation.
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Figure 5-1  Mass spectra of 50 µM lysozyme in aqueous, pH7.0 (panes A and B) and buffered, pH7.3 (20 mM NH₄OAc, panes C and D) conditions, with addition of 40-fold molar excess of NaI (panes B and D) and without salt (panes A and C). The data were acquired on the Q-ToF-2 instrument. Left column shows full-range mass spectra with the 8+ charge state highlighted in yellow; the right column illustrates the detailed view of the highlighted range of the 8+ peak. The 8+ ion of lysozyme and its hydrogen iodide adducts are highlighted in green. The peaks that follow the highlighted series are sodium clusters (panes B and D).
5.1.3 Overview of sodium iodide interaction with proteins

*Figure 5-2* shows representative mass spectra of the three proteins (lysozyme, cytochrome c and BPTI) sprayed from aqueous solution with a 40-fold molar excess of NaI. Lysozyme (*Figure 5-2A*) presents itself in 5 charge states – from 7+ to 11+, with the 10+ being most dominant, closely followed by the 9+. The first peak in each of the charge states is the MS signal of the apo-form of the protein, and the rest of the peaks are due to HI adduction: each next peak in the series is the previous with one additional hydrogen iodide (see inset in *Figure 5-2A*). When hydrogen iodide adducts, the mass added is that of H + I, (127.9 Da.) with respect to the apo species although this method cannot distinguish where the anion has attached. The sodium adduct peaks correspond to an addition of 22.0 Da suggesting that they have replaced a proton. HI is also more dominant as an adduct than sodium (see insets in *Figure 5-2*), although the ratio between bound NaI and bound HI increases as the number of iodides increases. In the case of NaI addition, the mass increase corresponds to 149.9 Da. For all three proteins the average number of retained salt ions increases as the charge state decreases, with a markedly decreased abundance of the apo species, suggesting that a fully salted out form of the protein would be electrostatically neutral, as in solution.

Cytochrome c (*Figure 5-2B*) has a very tight charge state distribution – from 6+ to 9+, with the two flanking charge states of very low abundance, and the two central ones of comparable intensity. Similarly to lysozyme, each charge state of cytochrome c presents itself as a cluster of hydrogen iodide adducts, with higher levels of adduction observed for lower charge states. Cytochrome c displays an especially high propensity to iodide clustering, as evidenced by the very low abundance of the apo-form and high number of
HI-adducted peaks (*Figure 5-2B* inset). Here, the 7+ charge state features 8 HI adducts, with the 4-adducted peak being most populated. Clusters of peaks within each iodide adduction state are due to sodium ions.

BPTI, similarly to cytochrome c, has two almost equally dominant charge states (5+ and 6+) flanked by the low-abundance 4+ and 7+ peaks (*Figure 5-2C*). The apo-form is dominant for all charge states except for the 4+, and adduction level is very low for this protein compared to the other two (see inset in *Figure 5-2C*). The trend that lower charge states retain more adducts holds true for this protein too.
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Figure 5-2  Representative mass spectra of lysozyme (A), cytochrome c (B) and BPTI (C) acquired on the MoQ-ToF at 300 K in the MS-only mode. The proteins are electrosprayed in 50 µM concentrations from the aqueous solutions with the 40-fold molar excess of NaI. Charge states of the protein-salt clusters are shown in blue. Insets show zoomed-in most dominant charge states highlighted in yellow. Annotated therein are groups of peaks corresponding to protein-salt clusters, with the first peak (M) being unadducted protein, second one (M+1HI) – protein adducted with a single I⁻ ion, etc. Each of such clusters may or may not feature additional Na⁺ ions.
5.1.4 Validation of ion source conditions

A comparison of three different MoQ-ToF ion source temperatures was conducted to establish whether salt clustering on the proteins is affected by desolvation conditions. The relative ratios of the free and salt-bound ions were compared at different source temperatures: 60, 80 and 100 °C (the middle value being the working temperature at which all results presented here were obtained). The findings are shown in Figure 5-3, and they confirm that, for all three proteins, these ratios are the same across different temperatures. Therefore, desolvation process has yielded stable gas-phase re-equilibrated populations of protein and protein-salt ions\textsuperscript{36;37}. This observation is consistent with previous results that proteins retain their structure during the ESI process\textsuperscript{38} and especially its nano-spray implementation\textsuperscript{39}.  


Figure 5-3  MoQ-ToF mass spectra of the 50 µM protein (A – lysozyme, 10+ charge state; B – cytochrome c, 7+ charge state; C – BPTI, 5+ charge state) with 2 mM NaI in sprayed from aqueous solution at different source temperatures: 60°C (cyan), 80°C (grey) and 100°C (red). The data were acquired in the MS-only mode. Each mass spectrum is the average of 3 experimental repeats taken on different days at the same temperature.
5.2 Lysozyme

Lysozyme-NaI clusters present themselves in 5 charge states: from 7+ to 11+, with the 10+ being most dominant (*Figure 5-2A*). The change in buffer gas temperature (especially lowering it) has a dramatic effect on salt adduction to the protein (*Figure 5-4A*), as can be seen from shifts of the protein-salt clusters. An increase in temperature causes a loss of salt ions, whereas at lower temperatures there is a higher retention of HI adducts, especially for lower charge states of the protein (7+ and 8+). This trend becomes more evident by considering the relative intensities of the non-adducted and HI-adducted lysozyme signals, and plotting the ion abundances as a function of charge state (*Figure 5-4B*). At 360 K cell temperature, the non-adducted signal is most abundant for 10+ and 11+ charge states, whereas at ambient temperature (300 K) the non-adducted signal is strongest only for the highest charge state by a small margin. At lower temperatures, the two highest charge states are dominated by singly-adducted signals. As the charge state decreases (9+ and below), more HI are retained on the protein, and this trend continues at the lowest cell temperature. These observations support the accepted view of non-covalent protein-ligand interactions becoming stronger at low temperatures\(^{40,41}\) and also that salt and, by inference, buffer salts are lost in IM-MS experiments performed at ambient temperatures.
Arrival time distributions were obtained for the free protein and its single-, double- and triple-HI adducted species at three buffer gas temperatures – 260, 300 and 360 K. Results are presented as drift time distributions at drift potential 35 V, converted to CCS units and are arranged in two sets – first highlighting the effect of HI adducts on the protein (Figure 5-5), second – comparing the effect of different drift buffer gas temperatures (Figure 5-7). Both sets are comprised of same data that are re-grouped for easier viewing.

Numerical values for collision cross sections were calculated for the free protein and its single-, double- and triple-HI adducted species at 300 K only. In this case however, for the 7+ ion, the salt-free ion was, albeit detectable,
too weak in intensity to provide reliable measurements on it. For the 11+ ion, the 3-adducted lysozyme was undetectable. These CCS values are plotted in Figure 5-8.

### 5.2.1 HI effect on lysozyme conformations

Regardless of the drift cell temperature, the conformational space occupied by free and HI-adducted lysozyme shifts towards higher cross sections and widens from lower to higher charge states (Figure 5-5). This trend is commonly observed in ion mobility measurements and is indicative of Coulombic repulsion caused by additional charges on the protein leading to partial unfolding. Upon such unfolding, the structure becomes more flexible and its increased flexibility leads to wider conformational space available to the protein. All of the charge states display a bi-nodal drift time distribution, except for the smallest charge state, where the conformations are compacted to mainly one peak with a leading-edge shoulder. This is in good agreement with the earlier findings\(^42;43;44;45\) demonstrating that the charge states below 8+ of lysozyme are compact and possibly native-like. The 8+ charge state is therefore on the borderline of the folded and unfolded states where major conformational transitions occur.

Indeed, major differences between adducted and non-adducted ions are observed for the 8+ charge state, where the free ion features more compact populations in its earlier-arriving peak, compared to the adducted species. Addition of anions seems to cause lysozyme leave the compact sub-conformations domain resulting in tightening of the CCS distribution of the first peak, thus stabilising the fold. This effect is somewhat different at
lowered temperature (Figure 5-5A), where the conformations in the salt-free earlier-arriving peak are almost as compact as those in the salt-adducted peak, with significant degree of conformational inter-conversion between the two conformations taking place as a result of additional HI ions.
Figure 5-5  Drift time distributions of the 7+ through 11+ charge states of lysozyme (drift time units are converted to CCS units). Measurements are carried out at the buffer gas temperatures of: 260 K (panel A), 300 K (panel B) and 360 K (panel C). Ion flux data for non-adducted (red) and up to 3 HI-adducted (1I – blue, 2I – cyan, 3I – green) protein ions are shown. Each trace is the average of three experimental repeats conducted on different days. Crystal structure values indicated by vertical lines were calculated from their coordinates at 260 K (turquoise), 300 K (dark grey) and 360 K (pink).
When comparing the trends caused by increasing number of HI adducts on the protein for the charge states above 8+, one can observe how salt ions ‘counter-act’ the Coulombic unfolding taking place due to increased charge. This effect can be observed in Figure 5-5, however, to deconvolute this effect from others, selected extreme charges and adduction levels are presented in Figure 5-6. Indeed, as the charge state increases, the overall bi-nodal distribution gravitates towards the larger CCS (cf. left and right panels in Figure 5-6), whereas the more HI molecules are present on the protein, the more the balance shifts back to the smaller CCS, converging on the crystal structure values (cf. top and bottom panels in Figure 5-6). This effect is more pronounced for higher charge states, which confirms structure-stabilising effect of chaotropes on lysozyme\textsuperscript{25}, which is one of the first proteins on which the opposite Hofmeister series behaviour was observed\textsuperscript{46}. 
Figure 5-6 Drift time distributions of the extreme charge states of lysozyme – 8+ (left panels: A and C) and 11+ (right panels: B and D), and extreme adduction level – apo (top panels: A and B) and highest adduction measured (bottom panels: C and D). Measurements are carried out at the buffer gas temperatures of: 260 K (turquoise), 300 K (dark grey) and 360 K (pink). Each trace is the average of three experimental repeats conducted on different days. Crystal structure values are indicated by the vertical lines (calculated from their coordinates with MobCal for each of the temperatures).
5.2.2 Drift gas temperature effect on lysozyme conformations

Lysozyme, in its all states of adduction including free form, responds to the change in the drift gas temperature in a uniform manner, as is evident when comparing the data arranged in each of the horizontal rows (Figure 5-7). At lowered buffer gas temperatures (260 K), two conformers are better resolved, which is expected at lower temperatures\textsuperscript{47, 48}. Also, the peaks are narrower, indicating conformational stabilisation and decreased inter-conversion due to ‘freezing’. A striking, and seemingly counter-intuitive, feature of the protein’s behaviour at low temperature is that larger conformations are favoured compared to ambient temperature (300 K). Indeed, the 7+ ion drift profile indicated one peak, albeit with a small shoulder, whereas as early as the 8+ and all charge states above, this very peak becomes minor as the later-arriving peak takes dominance. This phenomenon is known as ‘cold denaturation’\textsuperscript{49, 50} and is a result of a temperature-induced change in the hydrogen bonding that stabilises α-helices and β-sheets in the protein. This leads to the loss of hydrophobicity of such α-helices and destabilisation of β-sheets, resulting in denaturation\textsuperscript{51}. For lysozyme, cold denaturation was previously observed using pressure-assisted NMR spectroscopy studies\textsuperscript{52}. The crystal structure CCS values fall exactly between the two conformational groups observed in the experiment at the ambient- and low-temperature drift gas for the 8+ charge state. For the lower charge state (7+), the experimental values are mainly just below it, and for all charge states above (9+ through 11+) the less-abundant conformational population has similar CCS values to those of the crystal structure, and the higher-abundant species have noticeably higher values.
At higher drift gas temperatures (360 K), a distinct bi-nodal drift profile is observed for the 7+ charge state (cf. same charge state at 300 and 260 K), suggesting thermal melting onset with the majority of the conformations lying below the crystal structure value and about a one-third of them above that value. For the 8+ charge state, both populations are equally represented, and from the 9+ and up, the major peak is found above the crystal structure, with only a minor fronting shoulder covering those values. The 10+ and 11+ charge state feature an additional distinct peak above 2500 Å² due to further protein unfolding. It is noteworthy that increasing number of HI on these charge states does somewhat increase the abundance of the more compact population (horizontal rows of 10+ and 11+), thus ‘resisting’ the thermal unfolding of lysozyme.
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Figure 5-7  Drift time distributions of the 7+ through 11+ charge states of lysozyme (drift time units are converted to CCS units). Measurements are carried out at the buffer gas temperatures of: 260 K (turquoise), 300 K (dark grey) and 360 K (pink). Ion flux data for non-adducted (panel A) and up to 3 HI-adducted (1I− – panel B, 2I− – panel C, 3I− – panel D) protein ions are shown. Each trace is the average of three experimental repeats conducted on different days. Crystal structure values indicated by vertical lines were calculated from their coordinates at 260 K (turquoise), 300 K (dark grey) and 360 K (pink) (N.B. these values are very close to each other and may look like one vertical line).
5.2.3 Collision cross sections of free and HI-adducted lysozyme at 300 K

Figure 5-8 shows the CCS values of the drift peak maxima for each observed charge state that have been plotted as a function of adduction level, at 300 K. The ‘distance’ between the values of two conformers for each drift profile has been shaded to assist data viewing. The crystal structure CCS value was obtained following a gas-phase minimisation as described in section 2.7.3 and is shown in dashed line in Figure 5-8. This value falls in the centre of CCS values distribution for the 7+ and 8+ ions suggesting their compact crystal structure-like packing as previously shown by Clemmer group\textsuperscript{44} and ours\textsuperscript{53}. All higher-charged ions are above the crystal structure CCS, however each additional HI on the protein assists its compaction bringing its size closer to the crystal structure value. Somewhat anomalous behaviour is observed for the 8+ ion, where addition of the first HI results in a CCS increase; all subsequent salt ions conform with the overall trend of reducing the CCS space that the protein is in.
Figure 5-8  Summary of cross sections determined for all ions observed for lysozyme at 300 K buffer gas temperature. Data-points indicate drift peak maxima for each observed charge state that have been plotted as a function of adduction level. Each trace is the average of three experimental repeats conducted on different days. Crystal structure values for the apo-protein at 300 K are indicated by the dashed horizontal line. Numerical CCS values for both experimental and calculated CCS values for each of the data points are tabulated in Appendix, Table A 3 and Table A 4.

5.3  Cytochrome c

Cytochrome c-NaI clusters present themselves in 4 charge states: from 6+ to 9+, with the 7+ and 8+ being equally most dominant (Figure 5-9A). The change in buffer gas temperature (especially lowering it) has a dramatic effect on salt adduction to the protein (Figure 5-9A), as can be seen form shifts of the protein-salt clusters. In contrast to lysozyme, cytochrome c does not exhibit a significant loss of salt ions at increased temperature; moreover an opposite effect is observed especially for the lowest charge state. At lower
temperatures a dramatic increase in the levels of HI adduction is observed, again, especially for lowest charge states of the protein (6+). These trends become more evident by measuring the relative intensities of the non-adducted and HI-adducted cytochrome c signals on the mass spectra, and plotting the ion abundances as a function of charge state (Figure 5-9B). At 360 K cell temperature, the non-adducted signal, across all charge states, is very similar to the one at 300 K. All adducted species become slightly more prominent at higher temperature for all charge states except the lowest. The 6+ charge state exhibits a different trend: high levels of adduction are not favourable at 360 K. At lower temperature, the non-adducted signal is almost lost for all charge states, and higher adduction numbers are favoured. Interestingly, the adduction number distribution is very tight for the 6+ charge state.

Overall for cytochrome c, the number of adducts is similar across all charge states except for the lowest within one temperature setting, unlike for lysozyme, where adduction number is highly charge-state dependent. Hence, the adduction level of the 6+ charge state is the one affected by the temperature most of all.
Figure 5-9  Drift gas temperature effect on HI adduction to cytochrome c. The data were acquired in the MS-only mode. Panel A – mass spectra of 50 µM cytochrome c + 2 mM NaI in H₂O at different drift cell temperatures (260 K – turquoise, 300 K – dark grey, 360 K – pink). Panel B – plots of fractional ion intensity as a function of charge state at different cell temperatures for non-adducted and up to 6 HI-adducted protein ions (colour-code legend is shown below the plots). Each trace is the average of three experimental repeats conducted on different days.

Arrival time distributions were obtained for the free protein and its single-, double- and triple-HI adducted species at three buffer gas temperatures – 260, 300 and 360 K. For the 7+ ion at 360 K the non-adducted cytochrome c was undetectable. Results are presented as drift time distributions at drift potential 35 V, converted to CCS units and are arranged in two sets – first highlighting the effect of HI adducts on the protein (Figure 5-10), second – comparing the effect of different drift buffer gas temperatures (Figure 5-11). Both sets are comprised of same data that are re-grouped for easier viewing. Numerical values for collision cross sections were calculated for the free protein and its single-, double- and triple-HI adducted species at 300 K only.
For the extreme (6+ and 9+) ions, however, the doubly- and triply-adducted ions were, albeit detectable, very weak in intensity to provide reliable measurements on them. These CCS values are plotted in Figure 5-12.

5.3.1 HI effect on cytochrome c conformations

Regardless of the drift cell temperature, the conformational space occupied by free and HI-adducted cytochrome c shifts towards higher cross sections and widens from lower to higher charge states (Figure 5-10). This is the manifestation of Coulombic repulsion effect that is discussed above for lysozyme. All of the charge states display a bi-nodal drift time distribution, except for the 6+ at ambient temperature and 7+ at increased temperature, where multiple conformations inter-convert and elute as one tailing peak. At ambient and increased temperature, majority of conformations lies within the earlier-arriving peak and below the calculated crystal structure values (Figure 5-10B and C); at low temperature, the effect is opposite (Figure 5-10A).

Major differences between adducted and non-adducted ions are observed for the earlier-arriving peak at 260 K; the free ion populates a wider range of conformations in its earlier-arriving peak, compared to the adducted species (Figure 5-10A). Addition of anions increases the population of the compact conformational node resulting in tightening of the CCS distribution of the first peak, presumably stabilising the fold. At ambient and increased temperatures, the ATD profiles do not change significantly with HI addition (Figure 5-10B and C), with an exception for z = 9, where the singly-adducted protein has a slight preference for more unfolded conformations. Overall, HI
addition has a very limited effect on cytochrome c conformations, except a minor ‘tightening’ of the smaller conformers at lower temperature.

Figure 5-10 Drift time distributions of the 6+ through 9+ charge states of cytochrome c (drift time units are converted to CCS flux data for non-adducted (red) and up to 3 HCI-adducted (1+ – blue, 2+ – cyan, 3+ – green) protein ions are shown. Each trace is the average of three experiments conducted on different days. Crystal structure values indicated by vertical lines were calculated from their coordinates at 260 K (turquoise), 300 K (dark grey), and 360 K (pink).
5.3.2 Drift gas temperature effect on cytochrome c conformations

Unlike with lysozyme, lowered buffer gas temperatures (260 K), do not seem to improve the resolution of the two conformers (Figure 5-11). Similarly to lysozyme, cytochrome c, in its all states of adduction including the free form, responds to the change in the drift gas temperature in a uniform manner, as is evident when comparing the data arranged in each of the horizontal rows (Figure 5-11). The ‘cold denaturation’ phenomenon holds true for cytochrome c, as well as for lysozyme. For cytochrome c, cold denaturation was previously observed using CD spectroscopy studies\textsuperscript{54}. A striking difference between cytochrome c and lysozyme is observed at increased cell temperatures (360 K). Here, heating causes a decrease in the CCS, bringing the majority of the conformational populations just under the values of the crystal structure. The effect observed here is probably caused by thermal collapse of the protein fold. This observation is contrary to the earlier findings by Mao \textit{et al.}\textsuperscript{55}, however it must be mentioned that higher ion injection energies were used in that work which might cause protein unfolding. The ambient temperature ATD profiles are ‘in transition’ between the two extreme temperatures, and are closer to the ATDs at 360 K than 260 K.
Figure 5-11 Drift time distributions of the 7+ through 9+ charge states of cytochrome c (drift time units are converted to CCS units). Measurements are carried out at the buffer gas temperatures of: 260 K (turquoise), 300 K (dark grey) and 360 K (pink). Ion flux data for non-adducted (panel A) and up to 3 HI-adducted (1I – panel B, 2I – panel C, 3I – panel D) protein ions are shown. Each trace is the average of three experimental repeats conducted on different days. Crystal structure values indicated by vertical lines were calculated from their coordinates at 260 K (turquoise), 300 K (dark grey) and 360 K (pink) (N.B. these values a very close to each other and may look like one vertical line).
5.3.3 Collision cross sections of free and HI-adducted cytochrome c at 300 K

Figure 5-12 shows the CCS values of the drift peak maxima for each observed charge state plotted as a function of adduction level, at 300 K. The ‘distance’ between the values of two conformers for each drift profile has been shaded to assist data viewing. The crystal structure CCS value was obtained following a gas-phase minimisation as described in section 2.7.3 and is shown in dashed line in Figure 5-12. A trend similar to that observed for lysozyme is noted for cytochrome c: the CCS value from the crystal structure falls in the lower part of the CCS values distribution for the 7+ ions suggesting their compact packing. The CCS values of the 6+ ions lie below those of the crystal structure, and the ions with charge states above 7+ have higher CCS than that of the crystal structure. This is in good agreement with earlier work by Jarrold group56 and ours57 that established that the 7+ charge state is on the border line of compact and extended conformations, with folded structures only being stable below 7+ charge state. The higher the charge state is the fewer HI are required to cause compaction of the conformational distribution.
Figure 5-12. Summary of cross sections determined for all ions observed for cytochrome c at 300 K buffer gas temperature. Data-points indicate drift peak maxima for each observed charge state that have been plotted as a function of adduction level. Each trace is the average of three experimental repeats conducted on different days. Crystal structure values for the apo-protein at 300 K are indicated by the dashed horizontal line. Numerical CCS values for both experimental and calculated CCS values for each of the data points are tabulated in Appendix, Table A 3 and Table A 4.

5.4 BPTI

BPTI-NaI clusters present themselves in 4 charge states: from 4+ to 7+, with the 5+ and 6+ species being dominant (Figure 5-13A). Similarly to the two previously discussed proteins, the most dramatic effect on the mass spectra is caused by lowering temperature rather than raising it. This is evidenced by increased adduction number on the two lowest charge states (4+ and 5+). In contrast to the both larger proteins described above, an increase in temperature causes an increase in the level of observed adduction in salt ions.
and the two extreme charge states (4+ and 7+) are more populated than at 260 K and 300 K. Plots of the relative intensities of the non-adducted and HI-adducted BPTI signals on the mass spectra vs charge state (Figure 5-4B) show the HI adduction behaviour at all temperatures considered during the experiment. A significant difference is observed for the 360 K, where higher charge states retain HI adducts better than at two other temperatures. The non-adducted BPTI has the strongest signal at ambient temperature. The singly-adducted protein is the favoured arrangement of all HI-BPTI interactions across all temperatures, but only marginally so at 360K. This suggests that the population of the adducted species in the mass spectrometer alters during the experiment. If we are to consider the data taken at 260 K as a baseline (since we cannot be adding salt in the drift cell!) then we observe that the mobility experiment at 300 K causes a decrease in the high m/z poorly resolved salted forms of the protein, and this has populated the apo forms most. By contrast, the mobility experiment at 360 K has caused a different redistribution of these salty peaks populating more adducted forms, especially for the z = 6 and 7 species. We can speculate that the protein is more flexible at the higher temperature and that more favourable binding sites are accessible to the HI.
Figure 5-13 Drift gas temperature effect on HI adduction to BPTI. The data were acquired in the MS-only mode. Panel A – mass spectra of 50 µM BPTI + 2 mM NaI in H2O at different drift cell temperatures (260 K – turquoise, 300 K – dark grey, 360 K - pink). Panel B – plots of fractional ion intensity as a function of charge state at different cell temperatures for non-adducted and up to 6 HI-adducted protein ions (colour-code legend is shown below the plots). Each trace is the average of three experimental repeats conducted on different days.

Arrival time distributions were obtained for the free protein and its single-, double- and triple-HI adducted species at three buffer gas temperatures – 260, 300 and 360 K. Higher adduction levels are very low in abundance to obtain reliable values for all 6+ and 7+ ions at 360 K. Results are presented as drift time distributions at drift potential 35 V, converted to CCS units and are arranged in two sets – the first highlighting the effect of HI adducts on the protein (Figure 5-14), the second – comparing the effect of different drift buffer gas temperatures (Figure 5-15). Both sets are comprised of same data that are re-grouped for easier viewing. Numerical values for collision cross sections were calculated for the free protein and its single- and double-HI adducted species at 300 K only, wherever the signals of required intensity
were obtained. Higher adduction levels are very low in abundance to obtain reliable values. These CCS values are plotted in Figure 5-16.

5.4.1 HI effect on BPTI conformations

Similarly to both proteins discussed above the conformational space occupied by free and HI-adducted BPTI shifts towards higher cross-sections and widens from lower to higher charge states, regardless of the drift cell temperature (Figure 5-14). Only the lowest charge state (4+) displays a bimodal drift time distribution, with a low-abundance fronting peak. At 300 K and largely at 360 K, the 7+ ion falls well into the crystal structure values. At 260 K, this is the case for the 6+. HI adduction does not have an effect on the ATD profiles for the 4+ and 5+ charged ions, except for the earlier-arriving conformations of the 4+ at ambient temperature (Figure 5-14B). Here, HI molecules tend to decrease the abundance of this highly unstable fold (its instability is evidenced by large error bars on the plot of non-adducted BPTI). All higher charged ions (6+ and 7+) experience decrease in CCS values when a single HI is attached to the protein (see two top rows in Figure 5-14), and are brought closer to the crystal structure value. Interestingly, the ATD of the apo 7+ ion at ambient temperature falls into the crystal structure CCS, whereas at lower temperature it is somewhat above it, and at higher temperature it is below it (by a very small margin). Evidently, cold denaturation is observed for the highest charge state of BPTI only, this may be attributed to the presence of the stabilising disulphide bridges. For BPTI, cold denaturation was previously observed using magnetic relaxation dispersion studies in solution58.
Figure 5-14  Drift time distributions of the 7+ through 11+ charge states of BPTI (drift time units are converted to CCS units). Measurements are carried out at the buffer gas temperatures of: 260 K (panel A), 300 K (panel B) and 360 K (panel C). Ion flux data for non-adducted (red) and up to 2 Hđ-adducted (1Hđ – blue, 2Hđ – cyan) protein ions are shown. Each trace is the average of three experimental repeats conducted on different days. Crystal structure values indicated by vertical lines were calculated from their coordinates at 260 K (turquoise), 300 K (dark grey) and 360 K (pink).
5.4.2 Drift gas temperature effect on BPTI conformations

Similarly to both proteins discussed above, BPTI, in its all states of adduction including free form, responds to the change in the drift gas temperature in a uniform manner, as is evident when comparing the data arranged in each of the horizontal rows (Figure 5-15). Moreover, the ATD profiles are almost identical across different adduction levels (cf. panels A, B and C in Figure 5-15). A bi-nodal distribution of the ion flux is observed for the lowest charge state only (4+), featuring a small fronting peak. This peak has higher abundance at ambient temperature and represents a conformationally unstable population of ions, as evidenced by large error bars. This population is almost extinct at both lower and higher temperatures. A marginal cold denaturation effect, as evidenced by increase in CCS, is observed at lower temperatures across all adduction levels, with the effect more profound for the extreme charge states (4+ and 7+). A significant collapse of the protein fold takes place as a result of buffer gas heating for 5+ and above. For the 4+ ion, this effect is less profound, and mainly leads to the loss of the earlier-arriving peak. The crystal structure CCS values are in good agreement with the CCS of the 7+ ions at 260 K for non-adducted ion and at 300 K for singly-adducted BPTI. All other charge states feature more compact conformations.
Figure 5-15 Drift time distributions of the 7+ through 11+ charge states of BPTI (drift time units are converted to CCS units). Measurements are carried out at the buffer gas temperatures of: 260 K (turquoise), 300 K (dark grey) and 360 K (pink). Ion flux data for non-adducted (panel A) and up to 2 HI-adducted (1I – panel B, 2I – panel C) protein ions are shown. Each trace is the average of three experimental repeats conducted on different days. Crystal structure values indicated by vertical lines were calculated from their coordinates at 260 K (turquoise), 300 K (dark grey) and 360 K (pink) (N.B. these values are very close to each other and may look like one vertical line).
5.4.3 Collision cross sections of free and HI-adducted BPTI at 300 K

*Figure 5-16* shows the CCS values of the drift peak maxima for each observed charge state that have been plotted as a function of adduction level, at 300 K. The ‘distance’ between the values of two conformers for each drift profile has been shaded to assist data viewing. The crystal structure CCS value was obtained following a gas-phase minimisation as described in section 2.7.3 and is shown in dashed line in *Figure 5-16*. This value is just below the highest experimentally measured CCS of the unadducted 7+ ion indicating that the gas-phase structure of BPTI is very compact and the 6+, 5+ and 4+ are below that value, listed in the order of decreasing CCS. This trend agrees well with that previously reported by Shelimov et al.\textsuperscript{59}, however it must be pointed out that these authors quoted single values for each of the charge states, whereas here the ‘spread’ of values between two conformational populations is given. The two highest (7+ and 6+) charge states respond to a single HI adduction in significant tightening of the fold. A similar effect is observed for the 5+ ion, with the second HI adduction bringing no change in conformation. The 4+ ion, exhibits the opposite effect: no change in CCS on addition of the first HI, and decrease in CCS as a result of the second salt attachment.
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Figure 5-16  Summary of cross sections determined for all ions observed for BPTI at 300 K buffer gas temperature. Data-points indicate drift peak maxima for each observed charge state that have been plotted as a function of adduction level. Each trace is the average of three experimental repeats conducted on different days. Crystal structure values for the apo-protein at 300 K are indicated by the dashed horizontal line. Numerical CCS values for both experimental and calculated CCS values for each of the data points are tabulated in Appendix, Table A 3 and Table A 4.

5.5  Conclusions

Discussed here are gas-phase study results for protein ions formed out of solutions containing iodide salts. Presented findings draw a somewhat different picture from the observations of Merenbloom et al., and suggest that the presence of the salt in the same solution as the protein is indeed sufficient to induce a measureable conformational change (as recorded by DT IM-MS) in the protein, at the concentration and timescale necessary for gas-phase ion formation. This may be mainly due to the more direct method of
ion mobility separations employed in the present work, using measurements of linear drift-tube technology, as opposed to travelling-wave separations that lead to excessive heating of ions.

Events described in this chapter are highly complex and many-fold, and require further insights at wider range of conditions used. The main findings are summarised below.

- A qualitative agreement has been confirmed for earlier observations that the number of HI adducted to proteins correlate well with the number of available basic sites on it. The highest adduction levels are observed for cytochrome c (24 available basic residues), followed by lysozyme (19 basic residues) and BPTI (10 basic residues).

- HI adduction is highly charge-state dependent for lysozyme, and the opposite is true for cytochrome c; BPTI exhibits intermediary behaviour.

- Buffer gas temperature has a big effect on conformations and salt adduction in case of lysozyme and cytochrome c; for BPTI, lowering of the temperature has a more noticeable effect than increasing it.

- Increased temperature (in reference to 300 K) leads to increased CCS of lysozyme and decreased CCS of cytochrome c and BPTI.

- For lysozyme and cytochrome c, more HI are retained at lower temperature; for BPTI, HI are retained on higher charge states better at higher temperature. Additions of salt ions to lysozyme ‘counter-act’ Coulombic repulsion effect; whereas for cytochrome c, HI adducts have a
very limited effect on conformations; singly-adducted BPTI is a preferred arrangement across all temperatures.

- Lowered temperature (in reference to 300 K) improves ion mobility resolution for lysozyme only. Cross sections of lysozyme decrease with each HI added (with a few anomalies). The higher the charge state of cytochrome c ion, the fewer HI molecules are required to cause conformational distribution compaction. The higher the charge state of BPTI ion, the more it responds to addition of the first HI; the lower the charge state of BPTI ion, the more it responds to addition of the second HI (a decrease in CCS is observed in both cases).

- This is the first report of ‘cold denaturation’ for proteins in the gas phase, suggesting that this effect is intrinsic to the protein fold.
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6.1 Conclusions

In the presented work, mass spectrometry and ion mobility mass spectrometry were used to probe protein-ion interactions. The proteins considered here range in mass from just under 3 kDa to over 14 kDa. Mass spectrometric measurements were carried out on a commercial ToF instrument, and IM-MS, along with some MS-only measurements, was performed on in-house modified instrument (MoQ-ToF). Both were equipped with a nESI ion source for gentle transfer of non-covalent complexes into the gas phase. For all these systems, attachment of a single ion effected a pronounced conformational change: for the peptides (vCP1 and ZiCop) – conformational rearrangement or switching between two distinctly different folds was observed, and for the proteins (lysozyme, cytochrome c and BPTI) – stabilisation of the fold occurred as a function of charge state and temperature. The principal discoveries of this thesis are summarised below.
In *Chapter 3*, a consensus zinc finger peptide vCP1 was characterised. It was demonstrated that the gas-phase platform (MS and IM-MS) offers an attractive competitive route to solution-phase investigations. Binding selectivity and specificity of vCP1 to Zn$^{2+}$ and Co$^{2+}$ were investigated and compared to Ca$^{2+}$ and Cu$^{2+}$. It was established that vCP1 preferentially binds Zn$^{2+}$ and Co$^{2+}$ and acquires conformational stability as a result. Collision cross sections of vCP1 were measured with and without metal ions bound, and the values were found to be very similar. Experimental CCS compared favourably with those obtained from MD simulations, giving confidence in both datasets. It was revealed that geometries of apo- and zinc-bound peptide were similarly compact, with the major conformational differences observed in the spatial arrangements of the metal-chelating residues and slight loss of the $\alpha$-helical region for the apo-form.

In *Chapter 4*, a peptide-based dual switching system ZiCop was interrogated. The dual switch is designed to be responsive to zinc binding: when bound to a Zn$^{2+}$ ion, it is expected to adopt a zinc finger conformation, whilst in an unbound state it is designed to form a coiled coil with a partner peptide. Some aspects of the gas-phase characterisation method from the preceding chapter were applied here. Similarly to findings for the vCP1, trends in metal selectivity and specificity have been established to be preferential for Zn$^{2+}$ and Co$^{2+}$ compared to Ca$^{2+}$. Competitive Zn$^{2+}$/Co$^{2+}$ binding experiments revealed that the presence of Co$^{2+}$ enhances the strength of Zn$^{2+}$ binding by at least one order of magnitude. Analysis of mass spectra of equimolar amounts of the ZiCop and its binding partner evidenced that, in addition to the targeted hetero-dimer formation, a competitive assembly of two homo-dimers takes place. A CID investigation of the stability of coiled coil non-covalent complexes demonstrated that hetero-dimer is more stable.
compared to the two homo-dimers. Collision cross section measurements confirmed increased structural stability of the zinc-bound form of ZiCop over its free form. The hetero-dimer CCS is larger than that of apo-ZiCop suggesting an elongated spatial arrangement, a finding that is corroborated by MD simulations.

In Chapter 5, the conformational stability of three proteins – lysozyme, cytochrome c and BPTI, was probed as a function of temperature and HI adductation. Primary metrics used in this study were the relative intensities of MS signals and the CCS of proteins and protein-salt clusters. The findings suggest that the presence of the salt in the same solution as the protein is sufficient to induce a significant conformational change in some proteins studied here, at the concentration and timescale necessary for gas-phase ion formation. For lysozyme, effect of ‘counter-acting’ Coulombic repulsion by additions of salt ions was observed. Cytochrome c yielded a very limited response to salt ions additions, and the preferred stoichiometry for BPTI was a singly-adducted state. In all cases, decrease in CCS distribution (i.e. conformational compaction) is observed with each HI added. Temperature studies have shown that proteins respond by conformational changes to a decrease in temperature more readily than to its increase. Cold denaturation effect was observed for the first time in the gas phase.
6.2 Outlook

Offered below are some perspectives on the opportunities and challenges in the characterisation of biological assemblies in the gas phase. Mass spectrometry, enhanced by capabilities of ion mobility spectrometry, is a powerful tool to study protein structure that offers unparalleled sensitivity, specificity and speed. Insights into the tertiary structure of proteins in a solvent-free environment can be obtained by measuring collision cross sections. An additional dimension of structural arrangement of proteins and their complexes can be obtained by molecular dynamics simulations, whereby candidate high-resolution geometries can be compared and assigned to intrinsically low-resolution ion mobility data. Non-covalent complexes can be studied to a high degree of detail, yielding information on stoichiometry, binding preferences, as well as the measure of the strength of association of constituents of such complexes. While in the gas phase, complexes can be investigated at different temperatures, and information on their stability can be deduced from changes in the resulting collision cross sections. IM-MS is a potent probe for structural studies that is capable of registering single-ion events taking place in large biopolymer systems. This technique already plays an instrumental role in various disciplines such as proteomics, metabolomics and fundamental biological research. At this point, biophysical mass spectrometrists with interest in technique development are gradually shifting their efforts from demonstrating the applicability of the method to making it more available to a wider pool of potential users. This shift can only be accomplished if a number of technical obstacles limiting the use of the technique are addressed, a subset of which is outlined below.
It is often difficult to retain functional conformations and complexes of proteins into the gas phase for IM-MS analysis. The challenge to preserve fragile structures from solution into the gas phase is associated with the formation gas-phase ions. Nano-electrospray emitters are extremely appealing due to their ability to gently transfer labile biological molecules and large complexes into the gas phase preserving their native state. However this comes with a lack of robustness of the method, as electrospray performance tends to deteriorate over time, mainly due to clogging, which requires constant monitoring of the process. The distribution in the spray tip geometry from batch to batch is a major issue too, resulting in diminished reproducibility of results. The overall trend is the move towards arrays of emitters that are microfabricated to high specifications, ensuring higher spray stability and enabling unattended (to a degree) operation.

Another bottleneck for successful application of IM-MS in biological research exists due to the method’s sensitivity to instrument settings. Caution needs to be exercised when optimising parameters of mobility separations. This is especially the case for the only (so far) commercial instrument, whose performance has been optimised for sensitivity, resolution and high-throughput, often at a price of over-heating ions immediately prior and during mobility separation, causing the loss of proteins’ functional form. Alternative mobility separation technologies (such as linear drift tube) are needed in the market to enable expansion of applicability of IM-MS into wider areas of research. As of today, mass spectrometers containing a linear drift tube are only available to research groups who are able and willing to build their own instruments. A more proactive input from global instrument companies will be needed to ensure that a wider choice of competitive and complementary technologies becomes available on the market.
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Selected properties of amino acids

*Figure A 1* lists the 20 amino acids that naturally occur in proteins. Here, amino acids are arranged in rows: the polar amino acids are in the first two rows, the hydrophobic ones are in the middle two, and the amino acids classed as ‘special’ are in the bottom row. This is of course only one way of grouping them according to their properties. Alternatively, they can be classed as aromatic, aliphatic, positively or negatively charged, and finally by size of the side chain.

*Table A 1* contains acid dissociation constants pKₐ for the ionisable groups of the 20 amino acids – amino, carboxylic and, where applicable, side chain. Isoelectric points pI at 25°C are also listed.
Figure A.1  The structures of twenty common amino acids occurring in natural proteins, along with their names, three- and one-letter codes; the side chains are highlighted in red. The first two rows show the polar amino acids, the middle two the hydrophobic ones, and the bottom row shows the amino acids classed as ‘special’.
### Table A1  \( pk_a \) and \( pl \) values of amino acids. Adapted from http://www.anaspec.com.

<table>
<thead>
<tr>
<th>Amino acid name</th>
<th>Molecular mass, Da mono-isotopic</th>
<th>( \alpha-\text{CO}_2\text{H} )</th>
<th>( \alpha-\text{NH}_2 )</th>
<th>R-group</th>
<th>( pl ) at 25°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alanine</td>
<td>71.04</td>
<td>71.08</td>
<td>2.35</td>
<td>9.87</td>
<td>6.11</td>
</tr>
<tr>
<td>Arginine</td>
<td>156.10</td>
<td>156.19</td>
<td>2.18</td>
<td>9.09</td>
<td>13.20</td>
</tr>
<tr>
<td>Asparagine</td>
<td>114.04</td>
<td>114.10</td>
<td>2.02</td>
<td>8.80</td>
<td>3.65</td>
</tr>
<tr>
<td>Aspartic acid</td>
<td>115.03</td>
<td>115.09</td>
<td>1.88</td>
<td>9.60</td>
<td></td>
</tr>
<tr>
<td>Cysteine</td>
<td>103.01</td>
<td>103.14</td>
<td>1.71</td>
<td>10.78</td>
<td>8.33</td>
</tr>
<tr>
<td>Glutamic acid</td>
<td>129.04</td>
<td>129.11</td>
<td>2.19</td>
<td>9.67</td>
<td>4.25</td>
</tr>
<tr>
<td>Glutamine</td>
<td>128.07</td>
<td>128.13</td>
<td>2.17</td>
<td>9.13</td>
<td></td>
</tr>
<tr>
<td>Glycine</td>
<td>57.03</td>
<td>57.05</td>
<td>2.34</td>
<td>9.60</td>
<td></td>
</tr>
<tr>
<td>Histidine</td>
<td>137.07</td>
<td>137.14</td>
<td>1.78</td>
<td>8.97</td>
<td>5.97</td>
</tr>
<tr>
<td>Isoleucine</td>
<td>113.09</td>
<td>113.16</td>
<td>2.32</td>
<td>9.76</td>
<td></td>
</tr>
<tr>
<td>Leucine</td>
<td>113.09</td>
<td>113.16</td>
<td>2.36</td>
<td>9.60</td>
<td></td>
</tr>
<tr>
<td>Lysine</td>
<td>128.09</td>
<td>128.17</td>
<td>2.20</td>
<td>8.90</td>
<td>10.28</td>
</tr>
<tr>
<td>Methionine</td>
<td>131.05</td>
<td>131.20</td>
<td>2.28</td>
<td>9.21</td>
<td></td>
</tr>
<tr>
<td>Phenylalanine</td>
<td>147.08</td>
<td>147.17</td>
<td>2.58</td>
<td>9.24</td>
<td></td>
</tr>
<tr>
<td>Proline</td>
<td>97.06</td>
<td>97.12</td>
<td>1.99</td>
<td>10.60</td>
<td></td>
</tr>
<tr>
<td>Serine</td>
<td>87.04</td>
<td>87.08</td>
<td>2.21</td>
<td>9.15</td>
<td></td>
</tr>
<tr>
<td>Threonine</td>
<td>101.05</td>
<td>101.10</td>
<td>2.15</td>
<td>9.12</td>
<td></td>
</tr>
<tr>
<td>Tryptophan</td>
<td>186.09</td>
<td>186.21</td>
<td>2.38</td>
<td>9.39</td>
<td></td>
</tr>
<tr>
<td>Tyrosine</td>
<td>163.07</td>
<td>163.17</td>
<td>2.20</td>
<td>9.11</td>
<td>10.07</td>
</tr>
<tr>
<td>Valine</td>
<td>99.08</td>
<td>99.13</td>
<td>2.29</td>
<td>9.74</td>
<td></td>
</tr>
</tbody>
</table>

**Selected properties of metal ions considered in this work: Zn, Co, Ca and Cu**

*Table A2* summarises selected properties of divalent metal ions relevant to the study of metal coordination in synthetic peptides vCP1 and ZiCop, described in *Chapters 3 and 4* respectively. The metal central to these studies is the transition metal zinc; two other transition metals have been investigated for comparison – cobalt and copper, along with one alkaline...
earth metal – calcium. Electron shell properties determine whether or not a metal binding can be monitored spectroscopically (see main text in section 1.1.4); ionic radius potentially has a steric effect on coordination sphere of the peptides; metal hardness governs the binding preferences (i.e. O-, N- or S-containing amino acid side chains).

<table>
<thead>
<tr>
<th>Metal ion</th>
<th>Molecular mass, Da</th>
<th>Electron shell structure (max. electrons permitted per shell: s²p⁶d¹⁰f¹⁴g¹⁸)</th>
<th>Ionic radius¹, pm</th>
<th>Hardness²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn²⁺</td>
<td>63.93</td>
<td>2.8.18.2</td>
<td>74</td>
<td>borderline</td>
</tr>
<tr>
<td>Co²⁺</td>
<td>58.93</td>
<td>2.8.15.2</td>
<td>54.5</td>
<td>borderline</td>
</tr>
<tr>
<td>Ca²⁺</td>
<td>39.96</td>
<td>2.8.8.2</td>
<td>100</td>
<td>hard</td>
</tr>
<tr>
<td>Cu²⁺/Cu¹⁺</td>
<td>62.93</td>
<td>2.8.18.1</td>
<td>73/77</td>
<td>borderline/soft</td>
</tr>
</tbody>
</table>

Table A 2 Summary of selected properties of divalent ions used to study metal coordination in synthetic peptides vCP1 and ZiCop.

The hardness scale separates metal ions into class A (hard), class B (soft) and borderline (intermediate). Within the borderline metal hardness range listed in the table, the following rank is observed (from hardest to softest): Zn²⁺ – Co²⁺ – Cu²⁺. The ranking of class A metal ions’ preferences for donor groups containing following atoms is as follows: O > N > S, whereas class B ranking is reversed. Thus in proteins, among functional groups sought by hard ions is carboxylate (e.g. of Asp and Glu), and by soft ions – sulphydryl (e.g. thiolate of Cys) and heterocyclic nitrogen (e.g. imidazole of His).
Metal ions and vCP1 – quantifying metal ion affinity by spectroscopic measurements

To confirm the secondary structure and metal binding of vCP1 in solution, circular dichroism (CD) spectroscopy and ultraviolet (UV) spectroscopy were used respectively. The CD spectra in the absence of metal ions confirm that the peptide was largely unstructured, whereas upon the addition of zinc the peptide folded to give a spectrum consistent with that reported for naturally occurring zinc fingers, Figure A 2A. Addition of cobalt effected a similar change to that seen with zinc; in contrast, addition of copper and calcium changed the conformation of the peptide in a less pronounced manner (Figure A 3). The addition of cobalt to vCP1 was also followed by UV spectroscopy, Figure A 2B. The spectra are consistent with Cys2His2 tetrahedral coordination of the metal3, and a binding constant of 0.8 μM (Figure A 4). A competitive binding assay for zinc against the cobalt : vCP1 complex revealed sub-nM binding of zinc. These data confirm that vCP1 is a good model for metal binding studies under the solution conditions needed to best preserve intact complexes into the solvent-free environment of a mass spectrometer.
Figure A 2  Solution-phase spectra for vCP1. (A) CD spectra of 25 µM peptide in the absence (solid line) and presence (dotted line) of 50 µM zinc. (B) UV spectra for a titration of 4.4 – 47.4 µM Co²⁺ into 11.9 µM vCP1. Conditions: 20 mM ammonium acetate; 5% isopropanol; pH 7.2; 500 µM TCEP.
Figure A 3  CD spectra of 25 μM vCP1 in the presence of 50 μM cobalt, copper and calcium. The cobalt spectrum is similar (although not identical) to that obtained using zinc. The copper and calcium spectra are more apo-like.

Figure A 4  Fits to the binding data for the addition of zinc (blue) and cobalt (red) to vCP1 obtained from UV data. The $K_d$ for cobalt is estimated to be 0.8 μM and that for zinc is tight and sub-nanomolar.
Molecular modelling of vCP1

**holo-vCP1**

*Figure A 5* shows the time series of the root mean square deviation (RMSD), the radius of gyration ($R_g$) and the average CCS calculated using trajectory method. When RMSD from the backbone heavy atoms is considered, it is evident that during the simulation the peptide conformation does not diverge much from the initial structure (the RSMD is always less than 4 Å). The $R_g$ is calculated for all the atoms and testifies that the dimension of the peptide is roughly the same, except for a slight collapse at 8 ns. At or around this point, hydrophilic (charged) side chains form salt bridges between themselves and with charged atoms of the backbone. In addition to the TM, the other two methods for calculating CCS were implemented for comparison – PA and EHSS. The trend of the calculated collision cross sections is the same for the three implemented methods; the absolute values reflect the expected deviations: PA method underestimated $\Omega_{\text{avg}}$ by 12%, EHSS and TM are both near the experimental values. The time averages of the cross sections are: 431 Å$^2$, 507 Å$^2$ and 495 Å$^2$ for PA, EHSS and TM respectively. *Figure 3-5* in Chapter 3 shows a representative structure from this time course by trajectory method.
Figure A 5  Holo-vCP1 time series of the average TM collision cross section (upper graph), radius of gyration (middle graph) and root mean square deviation (lower graph). Calculation of the ‘all time’ values was neglected for the heating process (first 10 ps).

apo-vCP1

The two strategies applied to molecular modelling of the apo-vCP1 are described in section 2.7.1 of Chapter 2 and the result of the second strategy was reported in Figure 3-5 of Chapter 3.

In strategy 1, a simulated annealing (SA) protocol was applied starting from a fully extended peptide. A 100 of minimised structures were obtained and for each of them the TM collision cross section was calculated (via MobCal). The plot of CCS values versus energy values is given in Figure A 6. Resulting average TM collision cross for these 100 structures Boltzmann weighted by their energy equalled 519 Å². A time evolution MD of the CCS was performed on two representative structures as indicated in Figure A 6 with red circles. First is the one with the lowest energy value and the second is
the one whose TM collision cross section value is the nearest to that experimentally measured. The time series of these two runs are given in Figure A 7 and Figure A 8 respectively. Their corresponding time-averaged TM collision cross sections are 512 Å² and 497 Å².

![Figure A 6](image_url)

**Figure A 6** Scatter plot of the collision cross section (by TM) versus energy for the 100 simulated annealing structures. Structures that were selected for subsequent MD are marked with red circles.
Figure A 7  Time series for the apo-vCP1 structure with the lowest value of total energy among the 100 simulated annealing structures. Average TM CCS (upper graph), radius of gyration (middle graph) and root mean square deviation (lower graph). Calculation of the ‘all time’ series was neglected for the heating process (first 10 ps).

Figure A 8  Time series for the apo-vCP1 simulated annealing structure with the CCS closest to the experimental one. Average TM CCS (upper graph), radius of gyration (middle graph) and root mean square deviation (lower graph). Calculation of the ‘all time’ series was neglected for the heating process (first 10 ps).

In the second strategy the zinc atom was removed from the holo structure and an MD simulation run for to 10 ns. The strategy 2 time series are shown in Figure A 9 and, in this case, the time averaged TM collision cross section is
501 Å². This value, along with a representative structure, is reported in Figure 3-5 in Chapter 3 of the main text. Indeed, when the CCS of 501 Å² is compared to the CCS obtained by using the first strategy (512 Å² and 497 Å²), it is evident that it falls between them and can be considered to be in the same range.

![Figure A 9](image)

**Figure A 9** Time series for the apo-vCP1 system derived by direct removal of the zinc atom from the holo structure. Average TM CCS (upper graph), radius of gyration (middle graph) and root mean square deviation (lower graph). Calculation of the ‘all time’ series was neglected for the heating process (first 10 ps).

**Metal ions and ZiCop – quantifying metal ion affinity by spectroscopic measurements**

*Figure A 10* shows the results of using UV-visible spectroscopy to probe the metal binding properties of ZiCop. ZiCop was found to bind cobalt with a $K_d$ of 7.5 µM, ~10-fold less tight than vCP1. This work has been carries out by the collaborating team, and below are their findings.
Figure A 10  Metal-binding properties of ZiCop as monitored by UV-visible spectroscopy. (A) The spectra obtained when cobalt was added to ZiCop (peptide conc. 19.57 µM, cobalt concentration ranging from 1 to 190 µM). (B) Titrations followed at 630 nm plotted as a function of added cobalt. Red – cobalt binding to 19.6 µM ZiCop ($K_d \approx 7.5$ µM), Blue – zinc displacing 278 µM cobalt from 14.5 µM ZiCop ($K_d \approx 40$ nM), black – cobalt binding to ZiCop in the presence of 21.2 µM partner peptide ($K_d \approx 28$ µM). The inset shows the binding properties at lower metal concentrations more clearly. All spectra recorded at pH 7.2.

Adding zinc chloride to a solution of cobalt-bound ZiCop resulted in the displacement of cobalt from the peptide. Metal exchange rates were observed to be slow – probably due to slow cobalt off-rates – so after each addition of zinc chloride the solution was left to equilibrate for 30 minutes. The concentration of ZiCop was estimated as being 19.6 µM; zinc binding, however, appeared to be complete after the addition of around 14.5 µM zinc
Estimating peptide concentration by UV measurements is known to be prone to error\(^5\), though the apparent 25% error observed here is particularly high. It is possible, therefore, that some 2:1 ZiCop:Zn complexes exist. When the binding curves were fit using an altered ZiCop concentration of 14.5 \(\mu\)M, a \(K_d\) indicative of tight binding was observed; even in the presence of an excess of cobalt the binding was too tight for an exact \(K_d\) to be assigned.

**Experimental and calculated CCS values for lysozyme, cytochrome c and BPTI**

*Table A 3* summarises collision cross sections determined for all ions observed at 300 K buffer gas temperature for the three model proteins studied in *Chapter 5* (lysozyme, cytochrome c and BPTI). The values in the table indicate drift peak maxima for each observed charge state that have been plotted as a function of adduction level. *Table A 4* summarises crystal structure values for the three apo-proteins at 260, 300 and 360 K.
### Table A 3

Experimental numerical CCS values at 300 K for lysozyme, cytochrome c and BPTI as plotted in Figure 5-8, Figure 5-12 and Figure 5-16 in Chapter 5. Each value represents the average (± standard error) of three experimental repeats conducted on different days.

<table>
<thead>
<tr>
<th>Protein, charge state</th>
<th>Buffer gas temperature, K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>260</td>
</tr>
<tr>
<td>Lysozyme, 8+</td>
<td>1471.9</td>
</tr>
<tr>
<td>Cytochrome C, 6+</td>
<td>1305.4</td>
</tr>
<tr>
<td>BPTI, 6+</td>
<td>921.2</td>
</tr>
</tbody>
</table>

### Table A 4

Calculated in MobCal numerical CCS values for minimised crystal structures of lysozyme, cytochrome c and BPTI as plotted in ATD and CCS diagrams in Chapter 5. The following PDB structures are used: 3AW6 (for lysozyme), 1HRC (for cytochrome c) and 1BPI (for BPTI).
Molecular modelling of lysozyme, cytochrome c and BPTI

To analyse the dynamical evolution of the gas-phase conformational rearrangement, three 5-ns in vacuo simulations were run for each protein at the three different experimental temperatures (260 K, 300 K and 360 K). The minimised structures were used as input files, an ‘infinite’ radial cut-off was implemented, bonds involving hydrogen atoms were kept constrained at their equilibrium length by shake algorithm and a time step of 1.0 fs was utilised. During dynamics the temperature was kept constant using Langevin algorithm, with a collision coefficient equal to 2.0 ps⁻¹. The resulting backbone root mean square deviation (RMSD) and radius of gyration (Rₚ) are displayed in Figure A 11.
Figure A 11  RMSD and $R_g$ trends of the three model proteins: (A) lysozyme, (B) cytochrome c, (C) BPTI, at the three simulation temperatures – turquoise, grey and pink traces for $T = 260 \, K$, $300 \, K$ and $360 \, K$ respectively.
Selected physical constants, symbols and units

The three tables below contain selected fundamental physical constants (along with their symbols and units) that were used in this work.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Value (SI units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Da</td>
<td>atomic mass unit</td>
<td>$1.66054 \times 10^{-27}$ kg</td>
</tr>
<tr>
<td>e</td>
<td>elementary charge</td>
<td>$1.6021765 \times 10^{-19}$ C</td>
</tr>
<tr>
<td>eV</td>
<td>electronvolt</td>
<td>$96.4853 \times 10^3$ J mol$^{-1}$</td>
</tr>
<tr>
<td>k_B</td>
<td>Bolzmann constant</td>
<td>$1.3806503 \times 10^{-23}$ J K</td>
</tr>
<tr>
<td>m_e</td>
<td>electron mass</td>
<td>$9.1093897 \times 10^{-31}$ kg</td>
</tr>
<tr>
<td>m_p</td>
<td>proton mass</td>
<td>$1.6726231 \times 10^{-27}$ kg</td>
</tr>
<tr>
<td>N_A</td>
<td>Avogadro constant</td>
<td>$6.0221413 \times 10^{23}$ mol$^{-1}$</td>
</tr>
<tr>
<td>P_0</td>
<td>standard pressure</td>
<td>$101,324.72$ Pa ( = 760 Torr)</td>
</tr>
<tr>
<td>R</td>
<td>molar gas constant</td>
<td>$8.314510$ J mol$^{-1}$ K</td>
</tr>
<tr>
<td>T_0</td>
<td>standard temperature</td>
<td>$273.15$ K ( = 0°C)</td>
</tr>
<tr>
<td>T_d</td>
<td>Townsend</td>
<td>$1 \times 10^{-17}$ V cm$^2$</td>
</tr>
</tbody>
</table>

*Table A 5  Major physical constants.*
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>SI unit symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>electric field strength</td>
<td>V m⁻¹</td>
</tr>
<tr>
<td>Eₖ</td>
<td>kinetic energy</td>
<td>J = kg m² s⁻² (1 J = 2.39 · 10⁻¹⁴ kcal = 6.24 · 10¹⁸ eV)</td>
</tr>
<tr>
<td>K</td>
<td>(ion) mobility</td>
<td>m² V⁻¹ s⁻¹</td>
</tr>
<tr>
<td>K₀</td>
<td>reduced (ion) mobility</td>
<td>m² V⁻¹ s⁻¹</td>
</tr>
<tr>
<td>Kᵰ</td>
<td>dissociation constant</td>
<td>M</td>
</tr>
<tr>
<td>Lₜ</td>
<td>distance</td>
<td>m (1 m = 1 · 10¹⁰ Å²)</td>
</tr>
<tr>
<td>m</td>
<td>mass</td>
<td>kg</td>
</tr>
<tr>
<td>m/z</td>
<td>mass-to-charge ratio</td>
<td></td>
</tr>
<tr>
<td>MW</td>
<td>molecular weight</td>
<td>Da</td>
</tr>
<tr>
<td>N</td>
<td>number density</td>
<td>m⁻³</td>
</tr>
<tr>
<td>P</td>
<td>pressure</td>
<td>Pa (1 Pa = 10⁻⁵ bar = 9.8692 · 10⁻⁶ atm = 7.5006 · 10⁻³ Torr = 145.04 · 10⁻⁶ psi)</td>
</tr>
<tr>
<td>pH</td>
<td>activity of the (solvated) hydrogen ion</td>
<td></td>
</tr>
<tr>
<td>pI</td>
<td>isoelectric point</td>
<td></td>
</tr>
<tr>
<td>q</td>
<td>net charge</td>
<td>C</td>
</tr>
<tr>
<td>R₆</td>
<td>radius of gyration</td>
<td>m</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
<td>s</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
<td>K (1 K = 1 °C; [K] = [°C] + 273.15)</td>
</tr>
<tr>
<td>t₀</td>
<td>dead time</td>
<td>s</td>
</tr>
<tr>
<td>tₐ</td>
<td>arrival time</td>
<td>s</td>
</tr>
<tr>
<td>tᵈ</td>
<td>drift time</td>
<td>s</td>
</tr>
<tr>
<td>U</td>
<td>DC potential</td>
<td>V</td>
</tr>
<tr>
<td>v</td>
<td>velocity</td>
<td>m s⁻¹</td>
</tr>
<tr>
<td>V</td>
<td>electric potential difference; peak amplitude of RF potential</td>
<td>V</td>
</tr>
<tr>
<td>z</td>
<td>nominal charge (charge number)</td>
<td></td>
</tr>
<tr>
<td>μ</td>
<td>reduced mass</td>
<td>kg</td>
</tr>
<tr>
<td>ν</td>
<td>RF</td>
<td>Hz = s⁻¹</td>
</tr>
<tr>
<td>Φ₀</td>
<td>total electric potential</td>
<td>V</td>
</tr>
<tr>
<td>ω</td>
<td>angular frequency</td>
<td>Hz = s⁻¹</td>
</tr>
<tr>
<td>Ω</td>
<td>momentum transfer integral (collision cross section)</td>
<td>Å² = 1 · 10⁻²⁰ m² (Å = 1 · 10⁻¹⁰ m)</td>
</tr>
</tbody>
</table>

*Table A 6  Major physical symbols and units.*
<table>
<thead>
<tr>
<th>Prefix</th>
<th>Symbol</th>
<th>Factor $10^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>tera</td>
<td>T</td>
<td>$10^{12}$</td>
</tr>
<tr>
<td>giga</td>
<td>G</td>
<td>$10^9$</td>
</tr>
<tr>
<td>mega</td>
<td>M</td>
<td>$10^6$</td>
</tr>
<tr>
<td>kilo</td>
<td>k</td>
<td>$10^3$</td>
</tr>
<tr>
<td>hecto</td>
<td>h</td>
<td>$10^2$</td>
</tr>
<tr>
<td>deca</td>
<td>da</td>
<td>$10^1$</td>
</tr>
<tr>
<td>deci</td>
<td>d</td>
<td>$10^{-1}$</td>
</tr>
<tr>
<td>centi</td>
<td>c</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>milli</td>
<td>m</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>micro</td>
<td>μ</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>nano</td>
<td>n</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td>pico</td>
<td>p</td>
<td>$10^{-12}$</td>
</tr>
<tr>
<td>femto</td>
<td>f</td>
<td>$10^{-15}$</td>
</tr>
<tr>
<td>atto</td>
<td>a</td>
<td>$10^{-18}$</td>
</tr>
</tbody>
</table>

*Table A 7*  Metric system unit prefixes.

**Published work**
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References


Metal binding to a zinc-finger peptide: a comparison between solution and the gas phase†‡

Yana Berezovskaya,a Craig T. Armstrong,b Aimee L. Boyle,b Massimiliano Porrini,a Derek N. Woolfsonabc and Perdita E. Barrana

Received 19th July 2010, Accepted 1st September 2010
DOI: 10.1039/c0cc02445g

Solution-phase spectroscopy and mass spectrometry are used to probe interactions between divalent metal ions and a synthetic Cys2His2 zinc-finger peptide (vCP1). Both methods provide the same order of binding affinity, zinc ≳ cobalt ≳ copper ≳ calcium. Collision-cross-section measurements show that both apo and holo forms are compact. This is corroborated by molecular-dynamics simulations.

Advances in mass spectrometry (MS) have placed it at the forefront of techniques for characterising proteins. For the past three decades, mass spectrometry has been increasingly used to provide masses of single proteins, and of protein fragments as part of proteomics and protein-sequencing studies. More recently, developments in soft ionization methods have allowed researchers to observe protein complexes in the gas phase, signifying a move from studying single proteins to protein systems. Moreover, it has been possible to record the time taken for proteins to move through inert gases in a drift cell using ion mobility mass spectrometry (IM-MS), allowing users to calculate collision cross sections and hence obtain valuable information on the conformations adopted in the gas phase.

We employ mass spectrometry in combination with the related technique of ion mobility mass spectrometry to elucidate conformations of charged biomolecules in the gas phase.6 IM-MS has already proven useful in fundamental studies of sequence-to-structure relationships in polypeptides, since structures observed in vacuo are defined intrinsically by the sequence.4,5 Ion-mobility instrumentation determines the time it takes ions to pass through a drift cell containing an inert gas under the influence of a weak electric field,6 and is inversely proportional to the collision cross section (Ω) of the gas-phase ion:

\[ K_0 = \frac{3e^2}{16 \pi N k_B T} \left( \frac{2 \pi}{m e^2} \right)^{1/2} \frac{1}{\Omega} \]  

where \( K_0 \) is the reduced mobility (the measured mobility corrected to 273.15 K and 760 Torr), \( e \) is the elementary charge, \( N \) is the gas number density, \( m \) is the reduced mass of the ion-neutral pair, \( k_B \) is the Boltzmann constant and \( T \) is the gas temperature.

Here we use MS and IM-MS to examine a synthetic peptide for a consensus zinc finger sequence, vCP1, derived from the work of Berg et al.7 Zinc fingers are found widely in Nature where they recognise DNA and perform other functions. The key zinc-binding residues are conserved cysteines (Cys, thiol containing) and histidines (His, imidazole containing), which coordinate metal and drive the folding of the polypeptide chain.8 Fig. 1. vCP1 comprises just 26 amino acids making it a good model for studying peptide-metal interactions in solution and the gas phase.

To confirm the secondary structure and metal binding of vCP1 in solution, we used circular dichroism (CD) spectroscopy and ultraviolet (UV) spectroscopy, respectively. The CD spectra in the absence of metal ions confirm that the peptide was largely unstructured, whereas upon the addition of zinc the peptide folded to give a spectrum consistent with that reported for naturally occurring zinc fingers, Fig. 2a.

Addition of cobalt effected a similar change to that seen with zinc; in contrast, addition of copper and calcium changed the conformation of the peptide in a less pronounced manner (Supporting Information). The addition of cobalt to vCP1 was also followed by UV spectroscopy, Fig. 2b. The spectra are consistent with Cys2His2 tetrahedral coordination of the
metal and a binding constant of 0.8 μM (see Supporting Information). A competitive-binding assay for zinc against the cobalt:vCP1 complex revealed sub-nM binding of zinc. These data confirm that vCP1 is a good model for metal binding studies under the solution conditions needed to best preserve intact complexes into the solvent-free environment of a mass spectrometer.

Fig. 3 shows typical nESI mass spectra for vCP1 without (Fig. 3a) and with (Fig. 3b–e) metals added; the regions for the +3 charge state(s) of the peptide are shown. The [M + 3H]3+ or equally charged [M + X + H]3+, where X = metal, were the dominant peaks in the spectra, ~8 times more intense than the +2 and +4 species. Use of TCEP (tris(2-carboxyethyl)-phosphine) maintained approximately 99% of the cysteines in the reduced state as evidenced by the isotopic cluster analysis. Theoretical fitting for the elemental compositions of the fully reduced peptide is superimposed on the experimental isotopic distribution, which allowed us to conclude that under these conditions the metals are coordinated by thiolates (S⁻). Impurity peaks annotated on Fig. 3a are the common adducts of oxygen (*), sodium (**) and calcium (**). The ratio between the intensity of the 12C peak for both apo and holo species was determined for each spectrum, which gave the order of metal affinity for apo-vCP1, Zn²⁺ > Ca²⁺ > Cu²⁺, consistent with the solution-phase data.

Preferences for 1:1 vCP1:metal binding were observed for Zn²⁺ (Fig. 3b), and to a slightly lesser extent for Co²⁺ (Fig. 3c) compared to the other metal ions. For both of these metals the same set of adducts, and at similar relative intensities as observed for apo-vCP1, were present with the holo-forms. A small fraction of vCP1 bound metal is seen in a 1:2 ratio. This was most pronounced for Cu²⁺. Perhaps not surprisingly, in the presence of Cu²⁺ there was a higher fraction of the oxidised form of apo-vCP1, as revealed by the isotopic cluster analysis (Fig. 3d, inset), despite the 50-fold excess of TCEP.

We found Ca²⁺ to bind vCP1 with lowest affinity in both the gas and solution phase. A small amount of calcium (a contaminant of lab-ware, reagents, and even deionised water) was found to bind the peptide even in the presence of Zn²⁺, leading us to conclude that Ca²⁺ binds vCP1 non-specifically, and probably away from the Cys₂-His₂ binding site. We observed a low μM affinity for Zn²⁺ from MS analysis (see Supporting Information), considerably lower than found in solution. This difference may be attributable to

![Fig. 2](image-url) Solution-phase spectra for vCP1. (a) CD spectra of 25 μM peptide in the absence (solid line) and presence (dotted line) of 50 μM zinc. (b) UV spectra for a titration of 4.4–47.4 μM Co²⁺ into 11.9 μM vCP1. Buffer: 5% isopropanol; pH 7.2; 20 mM ammonium acetate; 500 μM TCEP.

![Fig. 3](image-url) nESI mass spectra of the +3 charge state of vCP1. For (a) the apo state, and with: (b) Zn²⁺, (c) Co²⁺, (d) Cu²⁺ and (e) Ca²⁺. Ratios of apo to holo form were calculated from the intensities of the mono-isotopic peaks. Insets show the resolved isotopic clusters for the free and bound states along with theoretical fitting (●). Isotopic cluster analysis indicated that 99% of the peptide is reduced, except in the case of Co²⁺. Conditions: 20 μM peptide; 10 mM ammonium acetate; 5% isopropanol; pH 6.8; 200 μM TCEP; 100 μM metal acetate salts.
desolvation effects, although the relative affinities for different metals are expected to be similar; this effect will be explored elsewhere.

By performing IM-MS experiments for all of the apo and the holo forms of vCP1 shown in Fig. 3, we obtain arrival time distributions (ATDs) at a range of drift voltages which are converted to collision cross sections following eqn (1) (Table 1). The packing found for the apo-vCP1 and Zn-vCP1 gave the lowest, and surprisingly similar, values. However all the values for the apo- and metal-bound forms were similar, and within experimental error. We expect to see more difference in collision cross section at elevated temperatures in the drift cell and thus obtain more information about the binding energies of this system in our future work.

To investigate these phenomena further, molecular dynamics (MD) simulations of vCP1 were performed. Fig. 4 shows representative nESI mass spectra and ATD data for the +3 charge state of Zn-vCP1, plus structures obtained by MD simulations. The experimental collision cross sections of the apo-vCP1 and Zn-vCP1 compare favourably with those obtained from the MD giving confidence in both datasets.

In summary, we have illustrated how solution and gas-phase measurements can be combined to provide information on the binding stoichiometry and specificity of a model metal-binding peptide system. Qualitatively the agreement between the methods is excellent, and some semi-quantitative understanding can be gained also. Moreover, mass spectrometry studies have been extended to give collision cross sections, which give further insight into coordination behaviour as well as the conformational preferences of a zinc-finger peptide. These results corroborate findings of MD studies on the peptide.
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Table 1  Experimental collision cross sections of the +3 charge state of the apo and holo-vCP1 in ‘buffered’ conditions. The standard deviation for each measurement is given.

<table>
<thead>
<tr>
<th></th>
<th>Apo-vCP1 (Å²)</th>
<th>Holo-vCP1 (Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vCP1</td>
<td>488 ± 22</td>
<td>—</td>
</tr>
<tr>
<td>Zn-vCP1</td>
<td>487 ± 24</td>
<td>488 ± 21</td>
</tr>
<tr>
<td>Co-vCP1</td>
<td>518 ± 2</td>
<td>492 ± 17</td>
</tr>
<tr>
<td>Cu-vCP1</td>
<td>499 ± 12</td>
<td>493 ± 13</td>
</tr>
<tr>
<td>Ca-vCP1</td>
<td>528 ± 8</td>
<td>517 ± 2</td>
</tr>
</tbody>
</table>

---

Fig. 4  nESI mass spectra of the +3 charge state of the 1:1 Zn:vCP1 species. Conditions are as for Fig. 3. Insets show the ATDs of apo and holo-vCP1, and representative MD structures, along with collision cross sections obtained experimentally and from the MD simulations.