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Abstract

The majority of matter in the Universe is dark. World wide efforts to understand this dark component of the Universe are underway and the current evidence suggests the existence of a non-relativistic, non-baryonic and weakly interacting massive particle (WIMP). This weakly interacting dark matter should occasionally couple to baryonic matter, primarily through nuclear interactions. The predicted event rates are low (< \mathcal{O}(1) \text{ events/kg/day}). The energy deposited is also expected to be low (\lesssim 50 \text{ keV}), and so distinguishing a WIMP signal above the radioactive and cosmic backgrounds is a difficult challenge.

The ZEPLIN–III device was designed to meet this challenge and achieve a competitive sensitivity to WIMP-nucleon interactions. The ZEPLIN–III detector is a two phase time projection chamber using liquid xenon as a target. The instrument was designed to detect dark matter by measuring scintillation and ionisation. Measuring two signals produced by incident radiation allows for discrimination between event types. This allows separation of the main component of the background radiation (primarily electron recoils) from any population of WIMP events that may be present in the data. The ZEPLIN–III detector completed its first science run in 2008, achieving a discrimination power of 1:7800 between nuclear and electron recoils, the highest of any liquid xenon detector. This result limited the WIMP-nucleon cross section to less than \(8.4 \times 10^{-8} \text{ pb}\) at 90% confidence level (double sided) for a WIMP mass of 55 GeV/c\(^2\).

The ZEPLIN–III detector then entered an upgrade phase. The two main improvements included the installation of a new ultra-low background PMT array, significantly reducing the main source of background events, and the addition of
a veto detector. The veto detector significantly increased the detector’s ability to reject WIMP-like background signals, which may be produced by background neutron events. The veto detector also aided background discrimination by detecting 28% of $\gamma$-ray events from the fiducial volume of ZEPLIN–III. The second science run of ZEPLIN–III began in June 2010 and continued until May 2011. During the second science run the discrimination power was 1:280 between nuclear and electron recoils. A total of 8 events were observed in the WIMP search region, which is consistent with background expectations. Assuming a null detection allowed the exclusion of the scalar cross-section above $4.8 \times 10^{-8}$ pb near a WIMP mass of 51 GeV/c$^2$. This result was combined with the result from a re-analysis of the first science run using more recent results for the relative scintillation yield, $L_{\text{eff}}$, to give a total limit on the spin independent cross-section of $3.9 \times 10^{-8}$ pb at 90% confidence near 52 GeV/c$^2$ WIMP mass for the ZEPLIN–III experiment. The WIMP-neutron spin-dependent cross-section limit is $8.0 \times 10^{-3}$ pb at 50 GeV/c$^2$ at 90% confidence for the combined first and second science runs. At the time of publication, these were the world’s second best, and best results, respectively.
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Chapter 1

Introduction

1.1 The Dark Matter Problem

Since the early 1930’s evidence for dark matter has been accumulating. The missing matter problem began with measurements showing that galaxies in clusters experience much stronger accelerating forces than can be produced by the gravity of the luminous matter observed within them. Since this initial observation many new studies, from observing gravitational effects to comparing cosmic density measurements to big bang nucleosynthesis models, show that the matter we can see is only a small fraction of the matter in the Universe. The current cosmological model, known as the ΛCDM model, attributes only $\sim 4.6\%$ of the energy density of the Universe to baryonic matter. 23% is attributed to cold dark matter (CDM) and 72% is dark energy ($\Lambda$), see [311, 372] and references therein.

Grand Unified Theory (GUT) predicts that the three gauge interactions of the standard model of particle physics should merge at some energy scale into a single interaction characterised by a larger gauge symmetry and a single coupling constant. Experimental results indicate that the Higgs mass should be far below this energy scale $[\Pi]$. This leads to a hierarchy problem where seemingly unnatural fine tuning would be required to explain the different strengths of the fundamental forces at lower energy scales. A possible solution to this problem is supersymmetry (SUSY). This theory postulates that all elementary particles have a supersymmetric partner, so they are the same apart from a half unit of
1.2 Thesis Outline

The ZEPLIN–III collaboration consists of five institutions located in three countries. In the United Kingdom there are the Rutherford Appleton Laboratory, the University of Edinburgh and Imperial College London. In Portugal there is O Laboratório de Instrumentação e Física Experimental de Articulas (LIP-Coimbra) and in Russia there is the Alikhanov Institute for Theoretical and Experimental Physics (ITEP Moscow). The ZEPLIN–III collaboration constructed and successfully operated the ZEPLIN–III dark matter detector between February 2008 and May 2011. ZEPLIN–III is a two phase time projection chamber designed to detect dark matter interactions using liquid xenon as a target. It operated at the Palmer underground laboratory in the Boulby mine, UK, between February 2008 and May 2008 during its first science run. Then following an upgrade it operated from June 2010 to May 2011 for its second science run. Details of the detector are given in Chapter 4. The ZEPLIN–III veto detector was provided by the University of Edinburgh and ITEP Moscow, details of the commissioning of this detector are given in Chapter 5. The performance of this detector is assessed in Chapter 6. During its second science run the veto operated in conjunction with ZEPLIN–III. The operation and results of the second science run are detailed in Chapter 7.

The ZEPLIN–III collaboration is relatively small and so this provided a situation where I was able to be involved in many different aspects of achieving the collaborations science goals. I was heavily involved in the commissioning
and upgrading of the instrument and the design, construction and commissioning of its shielding, as well as the daily operation of both detectors, data analysis and calibration. As my institute was responsible for supplying the veto detector I was heavily involved in all aspects of this detector. This included taking a leading role in the veto operation and data analysis (both producing the software required for the veto and performing the analysis). My lead role in the veto data analysis also allowed me to identify other uses for the veto data such as identifying contaminations, as detailed in Chapter 7, searching for exotic forms of dark matter, as detailed in Section 6.6 and also investigating muons, detailed in Section 6.5. Identifying and measuring contaminations included obtaining a measurement of the \(^{85}\text{Kr}\) contamination of the xenon. This isotope is a potentially dangerous threat to the sensitivity of the instrument and this measurement shows that the purity achieved in the ZEPLIN–III target allowed the instrument to reach its target sensitivity.

To summarise my main achievements; I wrote the veto analysis and reduction software, I assembled the instrument for the science run, I calibrated the veto, I was responsible for the veto data and performed the reductions and much of the analysis, I identified new analyses which utilised the veto and I contributed to data analysis which produced the final result of the ZEPLIN–III experiment.
Chapter 2

A Review of Cosmology

2.1 Introduction

The first observations indicating that the Universe contained significant dark components came in the early 30s when Fritz Zwicky published velocity measurements of galaxies within the Coma cluster [390]. These observations showed that the mass present within the cluster was far in excess of the mass of all the luminous matter. Since this initial observation of missing matter there have been many complementary observations which also point to a large fraction of the mass of the Universe being both non-luminous and non-baryonic. This chapter describes the current state of cosmology, the evidence for dark matter and possible solutions to the dark matter problem.

2.2 Modern Cosmology

The currently favoured cosmological model, known as the $\Lambda$CDM model, is very successful at describing our observations of the Universe. The key principles underpinning this theory are the hot big bang and the cosmological principle. In this model the Universe is composed of two main components, both of which are dark. These components are dark energy, denoted by $\Lambda$, and dark matter, denoted by CDM. The C is for ‘cold’ which refers to the kinetic energy of the dark matter particles in relation to their mass so that $m_\chi c^2 \gg \frac{p_\chi^2}{2m_\chi}$ and the particles have non-relativistic velocities at the time of decoupling.
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Figure 2.1: The seven year WMAP primary temperature anisotropies data shown in galactic co-ordinates centred on the center of the Milky Way. The range of temperature covered by the colour map is $\pm 200\mu K$ with red representing hot areas and blue representing cold areas [231].

The cosmological principle states that the Universe should have no preferred directions or places, i.e. it should be isotropic and homogeneous. Although this seems incorrect on the small scales inhabited by people, and even up to larger scales observed in the early part of the 20th century, once scales above $\sim 100$ Mpc are considered both of these principles can generally be seen in the structure of the Universe. The hot big bang theory states that the Universe as we know it has expanded from an ancient singularity. The most compelling piece of evidence for both the cosmological principle and the hot big bang is the evidence from the Wilkinson Microwave Anisotropy Probe (WMAP) which shows the black body radiation emitted during a much earlier period of the Universe, just after it first became transparent after having cooled enough to allow neutral atoms to form. The microwave background, observed by WMAP [231], shows that the density of the early Universe is very close to uniform, as discussed in Section 2.3.3 and shown in Figure 2.1.

In the mid 20th century the biggest debate in cosmology was the nature of the Universe’s evolution; was it in a steady state or did it change over time? In the late 20’s Edwin Hubble measured the red shifts of galaxies and found that, on average, extra-galactic objects were moving away from us [224]. The relation
between recession velocity and distance is called Hubble’s law and this effect is causing the expansion of the Universe. This was a key piece of evidence for an evolving Universe and it is an important piece of evidence for the big bang theory. This law states that the recession velocity of distant objects depends on the distance to those objects as the space in-between them is expanding:

\[ \vec{v} = H_0 \vec{r} \]  

(2.1)

where \( \vec{v} \) is the recession velocity, \( \vec{r} \) is the distance to the object and \( H_0 \) is the Hubble parameter defining the rate of expansion of space. This is often written as a function of the dimensionless parameter, \( h_0 \), defined as:

\[ H_0 = h_0 \times 100 \text{ km}^{-1}\text{s}^{-1}\text{Mpc}. \]  

(2.2)

Recent observations of Cepheid variables and Type 1a supernovae (SNIa) puts the value at:

\[ h_0 = 0.738 \pm 0.024 \]  

(2.3)

using a simultaneous fit to all Cepheid and SNIa data. This relation suggests that further back into the past points in space within the Universe were much closer together. A fit to just SNIa data is shown in Figure 2.2 showing the relation between distance and recession velocity caused by the expansion of the Universe.

The evidence showing an expanding Universe eventually lead to the big bang theory suggesting that at the beginning of time the Universe we now inhabit expanded from a singularity on the Planck length scale.

Another key piece of evidence for this theory came in 1965 with the discovery of the cosmic microwave background (CMB). This radiation is thought to be an after-glow of the hot big bang, more details of which are given in Section 2.3.3. As the Universe expanded, it cooled, this cooling effect allowed particles, and eventually neutral atoms, to ‘freeze out’. This effect is defined by the thermal energy of the Universe. In the very early Universe the thermal energy was high enough to provide enough energy for pair production of all particles, but as the Universe expanded the available thermal energy dropped. Once the thermal energy dropped below the energy threshold for pair production of a particle species, thermal production ceased and the particle freezes out.
This early environment did not allow the transmission of electromagnetic radiation as the optical path length was very small. Due to this, the early Universe was almost a perfect black body radiator. Once the Universe had expanded enough to allow enough of the tail of the distribution of the thermal energy to drop below the ionisation energy of hydrogen then free electrons were captured by protons to form neutral hydrogen atoms, which is known as the recombination epoch. This happened about 380,000 years after the big bang, as depicted in Figure 2.3, and after this time the Universe became transparent as the optical path length dramatically increased due to the drop in free-free scattering. This is referred to as photon decoupling as photons are no longer continually scattered by free electrons.

Once the Universe became transparent all the thermal radiation was released as a black body spectrum, so the thermal spectrum’s peak was determined only by its temperature as \( \lambda \propto \frac{1}{T} \). As radiation from this last scattering surface at the 380,000 year horizon reaches Earth we can see this afterglow (but no further with electromagnetic radiation). This radiation was red shifted whilst it travelled through expanding space towards the Earth. The 0.4 ionisation fraction, the accepted point of the release of the CMB, corresponding to a temperature of \( \sim\)4000 K gives a redshift of \( \sim\)1500, given that the temperature can be calculated by \( T = 2.72548(1 + z) \).

The observation of the cosmic microwave background is the strongest piece of evidence supporting the theory of the hot big bang. The peak wavelength corresponds to a temperature of 2.72548 ± 0.00057 K [179]. The radiation spectrum currently incident on Earth from the period of photon decoupling peaks in the microwave region, as shown in Figure 2.4. This snap shot of the early Universe provides an excellent tool for determining the contents of the Universe; more discussion of how this reveals the dark matter content is contained within Section 2.3.3. A parameter vital to the cosmological model is the age of the Universe, this too can be derived from CMB observations, as discussed in Section A.1.

Another development in physics in the early part of the 20th century was the
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Figure 2.2: A plot showing the relation between recession velocity and distance caused by the expansion of the Universe. The proper motion of the objects means that this relation will always show some spread about the true value, the proportion of this decreases with distance however the accuracy with which distance can be determined also has a tendency to decrease with increasing distance. The fit line assumes $\Omega_m = 0.3$ and $\Omega_\Lambda = 0.7$, the dashed line assumes a matter dominated Universe. Adapted from [310].

The brief review presented was written with the aid of general relativity course notes [205]. General relativity describes how the curvature of space-time, expressed by the Einstein tensor $G_{\mu\nu}$ (given by equation A.7), is defined by the mass contained within it which is described by the stress-energy-momentum tensor $T_{\mu\nu}$. The gravitational field equations can be written as:

$$R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \Lambda g_{\mu\nu} = \frac{8\pi G}{c^4} T_{\mu\nu} \quad (2.4)$$

where $G$ is the gravitational constant, $c$ is the speed of light in a vacuum, $R_{\mu\nu}$ is the Ricci curvature tensor (representing the difference in volume element between curved Riemannian space and flat Euclidean space), $R$ is the Ricci scalar (representing the curvature of the Riemannian space), $g_{\mu\nu}$ is the space-time metric and $\Lambda$ is the cosmological constant. The cosmological constant was originally set to zero, however with the discovery of the accelerating expansion of the Universe in 1998 this constant has now been equated to dark energy [312]. This value is the equivalent of an energy density of the vacuum and acts like a negative pressure accelerating the expansion rate of the Universe. Equation (2.4) can be rewritten
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Figure 2.3: The expansion of the Universe depicted as a function of its age. The different epochs of the Universe are indicated, beginning with the big bang then followed by a period of inflation which seeded large scale structure via quantum density fluctuations. This is followed by recombination before which the Universe was opaque. Image obtained from the WMAP website [284].
as:

\[ G_{\mu\nu} + \Lambda g_{\mu\nu} = \frac{8\pi G}{c^4} T_{\mu\nu} \]  

(2.5)

by defining the Einstein tensor as:

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R. \]  

(2.6)

In Equation 2.4 the Ricci tensor and Ricci scalar are contractions of the general Riemann curvature tensor, described in Section A.2.

General relativity was first tested in 1915 where it is was used to explain the precession of perihelion of the planet Mercury. This is observed at \(574.10 \pm 0.69\) arcseconds per century \[123\] which can be explained by the addition of \(531.63 \pm 0.69\) arcseconds per century from gravitational interactions with other planets plus \(0.0254\) arcseconds per century from the oblateness of the Sun. The missing component is attributed to the curvature of space-time as described by general relativity. This is calculated as \(42.98 \pm 0.04\) arcseconds per century \[90\] and explains the observed precession. General relativity is a key tool used in modern cosmology and indeed much of the evidence for the existence of dark matter relies on our understanding of gravity. Its description of how matter bends space-time...
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Figure 2.5: Combining results from weak lensing surveys with peculiar velocity measurements allows the comparison of gravitational bending of space and time. The origin in this plot represents gravity having an equal effects on each \( \Sigma \).

is key to mapping the dark matter of the Universe. The description does not distinguish between the bending of space and time and so these are expected to be equivalent. Survey data can be used to measure this and shows that this is indeed the case, as shown in Figure 2.5 \[338\].

For an isotropic and homogeneous expanding Universe, the distance between any two points at a given time, \( \bar{x}(t) \), is related to a system of co-moving co-ordinates accounting for the expansion as:

\[
\bar{x}(t) = R(t)\bar{x}(t_0)
\]  

(2.7)

where \( \bar{x}(t_0) \) is the co-moving distance and \( R(t) \) is the cosmological expansion scale factor. Its time derivative can be multiplied by Equation 2.7 rearranged for \( \bar{x}(t_0) \) to give:

\[
\dot{\bar{x}}(t) = \dot{R}(t)\bar{x}(t_0) = \frac{\dot{R}(t)}{R(t)} \bar{x}(t).
\]  

(2.8)

We can define a Hubble parameter in terms of the scale factor ratio as it gives a velocity proportional to distance, so:

\[
H(t) = \frac{\dot{R}(t)}{R(t)}
\]  

(2.9)
since cosmic time, \( t \), is not directly observable (there is still some debate about the exact age of the Universe) the relative expansion rate, \( \tilde{H} \), is defined. This is normalised to the present day value of the Hubble constant and is given as a function of the red shift, \( z \), caused by the expansion:

\[
\tilde{H}(z) = \frac{H(z)}{H_0}
\]  

(2.10)

where the red shift, which measures the recession velocity (and also the stretching of the wavelength of light as it travels through expanding space) is given by \( z = \frac{R_0}{R(t)} - 1 \) and \( H(z) \) can be defined by differentiating \( R \) with respect to cosmic time and changing variables, \( \frac{dR}{dt} \to \frac{dR}{dz} \frac{dz}{dt} \) so that rearranging for \( \frac{dz}{dt} \) gives:

\[
\frac{dz}{dt} = \frac{dR}{dt} \frac{d}{dR} \left( \frac{R_0}{R(t)} - 1 \right) \Rightarrow \dot{z} = -\frac{R_0 \dot{R}}{R(t)^2} = -(1 + z)H(z).
\]  

(2.11)

The evolution of the Universe can be described using the Friedmann-Lemaitre-Robertson-Walker (FLRW) solutions to the field equations. These assume the cosmological principle and using comoving spherical polar co-ordinates \( x^\mu = (ct, r, \theta, \phi) \), where \( r \) is an angular diameter distance, then the separation of points in space is given by:

\[
dl^2 = f(r) dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2).
\]  

(2.12)

From this, the Robertson-Walker metric has the form:

\[
ds^2 = c^2 dt^2 - R^2(t) \left[ f(r) dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) \right]
\]  

(2.13)

where \( s \) is the proper distance between space-time points. Using Peter Scheuer’s argument for \( f(r) \) this can be written as:

\[
ds^2 = c^2 dt^2 - R^2(t) \left[ \frac{dr^2}{1-kr^2} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) \right]
\]  

(2.14)

where length units can be chosen so that the curvature, \( k \), can be either 0 for no curvature, -1 for negative curvature or 1 for positive curvature. The metric
tensor is calculated by:

\[ g_{\mu \nu} = \frac{\partial \xi^\alpha}{\partial x^\mu} \frac{\partial \xi^\beta}{\partial x^\nu} \eta_{\alpha \beta} \]  

(2.15)

where \( \eta_{\alpha \beta} \) is the Minkowski spacetime metric diag\((-1, 1, 1, 1)\), \( x^\mu(\tau) \) is any coordinate system and \( \xi^\alpha = (ct, \vec{x}) \) is a coordinate system where a freely-moving particle in a gravitational field follows a straight world line so that \( \frac{\partial^2 \xi^\alpha}{\partial \tau^2} = 0 \) where \( \tau \) is the proper time. By the equivalence principle stating that gravity is an acceleration this may always be found. Trivially from Equation 2.14 the Robertson-Walker metric tensor is thus \( \text{diag}(1, -\frac{R^2}{a}, -R^2 r^2, -R^2 r^2 \sin^2 \theta) \) where \( a = 1 - kr^2 \). The Einstein tensor in this case is derived in Appendix A.3.

The space-time curvature can be related to the contents of the Universe by equation 2.5 as outlined in Section A.4. From equation A.9 the energy-momentum tensor for a stationary fluid with \( U^\mu = (1, \vec{0}) \) is:

\[ T^{\mu \nu} = \begin{pmatrix} \rho & \cdot & \cdot & \cdot \\ \cdot & \frac{ap}{R^2} & \cdot & \cdot \\ \cdot & \cdot & \frac{p}{R^2 r^2} & \cdot \\ \cdot & \cdot & \cdot & \frac{p}{R^2 r^2 \sin^2 \theta} \end{pmatrix} \]  

(2.16)

and by substituting this into the Einstein field equations (Equation 2.5), and using the contravariant Einstein tensor (Equation A.7, where the contravariant tensor is given by the covariant tensor as \( \text{diag}(G^{\mu \nu}) = -\text{diag}(G_{\mu \nu}) \)), the solutions are two differential equations for the scale factor, \( R(t) \), and its time derivatives:

\[ \frac{\dot{R}^2}{R^2} + \frac{k}{R^2} - \frac{\Lambda}{3} = \frac{8\pi G \rho_t}{3} \]  

(2.17)

\[ 2 \frac{\ddot{R}}{R} + \frac{\dot{R}^2}{R^2} + \frac{k}{R^2} - \Lambda = -8\pi G p \]  

(2.18)

where \( \rho_t = \rho_r + \rho_m \) represents the total density of matter and radiation. As a consistency check, Equation 2.18 can be derived from Equation 2.17 by differentiating with respect to time and assuming a conservation law. The

\[ ^1\text{Note that natural units are used in this section where } c = 1 \]
conservation of energy for a perfect fluid is:

\[
\frac{d}{dt}(\rho R^3) = -p \frac{d}{dt} R^3
\]  

(2.19)

which shows that for a positive pressure the density of the Universe will decrease whilst the volume \((R^3)\) increases.

Equation 2.17 can be further simplified by incorporating the cosmological constant into the density so that \(\rho_T = \rho_t + \frac{\Lambda}{8\pi G}\). If the Hubble parameter defined in equation 2.9 is also used then equation 2.17 becomes:

\[
\frac{H^2}{\text{Expansion}} + \frac{k}{R^2} = \frac{8\pi G \rho_T}{3}  
\]  

(2.20)

i.e. a flat Euclidean Universe, \((k = 0)\), will occur for a critical value of the density given by:

\[
\rho_c \equiv \frac{3H^2}{8\pi G} 
\]  

(2.21)

where the present critical density is \(\rho_c(0) \sim 1.88 \times 10^{-26} \text{h}_0^2 \text{ kg m}^{-3}\) or \(\sim 1.50 \times 10^{-5} \text{h}_0^2 \text{ Gev cm}^{-3}\). Using the Hubble constant value given in 2.3 this is approximately nine protons per cubic metre. This definition of the critical density can be used to define a dimensionless density parameter, \(\Omega\), governing the behaviour of the expansion, as outlined in Section A.5.

### 2.2.1 The Hot Big Bang

As was outlined in the previous section the big bang is the key component of current cosmological theories. A brief outline of the early evolution of the Universe and how it relates to dark matter is given here; for a full review of the big bang theory see [295]. The beginning of our understanding of the Universe starts at the Planck time, \(t_p \equiv \sqrt{\frac{\hbar c^3}{G}}\), about \(10^{-43}\) seconds after the initial singularity. The redshift of this period is approximately the Planck energy \((E_p = m_p c^2 \equiv \sqrt{\frac{\hbar c^2}{G}} \sim 10^{19} \text{ GeV})\) divided by the CMB energy \((k_B T \sim 10^{-3.6} \text{ eV})\) which gives \(z_p \sim 10^{31.6}\). Following this the Universe expanded. The expansion may be treated as adiabatic with \(pV^{\gamma} = \text{constant}\), although this is just an approximation as there are many irreversible changes. The early Universe is
also thought to have undergone a brief period of inflationary expansion \[197\].

2.2.1.1 Inflation

Inflation theory states that exponential expansion of space dramatically increased the volume of the Universe by many orders of magnitude (> $e^{60}$ if inflation began at the GUT scale). This would have meant that particles were effectively moving away from each other at speeds greater than $c$, although since this was an effect caused by expanding space and no particles were accelerated to these effective velocities general relativity is not violated. This theory offers a solution to many cosmological observations which otherwise seem to have no natural explanation (see Section 2.2.2). More detail on inflation are given in Section \[A.6\]

2.2.1.2 Eras of the Universe

As the Universe expanded it evolved through several distinct phases. During each different phase the dynamics of the Universe were dominated by a different component. The inflationary period was followed by a period of radiation domination. This gave way to a matter dominated Universe and finally the Universe is now dominated by vacuum energy. More detail is given in Section \[A.7\]

2.2.1.3 Nucleosynthesis and Freezeout

The high thermal energy in the early Universe allowed the creation of particles whose rest mass energy was less than the available thermal energy. Both matter and anti-matter were created so annihilation also took place, due to the extreme densities the interaction times are often much shorter than the expansion time-scale. As such, a perfect fluid in thermal equilibrium is a reasonable approximation. In equilibrium, the number density of a particle species can be calculated by either the Bose-Einstein or Fermi-Dirac distribution depending on the nature of the particle. The calculation is briefly outlined in Section \[A.8\] along with a description of the matter anti-matter asymmetry.
The time variation of the number density of a species can be estimated with the Boltzmann equation:

\[ \dot{n} + 3Hn = -\langle \sigma v \rangle n^2 \]  

(2.22)

where \( \sigma \) is the interaction cross section, \( v \) is the particle velocity and \( 3Hn \) represents the dilution due to the expansion of the Universe. The number density \( n \), evolves on two time-scales; the expansion time-scale, \( H(z)^{-1} \), and the interaction time-scale, \( (\langle \sigma v \rangle n)^{-1} \). During the radiation era the Hubble time scales with \( \propto R^2 \) but the interaction time scales with density and energy so that it varies as \( \propto R^3 \). This shows there is some cross over point between thermal equilibrium at early times and decoupling at late times. This decoupling is known as freeze out and occurs as the interaction time-scale becomes too long for the species to maintain thermal equilibrium. This process leaves a set of frozen out relic particles (such as the CMB in the case of photons). Freeze out of a species can occur when it is behaving as radiation, \( kT \gg mc^2 \), or matter, \( kT \ll mc^2 \). The former, relativistic freeze out, leaves a “hot relic”, and the latter, massive freeze out, leaves a “cold relic”. Figure 2.6 illustrates the freeze-out of several particle species with different interaction strengths. Dark matter WIMPs are thought to appear at the weak scale, \( M_\chi \sim 100 \text{ GeV}/c^2 \), and so have interactions with a cross section of order \( \sigma \sim G_F^2 T^2 \), where the Fermi energy \( G_F = \frac{\alpha}{\hbar c} \) and \( \alpha \) is the fine structure constant. Hence freeze-out occurs at \( \langle \sigma v \rangle \sim n\sigma v \sim G_F^2 (kT)^5 \). This gives \( \frac{\langle \sigma v \rangle}{H} \sim G_F^2 (kT)^3 m_{\text{Planck}}^{-1} \), which is \( \sim \)unity at \( kT \sim 1 \text{ MeV}/c \). It is important to note that dark matter particles are expected to follow this freeze-out trend, indicating that they do annihilate, simply because density measurements indicate \( \Omega \simeq 1 \), otherwise there would be an over-abundance of dark matter. This also indicates, by crossing symmetry, that dark matter particles should have some interaction with baryonic matter.

At some point during its expansion and cooling the Universe passed through a phase where the conditions were favourable for nuclear reactions, similar to those occurring in the cores of stars. This period is described by Big Bang nucleosynthesis, as briefly outlined in Section A.9.

The relic abundances of light elements are sensitive to baryon density and may be used to weigh the baryons in the Universe. Nucleosynthesis is a well
understood process as it can be tested in laboratories on Earth. Comparisons of predictions of the ratios of light elements to the measured ratios in regions thought to have primordial abundances are shown in Figure 2.7. This shows good agreement apart from lithium. The mismatch from lithium data could be due to systematic errors in the observations, uncertainties in stellar astrophysics (since the abundance is measured in metal poor stars), uncertainties in nuclear inputs, or new physics [178]. The fit provides limits on the baryon content of the Universe of:

\[ 0.019 \leq \Omega_b h^2 \leq 0.024 \text{(95\% CL)} \]  

(2.23)

As this is considerably less than the matter density, \( \Omega_m h^2 \), this indicates most matter is non-baryonic.

### 2.2.2 Problems With the Big Bang

The framework of the hot big bang contains some major problems; these are outlined here along with a possible solution. As was mentioned in Section 2.2.1.1 the Universe is believed to have undergone a brief period of inflation before the radiation dominated era began. This inflation offers a neat solution to these
Figure 2.7: The abundance ratios of light elements predicted by the standard model of big bang nucleosynthesis [139] where the bands show the 95% CL range. Boxes show observed light element abundance ratios, the small box is $\pm 2\sigma$ statistical errors and the large box is $\pm 2\sigma$ statistical and systematic errors. The vertical bands show the concordance range of direct measurements of the light element abundances (orange) and the CMB measurement of the cosmic baryon density (blue).
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problems and indeed this is the motivation for the inflation theory.

2.2.2.1 The Expansion Problem

At \( t = 0 \) the Universe was expanding. This suggests a mechanism is needed to launch the expansion of the Universe. The standard big bang model does not account for how all parts of the Universe began expanding simultaneously, but if inflation occurred then this occurs naturally during the inflation period.

2.2.2.2 The Flatness Problem

The expansion of the Universe would seem to need to be launched at a very precise value for space to be as flat as it is observed to be in the current era. To expand from the Planck scale to the current scale of the Universe (a factor of over \( 10^{30} \)) would seem to require significant fine tuning. The density of the Universe is observed to be very close to \( \Omega = 1 \). Rearranging the Friedmann equation, A.12 for the curvature gives:

\[
\frac{k}{R^2 H^2 c^2} (\Omega - 1) \tag{2.24}
\]

which shows that if the Universe initially has \( \Omega \neq 1 \) then \( \Omega \) rapidly changes with time as it scales with the curvature. To achieve a value of \( \Omega = 1 \pm 0.01 \) today would require \( \Omega(t_{\text{Planck}}) = 1 \pm 10^{-62} \). If inflation occurred in the early Universe then a value of \( \Omega = 1 \) occurs naturally as any deviation from the critical value is washed out by the vast change in scale, rearranging equation 2.20 and substituting in the critical density, equation 2.21 gives:

\[
(\Omega^{-1} - 1)\rho R^2 = -\frac{3kc^2}{8\pi G} \tag{2.25}
\]

during inflation the scale factor, \( R \), grows exponentially. Since the right hand side of equation 2.25 is constant the \( (\Omega^{-1} - 1) \) term must decrease with time.
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2.2.2.3 The Horizon Problem

The CMB shows that all the observable Universe is the same temperature to within $\sim 10^{-5}$. The angular size of the horizon, given by the angular diameter distance over horizon distance $\theta_H = d_H/d_A$, is approximately $1.7^\circ$ and the maximum size of causally connected regions at the time of photon decoupling was $\sim 9 \times 10^5$ light years, but the temperature invariance covers a volume many orders of magnitude larger than this. The uncertainty principle suggests that the Universe should not have a uniform temperature as an initial condition. A period of inflation explains this observation as the observable Universe was in thermal equilibrium before inflation. The exponential increase in scale factor means that regions of the Universe larger than the current horizon distance were once causally connected and should have been in equilibrium at decoupling.

2.2.2.4 The Monopole Problem

If grand-unified theory (GUT), see Section 2.4, is correct and the standard model $SU(3) \times SU(2) \times U(1)$ groups all fit into a single group at high energy, unifying the strong and electro-weak forces then it is expected that magnetic monopoles were produced when this single force split as the Universe cooled to below $T_{GUT}$ (after between $10^{-43}$ and $10^{-36}$ seconds) [217]. With a single particle per horizon volume the current number density of magnetic monopoles, with no inflation, should be $\sim 10^{-4}$ cm$^{-3}$ and with a predicted mass of $\sim 10^{16}$ GeV these particles would have closed the Universe after only a few decades. These particles have not been observed and limits have been placed on their abundance of $\sim 10^{-23}$ cm$^{-3}$ for a monopole velocity of $10^{-3}c$, from observations of galactic magnetic field lines [140] (known as the Parker limit). Direct detection approaches have also set limits on monopoles, such as the Monopole, Astrophysics, and Cosmic Ray Observatory (MACRO). This experiment was the first to set a limit on the local magnetic monopole flux significantly below the Parker limit for the whole range of expected velocities at $1.4 \times 10^{-16}$ cm$^{-2}$ s$^{-1}$ sr$^{-1}$ [37]. Although both inflation and GUT are hypothetical they both have strong theoretical grounds and the existence of an inflationary period of the Universe allows for GUT monopoles to exist and remain consistent with observations.
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So far dark matter has been discussed as a requirement of the current cosmological model. A significant non-baryonic cold dark matter component of the Universe is required by the current ΛCDM model and fits well with our observations of the Universe being at or very close to critical density. There is more direct evidence for the existence of dark matter which is outlined in this section.

2.3.1 Dark Matter in Galaxies and Clusters

Measurements of the velocity dispersions in galaxy clusters provided the inspiration for the dark matter hypothesis. In 1933 Fritz Zwicky published a paper showing results of velocity dispersion measurements of the Coma cluster [390]. By measuring the velocities of galaxies near the edge of the cluster, and using the virial theorem to calculate the mass enclosed by their orbits, he found that the cluster was around four hundred times heavier than could be accounted for by the mass of the visible matter within the cluster. The method, along with details of more modern methods including X-ray measurements, is discussed in more detail in Section A.10. The Sunyaev-Zeldovich Effect may also be used to measure the mass of galaxy clusters. The results agree with X-ray measurements, as discussed in Section A.11.

The strong gravitational field of clusters enables them to retain heavy elements from high-energy supernova explosions. Thus studying the chemical composition of the intracluster medium as a function of redshift also gives a record of the chemical evolution of the Universe [276]. This information is required for nucleosynthesis models and also once again reinforces the ancient origins of the Universe.

An important piece of evidence for dark matter comes from measuring the rotation curves of galaxies. These show dark matter on much smaller scales than that observed in the intracluster medium. Observations across the electromagnetic spectrum allow the mass of the luminous matter to be estimated and in some cases, depending on the galaxies orientation and type, spectrograph
results can be used to measure the rotation velocity as a function of radius. The morphology of galaxies shows that they are gravitationally bound, which is also consistent with the crossing time given the age of the Universe. The luminous matter within the rotating galaxies may then provide measurements of the rotation velocity by the Doppler effect. Spiral galaxies provide the best candidates for these types of measurements as they consist of a central bulge and a flattened disc. For the disc to be bound it should obey Virial theorem where $2K + T \leq 0$, this means that the maximum velocity of bound objects orbiting at a given radius is:

$$V_{\text{max}} = \sqrt{\frac{GM(<r)}{r}},$$

where $M(<r)$ represents the mass contained within the galaxy out to a radial distance $r$. At large radii the mass contained within would have converged and a Keplerian fall off of orbiting velocities is expected with $V \propto r^{-\frac{1}{2}}$. Accurate spectrograph results became available in the 70s and results showed rotation curves remaining flat out to large radii \[320\]. These results also show approximately flat rotation curves \[335\]. Figure 2.8 shows an example of a rotation curve for a spiral galaxy and Figure 2.9 shows the rotation curve for the Milky Way galaxy. The calculations of dark matter density in the solar region of the Milky Way are particularly difficult, although this result is of vital importance to direct detection experiments. Recent measurements presented in Reference \[87\] suggest that the local dark matter density is lower than $10^{-3}\, \text{M}_\odot \, \text{pc}^{-3}$ (0.04 GeV cm$^{-3}$). These results were obtained by analysing the kinematics of 412 stars at heights ranging from 1 to 4 kpc from the Galactic mid plane \[87\].

One of the assumptions made during this analysis was that the mean azimuthal velocity is independent of Galactocentric radius at all heights from the mid plane, however this assumption has been shown to be unsupported by the data \[96\]. The data imply that only the circular speed is independent of radius in the mid-plane \[170\]. In the solar neighbourhood, the circular speed is larger than the mean azimuthal velocity by over 35 km s$^{-1}$ due to asymmetric drift \[96\]. A reanalysis accounting for this is consistent with the standard estimates of local dark matter density and provides the most robust direct measurement of the local dark-matter density to date of $0.008 \pm 0.002 \, \text{M}_\odot \, \text{pc}^{-3}$ (0.3 \pm 0.1 GeV cm$^{-1}$) \[96\].

The observed rotation curves with constant velocity imply $M(<r) \propto r$, hence
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Figure 2.8: The rotation curve of the spiral galaxy NGC 6505. This flat rotation curve can be explained as being due to the sum of masses from the three components shown on the plot. The “halo” refers to the dark matter halo.

Figure 2.9: The rotation curve of the Milky Way. The Sun is travelling \( \sim 60 \) km s\(^{-1}\) faster than can be accounted for by luminous matter.
a density relation of $\rho \propto r^{-2}$. This observed density profile can be explained by the presence of an isothermal sphere of dark matter. Although the flat rotation curve alone does not necessarily require an isothermal sphere (a disc could give the same relation) further observations of polar-ring galaxies with material orbiting out of the orbital plane of the galaxy show an approximately spherical distribution, although results also favour slightly flattened halos with axial ratios of $\sim 1.3:1$.\footnote{385}

Elliptical galaxies are more difficult to analyse due to their morphology. Some elliptical galaxies contain faint discs of neutral hydrogen which allow similar methods as used for spiral galaxies to be employed, for example, measurements of NGC 2974 using the Very Large Array detected an HI disc for which the rotation curve could be measured.\footnote{381} The velocity dispersion and mass-to-light ratio data acquired from this analysis was combined with X-ray measurements from ionised gas to give the velocity profile shown in Figure\footnote{2.10} Measuring emission from ionised gas is a more common technique for probing the dark matter halos of elliptical galaxies. These regions typically extend out to $\sim 50$ kpc.\footnote{181} The gravitating mass within a region can be derived from the X-ray flux under the assumption that the emitting gas is in hydrostatic equilibrium, so long as the gas temperature and density profiles are known.\footnote{167} Further evidence of dark matter halos in elliptical galaxies also comes from strong gravitational lensing observations.\footnote{246}

In general it is found that the dynamics of galaxies are often dominated by non-radiating matter, although there are some null results for elliptical galaxies showing that a dark matter halo is not required (for example NGC 3379\footnote{141}). A large number of systems have now been studied and a general trend has emerged. The current paradigm is that each galaxy lies within a self-gravitating dark halo of size $R_{\text{vir}}$ and mass $M_{\text{vir}}$. The size, $R_{\text{opt}}$, and mass, $M_*$, of the baryonic component are related to the dark matter halo by the relations:

$$R_{\text{vir}} \sim 15R_{\text{opt}} \quad \quad (2.27)$$

$$M_{\text{vir}} = 3 \times 10^{12} \left( \frac{M_*}{2 \times 10^{11}M_\odot} \right)^{0.4} M_\odot \quad \quad (2.28)$$
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Figure 2.10: Best-fitting models for a pseudo-isothermal sphere of dark matter around the elliptical galaxy NGC 2974. The top image has a mass-to-light ratio of $2.34 \frac{M_\odot}{L_\odot}$ estimated from stellar population models ($\odot$ represents the solar value). The bottom image has a mass-to-light ratio of $3.8 \frac{M_\odot}{L_\odot}$ estimated by the maximal disc model [381]. The red points show the data from ionised gas and H\textsubscript{I} gas measurements and the solid curve shows the fit from a combination of the three components shown separately below.
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Figure 2.11 shows the relation between dark matter halo size and the size of the luminous component. The close matching of data, simulation and analytical formulas suggest that this phenomenon is well understood and there is a strong link between the two components. This is consistent with the current theory of galaxy formation where the baryons fell into cold dark matter over-densities, see [350] and references therein.

2.3.2 Gravitational Lensing

Fritz Zwicky coined the term “dark matter”, based on observations of the inferred and observed mass of the Coma cluster, and suggested the potential of gravitational lensing as a viable technique for measuring mass [391]. This relies on the general relativistic principle covered in Section 2.2 which shows how matter bends space-time, see equation A.2. This means that images of background objects will be distorted by mass along the line of sight. As the degree of distortion is related to the strength of the lens it is possible to use the effects of gravitational lensing to measure mass. Gravitational lensing effect can be sub-divided into four categories, strong lensing, micro lensing, weak lensing and flexion.

Strong lensing occurs when the lens is very massive and a background object is close to the line of sight to the lens, as illustrated in Figure 2.12. Strong lensing produces highly distorted images, the light from a background object may take several different paths and multiple images may be seen, an example of this is shown in Figure 2.13. The peak distortion occurs at the Einstein radius which scales as $r_E \propto \sqrt{M(<r)}$. With the correct alignment this scenario would distort the background image such that a ring, known as an Einstein ring, is observed. If the mass was mostly contained within the galaxies then these rings would appear around the individual galaxies. Observations show them to appear around the cluster as a whole, so the mass must be much more evenly distributed. Strong lensing can also be used to constrain cosmological parameters such as the cosmological constant. The number of lensing events can constrain $\Omega_\Lambda$ by determining the volume of space between the observer and source [117]. As the light may take different paths around the gravitational lens there may also be
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Figure 2.11: Relations between the dark matter halo and the baryonic matter of galaxies, from [329].

(a) The mass in stars plotted against the dark matter halo mass. The thick solid line shows the numerical results while the dot-dashed line represents the analytical fitting formula. The barred area shows the uncertainty in the mass-to-light ratio and the shaded area shows data from [180].

(b) The $r^*$ band luminosity as a function of dark matter halo mass. The solid line shows numerical results and the analytical fit as they are indistinguishable, the dashed line shows the numerical result including galaxy groups and clusters in the halo mass function. The barred area shows the uncertainty, the dot-dashed line is the corresponding result from [374] and the shaded region is the result from [244]. The data points are from the following results; arrow [292], diamond [215] and star [198].

(c) The relation between velocity dispersion, $\sigma$, and dark matter halo mass. The solid line shows the numerical results and the dot-dashed line shows the analytical formula, $\sigma \approx 110 \text{ kms}^{-1} \left( \frac{M_{\text{vir}}}{6.3 \times 10^{11} M_\odot} \right)^{\frac{1}{3}}$. The barred area shows the uncertainty.
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Figure 2.12: Light from a background object (1) is bent around a massive galaxy cluster along the line of sight (2). This galaxy cluster acts similarly to an optical lens and the properties of the lensing cluster can be inferred from the distortion of the background image (3). Image obtained from [77].

time delays for changes in the images. The time delays may be used to measure the Hubble constant [252]. The matter density can also be constrained from strong lensing studies, giving $\Omega_m = 0.31^{+0.27}_{-0.14}$ [367].

Microlensing occurs when an image becomes more intense as a gravitational lens bends more light from a background object towards the observer. This transient phenomenon allows observations of objects down to small mass scales, such as planets. It can be used to detect objects that emit little or no light and may therefore be used to detect dark matter in the form of Massive Compact Halo Objects (MACHOs) and microlensing surveys allow limits to be placed on the amount of matter in this form, as described in Section A.10.

Most gravitational lensing data is of weak lensing. Strong lensing requires that multiple light paths are bent around a massive object towards an observer.
This effect is a rare occurrence as it requires the observer to be in a special position along the focal plane. Observations of weak lensing requires no such special position and instead the observations rely on statistical analyses of the distortion caused as light from background sources passes through relatively weak gravitational fields. These regions are away from the core of clusters and the deflection is only slight.

While it is difficult, and usually impossible, to tell if an individual background source has been weakly lensed, a large survey may show a trend in the shape of background sources that is inconsistent with what is known about their morphology, as illustrated in Figure 2.14. These distortions take the form of shear, magnification, twist and rotation \[60\]. The most commonly used distortions are the shear or magnification, as these can be approximated using first order terms in local linear transformation of the sky represented by a $2 \times 2$ matrix. The shear tends to have a higher signal-to-noise ratio than the magnification and most weak lensing surveys therefore measure this, where one of the factors contributing to the noise in these measurements is the intrinsic shape of the lensed galaxies. Typically, weak lensing alters the major-to-minor axis of distant galaxies by $\sim 2\%$ \[272\]. The observable shear field is proportional to a second derivative of the gravitational potential along the line of sight; A convolution can then be used to convert the shear field into a map of the projected mass distribution along the
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Figure 2.14: Results from a simulation demonstrating the weak lensing effect. The left image shows sources with no intervening mass between them and the observer; the right image shows the distortion created as the light passes through a gravitational field.

line of sight with a resolution only limited by the density of background sources.

If redshift is also measured then the weak lensing survey can be used to produce 3D dark matter maps, as shown in Figure 2.15. Results from these analyses can be used to constrain the matter density of the Universe. Recent COSMOS results show \( \left( \frac{\Omega_m}{0.3} \right)^{0.44} = 0.866^{+0.085}_{-0.068} \) at 68% C.L. (so \( \Omega_m \simeq 0.216 \)) \[271\]. Lensing results also provide pure geometric tests of the structure of space-time, as mentioned in Section 2.2. By comparing the relative shear of many low mass source-lens pairs in the COSMOS survey data, a variation in shear was detected as a function of distance behind the lens. This result was used to constrain the equation of state of the Universe, equation A.25, giving \(-2.5 \leq \omega \leq -0.1\) at greater than 99% confidence \[361\]. In the case of \( \omega = -1 \) these results give a value of the cosmological constant density parameter of \( \Omega_\Lambda = 0.85^{+0.044}_{-0.19} \) (68%C.L.) and detect cosmic acceleration at 98% C.L.. The Sloan Digital Sky Survey results show that, from a sample of around a third of a million galaxies, the typical halo mass is \( 1.4 \times 10^{12} M_\odot \) with a stellar mass of \( 6.0 \times 10^{10} M_\odot \) \[267\]. This study also indicated that the stars account for \( \sim 16\% \) of baryons, which is in agreement with X-ray observations (although it should be noted that these results show most of the baryons within galaxies are in stars and the difference between the two results above is attributed to non-baryonic dark matter). Results using the COSMOS survey data can be used to decompose the mass into its various components, as shown in Figure 2.16. A more direct measurement using the Hubble space
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Figure 2.15: Data from the HST COSMOS survey was used to create this 3D dark matter map [270].

telescope SLACS survey data gives a higher result of $(1.2 \pm 0.3) \times 10^{13} M_\odot$ and $(2.6 \pm 0.3) \times 10^{11} M_\odot$ for the halo and stellar mass respectively [188].

Flexion is the regime between weak and strong lensing. As the strength of the gravitational field along the line of sight increases, background images begin to curve (although in this regime it is still too weak for strong lensing to occur), as shown in Figure 2.17. Although the amplitude of the shear signal is larger than the flexion signal the intrinsic curvature of typical galaxies is very low so these measurements have much lower noise. This allows statistical techniques similar to those of weak lensing to be used and flexion surveys are useful to plug the gap between strong lensing and weak lensing in regions where the statistics are too low for significant weak lensing results but the field is too weak for strong lensing [293].
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Figure 2.16: The observed radial distribution of mass around elliptical galaxies, shown decomposed into its various components [253]. The solid blue curve shows the total surface mass density from the weak lensing signal. The baryons (red dashes) are seen to dominate the core of the galaxy, with dark matter (green dots) becoming increasingly dominant with increasing radius. The triple dotted magenta line shows the contribution from occasions when the analysis focuses on satellite galaxies in the halo of the larger host and the dot-dash grey line shows that on large scales (above $\sim 3$ Mpc) the galaxy-galaxy lensing signal reverts to the cosmic shear signal from large-scale structure around where the galaxy is located.

Figure 2.17: The three regimes of gravitational lensing. The degree of distortion increases from left to right (although the weak lensing is exaggerated compared to a typical distortion) and increases with the strength of the gravitational field. Image obtained from [272].
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2.3.2.1 Colliding Clusters

Lensing results are often complemented by X-ray and optical results to map the different mass components of objects. Figure 2.18 shows an overlay from strong and weak lensing to map the dark matter of the cluster RX J1347.5-1145 along with X-ray measurements and optical surveys to map the baryons. When galaxy clusters collide, the fluid-like x-ray emitting gas containing the majority baryonic component may become separated from the dispersionless stellar component. Using a combination of the measurements discussed above the different matter components may be mapped separately allowing a measurement of the relative mass that is independent of the assumptions regarding the nature of the gravitational force law. Figure 2.18 shows the results from measurements of the merging cluster 1E 0657-557, also known as the bullet cluster. Lensing measurements shows the gravitational potential does not map the X-ray emitting gas, showing an 8σ spatial offset. Since this gas contains the majority of visible matter this indicates that the majority of the mass is dark.

Since the initial observation of the bullet cluster several other merging clusters have been measured (for example see [31]). Figure 2.20 shows an optical image of two merging galaxy clusters where measurements of the different mass...
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Figure 2.19: Maps showing the mass distribution of the merging cluster 1E 0657-558 [126] the white bars indicate 200 kpc, the green contours show weak lensing reconstructions:

Left image: Colour image from the Magellan images showing the stellar distribution.
Right image: Chandra image showing the distribution of X-ray emitting gas.

Figure 2.20: Composite image of the bullet cluster, obtained from the Chandra website [125]. Blue shows the mass measured by weak lensing, pink shows the X-ray emitting gas.

components have been overlaid in false colour. These measurements show that, independently of the nature of the gravitational force at large scales, there is some form of non-interacting dark matter in these clusters which contains the majority of the mass [126].

2.3.3 The Cosmic Microwave Background

The cosmic microwave background (CMB) is a key tool in modern cosmology, and as such has already been mentioned several times in section Section 2.2. This relic
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Table 2.1: WMAP parameters from the seven year CMB data set [231]. The uncertainties presented are 68% CL.

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>WMAP</th>
<th>WMAP+BAO+$H_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age of the Universe</td>
<td>$t_0$</td>
<td>$13.75 \pm 0.13$ Gyr</td>
<td>$13.75 \pm 0.11$ Gyr</td>
</tr>
<tr>
<td>Hubble constant</td>
<td>$H_0$</td>
<td>$71.0 \pm 2.5$ kms$^{-1}$Mpc$^{-1}$</td>
<td>$70.4^{+1.3}_{-1.4}$ kms$^{-1}$Mpc$^{-1}$</td>
</tr>
<tr>
<td>Physical baryon density</td>
<td>$\Omega_b h^2$</td>
<td>$0.02258^{+0.00057}_{-0.00056}$</td>
<td>$0.02260 \pm 0.00053$</td>
</tr>
<tr>
<td>Baryon density</td>
<td>$\Omega_b$</td>
<td>$0.0449 \pm 0.0028$</td>
<td>$0.0456 \pm 0.0016$</td>
</tr>
<tr>
<td>Physical dark matter density</td>
<td>$\Omega_{dm} h^2$</td>
<td>$0.1109 \pm 0.0056$</td>
<td>$0.1123 \pm 0.0035$</td>
</tr>
<tr>
<td>Dark matter density</td>
<td>$\Omega_{dm}$</td>
<td>$0.222 \pm 0.026$</td>
<td>$0.227 \pm 0.014$</td>
</tr>
<tr>
<td>Dark energy density</td>
<td>$\Omega_{\Lambda}$</td>
<td>$0.734 \pm 0.029$</td>
<td>$0.728^{+0.05}_{-0.016}$</td>
</tr>
<tr>
<td>Curvature fluctuation amplitude</td>
<td>$\Delta^2_{R}$</td>
<td>$(2.43 \pm 0.11) \times 10^{-9}$</td>
<td>$(2.441^{+0.088}_{-0.092}) \times 10^{-9}$</td>
</tr>
<tr>
<td>Scalar spatial index</td>
<td>$n_s$</td>
<td>$0.963 \pm 0.014$</td>
<td>$0.963/_{-0.002}^{+0.012}$</td>
</tr>
<tr>
<td>Redshift of photon decoupling</td>
<td>$t_*$</td>
<td>$1090.79^{+0.94}_{-0.92}$</td>
<td>$1090.89^{+0.68}_{-0.69}$</td>
</tr>
<tr>
<td>Reionisation optical depth</td>
<td>$\tau$</td>
<td>$0.88 \pm 0.015$</td>
<td>$0.87 \pm 0.014$</td>
</tr>
<tr>
<td>Total density</td>
<td>$\Omega$</td>
<td>$1.080^{+0.003}_{-0.002}$</td>
<td>$1.002^{+0.0056}_{-0.00054}$</td>
</tr>
<tr>
<td>Equation of state</td>
<td>$\omega$</td>
<td>$-1.12^{+0.42}_{-0.43}$</td>
<td>$-0.980 \pm 0.053$</td>
</tr>
<tr>
<td>Physical neutrino density</td>
<td>$\Omega_{\nu} h^2$</td>
<td>$&lt; 0.014(95%C.L.)$</td>
<td>$&lt; 0.0062(95%C.L.)$</td>
</tr>
<tr>
<td>Number of light neutrino families</td>
<td>$N_{eff}$</td>
<td>$&gt; 2.7(95%C.L.)$</td>
<td>$4.34^{+0.36}_{-0.88}$</td>
</tr>
</tbody>
</table>

The radiation field left over from the big bang shows that the Universe is homogeneous and isotropic on large scales. Although the CMB is very uniform after corrections there are small temperature fluctuations, known as primary anisotropies, as shown in Figure 2.1. Many parameters of the $\Lambda$CDM model can be measured using CMB data, as discussed in more detail in Section A.12. Some of the parameters are listed in Table 2.1.

2.3.4 Large Scale Structure

Following the photon decoupling, the density perturbations, thought to have originated from quantum fluctuations which were then inflated, continued to grow. Surveys of the Universe measuring the distribution of matter can be used to constrain cosmological parameters. Galaxy surveys use redshift to create 3 dimensional maps of the Universe as shown in figures 2.21 and 2.22. Evidence of acoustic oscillation is seen in the large scale structure of the Universe.

The surveys show filamentary features separated by large voids. An
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Figure 2.21: Large scale structure in the northern equatorial slice the Sloan Digital Sky Survey (SDSS) main galaxy redshift survey. The slice is 2.5 degrees thick and the galaxies are colour-coded by luminosity [91].

Figure 2.22: Map of large scale structure obtained by the Two-degree-Field Galaxy Redshift Survey (2dF GRS) [133].
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The autocorrelation function can be defined for the density field as:

$$\xi(\vec{r}) \equiv \langle \delta(\vec{x})\delta(\vec{x} + \vec{r}) \rangle$$  \hfill (2.29)

where the density perturbation field is $\delta(\vec{x}) \equiv \frac{\rho(\vec{x}) - \langle \rho \rangle}{\langle \rho \rangle}$. A power-law spectrum implies a power-law correlation function:

$$\xi(r) = \left( \frac{r}{r_0} \right)^{-\gamma}$$  \hfill (2.30)

where $\gamma = n + 3$ can be measured from the density map. The largest survey, the Sloan Digital Sky Survey (SDSS), measured $n = 0.983 \pm 0.035$. The case for $n = 1$ is known as the Harrison-Zeldovich spectrum and corresponds to a fractal metric, i.e. a scale-invariant spectrum where space time has the same ‘wrinkliness’ on all scales which further supports the idea that structure originated from magnified quantum fluctuations from the inflationary period. This survey also constrained several other cosmological parameters, $\Omega_m h^2 = 0.135 \pm 0.008$, $\omega = -0.8 \pm 0.18$ and $h = 0.648 \pm 0.045$. A significant ($3.4\sigma$) feature was also found in the power spectrum at $\sim 100h^{-1}$ Mpc. This is in good agreement with ΛCDM models, as shown in Figure 2.23 and evidence seen in the CMB at this scale indicates that large scale structure today grew linearly from ancient density perturbations.

N-body simulations have been used to test cosmological models. The millennium simulation [348] uses the concordance ΛCDM model to attempt to simulate large scale structure formation. The simulation models growth of dark matter structure and the results closely resemble the filament like structure observed by sky surveys, as shown in Figure 2.24 and more recently with increased spatial resolution shown in Figure 2.25. The ΛCDM model predicts a filament structure between galaxy clusters, as seen in the simulations. Although detection of these structures is difficult due to the low signal to noise ratio a recent analysis of the area between the Abel 222 and 223 clusters has confirmed a robust detection [144].

There are three types of dark matter usually considered, as mentioned in Section 2.2.1.3, depending on the properties of the particles:

- **Hot dark matter**: These particles would have de-coupled when relativistic
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Figure 2.23: Large scale redshift-space correlation function of the SDSS Luminous Red Galaxy (LRG) sample. The models are $\Omega_m h^2 = 0.12$ (top line), $\Omega_m h^2 = 0.13$ (middle line), $\Omega_m h^2 = 0.14$ (third line) and all have $\Omega_b h^2 = 0.024$ and $n = 0.98$. The bottom line shows pure CDM model with $\Omega_m h^2 = 0.105$ and has no acoustic peak. The fluctuation at 100$h^{-1}$ is statistically significant. Image from [160].
Figure 2.24: Graphical output of the millennium simulation showing structure formation on different scales [315].
2.3. Evidence for Dark Matter

Figure 2.25: Graphical output from the second millennium simulation performed with higher spatial and mass resolution [97].
and would have a number density similar to photons (such as eV-mass neutrinos).

- **Warm dark matter**: If the particles de-couple sufficiently early the relative abundance of photons can be boosted by annihilations other than just $e^\pm$. The mass range here would be around $1 - 10$ keV.

- **Cold dark matter**: If the particles de-couple when nonrelativistic the number density is exponentially suppressed, for a freeze-out temperature of $\sim 1$ MeV this is $n \sim e^{-M}$ and falls with increasing mass and cannot correspond to known neutrinos purely due to this consideration.

Large scale structure can constrain the quantities of dark matter in each form. Since structure formation is seen very early on in the Universe this indicates that dark matter (or the majority of it) is not hot. This matches simulation results which show sharp features with weak filaments (from bottom up structure formation) rather than weak features along the filaments (top down formation). Warm and cold dark matter become distinguishable at smaller scales such as large galaxies. There are some suggestions that dark matter in galaxies appears warmer than first thought [193]. One reason for this is the apparent lack of smaller satellite galaxies orbiting larger galaxies as part of the bottom up structure formation process. Cold dark matter remains the favoured candidate from the CMB power spectrum and it is possible that the smaller satellite galaxies are not luminous enough to have yet been observed, although this is an active area of research.

2.4 **Particle Physics Beyond the Standard Model**

It seems natural that the dark matter should consist of as yet undiscovered particles. Particle physics may then be used to guide the search for dark matter. As baryonic dark matter would violate Big Bang nucleosynthesis models, as discussed in Section 2.2.1.3 a non-baryonic candidate is required. The current
theory describing particle physics is known as the standard model (SM).

The SM of particle physics, developed over the 20th century, is very successful at describing the known particles and their interactions. The SM is a quantum field theoretical model consistent with both quantum mechanics and special relativity. Figure 2.26 shows a summary of known SM particles. In addition to the particles shown there is an additional particle required to complete this model, known as the Higgs boson, whose discovery is the main aim of both the TeVatron and the LHC. This particle, thought to be responsible for the existence of mass structure, is associated with a Higgs field in which massive particles interact and gain mass, and is a scalar field with a non-zero vacuum expectation value. This particle is also required within the electroweak theory to prevent the s-wave scattering amplitude of $e^+e^- \rightarrow W^+W^-$ from diverging. The general form for the observable mass of the Higgs particle is given by:

$$M_H^2 = (M_H^2)_0 + \frac{kg^2\Lambda^2}{16\pi^2}$$

(2.31)

where the second term is the one loop correction in which $k$ is a constant, $g$ is the electroweak coupling and $\Lambda$ is the energy scale of new physics. Figure 2.27 shows the bounds of the Higgs mass. This particle is expected to be discovered at the LHC. Section A.13 contains more discussion on particle physics beyond the SM.

2.4.1 Supersymmetry

Independently of astronomical observations of dark matter, there are potential solutions to the outstanding problems with the SM that naturally lead to new stable particles. As these new particles could also account for the dark matter required by astronomical observations, these theories are strongly favoured and are used as a guide when designing experiments to detect dark matter. SUSY is an ingredient which appears in many theoretical extensions to the SM. This theory postulates that the SM particles have superpartners differing only by a half unit of spin and as such the symmetry relates bosonic integer-spin particles to fermionic

---

2The graviton is also not included. This is a hypothetical particle which mediates the force of gravity.
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Figure 2.26: The known particles of the standard model of particle physics.

![Diagram of the known particles of the standard model of particle physics.]

Figure 2.27: Bounds on the Higgs particle mass as a function of $\Lambda$ for $M_t = 175$ GeV. The stable region is between the two lines. The region above represents phase space where the Higgs would be non-perturbative and the potential cannot be normalised. Below represents phase space where the particle is unstable [5].

![Graph showing the bounds on the Higgs particle mass as a function of $\Lambda$ with $m_H = 175$ GeV and $\alpha_s = 0.118$.]
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Figure 2.28: Radiative corrections to the scalar mass, image from reference [305].

half-integer-spin particles. The effect of this is to stabilise the radiative corrections that otherwise require fine tuning of high-energy parameters to allow for stable particles. Essentially, the cancellations of basic mass terms by the superpartners remove the sensitivity of the mass to the value of \( \Lambda \). If supersymmetry exists then it is a broken symmetry as the superpartners have not yet been observed and must have much larger masses than their SM counterparts.

As mentioned previously, scalar mass parameters receive quantum corrections from loops that contain particles of spins \( J = 1, \frac{1}{2}, \text{ and } 0 \), as shown in Figure 2.28. The loop integrals are potentially divergent but must be normalised. SUSY provides an alternative to fine tuning to solve the gauge hierarchy. Virtual bosons and virtual fermions contribute with opposite signs and would cancel each other out if there existed a bosonic superpartner for every fermion and a fermionic superpartner for every boson. Such a Fermi-Bose symmetry would relate the fermion and boson spin states via:

\[
Q | \text{Fermion} > = | \text{Boson} > \quad \text{and} \quad Q | \text{Boson} > = | \text{Fermion} > \tag{2.32}
\]

Where \( Q \) is the “supercharge” operator. The \( Q \) operators must carry spin \( \frac{1}{2} \) which implies supersymmetry is a space-time symmetry. This gives a potential path to quantum gravity.

The new supersymmetric Yukawa interactions, from SUSY, violating baryon and lepton number lead to rapid proton decay. It is possible to set the Yukawa couplings to 0 and this forces conservation of baryon and lepton number, and so agrees with observations, by introducing a new symmetry term. For SUSY this is known as R-Parity and is expressed as:

\[
R = (-1)^{3(B-L)+2S} \tag{2.33}
\]
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Figure 2.29: The unification of the SM forces. The three gauge couplings, $g_3$, $g$ and $g'$ representing the gauges $SU(3)_C$, $SU(2)_L$ and $U(1)_Y$ respectively do not unite for the non-SUSY SM case shown on the left. The right hand shows the SUSY case where strong force ($\alpha_s = \frac{g_3^2}{4\pi}$), electromagnetic force ($\alpha_{EM} = \frac{e^2}{4\pi}$) and weak force ($\sin^2 \theta_W = \frac{g'^2}{g^2 + (g')^2}$) unite into a single force at $\mu \simeq 2^{16}$ GeV [162, 84].

where $B$ is the baryon number, $L$ is the lepton number and $S$ is the spin. Standard model particles have $R = 1$ and SUSY particles have $R = -1$. Conservation of $R$-Parity forbids SUSY particles from decaying into SM particles and so unstable SUSY particles decay to lighter SUSY particles, possibly to just one stable SUSY particle which is prevented from further decay by energy and $R$-Parity conservation. This particle is known as the lightest supersymmetric particle (LSP) and is stable, colourless and neutral making it an excellent candidate for dark matter.

CP violation by SUSY theories tend to produce larger neutron dipole moments than SM expectations. Consequently measurements of the neutron dipole moment can be used to constrain SUSY models. Several new experiments are aiming to improve sensitivity enough to put strong constraints on current SUSY models, such as the Cryogenic Neutron Electric Dipole Moment (cryoEDM) experiment [66]. SUSY extensions to the SM may also be tested by measurements of the proton decay lifetime, estimated to be $10^{34} - 10^{38}$ years [298]. More detail on SUSY models is given in Section A.14.
There are a number of dark matter candidates produced by SUSY theories that would be suitable to explain cosmological observations. In some models the Gravitino \[164\], sneutrino \[84\] or gluino \[207\] could be the LSP. In MSSM the lightest neutralino, \(\tilde{\chi}_1^0\), sometimes denoted only by \(\chi\), is the LSP. The linear combination of neutral gauge and Higgs bosons (Wino, Bino and Higginos) form four neutralinos, these are colourless and electrically neutral. Further details are provided in Section \[A.15\].

All SUSY particles would have been produced in thermal equilibrium during the Big Bang via \((l\tilde{l}\rightarrow \chi\tilde{\chi})\) and annihilate via \((\chi\tilde{\chi}\rightarrow l\tilde{l})\) where \(l\) is a lepton. In many cases the neutralino is a Majorana particle and is able to self annihilate \((\chi = \tilde{\chi})\). The number density of neutralinos is described by the boltzmann equation, \[2.22\]. Using typical weak-scale values, the freezeout temperature is \(T_f \simeq \frac{m\chi}{20}\). The entropy per comoving volume remains constant after this time so that \(\left(\frac{n\chi}{s}\right)_f = \left(\frac{n\chi}{s}\right)_0\) where \(s \simeq 0.4g_*T^3\), \(g_*\) is the effective number of relativistic degrees of freedom and the subscripts 0 and \(f\) denote the values now and at freezeout \[232\]. Using the freezeout condition for the annihilation rate \(\Gamma = n\chi \langle\sigma v\rangle = H\) this gives:

\[
\left(\frac{n\chi}{s}\right)_0 \simeq \frac{10^{-8}}{\left(\frac{m_X}{\text{GeV}}\right) \left(\frac{\langle\sigma v\rangle}{10^{-27} \text{cm}^3\text{s}^{-1}}\right)}
\]

The current entropy density and critical density are \(s_0 \simeq 4000 \text{ cm}^{-3}\) and \(\rho_c \simeq 10^{-5}h^2 \text{ GeV cm}^{-3}\) so that the present neutralino density would be given by:

\[
\Omega_\chi h^2 = \frac{m_X n_X}{\rho_c} \simeq \frac{3 \times 10^{-27} \text{ cm}^3\text{s}^{-1}}{\langle\sigma v\rangle}
\]

which is almost independent of the neutralino mass and inversely proportional to the annihilation cross section. For weakly interacting particles the annihilation cross section can be estimated as \(\langle\sigma v\rangle \sim \alpha^2(100 \text{ GeV}^{-2})\) \[232\]. For \(\alpha \sim 10^{-2}\) this gives \(\langle\sigma v\rangle \sim 10^{-25} \text{ cm}^3\text{s}^{-1}\) which gives a neutralino density between \(0.06 \leq \Omega_\chi \leq 0.35\), in good agreement with observations showing \(\Omega_{CDM} = 0.227\).

This remarkable match between astronomical observations of dark matter density and predictions from particle physics has motivated much study of SUSY.
The theoretical parameter space is well defined and experimental results from particle colliders, direct searches and indirect searches are currently being utilised to explore this parameter space. Given the theoretical predictions of the most likely LSP properties the required sensitivity for a discovery has now been reached by experiments such as the LHC and the next generation of ∼-ton scale direct detection searches.

2.4.2 Axions

The Quantum ChromoDynamics (QCD) Lagrangian includes a CP-violating term with an effective strong-CP violating parameter $\Theta$. This parameter may lie anywhere in the range $-\pi \leq \Theta \leq \pi$. Measurements of the neutron dipole moment indicate that $|\Theta| \leq 10^{-10}$ [65], although a value of $\sim 0$ is allowed it seems unnatural that this should occur naturally with no mechanism to set $\Theta$ to the observed value. A solution to this problem leads to the postulation of the axion, a potential dark matter candidate. More details on axion dark matter is given in Section A.16.1.

2.5 Conclusions

Current astronomical surveys yield data that are well fitted by the $\Lambda$CDM model. This model includes a significant matter component, $\Omega_m \approx 0.27$, the majority of which has not been observed by any technique other than those involving gravity; hence the main matter component is dark. Nuclear physics calculations of Big Bang nucleosynthesis indicate that most of the matter in the Universe is non-baryonic and has little or no interaction with baryonic matter apart from via gravity. Current particle physics theories naturally provide additional weakly interacting particles in the correct quantities to account for the observed cosmological density. These independent results all lead to similar conclusions which indicate that most of the matter in the Universe is in the form of Weakly Interacting Massive Particles (WIMPs). Leading theories predicting the form of the dark matter are provided by SUSY extensions to the SM, although there are other theories as discussed in Section A.16. Carefully constructed detectors may
be able to directly observe the rare interactions of these particles with ordinary matter and thus begin to solve one of the greatest mysteries in physics.
Chapter 3

Detecting dark matter

3.1 Indirect Detection

Many different techniques fall into the category of indirect methods of detecting dark matter. These methods all rely on observations of the secondary effects of dark matter interactions. To date, indirect methods include the only experiments to have robustly confirmed observations of dark matter.

3.1.1 Gravitational Effects

The gravitational effects of dark matter were how the phenomenon was first discovered. Experiments looking at gravitational phenomena caused by dark matter have so far proved the only successful method of detection and as such were covered in detail in Section 2.3. This is still an active area of research and there are several missions in progress to improve scientific knowledge in this area. The Planck satellite is currently mapping the CMB with high resolution and sensitivity, down to 5 arcmin over higher frequencies. Several performance and results papers have been published at the time of writing, with the main result expected in 2013 [359].

The Cluster Lensing And Supernova survey with Hubble (CLASH) [121] collaboration will use both strong and weak gravitational lensing to measure the dark matter content of the Universe. This mission will be utilising the panchromatic imaging capabilities of the recently upgraded Hubble space
telescope to perform this search. This mission will also observe type 1a supernovae out to a redshift of $\sim 2$ in order to measure the strength of dark energy over the history of the Universe. This mission is currently in progress and the complete dataset is expected to be released by mid 2013 [303].

The Large Synoptic Survey Telescope (LSST) will perform weak lensing surveys. As described in Section 2.3 these are used to map the distribution of matter in the Universe. Although the project is still in the design phase at the time of writing the first mirrors have been cast and first light is expected 4 years after construction begins, with the 10 year survey expected to begin near the end of the decade [389]. The Canada-France Hawaii Lensing Survey (CFHTLenS) is also mapping the matter distribution of the Universe with a weak lensing survey using a 155 square degree camera [210]. The largest survey is the Sloan Digital Sky Survey (currently in phase three, SDSS-III). This survey uses a 2.5 m optical telescope, between 2000 and 2008 it covered over a quarter of the sky (almost a million galaxies). The survey is ongoing with the 9th data release due by 2014 [317].

3.1.2 Dark Matter Annihilation

If dark matter is a Majorana particle the annihilation products from self interactions could be detected. As described in Section 2.4, the dark matter particles would be their own anti-particles. Regions with a higher density of dark matter, such as the centre of galaxies or massive starts, should have an excess of these signals. The dark matter self annihilation signature could be in the form of photons or baryonic particles and there are several experiments searching for each type of signal.

The light emitted by the annihilation of two such heavy particles would be extremely high energy and appear in the $\gamma$-ray end of the electromagnetic spectrum. Although a continuous spectrum is possible there should be a monochromatic component from the decays via $\chi\chi \rightarrow \gamma\gamma$ and $\chi\chi \rightarrow Z^0\gamma$. The photon energy would be $E_\gamma \approx m_\chi c^2$ with a peak wavelength given by $\lambda = \frac{hc}{m_\chi} = (1.2 \times 10^{-6}\text{Å}) m_{10}^{-1}$ where $m_{10} \equiv m_\chi c^2/(10 \text{ GeV}/c^2)$ [227]. The standard
deviation can be related to the velocity dispersion of the dark matter particles by 
\[ \sigma_\lambda = \frac{2v_c}{c} \lambda \]. For the standard value of \( v_c \sim 220 \text{km s}^{-1} \) and \( m_{10} \sim 1 \) this is about \( 10^{-9} \) Å. The luminosity form a dark matter halo is given by:

\[ L_\gamma = 2m_\chi c^2 \langle \sigma v \rangle \mathcal{P} \] (3.1)

where \( \langle \sigma v \rangle \) is the annihilation cross-section and \( \mathcal{P} \equiv \frac{1}{m_\chi} \int \rho_\chi^2(r) 4\pi r^2 dr \) depends on the dark matter density distribution \( \rho_\chi(r) \). [227].

There are currently several telescopes searching for photon signals from either the continuous spectrum, which is expected to be about 2 orders of magnitude lower than the Galactic background but with a sharp increase towards the Galactic centre, or discrete lines. The space telescopes currently operating are the Fermi \( \gamma \)-ray space telescope [67] and the INTErnational Gamma-Ray Astrophysics Laboratory (INTEGRAL) [122]. There are also several ground based instruments such as the Very Energetic Radiation Imaging Telescope Array System (VERITAS) [380], the High Energy Stereoscopic System (HESS) telescope array [11, 10] and the Major Atmospheric Gamma-ray Imaging Cherenkov Telescopes (MAGIC) observatory [30]. The upcoming Cherenkov Telescope Array (CTA) will extend the search out to higher energies [241, 99].

There are also experiments searching for particles created by dark matter annihilation. These include; the balloon borne experiment the Advanced Thin Ionization Calorimeter (ATIC) [114], the space instruments the Alpha Magnetic Spectrometer (AMS2) [29] and the Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics (PAMELA) experiment [300]. Dark matter annihilation in the sun or the earth could give rise to an excess of upward going muon neutrinos through the earth, these neutrinos would have energies of \( \sim \frac{1}{3} \) of the WIMP mass and so would not be confused with standard solar neutrinos. There are several experiments searching for this signal, notably the balloon borne Antarctic Impulse Transient Antenna (ANITA) experiment, the IceCube experiment [306], the Sudbury Neutrino Observatory (SNO+) [17] and the Astronomy with a Neutrino Telescope and Abyss environmental RESearch (ANTARES) experiment [15]. The Pierre Auger Observatory is also searching for a dark matter signal in cosmic rays striking the earths atmosphere [12].
Recently data from the Fermi Large Area Telescope show evidence of a γ-ray line at \( \sim 130 \text{ GeV} \). The significance of this line emission is 3.3\( \sigma \), although in regions close to the Galactic center this increases to 4.6\( \sigma \) \[384\]. If this line were due to dark matter self-annihilations to γ-rays then this would imply a dark matter particle of mass \( 129.8 \pm 2.4^{+7}_{-13} \text{ GeV/c}^2 \) with an annihilation cross-section of \( \langle \sigma v \rangle_{\chi \chi \rightarrow \gamma \gamma} = (1.27 \pm 0.32^{+0.18}_{-0.28} \times 10^{-27}) \text{ cm}^3 \text{ s}^{-1} \) using the Einasto dark matter profile \[301\]. Analysis presented in Reference \[183\] suggests that this is just below the limit of the current best direct detector, XENON100, but will be within range of future detectors with larger target masses.

### 3.1.3 Creating Dark Matter

Another route to discovering dark matter particles is to create them. Large accelerators such as the LHC at CERN could produce new dark matter particles \[107\]. The signature for these would be missing transverse energy (MEt) where energetic jets, a mono-jet, leptons or photons show a large imbalance in the momentum flow of the collision. If this signal were detected then the size of the momentum imbalance can be used to infer the properties of the dark matter created and so this method could be very complementary to direct detection searches. A possibility is that SUSY particles may be created at CERN which may include the dark matter particles sought by direct and indirect experiments. Given the recent announcement of the potential discovery of the Higgs boson at \( \sim 125 \text{ GeV/c}^2 \) \[365, 366\] the parameter space for SUSY models is constrained. However it may be unnatural to expect the gaugino masses to be unity at the GUT scale \[110\]. If the LHC Higgs is confirmed and non-universal gaugino masses are considered then the current non-detection of SUSY at the LHC is to be expected.

### 3.2 Direct Detection

The review provided here is guided by References \[232\] and \[256\]. For a more in-depth review see \[232, 256\] and references therein. Assuming that WIMPs are the solution to the dark matter problem, and they have a cosmological density of order unity, then they can be expected to have a small but finite coupling to ordinary matter, as discussed in Section 2.2.1.3. This coupling stems from the
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expectation that dark matter in the early Universe should have annihilated to produce the astronomical observations we see today\[3\]. By crossing symmetry, the amplitudes of WIMP annihilation and WIMP interaction with baryonic matter are related. Detecting the signals produced by these interactions is the main focus of many experiments currently operating in labs all around the world. The weak interactions would primarily be with the nucleus of the target material. In the non-relativistic limit they would couple to either the mass (scalar interaction) or the spin of the nucleus (axial-vector interaction)\[194\] known as spin-independent and spin-dependent interactions respectively. Spin-independent scattering is generally more sensitive due to the coherent summation of scattering amplitudes from each nucleon in the nucleus, whereas the spin-dependent coupling would only be to an odd unpaired nucleon as spins from pairs would cancel out. The differential energy spectrum of such nuclear recoils is expected to be featureless and of the form:

$$\frac{dR}{dE_R} = \frac{R_0}{E_0^r} \exp^{-E_R/E_0^r}$$

(3.2)

where the kinematic factor $r = \frac{4M_\chi M_t}{(M_\chi + M_t)^2}$, $E_R$ is the recoil energy and $E_0$ is the most probable kinetic energy of incident dark matter particles of mass $M_\chi$. This simple form would need to be modified to account for the properties of real dark matter detectors to be of use in dark matter searches. In practice there are several important corrections:

1. The peculiar motion of the detector must be accounted for. This includes the motion of the solar system through the galaxy and also the Earth’s relative motion to that of the Sun, $v_\oplus = 244 + 15 \sin (2\pi y)$ km/s, where $y$ is the time elapsed since March 2\textsuperscript{nd} in years.

2. The true recoil energy will differ from the observed recoil energy due to the relative efficiency factor between WIMP recoils and background recoils, as described in detail in Section 8.2.2.

3. Instrumental resolution and threshold effects.

4. A finite energy dependent form factor ($< 1$) due to the finite size of the nucleus.

\[3\]In fact the annihilation cross-section appears to be close to the weak scale, implying that the dark matter particles should interact weakly. This is known as the “WIMP miracle”.
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Accounting for these factors Equation [3.2] becomes:

\[
\frac{dR}{dE}\bigg|_{\text{observed}} = R_0 S(E) F^2(E) I
\]

where \( F(E) \) is the energy dependent form factor, \( S(E) \) is the energy dependent spectral function accounting for points 1 \( \rightarrow \) 3 and \( I \) is the interaction function accounting for the difference between spin-dependent and spin-independent interactions [250].

### 3.2.1 WIMP-nucleon Cross-Section

The dominant factor deciding if an experiment is able to detect a dark matter signal is the size of the WIMP-nucleon interaction cross-section. Until a detection can be confirmed, experiments produce limit plots to show the sensitivity achieved in terms of this value. The cross-section has two components:

\[
\sigma(qr_n) = \sigma_0 F^2(qr_n)
\]

where the first, \( \sigma_0 \), is the interaction cross-section at zero momentum transfer and contains all the information about the specific interaction. The second, \( F \), is the nuclear form factor and depends only on the momentum transfer. The momentum transfer \( q = \sqrt{2MtE_R} \) is multiplied by the effective radius \( r_n \) so that \( qr_n \) is a dimensionless quantity, \( M_t \) is the target mass.

For a given theoretical particle the properties of the interaction can be predicted from current knowledge of particle physics. For example, since a neutralino would be composed of a combination of super-symmetric counterparts to standard model particles, the weak interactions they would have with quarks and gluons can be described by an effective Lagrangian containing the relevant information and predictions. The cross-section (Equation [3.4]) can be calculated in stages [232]. Firstly the interactions between WIMPs and quarks and gluons are considered. Since diagrams with internal quark loops appear, the couplings for all six quarks must be considered along with the gluon couplings, rather than just

\(^3\)Where natural units are considered, i.e. \( \hbar = 1 \)
couplings to the up and down quarks found in target nucleons. Although there are many experimental constraints narrowing the parameter space somewhat, the parameters of the supersymmetric model used introduces the largest uncertainty in the cross-section. The next step is to translate these interactions into nucleon interactions using matrix elements of quark and gluon operators in a nucleon state, using hadronic matrix elements from scattering data wherever possible. Finally the nuclear wave functions are included by the nuclear form factor. The nuclear form factor is used to model the coherent loss of cross-section for interactions between WIMPs and nuclei [166].

Accounting for the first two steps listed above gives $\sigma_0$. It is a function of the Fermi weak-coupling, $G_F$, describing the strength of the interaction and of the enhancement factor, $C_A$ carrying information from the particle physics model describing the type of interaction (axial-vector or scalar) and information about the quark and nucleon distribution:

$$\sigma_0 = 4G_F^2\mu_A^2C_A$$  \hspace{1cm} (3.5)

where $\mu_A = \frac{m_t m_\chi}{m_t + m_\chi}$ gives the reduced mass of the WIMP-nucleon system.

There are several contributions to the interaction cross-section such as tensor, vector, axial-vector, scalar and pseudo-scalar which add differently inside the nucleon. Astronomical observations favour dark matter interactions occurring in the extreme non-relativistic regime which simplifies the interactions greatly. The axial-vector current becomes the interaction between the WIMP spin and the quark spin. The tensor current has the same form as the scalar current, as would the vector current, however since neutralinos are Majorana fermions they do not have vector interactions. This leads to only two dominant contributions to the WIMP-nucleon cross-section which need to be considered. The scalar spin-independent interaction where the WIMP couples to the mass of the nucleons in the target nucleus and the axial-vector spin-dependant interaction where the WIMP couples to the spin of any unpaired nucleon within the target nucleus.

The form factor describes the spatial extent of the target nucleus. It acts as a correction to the simple Rutherford scattering case which becomes less accurate.
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with increasing momentum transfer $q$. For large values of $q$ the differential cross-section becomes:

$$\frac{d\sigma}{\Omega} = \left(\frac{d\sigma}{\Omega}\right)_{R} \cdot |F(q^2)|^2 \quad (3.6)$$

where the subscript $R$ is for Rutherford scattering, $F(q^2)$ is the Fourier transform of the mass (or charge) density of the target nucleus, $\sigma$ is the scattering cross-section and $\Omega$ is the scattering angle. The Helm approximation of the form factor uses a “folded” distribution [208]. This approximation breaks the nucleus up into two components, treating the nucleus as hard sphere surrounded by a softer skin. For spin-dependent interactions the Fourier transform approximating a single outer shell nucleon is:

$$F^2(qr_n) = j_0(qr_n) = \frac{\sin(qr_n)}{qr_n} \quad (3.7)$$

however this approximation is quite poor if the odd nucleon is not in an s-state. The Fourier transform for a solid sphere used to approximate spin-independent interaction with the whole nucleus is:

$$F^2(qr_n) = \frac{3j_1(qr_n)}{qr_n} = \frac{3[\sin(qr_n) - qr_n \cos(qr_n)]}{(qr_n)^3} \quad (3.8)$$

The Helm approximation used for the xenon target in this experiment is:

$$F^2(qr_n) = \frac{3j_1(qr_n)}{qr_n} \exp^{-{qs}^2} \quad (3.9)$$

the nuclear radius, $r_n$, used for xenon is 5.6 fm. The skin thickness parameter, $s$, used for xenon is 0.9 fm. Figure 3.1 shows how the form factor varies with recoil energy for several different target nuclei. Other form factors are available, for example those presented in Reference [154] and [165].

3.2.2 Spin-independent Interactions

The paper [232] was used as a guide for this section. The scalar neutralino-nucleon cross-section has contributions from squark exchange and Higgs exchange, as shown in figures 3.2 and 3.3 giving rise to couplings to quark currents and one-loop amplitudes for interactions with gluons. A notable difference between
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Figure 3.1: Measurements of the form factors of several common dark matter detector target nuclei. The characteristic minima for xenon can be seen at recoil energies of 100 keV and \( \sim 300 \) keV. Despite the form factor for xenon being relatively low in the region of interest (up to 20 keV electron-recoil equivalent energy (keV\(_{ee}\)) its large mass compensates for this through the \( A^2 \) term in the scalar interaction in Equation 3.10. Image obtained from [327].

The scalar and axial-vector interactions is the coherent enhancement factor. This benefits high mass targets as the amplitudes from the scalar coupling to the mass add coherently to give a boost to the cross-section that scales with the number of nucleons as:

\[
\sigma_{X-T} \propto A^2 \sigma_{X-n} \tag{3.10}
\]

the spin-independent cross-section, \( \sigma_{SI} \), from Equation 3.5 becomes:

\[
\sigma_{SI} = 4G_F^2 \mu_A^2 C_{SI} \tag{3.11}
\]

where the spin-independent enhancement factor, \( C_{SI} \) is given by:

\[
C_{SI} = \frac{1}{\pi G_F^2} (Z f_p + (A - Z) f_n)^2 \tag{3.12}
\]

where \( f_p \) and \( f_n \) are the effective WIMP-proton and WIMP-neutron couplings given by:

\[
f_{p,n} = \sum_{q=u,d,s} f_{T_q}^{(p,n)} a_q \frac{m_{p,n}}{m_q} + \frac{2}{27} f_{T_G}^{(p,n)} \sum_{q=c,b,t} a_q \frac{m_{p,n}}{m_q} \tag{3.13}
\]
the WIMP-quark couplings are represented by $a_q$, $f^{(p,n)}_{Tq}$ denotes the quark content of the nucleon. The first term of Equation 3.13 corresponds to the interactions with quarks shown in Figure 3.2. The second term corresponds to the interactions with gluons, as in diagram 3.3 where $f^{(p)}_{TG} = 1 - f^{(p)}_{Tu} - f^{(p)}_{Td} - f^{(p)}_{Ts} \approx 0.84$ and similarly $f^{(n)}_{TG} \approx 0.83$.

### 3.2.3 Spin-dependent Interactions

The axial-vector contributions to the cross-section come from $Z^0$ and quark exchange, shown in Figure 3.4. Equation 3.2 becomes:

$$\sigma_{SD} = 4G_F^2\mu_A^2C_{SD}$$

where the spin-dependent enhancement factor is given by:

$$C_{SD} = \frac{8}{\pi}\Lambda^2J(J + 1)$$

and

$$\Lambda = \frac{1}{J}[a_p\langle S_p \rangle + a_n\langle S_n \rangle]$$

where $\langle S_p \rangle = \langle N | S_p | N \rangle$ is the expectation value of the spin content of the proton group in the nucleus, and similarly for $\langle S_n \rangle$. Typically it is assumed that all the nuclear spin is carried by the “odd group”, either the protons or neutrons depending on which is most unpaired. The value of the odd-group spin is found
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Figure 3.3: Feynman diagrams showing contributions to the spin-independent elastic scattering of neutralinos from gluons. These contribute to the scalar elastic-scattering amplitude from interactions with nuclei. Image obtained from [232].
by measuring the nuclear magnetic moment:

$$\langle S_{\text{odd}} \rangle = \frac{\mu - g_{\text{odd}}^J}{g_{\text{odd}}^s - g_{\text{odd}}^l}$$  \hspace{1cm} (3.17)

where odd stands for either the proton or neutron depending on the make up of the nucleus involved, and $J$ is the spin of the nucleus. The values for protons are $g_p^s = 5.586$ and $g_p^l = 1$. The values for neutrons are $g_n^s = -3.826$ and $g_n^l = 0$ \cite{232}. For some elements these values give rather poor estimates and more detailed calculations are needed. For example for $^{131}$Xe the interacting-boson-fermion odd-group model \cite{235, 225} gives $\langle S_p \rangle = -0.041$ and $\langle S_n \rangle = -0.236$.

### 3.2.4 Dark Matter Detectors

The energy deposited by the WIMP interactions varies with the WIMP mass, with a maximum where the WIMP mass is equal to the target mass. The recoil energy seen by the detector is given by:

$$\langle E_R \rangle = \frac{2v^2m_t}{(1 + \frac{m_v}{m_x})^2}. \hspace{1cm} (3.18)$$

For most detectors the apparent observed energy deposited by a recoil, $E_v$, is some function of the true energy deposition, $E_R$. The factor relating these
two values is known as the ‘quenching factor’ and it may vary with both energy deposition and interaction type. The differential rate is given by:

\[
\frac{dR}{dE} = f_n \left( 1 + \frac{E_R}{f_n \frac{dR}{dE_R}} \right) \frac{dR}{dE_v} 
\]  

where the terms are as defined in previous equations in this chapter.

The expected rates for some common target materials are shown in Figure 3.5. As an example, for a 100 GeV c^{-2} WIMP mass with a Ge target where the WIMP-nucleon cross-section is \(\sigma_{\chi-n} = 2 \times 10^{-7}\) pb the rate above a 10 keV threshold is \(\sim 5 \times 10^{-2}\) kg^{-1} day^{-1}, which would give about 1 interaction per 20 kg per day.

When the energy deposited drops below a threshold energy there is expected to be a rapid drop in ionisation and/or scintillation efficiency. The threshold energy is the excitation energy required to produce ionisation, \(E_g\). For nuclear
recoils this threshold energy is of the order $E_c$ where:

$$E_c = \frac{m_t}{4m_e}E_g \quad (3.20)$$

where $m_e$ is the mass of an electron.

Experiments designed to detect dark matter directly must take into consideration the key factors discussed in this section. The recoil rate is expected to be maximal at low energies so they must have a very low energy threshold. Heavy target nuclei are preferred as they both maximise the kinematic factors and the scalar interaction cross-section, however lighter targets are preferred if the WIMPs are lighter than the currently favoured theory suggests. Including isotopes with net spin gives sensitivity to spin-dependent interaction. Also the low interaction rate means that the background must be eliminated as far as possible. For this reason most detectors now use two channels to measure the recoil energy which provides good discrimination between event types. Another potential method of discriminating between electron and nuclear recoils is by using timing information from the pulse shape, although this method provides weaker discrimination than using multiple channels. This is further discussed in Section 4.3. Neutrons are a particularly problematic background for most dark matter detectors as low energy elastic scattering interactions from neutrons are expected to populate the same phase space as WIMP interactions. As such, dark matter detectors must be manufactured from very radio-pure materials. Muon induced neutrons are another potential threat, although cosmic rays themselves are easily identified and eliminated as dark matter candidate events, a high muon flux may lead to neutron emission via activation or spallation. As such, dark matter detectors are typically located in low background laboratories deep underground to minimise the muon flux. Figure 3.6 shows the muon flux as a function of depth for several of these laboratories.

The most sensitive dark matter detectors are currently divided into two groups, liquefied noble gas detectors and cryogenic detectors. The most popular phenomena utilised for detecting energy deposits are scintillation, ionisation and heat in the form of lattice vibrations (phonons), with most detectors now utilising more than one of these channels concurrently to improve event type
Figure 3.6: The muon intensity as a function of depth for a selection of underground laboratories. Image obtained from [327].
discrimination. A brief summary is given below listing the current dark matter
detection experiments in these two categories and several other experiments using
other techniques.

### 3.2.5 Noble Gas Detectors

There are several dark matter detectors using liquified noble gas as a target. Due
to the chemical nature of these elements it is possible to achieve the extremely
high purity needed to reach the required level of sensitivity. These detectors
measure scintillation light, usually with an array of photomultiplier tubes. Some
of these detectors also measure the ionisation; this is achieved by applying an
electric field to drift the ionisation charge through the liquified noble gas target
and measure its size by observing a photoluminescent flash during extraction into
a thin gas phase at the surface of the target. An attractive benefit of this type
of detector is the relative ease with which it can be scaled up since the targets
are essentially a tub of liquid. Also, since the temperature required to liquify
the noble gases used is above the boiling point of nitrogen, these detectors do
not require the kind of sophisticated cooling systems as cryogenic detectors. The
ZEPLIN-III detector falls into this category and this instrument is discussed in
detail in Section [1].

The two predecessors of ZEPLIN-III both used liquified noble gas as a target.
The ZEPLIN-I \[32\] and ZEPLIN-II \[34\] instruments both set world competing
limits using liquid xenon targets. The ZEPLIN-II detector was the first noble
gas dark matter detector to use 3D position reconstruction, realised by using
the time projection chamber (TPC) concept, to fiducialise the target and take
advantage of the self shielding properties of liquid xenon. In a TPC an electric
field is used to extract some of the ionisation charge from the interaction site in
the liquid phase. This charge is then drifted through the liquid phase, by the
same electric field, into the gas phase. Thus a signal is produced in each phase of
the xenon. If the drift time of electrons through the liquid xenon is known then
the time between the two signals gives the depth of the interaction. The other
co-ordinates required to reconstruct the position of the interaction are given by
the hit pattern observed by the PMT array. Here follows a brief review of some
of the current noble gas target detectors.
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The XENON collaboration operate liquid xenon target detectors at the LNGS Gran Sasso laboratory. The current detector is the two phase XENON100 detector containing 161 kg of liquid xenon (99 kg veto and 62 kg target). The large target mass and low background of this detector means that it is currently the most sensitive instrument in the world [40, 45]. The instrument uses two arrays containing a total of 242 photomultipliers measuring light in both the fiducial volume and the outer layer of xenon which is used as a veto. The WIMP ARgon Programme (WARP) is also located at the Gran Sasso laboratory. This two phase detector uses a 140 kg argon target [78]. The Large Underground Xenon Detector (LUX) experiment is currently undergoing surface testing and is expected to be deployed underground shortly [23]. This experiment is a two phase detector using a 300 kg active region of liquid xenon observed by 122 2-inch PMTs [275]. The Argon Dark Matter (ArDM) experiment is being deployed at the Canfranc Underground Laboratory (Spain) following expensive testing at CERN. This detector features a 1-tonne double phase chamber with PMT readout of scintillation light and ionisation detection using Large Electron Multipliers in the gas [238]. This two phase detector will use argon as a target [202]. The DARKSIDE experiment, to be located at Gran Sasso, will use 50 kg of depleted argon as a target and serve as a prototype for a ton scale detector [36]. The Xenon MASSive detector (XMASS) is currently operating at Kamioka. Although this experiment only measures scintillation light it is expected to achieve very high sensitivity due to the size of the target (∼ton) [8]. The Dark matter Experiment with Argon and Pulse shape discrimination (DEAP) experiment is currently under construction at SNOIab. This detector is also single phase (scintillation only) but compensates for this with an extremely large target mass of 3.6 tons [95].

3.2.6 Cryogenic Detectors

Cryogenic detectors use crystals cooled to mK temperatures. These super-cooled crystals convert most of the energy transferred by interactions into lattice vibrations (phonons). The energy transferred is not quenched for nuclear recoils (unlike with scintillation and ionisation) and so very low thresholds are possible. Many of these detectors combine phonon detection with a measurement of either
scintillation or ionisation to achieve discrimination. The phonon measurement provides an excellent measure of the energy since it is unquenched, allowing high sensitivity from relatively low mass targets. By combining this measure with a second channel these detectors achieve the highest discrimination of all the detection techniques. Current cryogenic detectors include the Cryogenic Dark Matter Search (CDMS) located in the Soudan underground laboratory \[136\]. This experiment measures phonons and ionisation from silicon and germanium crystals. The current generation of detectors themselves are known as iZIPs (interleaved Z-sensitive Ionization Phonon), featuring thin film super-conducting technology. Each detector consists of a 600 g germanium cylindrical crystal (\(r = 76 \text{ mm}, z = 25 \text{ mm}\)) \[100\]. The electric field used to drift the ionisation to the readout electrodes is strong enough that the CDMS detector may also be used to search for axion signals \[19\]. The Expérience pour DÉtecter Les Wimps En Site Souterrain (EDELWEISS) experiment \[55\] located in the Modane underground laboratory uses 10 ultra-pure 400 g germanium crystals as a target. These detectors are equipped with thermal “Ge-NTD” (Neutron Transmutation Doping) sensors to enable the measurement of phonons and ionisation in order to achieve discrimination between interaction types. The Cryogenic Rare Event Search with Superconducting Thermometers (CRESST) experiment located at Gran Sasso measures phonons and scintillation from CaWO\(_4\) crystals. This modular detector uses 300 g targets with a tungsten superconducting phase-transition thermometer (W-SPT) evaporated onto the surface for photon detection. The resistance of the thermometer is measured by passing a constant current through the readout circuit in which the thermometer is in parallel with a small shunt resistor and the input coil of a dc-SQUID (Superconducting QUantum Interface Device). The dc-SQUID is used to measure the phonons produced by the interaction. The use of scintillating molecules containing three elements adds a further feature to the discrimination power of the instrument, there are six ‘bands’ to be populated here on the discrimination plot (energy verses ratio of the energy in each channel) consisting of two bands (electron recoil and nuclear recoil) from each element in the crystal \[143\]. The EDELWEISS and CRESST collaborations are collaborating on the European Underground Rare Event Calorimeter Array (EURECA) project to build a ton scale cryogenic detector \[249\]. The Heidelberg Dark Matter Search (HDMS) operates high purity germanium crystals, one a 202 g \(p\)-type enriched
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$^{73}\text{Ge}$ crystal surrounded by the second 2.111 kg Ge crystal [75]. This experiment is currently testing technology for the proposed GErmanium NItrogen Underground Setup (GENIUS) proposed at Gran Sasso [242]. The Rare objects SEarch with Bolometers UndergrounD (ROSEBUD) experiment [138] is located in the Modane underground laboratory and uses a set of sapphire, germanium, CaWO$_4$ and Al$_2$O$_3$ bolometers to measure phonons.

3.2.7 Other WIMP Detectors

There are several other techniques employed to detect dark matter. The Coherent Germanium Neutrino Technology (CoGeNT) experiment, housed in the Soudan underground laboratory, uses P-type Point Contact (PPC) high purity germanium crystals cooled to liquid nitrogen temperatures [69]. It measures only ionisation but has achieved a very low threshold due to the low electronic noise ($\sim 0.5$ keV$_{ee}$), giving this detector enhanced sensitivity to light WIMPs [4]. The Korea Invisible Mass Search (KIMS) is located in the Yangyang underground laboratory (Y2L) [241]. This detector measures scintillation from 12 CsI(Ti) crystals weighing 104.4 kg, this gives the instrument excellent sensitivity to spin-dependent interactions. The annual modulation with NAI Scintillators (ANAIS) experiment [240] is located at the Canfranc underground laboratory (LSC). Rather than discrimination of interaction species this experiment aims to detect dark matter by observing the annual modulation in the event rate as the earth orbits the sun and moves into and out of the ‘WIMP wind’. This detector aims to further investigate the signal observed by the DARk MATter search with Large sodium Iodide Bulk for RARe processes (DAMA/LIBRA). This experiment measures scintillation light from 250 kg of thallium doped NaI crystals. It aims to detect a dark matter signal by the annual modulation and this experiment has observed a modulation in the event rate [82]. The annual modulation measurement, the latest results of which are shown in Figure 3.7, is at a significance of 8.9$\sigma$ and so is quite compelling. However the dark matter interpretation of this signal is still under debate as many other experiments have ruled out a signal in the DAMA/LIBRA region for most favourable WIMP models.
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Figure 3.7: Latest results from the DAMA/LIBRA experiment showing an annual modulation in the event rate [82].

There are also several experiments searching for a dark matter experiment using time projection chambers. These experiments aim to reconstruct the track of incoming particles by measuring the track of the recoiling molecule, for example by using a multi wire proportional counter (MWPC). This requires low pressure gas hence the target masses of these experiments is quite low. However they have a distinct advantage in terms of discrimination as the extra information gained from reconstruction of the incoming track can be used to help eliminate background and also to improve the significance of a dark matter signal. The significance is improved because the direction of the track should correspond to the time of day due to the Earth’s rotation as it moves into the WIMP wind. These detectors include the Directional Recoil Identification From Tracks (DRIFT) experiment. This negative ion time projection chamber is located at the Boulby mine and uses a CS$_2$ and CF$_4$ target [108]. The NEw generation WIMP search with an Advanced Gaseous tracking dEvice (NEWAGE) detector is currently operating in the Kamioka underground observatory. This experiment uses a CF$_4$ target at 0.2 atm [280]. The MIcro-tpc MAtrix of Chambers of He$_3$ (MIMAC) experiment is primarily aimed at detecting axial-vector interactions. The He$_3$ target is very low mass but has $\langle S_p \rangle = -0.05$ and $\langle S_n \rangle = 0.49$ (compared to Ge with $\langle S_p \rangle = 0.03$ and $\langle S_n \rangle = 0.38$ ), although its low mass may make it quite sensitive to low WIMP masses [88]. The Dark Matter Time Projection Chamber (DM-TPC) is currently located at the Waste Isolation Pilot Plant (WIPP) facility. It uses a CF$_4$ target and CCD (charge coupled device) cameras rather than MWPCs [18].
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Another category of dark matter detectors use superheated fluids. Typically, small droplets of superheated fluid are suspended in a gel. Due to the surface tension of the target fluid there is an energy cost required to collapse it into a bubble. Energy depositions within the droplets may cause the fluid to undergo a phase change and create a bubble, the formation of which may be detected. The conditions in the liquid can be set such that backgrounds from electron recoils cannot produce bubbles and so the only background would be produced by nuclear recoils, rejection factors of $>10^9$ for electron recoils have been reported [93], and neutrons can be rejected by multiple scattering. Detectors currently operating include the Project in Canada to Search for Supersymmetric Objects (PICASSO) experiment housed at SNOLAB. This experiment uses freon ($C_4F_{10}$) droplets with an average radius of $\sim 50\mu m$ and array of piezoelectric sensors to detect bubble formation [54]. The Chicagoland Observatory for Underground Particle Physics (COUPP) experiment is housed in the MINOS hall near Fermilab. This detector uses CF$_3$I droplets [93] and has recently completed a test run with a 2 kg target. The Superheated Instrument for Massive Particle Experiments (SIMPLE) experiment is located at the laboratoire souterrain à Bas Bruit. This detector uses $\sim 208$ g of $C_2ClF_5$ droplets with an average radius of $\sim 30\mu m$ in a viscoelastic 900 ml gel matrix [173].

Ultimately any confirmation of the detection of dark matter particles would require measurement using a combination of these techniques. The liquified noble gas and cryogenic detectors are the most sensitive and would be the first to see a positive signal, this would need conformation from both other detection techniques and an annual modulation of the event rate. To further improve the significance of a signal, directional detectors would be required, the signal is expected to come from the direction of Cygnus and so the ionisation track direction would depend on the time of day as the Earth rotates. These detections are unlikely to reveal much about the underlying physics defining these particles and so collider results will also be needed. However collider experiments cannot test the stability of these particles or their cosmological abundance. Even then detecting dark matter in the milky way may not necessarily solve the dark matter problem as there is no guarantee that this is the same substance making up $\sim 23\%$
of the energy density of the Universe. Given the complexity seen within the small fraction of the Universe we know about it would seem a distinct possibility for more than one form of dark matter. Indirect searches would be needed to establish if dark matter detected on Earth is the only form of dark matter or merely a component of the Universe’s dark matter content. Figures 3.8 and 3.9 show limit plots for some of the experiments mentioned in this section.

![Image of limit plots for direct detection experiments.](http://dmttools.brown.edu/Gaitskell,Mandic,Filipin)

**Figure 3.8:** Spin-independent WIMP-nucleon cross-section limits from several direct detection experiments. Image obtained from [80].

### 3.2.8 Axion Detectors

Axions are another favourable candidate for dark matter particles, as discussed in Section [A.16.1]. There are several detectors dedicated to axion detection. Axions are expected to couple to photons and there are several detection techniques designed to search for the signals this would produce. In a strong magnetic field axions may be converted into photons via the Primakoff effect. The Axion Dark Matter eXperiment (ADMX) exploits this principle using a 7.6 T field inside a cryogenic microwave cavity. If the energy of the axion matches the resonant frequency of the chamber then axions may be converted into microwave photons. The ADMX experiment aims to probe the 2-20 \(\mu\text{eV}\) range. The instrument is...
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Figure 3.9: Spin-dependent WIMP-neutron cross-section limits from several direct detection experiments. Image obtained from [80].

currently undergoing an upgrade at the University of Washington [221]. The Polarizzazione del Vuoto con LASer (PVLAS) experiment aims to detect an axion signal by observing its effects on polarised light in a magnetic field. The experiment uses a 5 T rotating dipole magnet and linearly polarised laser light at 1064 nm and 532 nm [375]. In the presence of a magnetic field, photons with parallel polarisation will preferentially create axion particles. Since the speed of massive particles is slower than the speed of light then if virtual particles are briefly created by this effect the light becomes birefringent, the beam is split depending on the alignment of the polarisation and the magnetic field.

Current limits set by axion searches are shown in Figure 3.10. Upcoming missions to search for axions include the Nuclear Spectroscopic Telescope ARray (NuSTAR) satellite which will employ the first high energy X-ray focusing telescope to image the 6 – 79 keV region of the sun’s electromagnetic spectrum [203]. The Any Light Particle Search (ALPS) located at the Deutsches Elektronen Synchrotron (DESY) lab in Hamburg successfully finished the first phase of data taking in 2009, placing limits on very Weakly Interacting Sub-eV Particles.
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Figure 3.10: Exclusion region for axion dark matter reported by the microwave cavity experiments RBF and UF \cite{200} and ADMX \cite{58} assuming a local dark matter density of 450 MeV cm\(^{-3}\). Image from the CERN particle data group website \cite{199}.

(WISPS) \cite{157} after upgrades strict limits are expected to be placed on axions.

3.2.9 Notable Recent Results from Dark Matter Detectors

Several experiments have recently published results which include events within their respective WIMP search regions. The CoGeNT detector has reported an excess of low energy events \cite{4}. These are bulklike events (i.e. not electronic noise) below 3 keV in ionisation energy. As the CoGeNT detector can reject surface events using a rise time cut these events originate from either a currently unknown background source or dark matter interactions. The CoGeNT data also show signs of an annual modulation as may be expected from dark matter interactions. The statistical significance of this modulation is only \(\sim 2.8 \sigma\) \cite{3}, limited by the 15 month exposure. Figure 3.11 shows the CoGeNT low energy spectrum and Figure 3.12 shows the modulation in event rate as a function of energy.
Figure 3.11: The uncorrected low-energy CoGeNT spectrum following the removal of surface events. The predicted L-shell peaks are shown by dotted Gaussian curves and the dashed line traces their envelope. The dashed line above shows the combined efficiency (trigger and software cuts, scale shown on right axis). The inset image shows spectra corrected for the efficiency, stripped of L-shell contributions and corrected for flat background components. Examples of expected light-WIMP signals are shown overlaid. Image obtained from Reference [3].
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Figure 3.12: The rate of CoGeNT events over time. A dotted line shows the best-fit modulation and a solid line indicates a prediction for a 7 GeV/c² WIMP in a galactic halo with Maxwellian distribution. It is noted that for a non-Maxwellian halo the peak position is shifted and so may align with the data. Image obtained from Reference [3].
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Although results from several other experiments have excluded the parameter space for favoured WIMP models, the CoGeNT data may be interpreted under a light WIMP hypothesis. If this is a dark matter signal it could indicate a light WIMP in the range $\sim 7 - 11 \text{ GeV}/c^2$ \[1\]. Reconciliation’s between the CoGeNT signal and results from other detectors exist, under a dark matter interpretation of the signal. For example a re-analysis of the Xenon-10 and Xenon-100 limit curves using up to date $\mathcal{L}_{\text{eff}}$ data (from Reference [220], discussed in Section 8.2.2) show that results from the xenon collaboration are not incompatible with the CoGeNT signal [132]. Another possibility for the discrepancy between results from detectors with xenon targets and the CoGeNT signal could be a difference between the dark matter coupling to protons and neutrons (isospin-violating dark matter [174, 115]) where, for example, a coupling ratio of $f_n/f_p \approx -0.7$ (see Equation 3.13) would weaken the constraints from xenon experiments by a factor of $\sim 20$ [219]. It has also been suggested that the DAMA modulation, shown in Figure 3.7, may be compatible with the CoGeNT signal [184, 182]. Methods of reconciliation include isospin-violating dark matter and non-standard dark matter halos [168, 285]. A more difficult reconciliation is with CDMS data, which has also excluded this parameter space [21]. The CDMS uses germanium detectors and operates in the same facility as the CoGeNT detector. This detector also has approximately 10 times the low energy exposure of CoGeNT and has over 4 annual cycles available for modulation analysis. It has been suggested that the data are compatible, considering the calibration choices made by the CDMS collaboration [131]. A recent analysis of CDMS-II data found no evidence of an annual modulation in their low energy data [22].

The CRESST–II experiment has also reported an excess of events at low energies [43]. A maximum likelihood analysis combining the effects of know background sources show, at high significance, that these are not responsible for the observed signal. The data have been interpreted under a WIMP hypothesis as shown in Figures 3.13 and 3.14. Under a WIMP hypothesis these data favour two regions of phase space, corresponding to two minima produced by the maximum likelihood fitting, shown in Figure 3.13. The “M1” minimum rejects the background at 4.7$\sigma$ significance and the “M2” minimum rejects the background at 4.2$\sigma$ significance. These results are centred on low WIMP masses of 25 $\text{ GeV}/c^2$.
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Figure 3.13: The WIMP parameter space compatible with the CRESST–II results. The results show limits from several other experiments as well as the 90% confidence regions favoured by CoGeNT and DAMA/LIBRA. Image obtained from [43].

and 12 GeV/c^2, respectively [352]. It should be noted that the M2 region may be compatible with the upper boundary of the WIMP interpretation of the CoGeNT result. Recent analysis of the CRESST–II data optimised for low mass WIMPs suggests that this result may be compatible with the DAMA annual modulation [101].

The EDELWEISS–II experiment observe 5 events in the WIMP acceptance region [55]. With a background expectation of 3 events no WIMP hypothesis analysis is offered. Recent analysis for the EDELWEISS–II data optimised for low mass WIMPs shows no evidence of an exponential increase of events at low energies and the observation of 1 event in the low mass WIMP search region allows a 90% C.L. limit of 1.0×10^{-5} pb on the spin-independent WIMP-nucleon scattering cross-section [56]. This result constrains the parameter space of CoGeNT, CRESST and DAMA as shown in Figure 3.15.

The XENON100 experiment recently release a pre-print result [45] showing the most sensitive dark matter result yet. Analysis of a 34 kg fiducial region providing
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Figure 3.14: The light yield distribution of the accepted CRESST-II events, together with the expected contributions of the known backgrounds. Also shown (green) is the possible WIMP signal. The two minima, produced by the maximum likelihood fitting, are shown by solid and dashed lines. These represent the M1 and M2 regions, respectively. Image obtained from [43].

2323.7 kg·days of data yielded 2 events in the WIMP acceptance region. This is inline with the background expectation of $1.0 \pm 0.2$ events and allows a limit on the cross-section of the WIMP-nucleon interaction of $2 \times 10^{-45}$ cm$^2$ to be set for a 55 Gev/c$^2$ WIMP at 90% C.L.. The exclusion curve is shown in Figure 3.16.
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Figure 3.15: 90% C.L. Poisson limit on the WIMP-nucleon $\sigma_{SI}$ as a function of WIMP mass derived from the analysis of four bolometers (solid red curve). Several other limits are shown along with the 90% favoured regions of the DAMA, CRESST and CoGeNT experiments. Image obtained from [56].

Figure 3.16: Exclusion limits from the XENON100 experiment [45]. The expected sensitivity is shown by the green (yellow) band at 1$\sigma$ (2$\sigma$). The 90% C.L. exclusion curve is shown in blue. The dark (light) grey shaded region shown the 1$\sigma$ (2$\sigma$) preferred cMSSM region [353].
Chapter 4

ZEPLIN-III

4.1 Introduction

The ZEPLIN-III detector is the third dark matter detector of the ZEPLIN (ZonEd Proportional scintillation in LIquid Noble gases) series and is designed to achieve the optimum conditions for WIMP detection. The ZEPLIN–III detector has been described in detail elsewhere [25]. The two predecessors, ZEPLIN-I [32] and ZEPLIN-II [33], both set competitive limits on the WIMP-nucleon cross-section of \(1 \times 10^{-6}\) pb for an 80 GeV c\(^{-2}\) WIMP mass and \(6.6 \times 10^{-7}\) pb for a WIMP mass of 65 GeV c\(^{-2}\), respectively. The ZEPLIN-II instrument was the first dark matter detector to operate using a liquid xenon TPC. A TPC works by drifting charge through a target. The drift time can be used to provide a spatial co-ordinate which may be used to reconstruct the position of the initial interaction. This is the same technology used by the ZEPLIN-III detector. The ZEPLIN-III TPC is a thin cylinder of liquid xenon with a small gas layer above the liquid surface. Radiation may interact with the liquid xenon in the target. This causes VUV scintillation light to be emitted at the interaction site. The interaction also causes ionisation of the liquid xenon. An electric field is applied to the liquid xenon target and some of the ionisation charge is extracted from the interaction site and drifted through the liquid xenon up to the xenon gas layer. A higher strength field present in the gas phase accelerates the charge producing an electroluminescent flash. If the drift velocity of electrons through the liquid xenon is known, then the time between the primary scintillation signal (also known as the S1 signal) and the electroluminescent signal (also known as
the S2 signal) gives the depth of the interaction. The hit pattern seen by the PMTs can be used to calculate the position in the x-y plane and thus the 3D position of the interaction site may be reconstructed. This allows for a fiducial volume to be defined within the target xenon.

The ZEPLIN-III instrument consists of a xenon target that is located within a vacuum jacket for thermal insulation. The target is mounted on top of a liquid nitrogen vessel which is used to maintain temperature stability. This allows the target medium to exist in two phases, liquid and gas. Figure 4.1 shows a CAD drawing of the instrument and Figure 4.2 shows a photograph of the detector. The detector is located in the Palmer laboratory at the Boulby mine. This laboratory is 1070 m underground, this is equivalent to 2850 m of water overhead as shown in Figure 3.6. The shielding provided by the rock overburden reduces the muon flux by a factor of \( \sim 10^6 \) to \((3.39 \pm 0.15) \times 10^{-8}\) muons cm\(^{-2}\) s\(^{-1}\) [52]. Muon interactions deposit enough energy to completely saturate the detector and so introduce a dead time required for the detector to recover following a muon interaction. Neutrons from muon spallation and secondary cascades may also lead to nuclear recoils within the ZEPLIN-III target. Although the single scatter events could potentially be mis-identified as a WIMP interaction, these events are also likely to produce a veto signal. Muons may also activate detector components leading to the generation of internal radioactive backgrounds. Due to the irreducible background of muon induced neutrons the ZEPLIN-III detector is located deep underground.

To help achieve the required level of radiopurity for a rare event search the instrument is made of oxygen-free copper (type C103) and was constructed using electron beam welding to prevent contamination. The target volume is a flat cylinder (fiducial \((r,z) \sim (15\text{ cm},4\text{ cm})\)) with 31 close-packed 2 inch PMTs immersed within the target medium, viewing it from below. The target medium is liquid xenon, a material that has many characteristics to make it favourable for dark matter searches, as discussed in Section 4.3. The xenon is cooled to around \(-100^\circ\text{C}\) where it contains two phases of xenon (liquid and gas). The PMTs are held in place using a tight fitting PMT screen which also reduces cross-talk between PMTs. The thin geometry \((z < 4\text{ cm})\) of the target improves the light
Figure 4.1: A CAD drawing of the ZEPLIN-III instrument, annotated with some of the features mentioned in the body of the text [128].
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Figure 4.2: A photograph of the ZEPLIN-III detector with the vacuum jacket lifted to show the internal components.
collection for primary scintillation by increased total internal reflection from the liquid surface, as this is much larger than the area of the outer perimeter of the cylinder. This geometry also enables good position reconstruction in the X-Y plane. As the energy threshold is limited by the size of the primary scintillation signal, these two factors ensure a very low energy threshold is achieved by the instrument allowing it to probe much lower WIMP-nucleon cross-sections.

The light yield of the electroluminescence signal is increased by using a very highly polished copper surface for the anode used to provide the electric field (hence this is referred to as the anode mirror). The light yield is also increased by the change in refractive index between the liquid and gas layers creating a focusing effect as the photons enter the liquid phase. The use of an anode plate and a single wire-grid cathode to generate the drift field allows a highly uniform field within the target volume without the use of a dedicated charge extraction grid or field shaping rings [42] as shown in Figure 4.3. A uniform field is required to reduce the number of corrections needed for charge extracted from different areas, and hence increase the accuracy of the experiment. Achieving this with minimal material allows a fiducial volume to be defined which is unbounded by solid surfaces, hence without introducing further potential sources of unwanted background. This removes spurious surface effects and allows the self shielding effects of the xenon to be utilised to increase rejection of unwanted background events.

A third wire grid is positioned just above the PMTs. This PMT grid is kept at the same voltage as the photo-cathodes to protect the PMTs from the high electric field in the fiducial volume. The PMT grid and PMT screen are shown in Figure 4.4. The PMT screen has the added effect of creating a reverse field region between the PMTs and the cathode. In any dark matter search there is background radiation produced by contamination of the surrounding material. The key to a successful dark matter detector is the ability to discriminate between this background radiation and a WIMP signal. This is further helped if the rate of background radiation is minimised. The reverse field further reduces the number of unwanted background events by suppressing secondary signals from this region. Due to the construction requirements, a large proportion of the background events
are produced by radioactive contaminants contained within the PMTs. However many of these will interact within the reverse field region and be excluded due to the lack of an electroluminescence signal. The internally generated background is further reduced by careful selection of building materials and a design which minimises the amount of material required. All components were radio-assayed to determine their contribution to the background. To further reduce the internal background the 31 PMTs, having 15 connections each, are powered by a common voltage supply reducing the number of feed-throughs required to 47. Sixteen 2 mm thick copper plates (dynode plates) separated by quartz spacers are used to supply voltages to each PMT pin. As all 31 PMTs are held at the same voltage attenuators are used to flat-field the output signal. This significantly reduces the amount of material required inside the detector. External background radiation is attenuated using shielding. Both external $\gamma$-rays and neutrons were reduced by a factor of $10^5$ by using 20 cm of high-purity lead and 30 cm of polypropylene shielding. During the second science run the outer 15 cm of the neutron shielding was used as an active veto, as discussed in detail in chapter \[5\].
Figure 4.4: This image shows the ZEPLIN-III PMT screen and PMT grid, holding the PMTs within the target volume and isolating them from the charge drift field respectively.
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The ZEPLIN-III instrument is a two phase time projection chamber. This allows for accurate event discrimination which is vital for a dark matter search looking for rare events. The WIMP interactions are expected to be nuclear recoils whereas the background events are primarily electron recoils. The primary signal is produced via scintillation as radiation interacts within the liquid phase of the detector. The luminescence has two components, see Section 4.3 and some discrimination may be achieved by the shape of the primary signal. The main discrimination factor is given by the ratio of size of the scintillation signal to the size of the secondary electroluminescence signal from the gas phase. This secondary signal is generated by extracting charge from the interaction site using a strong electric field applied to the target volume. This causes some of the separated electrons to drift along the field lines and into the gas phase where a much stronger electric field accelerates the electrons. This typically leads to a much larger signal being generated in the gas phase and provides a measure of the amount of ionisation in the original interaction.

The potential difference used to supply the charge drift field during the second science run of ZEPLIN-III was 15kV. The field in the liquid phase may be calculated by:

$$E_l = \frac{V}{\epsilon_r d_g + d_l}$$

(4.1)

where $V$ is the potential difference applied across the target, $\epsilon_r = \frac{\epsilon_l}{\epsilon_g}$ is the relative electrical permittivity between the liquid and gas phases and $d_l/g$ are the thicknesses of the liquid/gas phases. The relative permittivity is about two ($\epsilon_l \approx 1.96$) and so the electric field in the gas phase is about twice that in the liquid phase:

$$E_g = \epsilon_r E_l$$

(4.2)

For the second science run voltage, with $d_g = 3.5$ mm, this gives $E_l = 3.46$ kV cm$^{-1}$ and $E_g = 6.78$ kV cm$^{-1}$. The emission coefficient at the liquid gas interface is approximately unity above 5 kV cm$^{-1}$ so this field negates any efficiency loss at this boundary [96]. At 6.8 kV cm$^{-1}$ the gas phase produces $\sim 200$ photons per cm per electron [50]. The uniformity of the electric field is limited by variations in the total distance between the anode mirror and the cathode grid, $L = d_l + d_g$. 
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and also by \( d_l \) as:

\[
\frac{\Delta E_l}{E_l} = \frac{\epsilon_r \Delta L + \Delta d_l(\epsilon_r + 1)}{\epsilon_r d_g + d_l}
\] (4.3)

where \( \Delta L \) is limited by three factors, the planarity of the anode mirror, the planarity of the cathode grid and their degree of relative parallelism. The combination of these gives \( \Delta L \sim 100 \mu\text{m} \) [25]. \( \Delta d_l \) depends on the degree of parallelism of the liquid surface with the two electrodes. There are three capacitive sensors which are used to measure the liquid level with sub-millimeter precision (corresponding to \( \pm 0.03 \) pF). Three screws allow for height adjustments and levelling of the detector. In the fiducial volume this translates to \( \Delta d_l \sim 500 \mu\text{m} \). With \( L = 40 \text{ mm} \) and using the second science run conditions this gives \( \frac{\Delta E_l}{E_l} < 8.4\% \) for the fiducial volume. In practice calibration data was used to measure the tilt of the detector and, in combination with accurate position measurements, corrections to the data could be applied to account for a variance of the electric field due to detector tilt, as discussed in Section 8.2.6.

To achieve event discrimination, precise three-dimensional event reconstruction is required even with the highly uniform electric field and high level of target purity achieved by the ZEPLIN-III detector. The depth of the interaction is calculated by the drift time of the charge in the liquid phase. For ZEPLIN-III operating voltages the drift velocity is \( \sim 2.5 \text{ mm } \mu\text{s}^{-1} \) and the distance between the primary and secondary signal is used to correct the secondary signal for lost ionisation charge due to the finite electron lifetime within the xenon (the second science run corrections are discussed in Section 8.2.1). The PMT array allows for position reconstruction in the x-y plane by analysis of the hit pattern. Centroid calculations provide a reasonable estimate of the interaction site however a custom software package called ‘mercury’ was created which uses likelihood estimators to accurately reconstruct event positions. The precision achieved in the second science run is discussed in Section 8.2.1. The position reconstruction is vital for fiducialisation of the target, allowing a large proportion of the unwanted background events to be rejected by sacrificing some of the outer layer of the target. Figure 4.5 shows the discrimination power of the ZEPLIN-III detector using conservative ionisation yields. The factors achieved by the experiment were highly dependent on the PMTs used. The first and second science run results for the discrimination power are given in Sections 4.5 and 8.2.4 respectively.
Figure 4.5: The discrimination power of the ZEPLIN-III detector within the inner 8 kg fiducial volume. The discrimination is found using the size of the secondary signal over the size of the primary ($S_2/S_1$). The upper population are electron recoils and the lower population are nuclear recoils. The thick lines represent the boundaries for a given γ-ray discrimination efficiency [50].
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Xenon has several qualities which make it an excellent target material for a dark matter search. It has a high scintillation yield (relative to sodium iodide) producing broad spectrum vacuum ultra-violet (VUV) photons centered on 177.6 nm with a spectral width of 14 nm. As xenon is transparent to VUV light (attenuation length $= 36.4 \pm 1.8$ cm) large targets may be used. Coupled with reasonable PMT quantum efficiency for VUV light this ensures good efficiency can be achieved using xenon targets. High sensitivity is also achieved in the ionisation channel. The limiting factor for drifting charge being the level of electronegative impurities within the liquid xenon, which is relatively easy to purify. For example the XMASS collaboration have achieved $10^{-12}$ purity on some contaminants. A fiducial volume may be defined with an outer layer of xenon used as a shield due to its high stopping power ($Z = 54$, $\rho_l = 2.95$ g cm$^{-3}$). Figure 7.4 shows the stopping power as a function of photon energy. The large size of the xenon atom also provides a relatively high cross-section for spin independent interactions, see Equation 3.2.2 and also makes it a favourable kinematic match to expected WIMP masses providing high event rates at low energies, see Figure 3.5. The breadth of natural isotopes in xenon provides sensitivity to spin dependent interactions, as discussed in Section 3.2.3. Xenon itself is a very radio-pure material, the longest lived isotope is $^{127}$Xe with a half life of 36.346 days, hence for xenon which has been stored in a low background environment these isotopes are only introduced at very low levels by activation during neutron calibration.

The energy transferred to the target medium, $E_0$, by an interacting particle is split between three channels; scintillation, ionisation and heat. For electrons this can be written as:

$$E_0 = N_i E_i + N_{ex} E_{ex} + N_i \epsilon$$

(4.4)

where $E_i$ and $E_{ex}$ are the mean energies spent to ionise or to excite an atom;

---

2The isotope $^{136}$Xe has also been observed to decay by the Enriched Xenon Observatory (EXO-200) experiment via double beta decay, however the half life for this decay is $t_{\frac{1}{2}} = 2.11 \pm 0.04$ (stat) $\pm 0.21$ (syst) $\times 10^{21}$ years. This instrument demonstrates the benefits of xenon for rare event searches in general.
$N_i$ and $N_{ex}$ are the mean numbers of ionised and excited atoms, respectively; and $\epsilon$ is the mean energy of sub-exciton electrons left over following excitation and ionisation, as in Reference [41] and references therein. The value of $\epsilon$ has been estimated to lie between 4.65 eV and 5.25 eV for liquid xenon [148]. The production of scintillation light and ionisation charge in liquid xenon involves several steps. For the low energy elastic nuclear recoils of interest to WIMP searches, the recoil velocity is expected to be below the Fermi velocity of the electrons, and consequently, the xenon atom remains neutral during scattering. The recoiling atom will then scatter off neighbouring atoms, and although most scatters will be elastic there will be occasional inelastic interactions that create excitation or ionisation. This thermalisation process leaves behind a large number of ionised and excited xenon atoms, their number being proportional to the initial energy deposit. The free electrons from the ionised atoms will either recombine to form excited xenon atoms or escape, the fraction escaping depending on the strength of the electric field. The excited xenon atoms form self-trapped excimers (within a few picoseconds) which subsequently decay to emit scintillation photons. Occasionally two excited xenon atoms combine to produce only one scintillation photon in a process called biexcitonic quenching; this reduces the scintillation yield and the rate is proportional to the excitation density. The exciton scintillation signal has two components, one fast and one slow, corresponding to the singlet ($^1\Sigma_u^+ \rightarrow ^1\Sigma_g^+$) and triplet ($^3\Sigma_u^+ \rightarrow ^1\Sigma_g^+$) transitions. The recombination scintillation signal is slower than either of the direct signals due simply to the extra time required to form an exciton. The lifetimes of the direct excitation (exciton luminescence) states and indirect excitation (recombination luminescence) states are summarised in Table 4.3 and a diagram illustrating the processes is shown in Figure 4.6.

Although the number of scintillation photons produced is proportional to the energy deposition, the exact photon yield remains uncertain. Measurements show that, on average, each scintillation photon requires between 12 and 40 eV [149, 118]. Table 4.3 shows the difference in scintillation time constants and intensities between the different scintillation components for electron recoils and nuclear recoils. This is caused by the difference in track topologies following a recoil. The fast component from exciton luminescence dominates the scintillation
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Table 4.1: Decay times for the fast singlet \( ^1\Sigma_u^+ \) excited molecular state \( (\tau_s) \) and the slow triplet \( ^3\Sigma_u^+ \) excited molecular state \( (\tau_t) \). \( \tau_r \) is the recombination time and \( \left( \frac{\tau_s}{\tau_t} \right) \) is the intensity ratio of the fast and slow components. Values with \(^a\) are adapted from [251], values with \(^b\) are adapted from [214] and values with \(^\dagger\) were measured in a 4 keV cm\(^{-1}\) electric field [214].

<table>
<thead>
<tr>
<th>Measurement</th>
<th>1 MeV electrons</th>
<th>( \alpha )-particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_s )</td>
<td>2.2 ± 0.3 ns(^a)</td>
<td>4.3 ± 0.6 ns(^b)</td>
</tr>
<tr>
<td>( \tau_t )</td>
<td>34 ± 2 ns(^a)</td>
<td>22 ± 1.5 ns(^b)</td>
</tr>
<tr>
<td>( \tau_r )</td>
<td>27 ± 1 ns(^a)</td>
<td>27 ± 1 ns(^a)</td>
</tr>
<tr>
<td>( \left( \frac{\tau_s}{\tau_t} \right) )</td>
<td>0.05(^a)</td>
<td>0.45 ± 0.07(^b)</td>
</tr>
</tbody>
</table>

Figure 4.6: A schematic of the scintillation process in liquid xenon following an interaction with radiation. Some of the ionisation charge, the green arrow, is extracted by the electric field and produces the secondary signal in the gas phase.
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Figure 4.7: A histogram showing the average charge arrival time of unsaturated pulses for zero electric field data measuring ZEPLIN-III background radiation. This is in good agreement with expectations for electron recoils.

signal for nuclear recoils where the track is shorter and more densely populated by excitons, whereas the electron recoils produce a longer ionisation track and recombination luminescence becomes significant. This will produce a time constant in the region of $22 - 45$ ns for electron recoils. Figure 4.7 shows ZEPLIN-III background data taken at 0-field (i.e. no drift field), as this is dominated by $\gamma$-ray radiation the mean arrival time spectrum of resulting electron recoils is expected have a time constant in agreement with this value.

Another key difference between electron and nuclear recoils in liquid xenon is the relative scintillation yield, $L_{eff}$. This factor relates the energies deposited by electron and nuclear recoils by:

$$L_{eff} = \frac{E_{ee}}{E_{nr}} \frac{S_e}{S_n}$$

(4.5)

where $E_{ee}$ is the true energy deposited by an electron recoil, $E_{nr}$ is the true energy deposited by a nuclear recoil and $S_{e/n}$ are factors accounting for suppression of
scintillation yields from electron/nuclear recoils due to the electric field. In the second (first) science run the values are $S_e = 0.38 \ (0.39)$ and $S_n = 0.92 \ (0.92)$ \cite{220}. As liquid xenon dark matter detectors are typically calibrated using $\gamma$-ray sources it is vital to obtain an accurate measurement of the nuclear quenching factor to be able to estimate the energy of a nuclear recoil. A relatively large proportion of energy ($E$) deposited by nuclear recoils is transferred into atomic motion, whereas most energy from electron recoils is transferred into the electronic subsystem ($T$). This results in a quenching of the observed energy, denoted by $q = \frac{T}{E}$. The simple Lindhard model \cite{259} where the energy given to atomic motion is given by $K = E - T$, does not account for the observed quenching in liquid xenon. The relative scintillation yield for liquid xenon may be expressed, in the absence of a drift field, as a combination of factors:

$$L_{\text{eff}} = q_{\text{nc}} \times q_{\text{esc}} \times q_{\text{el}}$$

(4.6)

where $q_{\text{nc}}$ is the Lindhard factor, $q_{\text{esc}}$ accounts for escaping electrons and $q_{\text{el}}$ is the electric quenching factor \cite{269}.

Escape electrons occur even in the absence of an electric field as some electrons may have a thermalisation distance comparable to the Onsager radius, $r_{\text{th}} \sim r_O$, where an electron has an equal probability to recombine or escape \cite{291}. Although this factor is known to effect electron recoils, it was not until more recently that it has been considered to significantly effect nuclear recoils too, due to their higher than expected ionisation yield \cite{269}. Electronic quenching becomes significant for high linear energy transfer (LET = $-\frac{dE}{dx}$). Here, scintillation light is lost because of the larger number of biexcitonic collisions \cite{213, 212} due to the higher exciton density along nuclear recoil tracks. The three quenching factors that contribute to the relative scintillation efficiency are energy dependent, however the energy dependence has only been measured accurately for energies somewhat higher than those of interest to WIMP searches. The Hitachi model attributing the majority of the additional quenching beyond the Lindhard model to biexcitonic collisions does not hold below 10 keV$_{nr}$ \cite{49, 85}. Accounting for quenching due to escape electrons brings the theoretical model much closer to measurements \cite{269}, however the relative scintillation yield is still poorly understood at low energies. Recent results indicate that $L_{\text{eff}}$ is independent of the applied electric field \cite{269}.
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so although the primary and secondary signal are strongly anti-correlated the loss of energy to escaping electrons does not contribute significantly to the secondary signal indicating that $q_{esc}$ should be a very small effect. Measurements also show that the quenching occurs prior to self trapping, as the lifetimes of VUV emission do not depend on LET or the amount of quenching [214]. The second science run $L_{\text{eff}}$ was measured using neutron calibration data and the results are shown in Section 8.2.2. There is also a kinematic cut off for scintillation production which causes a drop off below a few tens of keV$_{nr}$ [341].

No satisfactory theory currently exists for the saturation characteristics of the ionisation yield as a function of applied electric field, $\frac{Q_y(F)}{Q_0}$, where $F$ is the field, $Q_y(F)$ is the charge collected and $Q_0 = \frac{E}{W}$ is the charge produced by an incident particle depositing energy $E$ creating electron-ion pairs with a minimum ionisation energy of $W$. The measurement of the ZEPLIN-III second science run $Q_y$ is given in Section 8.2.2. For xenon $W$ is typically given as 15.6 eV [358] this was also measured from ZEPLIN-III data and is quoted in Section 8.2.2. The anti-correlation between the scintillation signal and the electroluminescence signal which measures ionisation is shown in Figure 4.9 as a function of the drift field. This demonstrates the difference in ionisation yield between electron and nuclear recoils as clearly the electron recoil scintillation signals are more strongly suppressed by the drift field. As previously mentioned the extracted charge is drifted to the liquid/gas interface by an electric field and then a fraction of this charge, depending of the field strength, is emitted into the gas phase. Figure 4.8 shows the emission fraction as a function of field strength in the ZEPLIN-III detector.

Following emission into the gas phase, the electrons are accelerated by the strong electric field and collide with xenon atoms generating an electroluminescence signal which is proportional to the ionisation (proportional scintillation). The electroluminescence per unit track length, $Y$, is a function of the electric field in the gas:

\[
Y = A \times E_g - B \times P_{eq} \quad (4.7)
\]

where $A$ and $B$ are the electroluminescence yield constants which are determined experimentally, $E_g$ is the electric field and $P_{eq}$ is an expression for the gas density
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Figure 4.8: The cross-phase emission probability for electrons at the liquid/gas boundary in xenon [196]. The line shows the parameterisation used by the ZEPLIN-III simulation of [50].

compared to gas at the equivalent pressure at 0°C. Figure 4.10 shows the yield as a function of electric field for several models as outlined in [50]. Gaseous contamination represents a significant threat to two-phase xenon detectors. For example a contamination of < 1% of nitrogen can cause a significant enough increase in the drift velocity of the gas phase as to suppress the ionisation signal to a point where two phase operation in not feasible. Figure 4.11 shows the change in drift velocity as a function of drift field for several contaminants. This suppression is due to the decrease in time spent drifting through the gas phase, leading to a significantly lower energy deposit. During the commissioning of ZEPLIN-III for the second science run this effect was observed.
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Figure 4.9: The field dependence of scintillation and ionisation yield in liquid xenon for 122 keV_{ee} electron recoils (ER) from γ-rays and 56.5 keV_{nr} nuclear recoils (NR) from alphas. \( \frac{S(E)}{S_0} \) and \( \frac{Q(E)}{Q_0} \) are the scintillation and ionisation yields compared to their zero field values.

Figure 4.10: The electroluminescence yields for gaseous xenon at 4 bar equivalent pressure at 0°C. Electroluminescence constants \((A,B)\) are; continuous line (70,56), dashed line (70,63), dotted line (90,117) and for saturated vapour represented by the dash-dotted line (137,125). Adapted from [50].
4.4 ZEPLIN-III Ancillary Systems

4.4.1 Cooling system

The target is cooled using liquid nitrogen (LN$_2$). The LN$_2$ is stored in a 36 l vessel below the target. The LN$_2$ vessel is also housed within the vacuum jacket to maintain thermal isolation. The heat load is approximately 40 W at two phase operating temperature allowing over a day between LN$_2$ refills. The refilling process has been observed to generate spurious data hence the science run is halted during cryogenic refills to ensure good quality data. The LN$_2$ vessel has two thermal couplings to the target. One is provided by thick bundles of copper wire for which one end is dipped into the LN$_2$ and the other is thermally coupled to the copper cooling flange on the underside of the target vessel, as shown in Figures 4.1 and 4.12. The wire bundles are designed to be flexible in order to decouple acoustic and mechanical noise in the LN$_2$ vessel from the target. The second thermal link is provided by a direct connection between the LN$_2$ vessel and the hollow cooling flange below the target, as shown in Figure 4.12. This allows boil-off gas to be used for active thermal control of the target.
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Figure 4.12: The thermal control system elements of ZEPLIN-III.

with minimal cryogen usage. A vapour outlet tube is open at the top of the LN$_2$ vessel. A control valve may then allow this vapour to flow out of the system via the hollow copper flange on the bottom of the target allowing further cooling of the target. This fine temperature control allows stable two phase operation with the temperature of the target maintained to within 1°C. A slow control system monitors the temperature, switching the valve on and off depending on which side of a pre-set temperature the target is at. This leads to temperature oscillations with a period of about 30 minutes, as shown in Figure 4.13. The time constant for a pressure change in reaction to a temperature change within the target is much longer than this oscillation period and so a high level of pressure stability is maintained, constant to within 0.01 bar. Figure 4.14 shows an example of the pressure during science data acquisition and demonstrates the high level of stability achieved.

4.4.2 Purification and Safety Systems

To achieve successful two phase operation the xenon must be extremely pure. Charge extracted by the drift field is used to measure ionisation. However, the signal size may be affected by electro-negative impurities (mainly oxygen rich molecules) within the xenon. For the maximum drift time in ZEPLIN-III of
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Figure 4.13: A 12 hour sample of temperature readings from internal ZEPLIN-III sensors. The temperature “set-point” is shown by the pink line. The brown line overlaying this with a 30 minute oscillation period shows the temperature of the left braid which is connected to the cooling flange below the target.

Figure 4.14: A 12 hour sample of data from ZEPLIN-III internal pressure monitors. The pressure within the target is shown by the blue line. In this example a slight deviation in pressure can be seen shortly after 6 a.m. which is in response to a change in ambient temperature (the orange line) caused by unrelated mining operations. The purple line shows the corrected pressure (TARC) and remains stable to within 0.01 bar.
about 17 $\mu$s the lower limit on the level of purity required is parts per billion (ppb). As this is beyond commercially available xenon a purification system is required. A schematic of the ZEPLIN-III gas system is shown in Figure 4.15 and a photograph showing the gas system in situ is shown in Figure 4.16. 40 kg of xenon is stored in two stainless-steel bottles, B1 and B2, fitted with ultra-high vacuum (UHV) valves and regulators. The bottles are housed in stainless-steel jackets which may be filled with LN$_2$ to allow cryogenic pumping. The gas delivery lines are fitted with 0.5 $\mu$m particle filters and are of an all-metal construction to allow baking. This prevents contamination of the xenon as it is transferred through the gas system. Two SAES getters are connected to the main body (or “hedgehog”) to allow purification of the xenon when transferring from a bottle to the target via getter G1, or in bottle-to-bottle transfers via getter G2. Xenon may be routed to an electron lifetime monitor (ELM) for purity measurements. A hot getter is also attached for further purification. The system is pumped by both an oil-free scroll pump and a turbo-molecular pump. The gas system can achieve a base vacuum of $\sim 10^{-8}$ mbar, limited by H$_2$ outgassing from metal pipes. Low pressure gas may be fed through the mass spectrometer for residual gas analysis (RGA). This was also used for helium leak testing.

The gas handling system has several built in safety features. Both the target and the hedgehog are connected to a large safety reservoir (the emergency dump, 1500 l capacity) via burst discs. These burst discs are a passive system to prevent xenon leaking to the atmosphere in the event of a catastrophic coolant failure. A motorised valve (V14) connects the target to the dump in parallel to the burst disc BD1. This valve may allow the slow release of pressure from the target for a less rapid coolant failure which would prevent damage to delicate detector components which may result from the rapid pressure change in the case of a burst disc rupture.

### 4.4.3 Data Acquisition

The data acquisition system is also described elsewhere [262, 156]. The average signal gain during the second science run was approximately $2 \times 10^6$. The signal from each of the 31 PMTs is split into two, one is read directly and the other is first amplified by a factor of 10 by Phillips Scientific 770 amplifiers. These are
called the low sensitivity (LS) and high sensitivity (HS) channels, respectively. The noise levels during the second science run were 70 $\mu$V$_{\text{rms}}$ to 0.1 mV$_{\text{rms}}$ and 0.2 mV$_{\text{rms}}$ to 1 mV$_{\text{rms}}$ for the LS and HS, respectively. All 62 individual channels, along with a summed channel from both LS and HS, are digitised by an 8-bit ACQIRIS ADCs at a rate of 500 MHz. Figure 4.17 shows the channels recorded in an example event from science run data. The PMTs used common electrodes and so the large gain variance between the PMTs used for the second science run (a factor of approximately 100) was corrected using individual Phillips Scientific 804 attenuators attached to the PMT signal cables. The trigger initiates the recording of a 36$\mu$s waveform in all channels, $\pm 18\mu$s around the trigger point. This timing window was chosen to give a reasonable margin beyond the maximum expected fiducial drift time of 15$\mu$s and is symmetrical about the trigger point, since it is possible for either the S1 or S2 to trigger the system. Where the S1 signal is below the threshold the S2 signal, being larger, may trigger the system. This ensures sensitivity to low energy events whilst reducing the number of spurious triggers as a higher threshold may be set.
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Figure 4.16: A photograph of the ZEPLIN-III gas handling system annotated with some of the key features.
The ZEPLIN-III trigger schematic is shown in Figure 4.18. This is generated by feeding the high sensitivity sum channel through a summing amplifier before integration (500 ns) and differentiation (500 ns) by a timing filter amplifier (Canberra 2111) giving a shaped sum pulse. The shaped sum pulse is then fed to a fast discriminator. The threshold of this discriminator was set to $-80 \text{ mV}$. This threshold allows the system to trigger at a sustainable rate in terms of data rate and volume, whilst also allowing very small signals to be recorded. These extremely small signals are triggered by the secondary S2 signal and $-80 \text{ mV}$ is equivalent to $\sim 11$ ionisation electrons ($\sim 0.2 \text{ keV}_{ee}$ for nuclear recoils). An inhibit signal ensures that the system cannot trigger until all the crates containing the digitisers are ready for the next event. Additionally a gate was used to generate an inhibit of 1 ms to ensure a minimum time between events so that the PMTs have adequate time to recover after each event in order to minimise the number of spurious signals contaminating the data. Figure 4.19 shows an example of waveforms at each stage of the trigger generation.

When the system is triggered the digitised output is read in by the ZEPLIN-III DAq computer using custom linux based software. With 2 ns sampling this means that $1.8 \times 10^4$ bins have to be recorded in each $36\mu s$ timeline giving a raw data file size of $\sim 1 \text{ MB}$ per event. The DAq computer is a Viglen LX260 server with 2 CPUs and 6 hot-swap drive bays supporting Ultra320 SCSI (10,000 rpm) drives giving a maximum data writing rate of 60 MB/s. The connection to ACQIRIS is 80 MB/s but, due to the writing speed, this rate would be unsustainable for prolonged periods. In practice it was found that the maximum sustainable rate was $\sim 50 \text{ Hz}$.

After compression, the data are written to 100 GB LTO1 data tapes. Two identical copies are made, one is retained at the Palmer lab and one is sent to RAL where it is uploaded to a central server. The data is then reduced using a custom software package called ze3ra, discussed in more detail in Section 8.4.1.1. Multiple instances of the program performed the reductions in parallel on an Apple XGRID system with 28 processors, giving a combined processing power of 72 GHz.
4.4.4 Other Systems

The ZEPLIN-III detector has several other smaller ancillary systems. The source delivery system was fully automated and calibration sources could be inserted above the target volume remotely. An optical fibre leads from the target to an optical connection at the base of the instrument. This was connected to an LED and used to test the response of the PMTs, as discussed in Section 8.2.5. A purity monitor is attached to the gas handling system, this apparatus measures the lifetime of electrons drifting in the xenon. The ELM is housed inside a dewar for cooling using LN\textsubscript{2}.

4.5 FSR

The first science run of the ZEPLIN-III detector lasted for 83 days between the 27\textsuperscript{th} of February 2008 and the 20\textsuperscript{th} of May 2008 \cite{251}. A total of 847 kg·days of raw data were gathered, which was compressed to 15.5 TB. During the first science run the detector used passive shielding only, an array of 31 ETL D730/9829Q PMTs \cite{260} and a drift field of 3.9 kV cm\textsuperscript{−1} in the liquid phase and 7.8 kV cm\textsuperscript{−1} in the gas phase. The data were re-analysed using up to date $\mathcal{L}_{\text{eff}}$ results and achieved a discrimination power between electron and nuclear recoils of 7800 : 1. A 90% C.L. result for the WIMP-nucleon cross-section of $8.8 \times 10^{-8}$ pb for a 56 GeV/c\textsuperscript{2} WIMP mass was obtained \cite{26}. The details of the first science run analysis are given in Table\ref{8.1}. These results were also combined with the second science run data to give a total result for the ZEPLIN-III project, as outlined in Section\ref{8.4.2.1}.

Following the FSR data acquisition was halted for upgrades to the instrument. These upgrades included the addition of the veto, replacing the PMTs with custom made low background PMTs as outlined in this Chapter and Chapter\ref{5}.
Figure 4.17: An example event recorded by the ZEPLIN-III daq and displayed by ZE3RA (see 8.4.1.1). The upper left image shows the 31 low sensitivity channels, the upper right image shows the 31 high sensitivity channels and the middle bottom image shows the summed waveforms for high sensitivity (upper window) and low sensitivity (lower window).
Figure 4.18: A schematic of the ZEPLI-III SSR trigger setup.
Figure 4.19: An example of the trigger generation for the ZEPLIN-III second science run. The upper waveform shows an example of the ZEPLIN-III high sensitivity sum channel generated by summing the 31 PMT signals after amplification by a factor of 10. The small thin initial pulses are the S1 signals from scintillation and the wider pulse (and also saturated in these examples) following these are the S2 signals from electroluminescence. Both triggers in this example are generated by the S1. The second signal which does not trigger due to the Daq inhibit signal would have generated a trigger from the S2 (note this is not to scale and does not represent a typical DAq busy time but is just for illustrative purposes).
Chapter 5

Veto Detector Commissioning

5.1 ZEPLIN-III Veto Detector

5.1.1 Introduction

A major part of the ZEPLIN-III upgrade for its second science run was the addition of the veto detector (hereafter refereed to as the veto). This instrument was designed, constructed and commissioned by the University of Edinburgh, with help from ITEP Moscow. As such I was heavily involved in most aspects of this instrument, taking the leading role in many of them. For completeness, this chapter includes some work vital to the commissioning of this instrument in which fellow Ph.D. students working on the ZEPLIN-III project were either involved or took a lead role.

The work I was most heavily involved with includes veto assembly and testing work. I put all the modules together and I completed several test assemblies of the complete veto system, in addition to the final assembly before the science run. I also designed and machined the additional neutron shielding which surrounded the gadolinium loaded polypropylene shielding. I also completed the energy calibration of the veto, although the mote carlo simulation used for comparison was completed by a colleague. I investigated the downsampling and triggering options and then aided colleagues from ITEP in setting up the veto trigger. I wrote half of the automated veto daily checks and I was responsible for the veto data. I wrote the raVen software package, used to reduce the veto data, and
I also wrote most of the additional analysis codes which were used to interpret the veto data. For the quenching factor measurements of the plastic scintillator, discussed in Section 5.2.6, I obtained the data along with Lea Reichhart, and I developed the analysis technique which allowed the energy scale to be set.

This instrument had several strict requirements to meet; it was required to be a low cost device, it had to have high sensitivity to the background experienced by the ZEPLIN-III detector and it had to introduce only minimal additional background. Achieving these three aims would allow the veto to increase the significance of any WIMP signal detected, increase the ability of the experiment to reject unwanted background events and also act as a diagnostic tool whilst not compromising the excellent sensitivity already achieved, by introducing additional sources of internal background. Two vital uses of the veto as a diagnostic tool were (i) to characterise the ZEPLIN-III background without compromising the WIMP search results, by using a sample of vetoed events and (ii) to sample events with rare topologies and allow the analysis software to be trained using science run background data to avoid spurious signals from contaminating the WIMP search data. This chapter describes the design, construction and operation of the veto and its ancillary systems. The results obtained by the veto are presented in Chapter 6.

5.1.2 ZEPLIN-III Veto Detector Design

The veto is of a modular design with 52 sections of polystyrene based UPS-923A plastic, weighing a total of 1057 kg. These sections of plastic were doped with benzene based scintillator (p-terphenyal 2%, POPOP 0.02%) by Amcrys-H, Kharkov, Ukraine [38]. The veto modules each consist of one section of plastic scintillator, one PMT, one base containing the voltage divider circuit and pre-amp and the scintillator wrapping used to ensure light tightness. The properties of this material are summarised in Table 5.1. The 15 cm thick scintillator modules are mounted adjacent to 15 cm thick passive shielding, consisting of gadolinium loaded polypropylene \((\text{C}_3\text{H}_6)_n\), to form a barrel plus roof shape which covers over \(3\pi\) sr with a total thickness of 30 cm. The gap in the veto corresponds to the floor shielding as the veto does not extend beneath the detector. This thickness of hydrocarbon reduces the external neutron flux into the target volume by a factor of 10^9.
of $10^5$ [327]. Figure 5.1 shows CAD drawings of the veto. To increase the light collection efficiency, each veto module was wrapped along its length with three layers of 76 \(\mu\)m thick PTFE sheeting. Tests showed that this doubled the light collection efficiency [71]. A PMT (type ETEL 9302KB) was optically coupled to the far end of each scintillator module using BC-630 silicone-based optical couplant from Saint Gobain Crystals Ltd. This design kept the veto PMTs as far from the ZEPLIN-III target as possible to minimise the introduction of additional background radiation.

The main source of PMT activity is the glass required for the photocathode. The veto contains 52 PMTs. The veto roof contains 20 PMTs and the barrel contains 32 PMTs, the barrel section PMTs are housed near the base of the detector, as far as possible from the target volume. The PMT glass contains trace contamination of uranium, thorium and potassium. Measurements of the contamination in the veto PMTs were taken using a high purity germanium (HPG) crystal and the results are presented elsewhere [327]. A light-tight PVC tube was placed over each PMT and chemically bonded to the scintillator using UV activated glue. A sheet of aluminised Mylar foil was placed at the opposite end to the PMT in each module to further increase the light collection. The entire assembly was then wrapped in a black opaque PVC sheet to provide light tightness. A fibre optic cable was then inserted into the base of each module to allow for calibration. Figures 5.2 shows an unwrapped scintillator module and a fully assembled module mounted on a section of gadolinium loaded polypropylene.

The passive neutron shielding was loaded with gadolinium (in the form of 10 \(\mu\)m Gd\(_2\)O\(_3\) powder) to enhance its ability to detect neutrons. A total weight of 756 kg of polypropylene was required to create the passive component of the barrel plus roof shape around the ZEPLIN-III detector. The detector and veto stand on a base of 30 cm of polypropylene to give full 4\(\pi\) sr neutron shielding, as in the first science run. Polypropylene has a high hydrogen content which will thermalise neutrons. The thermal neutrons may be captured by hydrogen to form deuterium releasing a 2.2 MeV \(\gamma\)-ray. It is much more likely however that the thermal neutrons will be captured by the gadolinium which has the highest neutron capture cross-section of any naturally occurring material, at 49,000 barns.
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Figure 5.1: CAD drawings of the ZEPLIN-III veto. The left image shows the barrel plus roof design of the 52 active modules and the right image shows a cut away of the completely assembled system. From center moving outwards this comprises of the ZEPLIN-III detector, the passive Gd-loaded neutron shield, the veto modules and finally the lead shielding. The passive Gd-loaded shielding can be distinguished by the dark lines running thorough these sections. These lines show the slots into which the Gd was loaded. Adapted from [128].
Figure 5.2: Photographs of a veto module. The left image shows a piece of scintillator prior to wrapping. The right image shows a fully constructed veto module as described in Section 5.1.2. Note that the active and passive shielding were offset by 2 cm to ensure no line-of-sight gaps could allow background neutrons into the fiducial volume.
Table 5.1: Properties of the plastic UPS-923A scintillator as stated by the manufacturer [38]. The light output is given compared to anthracene which produces an average of 20 photons per keV, giving an expected value of $\sim 12$ photons per keV for the veto modules. The light output and bulk attenuation length were remeasured for each module, as described in Section 5.1.4.

<table>
<thead>
<tr>
<th>property</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>1.06 g cm$^{-3}$</td>
</tr>
<tr>
<td>Refractive index</td>
<td>1.52</td>
</tr>
<tr>
<td>Light output</td>
<td>60% anthrance</td>
</tr>
<tr>
<td>Emission peak</td>
<td>425 nm</td>
</tr>
<tr>
<td>Rise time</td>
<td>0.9 ns</td>
</tr>
<tr>
<td>Decay time</td>
<td>3.3 ns</td>
</tr>
<tr>
<td>Bulk attenuation length</td>
<td>50-300 cm</td>
</tr>
</tbody>
</table>

(4.9 × 10$^{-20}$ cm$^{-2}$). This high cross section is predominantly due to the 15.7% abundance of the isotope $^{157}$Gd in natural gadolinium. This isotope has a neutron capture cross-section of 242,000 barns. Neutron capture by $^{157}$Gd is accompanied by the emission of between three and four $\gamma$-rays with energy totalling 7.94 MeV. Figure 5.3 shows the $\gamma$-ray spectrum emitted by the $^{157}$Gd(n,$\gamma$)$^{158}$Gd reaction along with the neutron capture cross section as a function of neutron energy [323]. The required gadolinium loading fraction was calculated using Monte Carlo simulations which are described extensively in [71]. Loading the polypropylene with gadolinium showed a remarkable increase in the maximum neutron tagging efficiency of the veto, from $\sim 55\%$ with no gadolinium to $\sim 81\%$ for 0.5% loading by weight. This level of gadolinium loading also improved the mean neutron capture time by a factor of 10 [71] enabling a shorter veto recording time to be used and a lower chance of a non-neutron event being vetoed due to an accidental coincidence. These simulations also investigated methods of gadolinium loading. The simulations indicated that 2 mm wide, 10 mm pitch slits in the polypropylene filled with gadolinium oxide (Gd$_2$O$_3$) gave a high efficiency with minimal difficulty regarding construction. The slits were filled with Rutherford Type 71 epoxy containing the gadolinium oxide power by the RAL workshop. This epoxy was found to keep the gadolinium oxide uniform in suspension during the period of time taken to dry, ensuring uniform performance across the veto. Figure 5.4 shows the expected performance of the veto as a function of the gadolinium loading fraction. Figures 5.5 and 6.17 show results from calibration data confirming a
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gadolinium concentration of 0.42 ± 0.03% (w/w). This concentration is at the centre of the plateau region from 0.3 – 0.5%, where the neutron tagging efficiency varies by less than 1% [27].

Polypropylene, consisting of only the light elements carbon and hydrogen, is an inherently radio-pure material. This is another advantage to its use as neutron shielding. Loading a polypropylene shield with a significant quantity of a rare earth, such as gadolinium, could pose a potential threat of neutron emission by (α, n) reactions. The isotope $^{152}$Gd is present at a concentration of 0.2% in natural gadolinium. This isotope decays by α-particle emission, thus a possibility is that the α-particle released may interact with a loosely bound neutron leading to neutron emission. The SOURCES-4A code was used to calculate the expected neutron emission spectrum from gadolinium in the second science run veto [327]. The contribution was found to be negligible when compared to the integrated rate from uranium and thorium contamination of the polypropylene shielding itself, at $1.2 \times 10^{-10}$ n s$^{-1}$ cm$^{-3}$. This represents no threat to the instruments dark matter sensitivity. The veto PMTs are model 9302KB from Electron Tube Enterprises Ltd. (ETEL). These consist of a 78 mm diameter window with a blue-green sensitive bialkali (K-Cs-Sb) photocathode and nine dynode stages giving a gain of up to $0.7 \times 10^6$. The anode sensitivity is given as 50 (200) A/Im at nominal (peak) operating voltage. These PMTs have a spectral range covering 285-630 nm with a response that peaks at ~ 30% quantum efficiency between 350 and 400 nm. The envelopes are manufactured from low background glass, with the contamination levels quoted as 30 ppb U, 30 ppb Th and 60 ppm K. This was confirmed experimentally as outlined in [327]. The dynode pins were plugged into low background B14A bases fitted with voltage divider networks also supplied by ETEL (type ETL C647BFN2-01). The contamination level of the base and components was confirmed to be consistent with (or lower than) the manufacturers stated values of 13 ppb U, 19 ppb Th and 21 ppm K. All the power supply and signal cables required for the veto detector were manufactured to order with minimal radiological content. All components were radio-assayed and the number of neutrons emitted from the veto expected to scatter only once in the ZEPLIN-III target is 0.3 events per year in anti-coincidence with the veto. The veto is also expected to contribute less than 1000 electron recoils per year.
Figure 5.3: The neutron capture cross section of $^{157}\text{Gd}$ as a function of neutron energy (upper image) and the $\gamma$-ray energy spectrum from the $^{157}\text{Gd}(n,\gamma)^{158}\text{Gd}$ reaction (lower image) \[323\].
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Figure 5.4: Monte Carlo simulation results of neutron detection for various gadolinium concentrations. The upper image shows the veto neutron tagging efficiency and the lower image shows the time delay ($\mu$s) between a nuclear recoil in ZEPLIN-III and neutron capture by the veto which is subsequently detected by observation of the $\gamma$-rays emitted [27].

Figure 5.6 shows the veto at various stages of construction between May and June 2010.

5.1.3 Data Acquisition

The veto PMTs operate with a negative bias supplied by a LeCroy 1440 HV high voltage system. This contains four LeCroy 1443NF boards which supply around $-1$ kV to each PMT, with the exact voltage supplied to each PMT adjusted to equalise the response of each veto module. Since the PMTs have an output impedance of 1 M$\Omega$, preamplifiers were attached to the output to reduce the impedance to 50 $\Omega$, in addition to providing an additional gain of 10. These preamplifiers were designed and manufactured at the University of Edinburgh by the electronics workshop [362]. The circuit design for the preamplifier plus voltage divider network is shown in Figure 5.7. The preamplifiers were tooled onto surface
Figure 5.5: The time distribution of energy deposits in the veto relative to the primary signal in the ZEPLIN-III detector for events from the nuclear recoil band. Taken from neutron calibration data (filled black histogram) and Monte Carlo simulation (open red histogram). The elapsed time between the two signals during which the neutron is thermalised and then captured is dependent on the gadolinium loading fraction. The overall trend line (solid) is a fit to the calibration data with a characteristic decay time on $10.7 \pm 0.5 \mu$s which is in agreement with the simulated decay time (dotted blue line) showing a decay time of $10.4 \pm 0.3 \mu$s for 0.42% (w/w) gadolinium concentration [191].
Figure 5.6: Various stages of the construction of the ZEPLIN-III veto detector, arranged anti-clockwise in chronological order. The upper left images show the partially completed barrel section around the ZEPLIN-III detector. The middle left image shows the ZEPLIN-III detector inside the completed barrel section including the copper source holder over the top of the target. The central pipe was used for daily energy calibration and the thicker off-center tube was used for nuclear and electron recoil band calibrations. The bottom left image shows the gadolinium loaded roof section being inserted onto the completed inner 15 cm of gadolinium loaded neutron shielding. The bottom right image shows the barrel section veto scintillator modules fully assembled and the partial assembly of the roof modules. The top right image shows the full assembled veto prior to the addition of the final outer layers of shielding (an additional 5-9 cm of polypropylene and 20 cm of lead).
mount printed circuit boards made from light-weight low-background single-sided resin bonded paper to ensure minimal additional background was introduced. The 50 Ω output signal is then fed to seven CAEN V1724 flash analogue to digital converter (FADCs) modules housed in a VME8011 crate, shown in Figure 5.8. This crate uses a CAEN V2718 PCI bridge which transfers data via an optical link to a dedicated DAq computer. The FADCs have a 14-bit resolution covering a range of 2.25 V, slightly below the PMT saturation voltage determined to be \( \sim 2.5 \) V. The bandwidth is 40 MHz with a maximum sampling rate of 100 MB/s simultaneously on each channel and internal buffering to ensure zero dead time performance. Custom run-control software was designed to allow direct or remote control of the veto DAq.

Different trigger modes are permitted to be used simultaneously to record events. Each event contains timelines for the 52 veto modules as well as additional data and timelines described later in this section. The trigger options allowed by the DAq hardware are:

- **Slave mode:** In this mode the DAq records an event when a signal is received from an external source. The main purpose of this detector is to veto ZEPLIN-III events and slave mode, where the external signal is generated by ZEPLIN-III, was the main mode of operation of the veto during the second science run.

- **Master mode:** In this mode the veto is able to trigger itself. The output signals may be fed back into the trigger and a hardware threshold set. If the threshold is surpassed by a module then a trigger is generated and an event is recorded. This method was used to observe background radiation and for calibration.

- **Majority mode:** This is an extension of the master mode. Each module is capable of individually exceeding the threshold required to generate a trigger. If the threshold is surpassed then a NIM pulse is generated. If other veto modules surpass the signal threshold at the same time then multiple NIM pulses may be generated simultaneously. A further threshold can be set for the number of simultaneous NIM pulses required to trigger the recording of the event. This method was used to record background radiation. It
Figure 5.7: A circuit diagram for the veto PMT electronics. The bottom part of the image is the voltage divider network and the top part of the image is the preamplifier circuit. The signal cable “out” in the top right is fed to the FADC. 

[362]
5.1. ZEPLIN-III Veto Detector

Figure 5.8: An annotated photo of the veto DAQ layout. A schematic and description of the trigger is given in Figure 5.9. This is only representative as the synchronisation unit is not shown here.
was also used for calibration with a much lower energy threshold than is possible using master mode. This was achieved using a trigger requirement of a multiplicity of two NIM pulses in coincidence with the second signal supplied by a pulser calibrated to mimic a NIM pulse. The pulser provided the maximum possible rate and ensured that a low threshold for generating a NIM pulse in the veto module would not overload the DAq by triggering at too high a rate.

- **“fancy signal” mode:** The so called “fancy signal” provides a method of recording events in delayed coincidence with ZEPLIN-III with only minimal data storage requirements (in addition to the prompt recording). The ZEPLIN-III trigger supplied to the veto is set to the equivalent of $n$ NIM pulses in coincidence, where $n$ is the number required to exceed the triggering threshold. This trigger also generates the fancy signal which is a long duration pulse set to the equivalent of $n-1$ NIM pulses in coincidence. The duration of this signal may be adjusted depending on the maximum time expected for the delayed signals. For the duration of this fancy signal a single veto module would be able to trigger the recording of an event by supplying the additional NIM pulse required to exceed the trigger threshold. This trigger mode allows short timelines, $O$ (pulse duration), to be recorded only when necessary, avoiding the recording of empty timelines.

- **Cosmic ray mode:** The output signal from each roof module was split and a copy sent to a custom made trigger unit know as the cosmic ray trigger. Due to the high rock overburden, incoming cosmic ray muons travel at angles very close to the vertical, and hence incoming muons are predominantly seen at least in the roof. The cosmic ray trigger sums and shapes the signals from roof modules with a $2 \mu s$ time constant. A high threshold can then be set on this signal to trigger recording if enough energy is deposited in the roof modules. This could be triggered by a muon passing through the roof and leaving very large energy deposits in one or more roof modules, or by a particle shower created by a cosmic ray giving smaller deposits in many modules.

The different triggers are fed into a custom made synchronisation unit. There they are summed and a copy of the trigger is sent to each FADC board. This
synchronisation unit also contains a 32 bit binary counter clocked at 1 MHz from which was derived a time stamp used for event synchronisation. This signal was fed to both the ZEPLIN-III DAq and veto DAq when ZEPLIN-III initiates the trigger. This allows off-line synchronisation of the events. For the second science run two trigger set ups were used. The slave mode trigger and cosmic ray trigger were used throughout the second science run. For the first 39 days the veto also recorded data using a multiplicity trigger. This was set to a minimum of three modules in coincidence recording an average of 10 photoelectrons each. This multiplicity and threshold were chosen to keep the event rate from self triggering at $\sim 2$ Hz which ensures the veto will not exceed its maximum memory usage of $\sim 20\%$ of the ZEPLIN-III data. A higher multiplicity with a lower threshold was selected over alternate combinations providing a $\sim 2$ Hz trigger rate as external neutrons are more likely to produce energy deposits in multiple modules, as shown in Figure 6.13. This self trigger setup provides the most efficient utilisation of the rudimentary event discrimination provided by a modular veto loaded with gadolinium. A schematic of the veto trigger is shown in Figure 5.9.

The veto DAq is capable of recording one sample every 10 ns from all channels simultaneously. The sampling rate may be adjusted to prevent excessive memory usage, this is referred to as the downsampling rate. A sampling rate of 10 MHz (a downsampling of 10) was selected for the science run as this was found to be adequate to detect all veto pulses without a substantial loss of resolution. This downsampling rate provided a significant reduction in memory usage, allowing the veto to achieve its target memory-usage rate. Figure 5.10 shows the same single photoelectron pulse at three different downsampling rates. Due to the shaping amplifier time constant of 2 $\mu$s, this pulse was detected at all the downsampling rates considered. The drop in resolution given by the reduced sampling rate is shown in Figure 5.11.

A typical timeline with a pulse is shown in Figure 5.12. The veto timelines record from 20 $\mu$s prior to the trigger until 300 $\mu$s after the trigger. This time window was chosen to cover the maximum prompt and delayed regions of ZEPLIN-III events. The -20 $\mu$s end of the window was chosen to cover events where a secondary signal from a deep event in ZEPLIN-III triggers the system and
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Figure 5.9: The layout of the veto trigger system. The monitor output from each board is fed to a LeCroy fan-in fan-out (adder, model 428F). There, the signals are inverted and used to assemble the majority logic. The fancy signal from the syncro unit is also sent to the LeCroy fan-in fan-out for inversion. The fully assembled majority trigger is then fed to the discriminator (ORTEC model CF 8000) which produces the veto trigger; the threshold is set on this unit. The output signal from the cosmic ray trigger unit is also fed to the discriminator where a high threshold is set. The outputs are sent to the synchronisation unit. This unit provides the overall trigger which records an event and a copy of this trigger is fed to each of the seven FADC boards. A synchronisation signal is also fed into the veto (boards 2 and 3) to provide a unique stamp linking each ZEPLIN-III event to each veto event. The multiplicity of each link, if greater than 1, is written on each in red. Information about the links is written beneath.
Figure 5.10: This figure shows the smallest single photoelectron pulse above noise from a calibration run taken with no downsampling. This is the first pulse at -35 µs, the second pulse beginning at 0 µs is also a single photoelectron pulse. The same pulse shown at the three different downsampling levels considered. The top image shows the pulse with samples taken 10 ns apart (no downsampling). The middle image shows the same pulse where only 1 in 10 samples is plotted simulating a downsampling of 10. The bottom image shows a simulated downsampling of 20.
Figure 5.11: The pulse height and area spectra of single photoelectrons with no downsampling and with the science run downsampling of 10. Although the peak shifts slightly for the height spectrum due to the sharpness of the initial voltage spike (shown clearly in the example pulse in Figure 5.12), the area spectrum is very similar due to the 2 $\mu$s time constant of the shaping amplifier.
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The prompt position is several microseconds before the trigger. The $+300 \mu$s part of the window following the trigger covers the delayed region for a significant time period to ensure the maximum possible chance of recording any delayed events corresponding to the original ZEPLIN-III event. The signal shown in Figure 5.12 is an example of a pulse in prompt coincidence with an energy deposit in ZEPLIN-III. The veto also records four extra timelines in addition to the 52 veto modules. Three of these record copies of triggers, shown in Figures 5.13, 5.14 and 5.15, and one records a shaped copy of the ZEPLIN-III sum channel, shown in Figure 5.16. This figure shows the benefit of recording the waveform from the dark matter detector in the veto DAq. As a longer timeline is recorded signals are seen in ZEPLIN–III that would otherwise be missed. The shaped ZEPLIN-III sum channel is recorded as an extra diagnostic tool, although the veto has a lower range and sample rate it is still able to record ZEPLIN-III pulses due to the time constant of the shaping. This allows the recording of delayed events in ZEPLIN-III that would otherwise be missed.

The custom veto DAq software was designed to output ROOT [104] NTuples. The reduced data is also stored using this format. Each raw file contains an average of 5126 events and uses just over 1 GB of memory. A typical science run day contains 8 files.

5.1.4 Calibration

All the individual components of the veto detector were thoroughly tested and categorised, as outlined in this section. Components were matched to give a high degree of uniformity of performance across the detector. Following construction, the veto detector was calibrated using radioactive sources and any variations in performance between the modules were corrected, as far as possible, by adjusting the voltage supplied to each PMT.

The gain response of each PMT was assessed using the dark current. The PMT was placed in a light-tight environment and a range of voltages supplied. The output was connected to an ORTEC Multi-Channel Analyser (MCA) and Maestro software was used to produce a spectrum. In this environment the dark...
Figure 5.12: An example of an energy deposit in a veto module recorded in coincidence with ZEPLIN-III (the zero position has been slightly offset to help distinguish between trigger types). This event was in the electron recoil band and is therefore a probably a $\gamma$-ray. The size of the energy deposit is around 130 keV. The top image shows the full timeline of -20 $\mu$s to +300 $\mu$s, a single photoelectron pulse can be seen about 145 $\mu$s after the trigger. The bottom image shows a close up of the larger pulse. The features seen at -1.75 $\mu$s and -1 $\mu$s are observed for all veto signals. The height of these features is proportional to the pulse size.
Figure 5.13: A 320 $\mu$s recording of the ZEPLIN-III trigger with a close up shown inset. The offset of $\sim2$ $\mu$s can be seen in the close up. This delay helps to distinguish between events recorded due to a trigger from the sync box and a trigger from the cosmic ray box. The ZEPLIN-III trigger is just over 0.2 V and lasts for just over a microsecond. For this event the veto DAq was configured to record a 320 $\mu$s timeline hence the “fancy signal” was not required and was set to its minimum of 0.05 V for 7 $\mu$s.
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Figure 5.14: A recording of the veto LED trigger, the veto sum channel showing the LED event itself shown inset. The pulse is fed to the veto LED box, causing a flash of light to be emitted, and the veto DAq where this copy is recorded. The veto is triggered by the cosmic ray box as the light enters the roof modules. This is a typical LED calibration event where only a 40 $\mu$s timeline is recorded.

Figure 5.15: A recording of a trigger generated by the cosmic ray box, the veto sum channel showing the event is shown inset. This event also deposited energy in the ZEPLIN-III target which also generated a trigger.
current is dominated by single electrons from the photocathode hitting the first dynode plate. This is equivalent to the minimum response of the PMT to a single photon. Depending on the quantum efficiency of the PMT, a certain fraction of these single photon events will produce a single photoelectron. The width of the single photoelectron peak is dominated by the intrinsic resolution of the PMT gain mechanism. An example of a single electron spectrum is shown in Figure 5.17. The gain response was found on average to be a factor of \( \sim 2.5 \) for an additional 100 V, as is more clearly shown in Figure 5.18. This information was used to equalise the response of the PMT array so that a single photoelectron produces the same sized signal in each channel.

The quantum efficiency of the PMTs was also measured. Each PMT was placed in a dark environment (without any scintillator) and the bias was altered until the single electron peak was clearly visible. A blue LED was then introduced and provided with a small voltage such that the chances of providing more than a single photon to the photocathode at a time were minimal. The LED was driven by a pulser running at \( \sim 100 \) Hz with 85 ns duration pulses. The LED voltage was
Figure 5.17: A single electron spectrum (solid line) produced by a veto PMT in a dark environment with no plastic scintillator attached. A partial Gaussian fit to the peak is shown (dashed line) [27].

Figure 5.18: A $^{137}$Cs spectrum (placed near the center of the scintillator piece) recorded at two different voltage biases. The left image was recorded with -1 kV and the right image was recorded with -1.2 kV. A partial Gaussian fit (Thick line) is overlaid in each plot. The X-axis of this plot shows baseline corrected height in terms of ADC channel. As the full range of 2.25 V is spread over $2^{14}$ bits each ADC channel represents $1.37 \times 10^{-4}$ V.
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decreased until the spectrum produced peaked in the same position as the dark current single electron peak, confirming the production of single photoelectrons at the expected position. With the single photoelectron response well known for each PMT, a 100 s duration run with the LED at a higher voltage was performed. The peak position was determined in terms of number of photoelectrons using two methods. Firstly, a linear extrapolation using the known position of the single photoelectron peak, and secondly, using Poissonian statistics of photoelectron emission where the width of the peak (1 standard deviation) is given by:

\[ \sigma = \frac{\mu}{\sqrt{N_{phe}}} \]  

(5.1)

where \( \mu \) is the mean of the distribution and \( N_{phe} \) is the number of photoelectrons. The integrated area of the LED peak was used to calculate the quantum efficiency by normalising to three PMTs for which the quantum efficiency was provided by ETEL on request. An example of an LED peak is shown in Figure 5.19. Figure 5.20 shows the quantum efficiency measurements for the veto PMTs. This shows that the two methods of measuring the number of photoelectrons are in agreement. The mean quantum efficiency at VUV wavelengths was measured at 27.1% assuming that all the PMT response curves are of the form stated by the manufacture.

The pieces of scintillator for each veto module were also characterised before being matched with a PMT to achieve an even response across all the veto modules. The key property required of each piece of scintillator is its attenuation length. The bulk attenuation length (BAL) was measured by the manufacturer for each batch of plastic but was only quoted with a large range, see Table 5.1 [38]. This is the length required to reduce the intensity of scintillation light to \( e^{-1} \) of the original intensity. Whilst the BAL is measured using a laser beam of appropriate wavelength, in an experimental environment this is not necessarily indicative of the true performance of the scintillator, since emitted scintillation photons encounter more than just the scintillator as they are emitted isotropically. The technical attenuation length (TAL), measured using a \(^{22}\)Na source, is an auxiliary parameter which accounts for geometry of the scintillator, including reflection off the internal surfaces. The TAL of each scintillator piece was measured by shifting the position of the radioactive source and comparing the relative positions of the
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Figure 5.19: An LED spectrum used to calculate the quantum efficiency. The single photoelectron peak is at channel 14, the fit cuts off at channel 140 ensuring only the LED signal is counted.

Figure 5.20: The quantum efficiency of each PMT is shown measured using two different methods. The solid circles show the three PMTs which were absolutely calibrated by the manufacture. The errors on the x-axis are 0.2% and on the y-axis are 0.5%. These calibration values are not shown on the plot which is only the response to the blue LED light [27]. The fitted line is described by $y = 0.85(5)x + 4.5(1.2)$ and has a $\chi^2$ of 36.4.
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Figure 5.21: A diagram illustrating scintillation within a veto module. The incoming $\gamma$-ray interacts a distance, $X$, from the PMT. Light is emitted isotropically but may be approximated as light emitted towards the PMT (left) and light emitted away from the PMT (right). The light initially moving left in the diagram travels a shorter distance than light emitted to the right and so the attenuation is greater for light emitted to the right. The largest signal will be from light emitted close to the plane in this diagram. In this case light emitted to the left travels a distance $X$, and light emitted to the right is first reflected by the mirror before being detected and travels a distance $2L - X$. The shorter the distance the light travels within the scintillator the less attenuation occurs and the larger the signal. Thus as a radioactive source is moved along the module away from the PMT the position of the centroid of the peak shifts to lower values.

511 keV and 1274 keV $\gamma$-ray peaks. As the source is moved further from the PMT, the mean number of photoelectrons at the peak is reduced by the increased attenuation. To first order, the TAL varies as the sum of two exponentials describing the attenuation due to the distance between the source and the PMT and the distance between the source and the mirror placed at the bottom of each section. The centroid of the peak is then given by:

$$ S(x) = A_1 e^{-\frac{x}{TAL}} + A_2 e^{-\frac{2L-x}{TAL}} $$

(5.2)

where $x$ is the distance to the PMT, $l$ is the length of the scintillator piece and $A_{1/2}$ are arbitrary scaling constants set equal for this analysis, see Figure 5.21. This function was applied to data from each scintillator piece to calculate its TAL [71]. Figure 5.22 shows the TAL for each scintillator piece plotted against the BAL results from Monte Carlo simulation. As the BAL quoted by the manufacturer had a large range of possible values the measured TAL was used as an input parameter of the simulations to calculate the exact BAL for each scintillator piece.

After categorising all the components of the veto, the scintillator pieces and PMTs were matched to give a uniform performance. Following assembly of the
Figure 5.22: The measured technical attenuation length (TAL) and simulated bulk attenuation length (BAL) for each piece of plastic scintillator. As the TAL accounts for the geometry of the scintillator a linear relationship between the TAL and the BAL for each different set of shapes is observed [27]. This is the reason for several straight line trends appearing on this plot, notably the four smallest roof sections (51.5 cm) denoted by the star symbols.

veto, as described in Section 5.1.2, the energy scale was set. The voltages supplied to the PMTs were set to equalise the response and provide the best achievable range compatible with the main aim of the instrument as a dark matter veto. This required the single photoelectron signal to be clearly visible above the noise, providing the potential for maximum vetoing capability. As a secondary consideration, a lower voltage increases the sensitivity range of the veto (i.e. the maximum energy before saturation) and thus improves its diagnostic capabilities as less of the background is truncated by saturation.

The signals from the PMTs, after the pre-amplification, are fed into the veto data acquisition system. The full range of the veto DAq is 2.25 V. The baseline was offset to allow for any voltage drift and to record the undershoots which follow pulses as the baseline recovery is related to the signal size. The average baseline is at 0.138 V (1008 ADC channels) giving a range of 2.112 V for pulses (15376 ADC channels). Simulated calibration with a $^{137}$Cs source shows a peak at 32 photoelectrons corresponding to the 661.7 keV $\gamma$-ray emitted following $\beta$ decay to the $\frac{11}{2}^-$ state of $^{137}$Ba. Linear extrapolation of the single photoelectron signal in $^{137}$Cs spectra acquired using the veto agree with the simulations, as
shown in Figure 5.23. This provides an energy calibration for the veto, where a single photoelectron requires an energy deposit of $\sim 20$ keV. This indicates a range of 72 photoelectrons, or $\sim 1.44$ MeV in the veto. However this is specific to the position of the calibration source, as the source is moved closer to the PMT the number of photoelectrons detected increases leading to a decrease in energy range. The absolute decrease is proportional to the TAL and the range set for the science run was 65 photoelectrons to ensure good sensitivity to small energy deposits anywhere in the veto modules.

Given the full DAq range of $2.25$ V spread over 14 bits and the sampling rate of 10 MHz, conversion factors for the pulse area and height can be calculated. The conversion factor for height is $1.37 \times 10^{-4}$ V per ADC channel. As the mean single photoelectron signal is 230 ADC channels this is $3.14 \times 10^{-2}$ V per photoelectron. The area of pulses at the SSR sampling rate of 10 MHz is in ADC samples × 100 ns. So the conversion factor between area as seen by the DAq and V ns is $1.37 \times 10^{-6}$. Only the pulse height is given in terms of SPEs here since this is the parameter that was used for the SSR data. Calibration runs showed this to be adequate, see Figure 5.11 and there were initial concerns about the pulse area. Although these concerns were proven not to affect the area calculated, the pulse height was used throughout the SSR for consistency.

The single photoelectron signal was measured daily by an automatic script, discussed further in Section 5.1.5. The script examines small pulses away from the ZEPLIN-III coincident portion of the timeline. Single photoelectron calibration from science run data ensures the exact same operating conditions and produces a daily average, rather than calibration from a dedicated run which provides only a snapshot in time of the single photoelectron signal size. A separate single photoelectron calibration run would also risk the possibility of interfering effects from the new operating conditions, such as a higher rate for example, altering the signal size with respect to the science data. The single photoelectron search provides a daily energy scale calibration for each veto module. The average single photoelectron size was found to vary little over the second science run, as shown by Figure 5.24. The data show an initial increase of the single photoelectron signal size of $\sim 0.92\%$ per month for the first 6 months. After this the signal
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Figure 5.23: A $^{137}$Cs spectrum taken using a veto module. The single photoelectron threshold is clearly visible at 1 phe, just before the noise, and the peak at 32 photoelectrons corresponds to the 661.7 keV $\gamma$-ray.

size stabilised (the average change over the remainder of the science run was a decrease of $\sim 0.27\%$ per month). Although this effect is small; it demonstrates the need for regular energy calibration during a science run of this length.

The response of the light transmission through the scintillator was also regularly checked via a calibration using blue light from an LED, discussed further in Section 5.1.5. The LED is mounted in an acrylic light guide from which 52 fibre optic cables emerge. These cables are secured into recesses in the plastic scintillator modules at the far end from the PMT. A pulse from the LED generates an average of 48 photoelectrons in each module and a partial Gaussian fit to the LED peak is used to monitor any change in the TAL of the scintillator which could effect the energy scale of the veto modules. Figure 5.25 shows the performance of the modules over the second science run. An LED calibration was selected over calibration using a radioactive source to achieve the maximum possible live time for the WIMP search data. The 122 keV $\gamma$-rays emitted during the daily $^{57}$Co energy calibration did not give a large enough signal for calibration of the veto and Calibration of the veto modules using a dedicated run was not practical as it would inhibit the ZEPLIN-III WIMP search.
Figure 5.24: The evolution of the mean of the single photoelectron peak in the veto modules over the second science run. The dip in early January (day 155) corresponds to a failure in the laboratories air conditioning system causing a rise in the ambient temperature.
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5.1.5 Operations

During the second science run the operation of the veto went through three distinct phases. For the initial 39 days the veto was set to trigger primarily in slave mode, with ZEPLIN-III providing the trigger, but also set to trigger by the cosmic ray box and allowed to self trigger following signals in three or more modules simultaneously. For this phase of the science run the veto was controlled in situ by a member of the ZEPLIN-III collaboration. On the 2nd of August 2010 the self triggering capability was removed to reduce memory usage and simplify analysis of vetoed ZEPLIN-III events. This reduced the number of files produced in a day from ~ 36 to ~ 8. The third stage of veto operation was
the move to automation. On the 14th of August 2010 operators spent only one or two days underground with the detector and operated the detector remotely for the remaining five or six days of each ZEPLIN-III one week shift. This section describes some of the weekly tasks required to monitor and operate the ZEPLIN-III veto.

On a daily basis the veto data were reduced by the raVen software discussed in Section 5.2. This was performed by the DAq computer during the one hour daily break in the science run for cryogenic refilling and energy calibration. During this period the raw data files were copied onto 100 GB LTO1 data tapes. The raw and reduced data files were processed by shell scripts to assess the performance of the veto on a daily basis. Figures 5.26, 5.27 and 5.28 show examples of the plots generated automatically each day. Once a week two operators were required to go underground to perform weekly tasks that could not be fully automated. The veto required a weekly LED run to be performed. The LED was driven by a pulser at approximately 30 Hz for 300 s. An automatic script analysed the reduced data files and used the results to generate a plot of the historical performance of each module over time. Figure 5.26 shows an example of a partial Gaussian fit to an LED peak and Figure 5.25 shows the variation of the peak position over the second science run for a typical veto module.

The data were used to produce trend plots of the performance over time. These plots were used as a daily/weekly reference to ensure consistent performance and ensure any potential problems could be quickly investigated and resolved. Figure 5.29 shows the historic plots which were automatically reproduced each time a new daily data point was added. An example of a problem found immediately using these plots is illustrated in Figure 5.30. The synchronisation signal developed a flaw during the second month of the science run. The issue was resolved swiftly by altering the trigger setup and recording an extra data channel. The self triggering ability of the veto was removed. This ensured that the off-line synchronisation would be simplified as the number of events was greatly reduced. This also lowered the memory usage to a more manageable level. The connection to the laboratory bottlenecks between the surface building at Boulby Mine and Rutherford Appleton Laboratory as the
Figure 5.26: Automatically generated performance plots. The top left image shows a partial Gaussian fit to the SPE peak in module 9. ADC channel 230 corresponds to 0.0316 V. The top right image shows the results from partial Gaussian fits to the SPE signal in all modules over a one day period. The bottom image shows a partial Gaussian fit to the LED peak for module 42. The LED calibration was performed once a week to monitor any change in attenuation length of the scintillator. These plots were generated by an automated script and serve as a guide to any potential changes in the performance of the veto detector.
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Figure 5.27: Automatically generated performance plots. The lower image shows the fraction of events with a veto signal in coincidence with the trigger position as a function of the energy deposited. This is only a rough indication of the prompt event tagging efficiency due to effects such as triggering from $\beta$ radiation or the electroluminescence signal, which typically does not have a coincident event in the veto at the trigger point. The top image shows a spectrum of the pulse area in the veto sum channel for events triggered by the cosmic ray box. The events in this channel give the total energy deposited across the veto. As many of the modules are saturated by the large energy deposits which cause the cosmic ray box to trigger, the spectrum is distorted. The most important parameter calculated by the daily muon script is the trigger rate which is included in the graph title. As most of the events recorded by the cosmic ray trigger are large $\gamma$-rays, which leave energy deposits saturating several roof modules simultaneously, this value monitors part of the background spectrum experienced by the ZEPLIN-III detector as well as the muon flux. These plots were generated by an automated script and serve as a guide to any potential changes in the performance of the veto detector.
Figure 5.28: Automatically generated performance plots. These images show the trigger rate (in Hz) over a one day period. Each point is averaged over a 10 second period, this shows that the average trigger rate is \( \sim 0.5 \) Hz, as expected. The lower image shows a rate spike, of unknown origin, at around 3 a.m., these were occasionally seen through the science run and some particularly bad periods were excluded from the WIMP search data set using the information from the daily plots. These plots were generated by an automated script and serve as a guide to any potential changes in the performance of the veto detector.
connection is only 0.25 Mbps so the reduction from \( \sim 36 \) files per day to \( \sim 8 \) meant that transfer of data was feasible with the available connection if required. An extra timeline was also recorded in a spare DAq channel. This channel recorded a copy of the ZEPLIN-III trigger as an extra aid to data synchronisation. The performance of the synchronisation is discussed in Chapter 6.

5.1.6 ZEPLIN–III Neutron Shield

It is vital to shield dark matter detectors from any potential sources of neutrons. Single scatter neutrons, although rare, may mimic a dark matter signal and compromise the sensitivity of an instrument. Figures 7.1 and 7.2 show the neutron scattering cross-section in xenon. Given that the mean free path may be calculated using the cross section these plots show that the mean free path for thermal neutrons is \( \mathcal{O}(10 \text{ cm}) \). The mean free path of thermal neutrons in the shielding is 0.14 cm [281]. The ZEPLIN–III main neutron shield consists of 30 cm thick plastic with a high hydrogen content. Hydrogen is a good kinematic match to neutrons and will quickly thermalise any incident neutrons which may then be captured by either a hydrogen atom or the implanted gadolinium. The outer 15 cm consists of plastic scintillator to act as a veto for the main instrument, as discussed throughout this chapter. The inclusion of this veto at low cost required a modular design. The barrel consists of 32 trapezoid shaped sections of scintillator which are mounted on 32 sections of gadolinium loaded polypropylene. The modular design of the veto had several benefits in terms of rudimentary positional information, a multiplicity trigger capability and containment of any interference to individual modules. This modular design also required strict tolerances to prevent any air gaps between the sections which could lead to line of sight neutrons from the external environment reaching the target volume and contaminating the WIMP search data.

An additional 8 cm of shielding was produced by cannibalising the first science run shield. This bespoke shield was designed as a topless box to rest on stands inserted around the detector plinth. It was designed to be flush against the inner wall of lead shielding. Additionally a layer of extra shielding to cover the top of the detector was inserted above the polypropylene roof shield. Retrospective “dog-
Figure 5.29: Plots of the daily mean values of the veto performance over the second science run. The top image shows the evolution of the tagging fraction (all events at trigger position (red), >3 photoelectrons at trigger position (green) and >6 photoelectrons at trigger position (blue)). This image only includes datapoints from days where the instrument operated in its main triggering mode as the datapoints are generated automatically and may be skewed by changes in trigger mode. The bottom left image shows the daily rate of cosmic ray triggers over a period of the second science run. The bottom right image shows the mean trigger rate over a period of the second science run. As the datapoints are calculated by an automatic script this plot excludes days where the results have been skewed by changes in operation.
These images show the value of the synchronisation signal output by the trigger box and recorded with each event. The left image shows the synchronisation stamp performing properly. It increases over time until it reaches a maximum value then resets and begins again. The small gaps seen at 11 a.m. correspond to the daily break in the science run for cryogenic refilling and energy calibration. The plot on the right shows the same signal after several of the bits stopped functioning correctly. The synchronisation signal could not be used to match the ZEPLIN-III and veto events following this change, however this was spotted immediately in the daily performance plots and the synchronisation issue was quickly resolved with minimal impact to the science run data.

Figure 5.30
legging” (where the direct line of sight is blocked half way through by shifting part of the shielding around) was applied to the barrel sections by cutting a small recess in the side of each PMT cup hole of the passive gadolinium loaded shield sections and shifting each veto module around by 2 cm with respect to the passive shielding sections.

5.2 raVen

5.2.1 Introduction

The Reduction and Analysis of VEto sigNals (raVen) software package is responsible for reduction and analysis of the veto data. I designed and implemented raVen using a similar style to the ZEPLIN–III package ZE3RA for consistency. The software package also includes a user friendly event viewer designed to mimic the geometry of the instrument. The requirements set by the needs of the experiment are a package to accurately separate small signals from the noise, allowing the maximum possible vetoing capability. It was required to reduce large quantities of data quickly, and to output the parameters to data files using an appropriate format for the subsequent data analysis. The raVen software is implemented in C++ using class-oriented architecture which mimics the function stages of the instrument (pulse class, module class, event class etc.). The design allows additional tools to be added easily and configuration files to be developed to target specific analyses.

The raVen architecture is illustrated schematically in Figure 5.31. The classes include:

- **veto**: This class manages individual events. It is structured to match the veto detector layout as each instance contains 52 instances of veto_slab. It also holds the additional timelines from the ZEPLIN–III trigger, the ZEPLIN–III shaped sum, the LED trigger and the cosmic ray trigger as well as the veto sum channel which is created by raVen by summing the timelines together during processing.

- **veto_run**: This class inherits from veto and manages the reduction
templates and settings. This class also opens and closes raw veto DAq files and reduced data files.

- **veto_display**: This class inherits from `veto_run`. It layers the graphical user interface (GUI) with the classes managing analysis. This class may create configuration templates.

- **veto_batch**: This class inherits from `veto_run`. It controls large reductions including multiple files, allowing the reduced data to be output to either a single file or one file for each input file.

- **veto_slab**: This class stores and manages data from each DAq channel. This class contains a dynamic array of `veto_pulse` instances.

- **veto_pulse**: This class holds all the information related to each pulse detected on the veto timeline. The parameters are set according to the reduction template selected.

Figure 5.31: A schematic representation of the raVen software architecture. The arrows point in the direction of inheritance, each box is a class in the software.
The following sections contain an overview of the most relevant algorithms implemented in raVen and a review of its performance for the various tasks required for the second science run.

### 5.2.2 Pulse Finding Algorithms

Prior to searching the timeline for pulses the baseline must be parameterised. Although the intended offset is recorded by the DAq and read in by raVen, the baseline position was also calculated using the waveforms containing the PMT signals. Two different methods were used to calculate the baseline position. The first takes the average over the whole timeline after excluding regions which contain signals. This is achieved by calculating the average voltage along the timeline and its root mean square (RMS) and then excluding regions of the timeline which fall outside a threshold set in terms of the RMS. The initial calculation of the mean position and its RMS is performed as raVen reads in each timeline. As the majority of the timeline is free from signals this usually gives an accurate position for the baseline, however large pulses may skew the position slightly. This would lead to small errors in the pulse parameters, and so areas of the timeline which include pulses exceeding a threshold set in terms of the RMS are excluded from the next calculation. This was initially set to repeat until the RMS reached a selected value, however in practice it was found that three iterations was sufficient even with noisy timelines. The second method of baseline calculation involved monitoring the RMS as the waveform was read in by raVen and halting baseline calculations once the RMS begins to increase, indicating the presence of a signal. As the baseline recovery following a signal takes several microsecond this method assumes that there were no large pulses prior to the start of the recorded timeline. As such this method was complemented by calculations of the baseline for each individual pulse, working backwards along the horizontal portion of the timeline prior to each pulse.

To suppress high frequency noise, the data was boxcar averaged over $m$ bins. An example of the filter is shown in Figure 5.32.

Once the regions of the timelines containing pulses have been identified the
Figure 5.32: Examples of signals in the filtered buffer of raVen (blue) overlain with the original unfiltered buffer (black). The top image shows a typical signal and the bottom image shows a single photoelectron. In both cases the filter width is 0.3 μs.
parameters of each pulse are calculated. A pulse is identified as a region of timeline with $n$ consecutive samples above a threshold. Once the existence of a pulse has been established and a pulse object created the threshold is disregarded and the parameters of the pulse are calculated with respect to the baseline. An example of a pulse found by raVen is shown with some of the main parameterised indicated in Figure 5.33. The beginning of each pulse is estimated by searching backwards from the peak of the pulse for a change in gradient and extrapolating. The end position is found by assuming a flat baseline and a check is performed to confirm this. The pulse area is given by the sum of all baseline subtracted heights between the beginning and end of the pulse. Once each channel has been analysed individually a search is performed for coincident pulses. Once all timelines have been scanned the pulses are cross referenced for coincident energy deposits.

The voltages supplied to the PMTs were high enough to ensure single photoelectrons produced a pulse significantly above the noise level in each channel and the threshold was adjusted so that all genuine signals were detected. The ability of raVen to pick out small signals above the noise is demonstrated graphically in Figure 5.34. This also shows a comparison with an alternate method. The alternate method shown uses an MCA and Maestro pulse-finding software and was found to be consistent with the spectra obtained using the raVen software. The MCA is a peak finding ADC which uses a simple threshold to measure pulse height. The acquired spectrum was analysed using the second
Figure 5.34: As a sanity check a comparison of $^{137}$Cs calibration spectra acquired using a veto module attached to two different DAQs was obtained. The two methods of acquisition are a MCA with Maestro software (red) and the veto CAEN DAQ analysed by raVen software. The two methods were found to be consistent. The single photoelectron peak is clearly visible above the noise when analysed by raVen, however the MCA has not separate these small pulses from the noise as effectively.

The science run configuration file which uses an iterative method to cut out signals and find the baseline and a filterless scan of the buffer with a low threshold to find pulses. The figure shows some noise below the single photoelectron peak. The noise pickup is mostly from small fluctuations in the baseline following large energy deposits.

### 5.2.3 Output

The raVen software reads in ROOT files described in 5.1.3. These files are chained together for each run. The raw data is processed using the second science run configuration file and output as a ROOT file. The output files are typically 14 MB in size. The output file contains 4 branches:

- **run_info**: This branch contains information about the run read in directly from the raw DAQ file. It also stores the settings used to parameters the pulses.
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- **run_channel**: This branch contains information about each individual channel during the run.

- **events**: This branch contains information about each event. This branch also holds arrays of up to 10 pulses for each of the additional timelines. The trigger analysis is as in ZE3RA as this information is used for syncing.

- **batch pulses**: This branch contains the pulses from the 52 veto modules.

5.2.4 User interface

Figure 5.35 shows a veto event represented in raVen. The raVen graphical user interface (GUI) incorporates all the analysis framework and allows the user to view the timelines and the analysed parameters. The interface is coded using the cross-platform GUI toolkit FLTK (Fast Light ToolKit). As well as viewing events, this GUI allows for editing of the configuration file and initiating reductions. The detector schematic in the bottom right corner of the GUI consists of a series of buttons which display different timelines. The buttons change colour, following analysis, according to the nature of the information within the timeline. This alerts the user to timelines containing important information. The “view all” button creates a pop up window showing the timelines from all modules overlaid as shown in Figure 5.36.

5.2.5 Pulse Reconstruction

As the characteristic shape of veto pulses is well known for each DAq channel, it was possible to reconstruct saturated events beyond the maximum range of the DAq which is limited to 14 bits. The most effective reconstruction is given by the relation between pulse area and width and it was possible to reconstruct saturated pulses up to the point at which the PMTs saturate. The average PMT saturation point was 2.52 V. A reconstruction algorithm in raVen is used to predict the height and area of saturated pulses up to this point. The range of the DAq was extended by an additional 13% using this method.
5.2.6 Performance

The *raVen* software package was designed with careful attention to speed. Much of the data was reduced using a Mac mini with a batch of 4 days of science run data taking an average of 6 hours to reduce. The veto also has a dedicated data reduction machine. A typical batch of four days worth of science run data takes ∼8 hours to reduce on this machine. The *raVen* software package also detects and avoids file corruption. The most common form of corruption is data loss due to DAq overload. To avoid this the expected file configuration, read from the DAq, is compared to the actual configuration in each file. No second science run candidate events were lost to corruption.

The ability of *raVen* to discriminate between small energy deposits and noise was used to measure the quenching factor of the plastic scintillator used in the veto modules [309]. Spectra were acquired by the veto DAq using both an Am-Be and $^{252}$Cf source. A high threshold was set for triggering the DAq and the spectra contained the 2.2 MeV $\gamma$-ray peak from neutron capture onto hydrogen. This was used to set the energy scale and then the off trigger section of the timeline was searched for small energy deposits from nuclear recoils in the plastic scintillator. By matching the acquired spectra to simulations using the 2.2 MeV $\gamma$-ray peak a difference in the slope of the spectrum was observed at low energy due to nuclear quenching. This difference was also observed using MCA and maestro software but data reduced by *raVen* allowed an energy dependent quenching factor to be calculated as shown in Figures 5.37 and 5.38. I took a lead role in performing this experiment and I developed the technique which allowed the simultaneous recording of low energy neutron data and energy calibration, however the lead role in data analysis was taken by Lea Reichhart who was also the lead author of [309].

5.2.7 Conclusion

I was heavily involved in the commissioning of the ZEPLIN–III veto detector. Due to my involvement in so many aspects of the veto I was regarded by the collaboration as a key member required to be present for the assembly of the detector. After helping with the construction of the veto I developed
the calibration methods to parameterise the veto, wrote the reduction software and much of the analysis code used for the veto data. An additional analysis, measurements of the energy dependent quenching factor of the plastic scintillator, was made possible by the ability of the software I wrote to detect and accurately parameterise very small energy deposits. I took a lead role in setting up the experiment, acquiring the data and developing the analysis technique used.
Figure 5.35: This image shows a typical event recorded following a trigger from the cosmic ray box. The lower left text box shows information about the pulses found on this channel. This information includes a list of the pulses in other channels detected in prompt coincidence with this pulse. The buttons in the lower right hand box have changed colour to indicate the presence of noteworthy features on the timeline. The schematic display of buttons shows that this event was triggered by the cosmic ray box (the “Cosmic” button is green) but was not seen by ZEPLIN–III (the “Trigger” button and “Z3 sum” are not green). Some of the module buttons are red indicating very saturated pulses are present, some are blue indicating large pulses and most are yellow indicating the presence of smaller pulses. The labels on some of the module buttons have changed from black to white which indicates the presence of pulses in coincidence. The “Sum” button is dark indicating lots of energy was deposited in the veto during this event as the shade is determined by the total area of all pulses in this event. The “view all” button displays amplitude vs. time for all 52 PMTs in the veto, see Figure 5.36.
Figure 5.36: A typical output from the “Display All” button. The timelines from all 52 modules are shown simultaneously. This event shows two coincident energy deposits in adjacent modules at the prompt region of the timeline (in coincidence with the trigger). No delayed events above single photoelectron level are seen.
Figure 5.37: Simulations of energy deposits in a veto module from an Am-Be source. This simulation used an energy dependent nuclear quenching factor, $Q_i(E)$. The best fit using $\chi^2$ minimisation is shown by the red histogram and the best fit using a constant quenching factor is shown by the blue histogram [309].

Figure 5.38: Simulations of energy deposits in a veto module from a $^{252}$Cf source. This simulation used an energy dependent nuclear quenching factor, $Q_i(E)$. The best fit using $\chi^2$ minimisation is shown by the red histogram and the best fit using a constant quenching factor is shown by the blue histogram [309].
Chapter 6

Veto Detector Performance

6.1 Introduction

The primary function of this detector is to veto ZEPLIN-III background events. To achieve this requires firstly that each ZEPLIN-III event be correctly linked with the corresponding veto event, and secondly that any delays between the trigger time and energy deposits be carefully measured. The ZEPLIN–III veto detector operated in conjunction with ZEPLIN–III for the duration of the second science run lasting from the 24\textsuperscript{th} of June 2010 to the 7\textsuperscript{th} of May 2011. This chapter details the results from the veto over the second science run.

6.2 Event Synchronisation

A method of matching each ZEPLIN–III event with the corresponding veto event is required. Initially the synchronisation used a 32 bit digital stamp generated by a custom built synchronisation unit. Additional synchronisation methods were employed for redundancy. These additional methods comprised of daily synchronisation of the DAq clocks to the same time server and identical parameterisation of the ZEPLIN–III shaped sum channel which are recorded by both DAqs. As the event rate is \( \sim 0.5 \) Hz, the most effective method of synchronisation (after matching the synchronisation stamp) is the event time distribution as the clocks of the two DAq computers agree to within 4 ms when synchronised to the time server. If an event remains unsynchronised after examining the synchronisation stamp the next step is to examine the time
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distribution with respect to surrounding events and the absolute time. The final attempt at synchronisation, if these methods all fail, is provided by the parameterisation of the shaped sum channel. An example of the same shaped sum channel waveform recorded by each DAq is shown in Figure 6.1. Despite the difference in sampling rate (500 MHz for ZEPLIN–III and 10 MHz for the veto) the pulse parameters match to a high enough degree of accuracy to allow events to be synchronised using this method. It should be noted that as the veto maintained a 100% live time with respect to ZEPLIN–III [191] each ZEPLIN–III event does have a corresponding veto event.

The DAq clocks are both subject to \( O(\text{ms}) \) drifting with respect to each other over the 24 hour period between re-synching. Figure 6.2 shows the time difference between the time stamps from the two DAqs over several days of the second science run. An analysis program called ‘Vesync’ was created to synchronise the events off-line. This software is discussed extensively in [327]. This program synchronised 96% of the second science run “golden” events, shown graphically in Figure 6.3 to give a total of 97% synchronisation when additional synchronised events are taken into account. The selection requirements for the golden events are described in Section 8.4.1.1. The 3% of unsynchronised events remain in the golden data. No events were synchronised incorrectly. Although the waveforms from both DAqs were examined for some of the unsynchronised events, none lay in regions of particular interest (such as at low energies or in the region below the electron recoil band).

6.3 Event Tagging

The most important aspect of the veto is its ability to provide extra information about ZEPLIN–III events. Highly penetrating radiation such as \( \gamma \)-rays and neutrons may be observed by both instruments. The types of ZEPLIN–III events also observed by the veto fall into two categories; events in prompt coincidence with a ZEPLIN–III event and events with a delayed energy deposit in the veto. Hereafter these are referred to as prompt tags and delayed tags respectively. The delayed tags include intermediate steps such as the thermalisation of a neutron or
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Figure 6.1: Waveforms showing the shaped sum channel of ZEPLIN–III. The top image shows the high sensitivity (upper panel, “Z3 Trigger”) and low sensitivity (lower panel, “veto Trigger”) channels. The lower image shows the same waveform recorded by the veto DAq. Despite the 50 times higher sampling rate of the ZEPLIN–III DAq this image shows the pulses recorded are very similar. This is due to the long time constant of the pulse shaping with respect to the sampling rate of either DAq.
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Figure 6.2: The absolute time difference between the two DAq clocks over a period of second science run days between the 12th of September 2010 and the 10th of October 2010. The synchronisation of events by time was achieved by aligning the event distribution in time in each data stream and the absolute time was used as a guide. Each X-axis division represents $5 \times 10^5$ seconds.

Figure 6.3: The automatic synchronisation of the two data streams for the second science run golden data set. The black histogram shows the number of golden events on each day and the red histogram shows how many of those were automatically synchronised by ‘Vesync.’
the decay time of an excited state. Prompt tags generally have no intermediate stage and the time between the signals observed in the two detectors is small due to the high velocity of the radiation. The maximum delay for a prompt tag of relativistic radiation due to distance is $\sim 4$ ns. This is too short to be resolved considering the sampling rate of either DAq. In practice a short “prompt window” was adopted as the alignment of the prompt position between the two data streams was found to vary slightly due to the resolution of the veto DAq. The conditions for the two veto tags applied in the SSR are given below:

- **SSR prompt tag:** This uses a threshold of 2 photoelectrons across the whole veto within $\pm 0.2$ $\mu$s of the trigger point.

- **SSR delayed tag:** This uses a threshold of 10 photoelectrons across the whole veto from 0.2 $\mu$s to 70 $\mu$s from the trigger point. The minimum number of modules with coincident energy deposits was 1, as with the prompt tagging.

Figure 6.4 illustrates the veto tagging. Figure 6.5 shows the fraction of prompt events as a function of the maximum delay allowed. This shows the appropriate prompt window is $\pm 0.2$ $\mu$s about the trigger point[191]. The rate of prompt signals to background events is shown in Figure 6.6, the rate of background signals gives the accidental tagging fraction. The accidental tagging fraction is an estimate of the background that falls within the tagging window. Since there is a rate of background events it is inevitable that some of these will fall into a tagging window causing a ZEPLIN–III event to be associated with an unrelated veto event. To compensate for this the average rate of background events is measured and compared to the total rate of tagging to calculate the expected accidental tagging fraction. Figure 6.7 shows the accidental tagging fraction as a function of the threshold calculated using the measured background event rate shown in Figure 6.8. To minimise the accidental tagging fraction whilst maintaining a high tagging efficiency for prompt events a 2 photoelectron threshold was chosen. The direct measurement shown in Figures 6.5 and 6.6 both agree with the prediction, show in Figure 6.7 of a $\sim 0.4\%$ accidental tagging fraction with this threshold and prompt window. The exact measurements given by the data used in Figure 6.6 show an accidental tagging fraction of $(0.43 \pm 0.01)\%$[191].
Figure 6.4: This uses an example of an event in a veto module to illustrate the veto tagging. The example timeline is shown with boxes showing the tagging regions. The prompt window shown is ±4 µs and the threshold above the baseline is 5 photoelectrons, as such the pulse shown would be tagged as being in prompt coincidence. The larger box shows the delayed tagging window. This example extends for 220 µs following the prompt window. To reduce the chances of accidental tagging due to the larger extent of the window the delayed threshold is typically larger than the prompt window, as such the small delayed event indicated would not generate a delayed tag. The example shown here is set at 25 photoelectrons. The thresholds here are not those used in the SSR but are larger for clarity.
Figure 6.5: The prompt tagging efficiency of the veto as a function of the size of the prompt window for a 2 photoelectron threshold measured from second science run data. The inset image shows a close up of the turnover point where the acceptance window has accepted all prompt tags and increasing the window further only increases the tagging slightly by allowing more accidental tags. Extrapolating back from the increase in tagging due to accidental coincidences gives a measurement of the accidental tagging fraction [191].
6.3. Event Tagging

Figure 6.6: The start position of pulses of 2 or more photoelectrons seen in the whole veto when triggered by ZEPLIN–III. This is measured from test data 3 days prior to the commencement of the second science run. A close up of the prompt position is shown inset. The difference between the number of signals in prompt coincidence and the number of background events (i.e. not in channels 176-179) gives the accidental tagging fraction. This is 0.4% for this data.

Figure 6.7: The accidental tagging fraction in the veto as a function of threshold for a 0.4 µs prompt window. This is calculated using the background rate shown in Figure 6.8 by \( f_a = 1 - \exp^{-r \times w_p} \) where \( f_a \) is the accidental tagging fraction, \( r \) is the background rate and \( w_p \) is the size of the prompt window. The width of the band represents 1σ error bars [191].
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Figure 6.8: The background rate measured across the full veto array. The 3 main components which combine to produce the observed rate are illustrated. At low threshold the rate is dominated by single photoelectrons (SPE). At intermediate threshold the rate is dominated by the internal background generated by the PMT such as $\beta$ emission from $^{40}$K in the glass. Above $\sim$20 photoelectrons the external background begins to dominate the rate [191].
6.3.1 Prompt Tagging

The prompt tags in the science run data are expected to be generated almost exclusively by $\gamma$-rays. This is the only type of radiation expected to be present in the science run data which is penetrative enough to leave a signal in both detectors. Other types of event could trigger ZEPLIN–III then emit a prompt $\gamma$-ray which is subsequently detected by the veto, such as $(\beta, \gamma)$ from the decay of $^{214}$Pb, but these type of events are relatively rare. The main purpose of the prompt tag is to veto an event as a potential WIMP candidate and so the origin of any vetoed event is irrelevant to the primary purpose of the instrument. Figure 6.9 shows the prompt tagging efficiency of the veto measured from the second science run data. The data selected are golden events which deposit less than 100 keV$_{ee}$ in the ZEPLIN–III target. To qualify as a prompt tag the signal in the veto must fall within the $\pm 0.2 \mu s$ prompt window around the primary scintillation signal observed by ZEPLIN–III and include at least 2 photoelectrons distributed across the veto. The prompt tagging efficiency of the veto is $(28.1 \pm 0.2)\%$. This measured value is in excellent agreement with Monte Carlo simulations presented in [27]. The simulated result suggests a tagging of $(27.0 \pm 0.6)\%$ which increases to $(27.4 \pm 0.6)\%$ when the accidental coincidence fraction is accounted for [191].

The prompt tagging was also explored as a function of the energy deposit in the ZEPLIN–III target. Figure 6.10 shows the differential rate of background events observed by ZEPLIN–III between 0 and 200 keV$_{ee}$. The prompt tagging fraction remains constant as a function of ZEPIN-III energy in the region of interest. In addition to providing background rejection the $\gamma$-ray tagging ability of the veto provides an unbiased sample of background events for detector characterisation in a blind analysis. It also provides an independent estimate of the $\gamma$-ray background in the xenon target which is especially important at low energies due to the finite discrimination power of the detector. Any discrepancy between the predicted and observed $\gamma$-ray background, or any significant excursions from the mean rate as a function of energy, could indicate that electron recoil backgrounds have a significant $\beta$ contribution. Figure 6.11 shows the veto energy spectrum of the prompt tags (i.e energy deposited in the veto). As expected, this spectrum is featureless with a similar form to the background event rate observed in the veto.
Figure 6.9: The prompt tagging efficiency of the veto as a function of threshold for ZEPLIN–III events depositing less than 100 keV$_{ee}$ in the target. This was measured from the second science run data and uses a 0.4 µs window and a 2 photoelectron threshold (distributed across the whole veto). The black curve shows the results from the golden events and the red curve shows the results following a fiducial cut ($z = 28.4$ mm, $r = 140$ mm) of the golden events [191].
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6.3.2 Delayed Tagging

The most important aspect of the veto is its ability to tag neutron events. The veto provides ZEPLIN–III with the ability to discriminate between nuclear recoils due to WIMP interactions and nuclear recoils due to single scatter neutron interactions. These events would otherwise be indistinguishable and as such represent a serious threat to the detectors WIMP sensitivity. This discrimination power was measured using neutron calibration data. This measurement was performed during the nuclear recoil band calibration using an AmBe source described in Section 8.2.2. The fraction of neutron events, observed in the fiducial volume of ZEPLIN–III, which deposit energy in the veto gives the tagging efficiency. The results from Monte Carlo simulations which were used to predict the neutron tagging efficiency are shown in Figure 6.12 [27]. These simulations do not take into account background events which may lead to accidental coincidences and represent the limit of the detector’s neutron vetoing efficiency.

To achieve the best tagging-efficiency to accidental-tagging ratio, several factors must be considered. As neutron capture is most likely to be on one of the gadolinium isotopes, the number of coincident energy deposits in different modules provides some discrimination power. Figure 6.13 shows the multiplicity dependence of the prompt and delayed event tagging. This figure shows that the number of modules with coincident deposits in other modules has a strong dependence on the event type. As neutron capture may lead to the emission of several γ-rays it is much more likely that several modules will observe a ZEPLIN–III neutron event in coincidence.

A significantly larger acceptance window must be used for the delayed event tagging, as demonstrated by the neutron capture time distribution shown in Figure 5.5. As such, the background rate above the chosen threshold, shown in Figure 6.8 must be taken into account when considering an appropriate window size to avoid significant accidental coincidences. A 70 µs acceptance window for delayed tagging was selected for the second science run. The window follows
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Figure 6.10: The differential background rate (black line) as a function of energy deposited in the ZEPLIN–III target. Also shown are the differential rate of prompt tags (blue line) and the differential rate of delayed tags (red line). Both of these tagging rates remain a constant fraction of the background as a function of energy in the region of interest. The delayed tagging rate is consistent with accidentally coincident delayed tags due to the unrelated background seen by the veto detector. The vertical line represents the approximate upper boundary of the WIMP acceptance region [191].
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Figure 6.11: The spectrum of prompt tagged energy deposits in the veto. This spectrum shows no unexpected features, the increase beyond 65 photoelectrons is due to saturated events which would extend beyond the range of the veto DAq.

Figure 6.12: Results Monte Carlo simulations of single scatter neutron events in the ZEPLIN–III fiducial volume as a function of energy deposited in the veto [27].
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Figure 6.13: A comparison of the tagging fractions of prompt and delayed events as a function of the number of veto modules observing the event (the multiplicity). These were measured from background (with a 2 photoelectron threshold) and neutron calibration data (with a 9 photoelectron threshold) respectively. Neutron capture on gadolinium may release multiple γ-rays which can be detected in several different veto modules. This provides a rudimentary form of discrimination between event types [191].

immediately after the prompt tagging window, and so the neutron tagging is actually a combination of a 0.4 µs prompt tagging window plus a 69.6 µs delayed tagging window. As neutrons have a lifetime of 10.7 µs within the veto, this window accepts 99.86% of single scatter neutrons from the fiducial volume of ZEPLIN–III [191]. Note that although the window accepts this high fraction other efficiencies must be accounted for to calculate the total number observed by the veto.

The veto neutron tagging efficiency, measured during neutron calibration, is shown as a function of the energy deposited in the veto in Figure 6.14. Only single scatter neutrons within ±2σ of the mean of the nuclear recoil band in the energy range 2 to 20 keV$_{ee}$ were selected. The selected neutrons are shown in Figure 6.15. The multiplicity dependence of the neutron tagging is shown for two different energy thresholds in Figure 6.16. The neutron tagging efficiency has a stronger dependence on energy threshold than on multiplicity threshold, hence a lower multiplicity threshold with a higher energy threshold combine to provide an overall higher neutron tagging efficiency. The main benefit of using a
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Multiplicity threshold is the reduction in the accidental coincidence rate as a \( \pm 0.2 \) \( \mu \)s coincidence window is used to relate coincident pulses. This is confirmed by Figure 6.13 which shows a weaker dependence on multiplicity for \( \gamma \)-ray events. A 10 photoelectron threshold across the veto with no minimum multiplicity requirement was selected for the second science run. This gives a total neutron tagging efficiency of \((60.5 \pm 0.5)\%\) with less than a 1\% accidental delayed tagging rate\[191\]. The accidental tagging of prompt pulses and delayed pulses are so similar due to the varying affects of window size and threshold, as the threshold is low for prompt pulses the rate per sample is high, but the number of samples included in the window is low. Similarly for the delayed events the threshold is much higher so the rate per sample is very low, however many more samples are included. The total tagging efficiency comprises of \((58.8 \pm 0.5)\%\) measured by delayed tagging during neutron calibration plus an additional \((1.7\pm0.1)\%\) from an extrapolation into the prompt window by considering the characteristic neutron capture time. A direct measurement of the neutron tagging in the prompt window was not feasible using an AmBe calibration source as high energy \( \gamma \)-rays emitted in coincidence with the emitted neutron in the Be(\( \alpha \),n) reaction may be detected in the prompt window. The simulated result shown in Figure 6.17 predicts a total neutron tagging efficiency of \((60.7 \pm 0.1)\%\) which is in excellent agreement with this measurement. The losses are accounted for by the veto coverage \((3\pi)\) and the veto \( \gamma \)-ray detection efficiency.

After event synchronisation the science run data are assessed for veto coincidences. As the background data is dominated by \( \gamma \)-ray events, the prompt tagging is assessed first. This reduces the population to which the delayed tag is then applied by the prompt tagging fraction. The delayed tagging is then assessed. As no population of delayed events is expected in the background data the delayed tagging criteria (threshold size, module multiplicity and acceptance window) were selected to give a total accidental vetoing rate below 1\%.

The accidental tagging of prompt events is 0.43\% and the accidental tagging of delayed events for the selected criteria is 0.83\%, although this is reduced by the tagging of prompt events by 28\%. Summing these 2 contributions gives the accidental tagging for the second science run background events as \( \sim 0.98\% \).
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Figure 6.14: The neutron tagging efficiency of the veto as a function of energy deposited in the veto. Measured using single scatter neutrons within $\pm 2\sigma$ of the nuclear recoil band mean between 2 and 20 keV$_{ee}$ as shown in Figure 6.15. The sharp turn up at lower thresholds is in line with expectations of accidental tagging due to the increased in event rate.

Figure 6.15: A density plot of events from a nuclear recoil band calibration with an AmBe source. The mean of the nuclear recoil band is indicated by the dashed line and the $\pm 2\sigma$ error limits are indicated with red lines. Single scatter events from the fiducial volume within these limits are selected for analysis of the response of the veto to neutrons. These are the neutrons selected for the analysis presented in [191].
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The neutron tagging efficiency of the veto as a function of multiplicity for two different energy thresholds. This shows that an energy threshold is more effective than a multiplicity threshold, for example a requirement of a minimum multiplicity of 2 modules with a 3 photoelectron threshold gives a lower tagging efficiency than a 10 photoelectron threshold with a minimum multiplicity on 1 module.

The accidental tagging rate for WIMPs, which would not interact with both detectors, is given by the sum of the 2 accidental tagging rates without any reduction in the delayed tagging exposure. With the thresholds and windows selected for the second science run data the accidental WIMP vetoing is $\sim 1.3\%$ [191]. The differential rate of these events is shown in Figure 6.10. This confirms the expected accidental delayed tagging rate for background events assuming that no significant delayed event population is present in the data.

As previous mentioned, the neutron tagging capability of the veto is due to its sensitivity to $\gamma$-rays emitted following neutron capture. As such no significant dependence on the neutron energy is expected to be observed in the tagging efficiency at the low energies of interest to WIMP searches. An energy dependence may be manifest at very high energies due to the decrease in the thermalisation and capture rate of these neutrons, see Figure 5.3. Figure 6.17 shows the veto neutron tagging efficiency as a function of the energy deposited by the neutron. Figure 6.16 shows that an energy dependent threshold is more effective than a multiplicity threshold for vetoing neutron events from the fiducial volume of
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Figure 6.17: The neutron tagging efficiency of the veto as a function of the energy deposited in the ZEPLIN–III fiducial volume by the neutron. The efficiency remains constant as a function of energy as the neutrons are detected via the emission of $\gamma$-ray/s emitted after neutron capture following thermalisation [191].

ZEPLIN–III. This justifies the minimum multiplicity requirement of only a single module.

6.4 Diagnostics Using the Veto Data

The veto provides an invaluable diagnostic tool for analysis of the second science run data. ZEPLIN–III events with a veto event in prompt coincidence could be analysed during the science run without compromising the blind WIMP analysis to be conducted at the conclusion of data taking. This provided over a quarter of the background data for analysis. Previously a blind analysis was conducted by selecting 10% of the science data [254]. This method not only reduced the exposure but also risked prejudicing the WIMP search. This method using vetoed data only reduces the WIMP exposure by the accidental coincidence rate for prompt tags, which is very low. The data was used to characterise the background experienced by the instrument and check for any unusual event topologies which may compromise the WIMP sensitivity. The analysis software could also be trained using real background data without compromising the WIMP sensitivity.
One example of where this was useful is a population of background events interacting at the very top of the liquid xenon. For this type of event the S1 signal overlaps with the S2 signal and may be inseparable, an example is shown in Figure 6.18. Most of these events are rejected due to the lack of an S1 signal but some are accidentally associated with an unrelated pulse prior to the event. The veto detected large energy deposits in coincidence with the start of the S2 signal for $\sim \frac{1}{3}$ of these events. With a significant proportion of this population to analyse the analysis software could be trained to recognise these signals and cut them from the WIMP search data set. The veto is also able to detect 28% of multiple scintillation single ionisation (MSSI) events. These events are particularly dangerous and are discussed further in Section 8.4.1.2.

6.4.1 Position Dependence

The tagging efficiency of the science run background may be calculated as a function of position. Due to the geometry of the veto (i.e. $< 4\pi$ st coverage), the tagging efficiency will not be uniform for events across the ZEPLIN–III fiducial volume. Also events closer to the edge of the xenon have a longer average path length through the barrel sections of the veto and are therefore more likely to be observed. Cylindrical co-ordinates are appropriate to describe the ZEPLIN–III fiducial volume and the position dependence of the tagging efficiency is shown as a function of the depth co-ordinate and of the radial co-ordinate in Figure 6.19. This plot divides the fiducial volume up into slices and shows the tagging efficiency averaged across each slice. As may be expected from considering the geometry of the instrument, the strongest dependence is due to the drift time where the tagging efficiency decreases with increasing depth. There is also a slight dependence on the radial position of the initial energy deposit with the highest tagging efficiency coming from the outer part of the target. As the veto only covers $\sim 3\pi$, and the least amount of intervening material between the two sensitive volumes is found near the center of the veto roof, an increase in depth also gives an increase in the mean solid angle which is not covered by the veto and similarly with decreasing radius. Due to this gap in the veto, if the veto is considered as two detectors, the barrel modules should be sensitive to the position of the event whereas the roof modules should be less sensitive as the solid angle...
6.4. Diagnostics Using the Veto Data

Figure 6.18: An example of an event interacting at the surface of the liquid xenon seen in ZEPLIN–III (top image). The S1 signal is buried within the S2 signal however this event was also detected by the veto (bottom image). The arrow shows the alignment of the timelines. The smaller S1 event is lined up in time with the large veto signal.
6.5 Muon Events

The ZEPLIN–III veto data was searched for muon events. Utilising the cosmic ray trigger feature a total of $1.2 \times 10^6$ candidate events were selected for further analysis. An example of a muon event is shown in Figures 6.22 and 6.23. A spectrum of the total (sum channel) area of the veto pulse, shown in Figure 6.24, shows 2 populations of events. The absence of lower energy events is due to the hardware threshold set on the cosmic ray trigger box. Due to saturation effects

changes little with radius (averaged over $2\pi$) and very little with depth.

To confirm this, the depth and radial dependencies may also be split into the component from the barrel and the component from the roof. The depth dependence is shown separately for the roof modules and barrel modules in Figure 6.20. This indicates that the depth dependence of the background tagging efficiency is dominated by the barrel sections. Figure 6.21 shows a similar result for the radial dependence of the background tagging efficiency.

Figure 6.19: The positional dependence of the background event tagging for the whole veto. The left image shows the efficiency as a function of radius for the full height of the fiducial volume and the right image shows the efficiency as a function of depth for the full fiducial radius. The fiducial volume is divided up into slices and the average tagging efficiency for each slice is shown.
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Figure 6.20: The tagging efficiency of the veto as a function of depth (drift time in the fiducial volume of ZEPLIN–III). The left image shows the tagging efficiency of the barrel modules and the right image shows the tagging efficiency of the roof modules. As expected the change in the solid angle of area with no sensitive detector effects the barrel modules more than the roof modules.

Figure 6.21: The tagging efficiency of the veto as a function of radius from the center of the fiducial volume of ZEPLIN–III. The left image shows the tagging efficiency of the barrel modules and the right image shows the tagging efficiency of the roof modules. As expected the change in the solid angle of area with no sensitive detector effects the barrel modules more than the roof modules.
the energy resolution of the veto falls with increasing energy deposited. At higher energies the area of the sum channel pulse is strongly dependent on the number of modules that are hit by the muon and its particle shower as each module hit it typically saturated. Figure 6.25 shows the area as a function of the number of saturated modules. In addition to genuine muon events the cosmic ray box may also be triggered by high energy $\gamma$-rays. These background events typically deposit energy in two of the roof modules and, despite saturating both modules, produce a much smaller sum channel signal than muon events. A threshold was applied to the size of the sum channel signal to separate the two populations of events. Figure 6.24 shows a break in the spectrum at $\sim 1.2 \times 10^6$ ADC channels $\times 100$ ns (corresponding to 1.65 V ns). There are 8271 events above this threshold. Accounting for the live time and the area of the roof this corresponds to $18.8 \pm 0.2$ muons day$^{-1}$ m$^{-2}$ above this threshold.

Previous measurements of the muon rate in this laboratory have been made using ZEPLIN-I [314] and ZEPLIN-II [52]. The muon rates were measured as $(4.09 \pm 0.15) \times 10^{-8}$ cm$^{-2}$ s$^{-1}$ and $(3.79 \pm 0.04\text{(stat)} \pm 0.11\text{(syst)}) \times 10^{-8}$ cm$^{-2}$ s$^{-1}$, respectively. The measurement in this analysis corresponds to $(2.18 \pm 0.02) \times 10^{-8}$ muons cm$^{-2}$ s$^{-1}$. However, this measurement uses a threshold which excludes lower energy events. Simulations of the muon spectrum suggest that the spectrum is approximately flat at lower energies. Figure 6.26 shows a simulated neutron spectrum from Reference [261]. If, for example, a flat spectrum is assumed form the muon event threshold then an additional $\sim 6000$ events would be added to the total number of events. This would increase the rate to $3.76 \times 10^{-8}$ muons cm$^{-2}$ s$^{-1}$.

The variation of the muon flux was also investigated. Figure 6.27 shows the monthly average rate of muon triggers for events over several different thresholds. No significant variation in the muon rate was detected.

Many of the muon events are followed by delayed events. Figure 6.28 shows the proportion of events with large delayed events in the veto. The delay between the muon and the first large event is shown in Figure 6.29. This plot shows the number of events falls off exponentially with time following the muon. This
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Figure 6.22: An example of a muon event recorded by the veto. This event also triggered ZEPLIN-III. The top image shows the veto sum channel. The lower image shows the time lines from all of the 52 veto modules. The muon has saturated each module at the trigger point and several delayed events can also be seen later in the timelines. Some of the delayed events are coincident in several modules. Figure 6.23 shows some timelines for individual channels for this event.
Figure 6.23: An example of a muon event recorded by the veto. The upper image shows the ZEPLIN-III shaped sum channel recorded for 320 $\mu$s by the veto DAq. The S2 signal from a delayed event in ZEPLIN-III can be seen at sample 1300. The central image shows the timeline recorded by module 21, a delayed event can be seen approximately 100 $\mu$s after the muon. The lower image shows the timeline recorded by module 46, again delayed events can be seen.
could be caused by activation of a relatively long lived isotope or the time taken to thermalise and capture muon induced neutrons. The rate of muon induced neutrons has been measured using ZEPLIN–II \cite{52}.

The results presented here show the ability of plastic scintillator to measure the muon flux. Due to its primary use as a veto the system was optimised for low energy events and therefore energy resolution was limited for high energy events. In a dedicated search energy resolution could be recovered somewhat by adjusting the PMT voltages. Due to the modular nature of the veto and the presence of the gadolinium loaded polypropylene this instrument could be used to study the muon induced neutron rate in lead. The expected accidental coincidence rate of large prompt energy deposits in multiple modules is low enough to ensure a reasonable discrimination factor between neutrons and $\gamma$-rays.
Figure 6.25: A density plot showing the area of the veto sum channel pulse against the number of saturated modules. The majority of events are $\gamma$-rays which trigger the cosmic ray box by saturating two roof modules in coincidence. At higher energies the energy resolution is limited by the maximum rage of the veto DAq since the muon and its associated particle shower usually saturate each module hit. The colours represent density, the red shows that the majority of events saturate few modules and have relatively small sum channel pulses. The red events are probably $\gamma$-rays.
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Figure 6.26: The spectrum of 2 TeV muons after crossing 3 km w.e. of standard rock (Z=11, A=22, \( \rho=2.65 \text{ g/cm}^3 \)) simulated using three different software packages [261]. References to the codes listed inset are: [44], [16] and [74, 176], from top to bottom.
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Figure 6.27: The average monthly rate of cosmic ray box triggers shown for several different sum channel pulse thresholds. The threshold unit is ADC channels · 0.1 µs, which is 0.137 V · ns.

Figure 6.28: The proportion of events with a large (>20 photoelectrons) delayed event in the veto (black). A distinct change in gradient can be seen at the threshold. This plot also shows the proportion of these events also seen by ZEPLIN–III (red). This shows that the threshold for selecting muon events is effective (demonstrated by the change in gradient), and that the number of events also observed by ZEPLIN–III is not energy dependent.
6.6 Exotic Dark Matter Detection

6.6.1 Introduction

Whilst most direct dark matter searches focus on elastic scattering off nuclei, it may also be possible for dark matter to scatter inelastically. Inelastic scattering may leave the dark matter particle in an excited state. If the dark matter has a magnetic dipole moment, it is possible that particles in an excited state may decay to the ground state via emission of a photon. This exotic form of dark matter was first postulated in [116]. The magnetic dipole interaction could arise from either conventional magnetism or a hypothetical dark force. This form of dark matter could explain the DAMA signal which has not been observed by other experiments. This experiment has observed an annual modulation signal, with the expected phase for WIMP-nucleon interactions, for over a decade [82]. The lack of conformation by other experiments suggests that this signal is not due to conventional spin-independent elastic scattering of WIMPs off atomic nuclei, however, dark matter interpretations of the modulation signal are still possible. The DAMA experiment uses an iodine target. The relatively large dipole moment of iodine, combined with its high mass, make it much more sensitive to interactions with a magnetic dipole than target materials such as germanium, due to its enhanced dipole-dipole scattering. Figure 6.30 shows the

Figure 6.29: The delay between the muon event and the first delayed event in the veto above 20 photoelectrons.
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Figure 6.30: The weighted-atomic mass and weighted-magnetic dipole moment of several common target materials. C, O and Ar have been shifted slightly so as not to overlay each other [116].

Weighted magnetic dipole moment:

\[
\bar{\mu} = \left( \sum_{\text{isotope}} f_i \mu_i^2 \left( \frac{S_i + 1}{S_i} \right) \right)^{1/2}
\]

as a function of weighted-atomic mass for several common targets. In Equation 6.1, \(f_i\) is the elemental abundance, \(\mu_i\) is the nuclear magnetic moment and \(S_i\) is the spin of each isotope \(i\). Figure 6.30 indicates that xenon has a reasonable sensitivity to dipole interactions, although this is subdominant to the velocity-suppressed interaction with the charge of the nucleus.

This section describes a search of the SSR data for this form of dark matter. The method used involves searching the veto data for the delayed photons following ZEPLIN–III events occurring near the mean of the neutron recoil band. If a large enough signal were present, then this would be seen as an excess of events at short time intervals overlaid on top of a flat background due to accidental coincidences. There are possible interfering effects which must be taken into
account, such as signals from neutron events or possible signals from $^{85}$Kr decays.

### 6.6.2 Particle properties

Strict limits have been placed on the potential coupling of dark matter particles with the electromagnetic field [332]. These models assume that the dark matter particle is a Dirac fermion, as single-photon couplings through electron dipoles do not exist for Majorana fermions [247]. If however the dark matter does consist of Majorana fermions, then an off-diagonal coupling to the electromagnetic field may be natural [382, 153]. The ground state of this particle constitutes the dark matter, and transitions to excited states could be mediated by a dipole interaction [116]. The scattering rate, as a function of recoil energy $E_R$, of interest to direct dark matter searches is given by:

$$\frac{d\sigma}{dE_R} = \frac{d\sigma_{DD}}{dE_R} + \frac{d\sigma_{DZ}}{dE_R}$$  \hspace{1cm} (6.2)$$

where $\sigma_{DD}$ is the dipole interaction cross-section and $\sigma_{DZ}$ is the velocity-suppressed interaction cross-section with the charge of the nucleus. These vary as $\propto \mu^2$ and $\propto Z^2v^2$, respectively, and are given in full in Reference [116].

Figure 6.31 shows an example of the scattering rate of magnetic inelastic WIMPs off xenon from Reference [257]. In this example, the mass splitting between the states is 123 keV. The lifetime of the excited state may be calculated by:

$$\tau = \frac{\pi}{\mu^2}$$  \hspace{1cm} (6.3)$$

where $\delta = m_{\chi^*} - m_{\chi}$ is the mass splitting of the excited state and $\mu_{\chi}$ is the dipole moment of the WIMP. In this example, with a mass splitting of $\delta = 123$ keV, if the dipole moment is $6.2 \times 10^{-3} \mu_N$ then $\tau = 1.2 \mu s$. Considering the sampling rate of the veto DAq (0.1 $\mu$s) a decay curve with this lifetime could be resolved. Furthermore, given the expected velocity of a WIMP, the average length travelled during this lifetime for a standard halo model WIMP is $\sim 35$ cm and so the excited WIMP is expected to decay in the region of the detector. Thus events matching this hypothesis can be searched for, and a sensitivity to
Figure 6.31: The differential scattering rate (counts per day per kg) for a 70 GeV/c² magnetic inelasticity WIMP scattering off xenon using an approximation for the form factor. Obtained from Reference [257].

6.6.3 ZEPLIN–III Efficiency

The efficiencies of the ZEPLIN–III and veto detectors for detecting this form of dark matter are required to set limits on the interaction cross-section. To calculate the veto efficiency for detecting the delayed de-excitation γ-ray I used Monte Carlo simulations. A different simulation was required for each different particle. Firstly a simulation was used to calculate the expected recoil spectrum of WIMPs, given the standard WIMP spectrum expected at Earth over the period of the SSR as an input. As the nuclear magnetic dipole form factor required for an accurate analysis is not well known, an approximation was used. The initial program was supplied by Dr. Alex Murphy and was modified for each particle simulated. To calculate the efficiency of the veto to the decay radiation, given a magnetic inelastic WIMP interaction within the fiducial volume, I created and added custom particles to Geant4 [16] with the appropriate properties and decay
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Figure 6.32: The efficiency of detection of the de-excitation $\gamma$-ray by the veto shown as a function of the dipole magnitude. The plot shows results for several different recoil spectra. The black line uses a WIMP recoil spectrum which peaks at 10 keV, the red peaks at 16 keV, the green peaks at 30 keV and the blue peaks at 50 keV. In all cases the splitting of the mass states was 80 keV.

tables. The calculated recoil spectrum was used as the input for simulations using accurate detector geometry down to the component level. The efficiency depends on the energy of the $\gamma$-ray emitted, the recoil velocity of the excited WIMP and the magnitude of the magnetic dipole. To investigate the effect of the approximation of the recoil velocity on the veto efficiency, several simulations were produced which covered some of the parameter space.

It was determined that the recoil velocity spectrum shape influences the veto efficiency to a lesser extent than other considerations. Figure 6.32 shows plots for several different recoil spectra and dipole magnitudes. Simulations covering 4 different recoil spectra, 3 different magnetic dipole moment magnitudes and 7 different mass splittings, ranging from 80 keV to 140 keV, were performed. Typically the peak efficiency is $\mathcal{O}(10\%)$, which suggests that the instrument is reasonably sensitive to magnetic inelastic dark matter via detection of the de-excitation $\gamma$-rays.
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6.6.4 Results and Summary

The simulations indicate the veto has a reasonable efficiency for detection of the de-excitation $\gamma$-ray emitted by excited magnetic inelastic WIMPs scattering in the ZEPLIN–III fiducial volume. If the nuclear magnetic dipole form factor was accurately measured, then the ZEPLIN–III SSR data could be used to set limits on the interaction cross-section. A search of the SSR data for delayed veto hits was performed for ZEPLIN–III events near the nuclear recoil band. No excess of events was seen at short delay times.

There are 2 expected backgrounds which must be considered for this search. The $^{85}$Kr background is negligible, considering the measurement presented in Section 7.2.2.3 and the discrimination power of ZEPLIN–III. The background from neutrons is also expected to be negligible, given the use of radiopure materials and shielding. Also, as the $\gamma$-rays emitted by neutron capture have much higher energies than the mass splittings considered, then in principle a population of neutrons could be separated from a population of delayed events caused by de-excitation of magnetic inelastic dark matter. For a large enough population, the time scale of the delayed events may also be used to discriminate against neutrons.

There are two different techniques which may be used to reveal a population of magnetic inelastic WIMPs in the data. As the parameter space is large, the time scale for decay of the excited magnetic inelastic WIMP is broad. If a population of these events were present in the data then they could be revealed by measuring the distribution of the time delays between the ZEPLIN–III nuclear recoils and the energy deposits in the veto. An exponential decay curve could be overlaid onto the flat background of accidental coincidences, to reveal the number of events present and the lifetime of the excited state. Alternately, as the number of expected accidental coincidence can be measured, the number of delayed events occurring within a given time window may be compared to the background expectation to obtain a limit on the number of signal events. This latter, more simple technique, can also be used to produce limits on the number of events in the absence of a clear signal.
The results of simulations for magnetic inelastic WIMP masses of 50, 70, 100 and 140 GeV/c\(^2\) are shown in Tables A.3, A.4, A.5 and A.6 respectively. These tables show the results of analyses to determine the limits on the number of signal events. Although the events at short delay times are in line with background, both methods were attempted as an exercise. A maximum likelihood fit to the decay curve gave poor results, as expected, as the data do not show a curve. The ROOT class TRolke [135] was used to obtain limits by counting the total number of events present and comparing to the expected background. This method assumes a Gaussian error in the uncertainty of the background estimate and in the uncertainty in the efficiency. This class uses the Profile Likelihood Ratio method [26, 315, 92], as outlined in Section 8.4.2. Results from Profile Likelihood Ratio fits to all the different types of magnetic inelastic WIMPs considered are shown in Tables A.3, A.4, A.5 and A.6. The number of events typically produced by the fit was \(\sim 0\), however the error was relatively large.

The veto efficiency has some dependence on the form factor, as this effects the form of magnetic inelastic WIMP recoil spectrum. Given accurate calculations of the interaction rate and the veto efficiency it would be possible to set limits on the interaction cross-section using the information provided by the fit to the decay curve. However, the limits on the number of events provided by the maximum likelihood fits to the decay curve are usually larger than the number of events near the nuclear recoil band detected by ZEPLIN–III. The results obtained using this method on the ZEPLIN–III SSR data are thus unsuitable to be used to calculate a limit on the magnetic inelastic WIMP-nucleon interaction cross-section, as each result would need to be capped at the number of ZEPLIN–III events detected, which is known to be dominated by background.

For this analysis the events in the WIMP search box, outlined in Chapter 8 were used. Although the events observed here are in line with background expectations, the veto timelines were searched for delayed energy deposits. As the veto background event rate increases with decreasing threshold, there is a greater chance of accidental coincidences occurring for lower thresholds. As the detection efficiency for the delayed de-excitation \(\gamma\)-ray also increases with decreasing threshold there will be some peak threshold which maximises the
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Figure 6.33: An example of the peak detection efficiency of the delayed de-excitation $\gamma$-ray magnetic inelastic dark matter. This plot shows that there is an optimum detection efficiency, using a threshold of 3 photoelectrons, due to the pay off between the decreasing efficiency as a function of number of photoelectrons and decreasing chance of an accidental coincidence as a function of number of photoelectrons. Ideally, with no background to give accidental coincidences, the minimum observable energy would be used as this gives the highest efficiency, however due to the significantly higher background rate at 1 and 2 photoelectrons, the optimum detection efficiency is achieved using a minimum threshold of 3 photoelectrons.

These results would be more appropriate to use for obtaining a limit on the magnetic inelastic WIMP-nucleon cross-section, as few events are observed near the nuclear recoil band so the signal detection efficiency must be maximised. As an example, a 70 GeV/$c^2$ magnetic inelastic WIMP with a mass splitting of 120 keV and a dipole moment of $6.0 \times 10^{-3} \mu_N$ has a lifetime of 1.1 $\mu$s. The peak detection efficiency occurs using a threshold of 3 photoelectrons. At this threshold the veto will detect the delayed de-excitation $\gamma$-ray 5.82(2)$\%$ of the time. Given the lifetime of the excited state, a window of 5.08 $\mu$s would accept 99% of the decays back to the ground state. The background expectation from accidental coincidences within this window is $1.54 \times 10^{-3}$ delayed energy deposits in the veto per ZEPLIN–III event. The lower limit on the number of signal events is 0 and the upper limit is 34.4, at 90% C.L.. The upper limit is higher than the number of ZEPLIN–III events considered for this analysis due to the efficiency for detection by the veto. For this example, as only an indication of potential
sensitivity is sought, the upper limit is capped at the number of ZEPLIN–III events observed after accounting for the efficiency loss due to event cuts. The efficiency loss for ZEPLIN–III events failing the event cuts due to detection of the delayed de-excitation $\gamma$-ray within the fiducial volume of ZEPLIN–III is 4.44(2)%. This result was used to estimate the limits which may be set on the magnetic inelastic WIMP-nucleon cross-section. Using the limit on the number of possible signal events, capped at the efficiency corrected number of events observed, and scaling the interaction rate used to calculate the SSR result (outlined in Chapter 8), to the rate presented in [257], the limit on the interaction cross-section is estimated to be $\mathcal{O}(1 \times 10^{-7} \times \eta_{\text{ff}}(E))$ pb, where $\eta_{\text{ff}}(E)$ is the scaling due to the currently unknown nuclear dipole form factor.

In conclusion, a search of the ZEPLIN–III data was performed to determine if any magnetic inelastic WIMP events were detected. No signal was observed but the technique could be used for other detectors. A large population of these events, depending on the particle properties, would show as an excess of delayed veto coincidences due to the $\mathcal{O}(10\%)$ detection efficiency of the delayed de-excitation $\gamma$-ray. If a large population were observed, a fit to the time delay distribution could be used to constrain the properties of the particle. As no clear signal is observed, the veto timelines for the 8 events in the WIMP search region were analysed in order to estimate the order of magnitude of the limit on the magnetic inelastic WIMP-nucleon interaction cross-section which could be set using the SSR data. If the most cautious result were considered, where the upper limit on the number of signal events is 8.4 (to account for the inefficiency of events failing cuts due to the delayed de-excitation $\gamma$-ray interacting in the fiducial volume of ZEPLIN–III), then limits $\mathcal{O}(1 \times 10^{-7} \times \eta_{\text{ff}}(E))$ pb may be achievable.
Chapter 7

ZEPLIN–III Radioactive Contaminations

7.1 Introduction

Searching for a dark matter signal requires very low levels of background radiation as the event rate is expected to be relatively low. Although every effort is made to reduce background radiation, by the use of shielding and the careful selection of all materials used in construction, background radiation is still generated internally by the small amounts of contaminants present in the detector components. One of the most dangerous internal backgrounds is that generated by contaminants present in the target volume itself. The self shielding properties of xenon, which help make it so attractive for dark matter searches, also means that any background generated from xenon contamination is more likely to interact within the fiducial volume. The self shielding properties of xenon are due to its high density. Although liquid xenon is transparent at optical wavelengths, it has a very low penetration depth for higher energy photons (see Figure 7.4). Xenon also has a large neutron cross section at 2.96 barns for coherent scattering and 23.9(1.2) barns for absorption [328]. Figures 7.1 and 7.2 shows the total neutron cross section of natural xenon as a function of neutron energy.

The levels of any contaminant may be measured by searching the data for specific signals unique to each contaminant. Once the levels of contaminations are known, their threat to the dark matter sensitivity of the instrument can be
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Figure 7.1: The total neutron scattering cross-section of natural xenon as a function of neutron energy. Resonance peaks due to different xenon isotopes have been marked [268]. Higher energy neutrons are shown in Figure 7.2.

assessed. A useful unit used to characterise the radioactivity due to contaminants is the differential rate unit (DRU). This is the number of events expected per kilogram per day at a certain energy, events kg$^{-1}$ day$^{-1}$ keV$^{-1}$. The canonical value to allow comparison between different instruments searching for dark matter is 10 keV$_{ee}$, for example by averaging the events per kg per day between 5 and 15 keV$_{ee}$.

This chapter details measurements of some of the radioactive contaminants present in the ZEPLIN–III instrument. These measurements were made using science run data. As a good understanding of the background is vital for a rare
event search in-situ measurements are ideal as they can provide measurements which coincide with the rare event search and can monitor any changes. These types of measurements will be required for the next generation of detectors which will have considerably larger volumes than ZEPLIN–III. This chapter also illustrates the additional benefits provided by the addition of the veto.

### 7.2 \(^{85}\text{Kr}\) Contamination of Xenon

#### 7.2.1 Introduction

Krypton is an almost unavoidable contaminant of xenon. Since both are inert elements, even commercially available “krypton-free” xenon still contains ppb level contamination. Due to the presence of the isotope \(^{85}\text{Kr}\), this contaminant has long been recognised as a potential threat to dark matter searches using a xenon target. \(^{85}\text{Kr}\) is a \(\beta^-\) emitter (\(t_\frac{1}{2} = 10.76\) years, \(\beta_{\text{max}} = 687\) keV) and thus may generate low energy electron recoils within the target volume. Depending on the discrimination power of the instrument, these low energy recoils may leak...
into the nuclear recoil band and compromise the sensitivity of the instrument.

Minimising the $^{85}$Kr contamination of ZEPLIN–III was achieved by using xenon of an underground origin supplied in the late 1970s. $^{85}$Kr is present in the atmosphere mainly due to nuclear fuel reprocessing and nuclear weapons testing. The $^{85}$Kr/Ke ratio was as low as $3 \times 10^{-18}$ in the early 1950’s but the present day ratio is $\sim 1 \times 10^{-11}$ [134]. Considering the source and age of the ZEPLIN–III xenon, the ratio of $^{85}$Kr/Kr would be relatively low. In 1997, the activity of a test sample of the ZEPLIN–III xenon was used to measure the $^{85}$Kr/Kr ratio where the krypton content was measured using residual gas analysis (RGA). The appropriately age-corrected $^{85}$Kr/Kr ratio for the ZEPLIN–III xenon is $1.43 \times 10^{-12}$ ppb [226, 51]. The xenon was then further purified by cryogenic distillation to achieve a Kr/Xe ratio conservatively estimated at <50 ppb (w/w). This corresponds to <0.2 DRU at 10 keV$_{ee}$ in the xenon target from $^{85}$Kr contamination [51].

### 7.2.2 Methods

In its SSR configuration the ZEPLIN–III instrument can be used in two different ways to measure the $^{85}$Kr contamination. A minor branch of $^{85}$Kr decay is to an excited state of $^{85}$Rb (Figure 7.3). The lifetime of this excited state is sufficiently long that the decay curve could be resolved by both the ZEPLIN–III DAq and the veto DAq. In this mode, the $^{85}$Rb decays from a $\frac{9}{2}^+$ excited state with a half life of 1.015 µs to a $\frac{5}{2}^-$ ground state via emission of a 514 keV $\gamma$-ray [331]. The emitted $\gamma$-ray is penetrative enough to reach the veto and ZEPLIN–III is sensitive to both $\beta$ and $\gamma$-ray radiation, hence this decay is detectable using either ZEPLIN–III alone or both instruments combined.

#### 7.2.2.1 $^{85}$Kr Detection Using The Veto

$^{85}$Kr can be detected by a delayed coincidence between the beta emission and the $\gamma$-ray. Since the $\gamma$-ray is energetic enough to occasionally escape from the xenon target there is a chance it may be detected by the veto. A calculation using the approximate geometry of the ZEPLIN–III target suggests the number of $\gamma$-rays escaping without interaction is about $\frac{1}{3}$ of the total. The target is a cylinder, so
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Figure 7.3: A schematic showing $^{85}$Kr decay radiation. It can be seen that there are two decays possible from the $\frac{9}{2}^+$ state of $^{85}$Rb. The decay to the ground state is $\sim 1.8 \times 10^6$ more intense and is thus the only one that needs to be considered for this analysis (picture obtained from the NNDC website) [331].
for isotropic emission the mean path length is determined by the column height which is \( \sim 3.5 \) cm. This is approximately the interaction length for 514 keV photons (Figure 7.4). The two instruments can thus be used in conjunction to detect \( {^{85}}Kr \) decays. The beta is detected with a very high efficiency by ZEPLIN–III and the \( \gamma \)-ray may be detected by the veto a short time later. The efficiency of detection by the veto was simulated, by the author, using a model in Geant4 with accurate geometry \([50]\) (Figure 7.6).

The total efficiency for detection as a function of the number of photoelectrons produced in the veto is shown in Figure 7.5. The efficiency is slightly lower than one might expect from considerations of the veto performance during the SSR coupled with the loss from delayed \( \gamma \)-rays which interact within the xenon target. The veto detection efficiency of \( \sim 28\% \) would suggest an overall efficiency of \( \sim 9\% \). However, it was found that the veto efficiency for tagging background radiation quoted in 6.3.1 is valid for lower energy \( \gamma \)-rays. Analysis of the prompt tagging efficiency of higher energy events shows a decrease with increasing energy for energies beyond those of interest for the WIMP search. Figure 7.7 shows the tagging efficiency as a function of energy.

Despite the low efficiency for detection of the \( \gamma \)-rays predicted by simulation this method provides a robust method of detecting \( {^{85}}Kr \) events as the use of two separate detectors greatly reduces complicating effects. For example, each signal must be generated by a genuine event, whereas when only a single instrument is used secondary pulses may be generated at later times by after-effects of the original event, for example PMT afterpulsing, rather than a genuine second event. A signal from a high level of contamination should show up clearly as an excess of events at short delay times, falling off with the appropriate decay curve, superimposed onto a flat background of accidental coincidences.

### 7.2.2.2 ZEPLIN–III and Veto Results

Using the veto in combination with ZEPLIN–III a number of candidate events were selected. The exact number is dependant on the threshold used, for example at 6 photoelectrons there were 23793 candidate events. By plotting
the time distribution between the ZEPLIN–III and veto event any significant $^{85}$Kr contamination would be revealed. The results show that no $^{85}$Kr is detected using this method. A maximum likelihood fit of the form $y = \frac{A}{\tau} e^{-\frac{t}{\tau}} + B$ to these data was used to set a limit on the number of $^{85}$Kr events during the second science run. Here $B$ is the background level and $A$ is the area below the exponential which gives the total number of events. The fit using a threshold of 6 photoelectrons in the veto is shown in Figure 7.8 and Figure 7.9. A value of $\frac{A}{\tau} = 0.599^{+0.730}_{-0.599}$ was obtained giving a total of $<8.76^{+10.69}_{-8.76}$ events. The total efficiency is 0.01%, composed of the detection efficiency, the branching ratio and the triggering efficiency. The triggering efficiency was calculated by a simulation of $^{85}$Kr decays showing that 99.95% of the time the $\beta$ emitted by $^{85}$Kr when decaying to the excited state of $^{85}$Rb ($\beta_{\text{max}} = 173.4\text{keV}$) deposits enough energy to trigger ZEPLIN–III. This was used to set a limit at 90% confidence on the contamination of the xenon of $<61 \text{ ppb}$. A simulation of decaying $^{85}$Kr nuclei in liquid xenon was used to determine the energy deposition spectrum (Figure 7.10). This was then scaled to the data to calculate the DRU. The contamination limit obtained using both the veto and ZEPLIN–III instrument is $<0.3 \text{ DRU}$ at
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Figure 7.5:
Results from a Geant4 simulation using the veto to detect 514 keV $\gamma$-rays produced isotropically from the ZEPLIN–III fiducial volume. The number of photoelectrons was calculated assuming linearity between a single photoelectron peak and the peak observed from a 122 keV $\gamma$-ray source.

Figure 7.6: A screen grab of the Geant4 $^{85}$Kr simulation showing the ZEPLIN–III instrument plus veto and shielding. The 514 keV $\gamma$-ray (red) can be seen originating from the xenon target (green) and interacting in the veto (white). The ZEPLIN–III simulation is described in [50] and the additional veto components in [71].
Figure 7.7: A plot of the veto tagging efficiency as a function of energy. This plot extends out to high energies where an energy dependence is observed with the tagging efficiency decreasing with increasing energy. This plot is consistent with results presented in chapter 6. The width of the first bin is the full 100 keV of the WIMP search data analysis and the same fiducial cut applied to that data also yields a prompt tag for 25% of the background events. A width of 50 keV was used for energies higher than 100 keV. This plot indicates an efficiency of $\sim 15\%$ for $514\text{ keV }\gamma$-rays and is in agreement with the prediction shown in Figure 7.5 when the fraction of events escaping the fiducial volume is taken into account.
Figure 7.8: A maximum likelihood fit of $y = \frac{2}{\tau} \times \tau e^{-t/\tau} \times B$ to the data obtained using the veto in conjunction with ZEPLIN–III to search for $^{85}$Kr events.

90% confidence.

### 7.2.3 $^{85}$Kr Detection Using Only ZEPLIN–III

An alternative method to detect $^{85}$Kr contamination uses just the ZEPLIN–III instrument, as it has a much higher efficiency. However, since both events must be detected in the same target there are certain effects caused by the primary signal which are able to mimic or block a second signal. These must be carefully considered. Firstly, the efficiency of detecting the event must be considered. The efficiency for detecting both events within the fiducial volume is 68%. The efficiency of the $\beta$ for triggering the event is 99.95% in which case there is an efficiency loss for events where the S2 signal from the $\gamma$-ray falls outside the DAq range of 1%. The S2 signal from the $\beta$ may block the second S1 signal with a likelihood which decreases with depth; the average efficiency loss is 5%. Since the scintillation signals have a finite width there is an efficiency loss for events which decay too quickly to be distinguished as separate signals. The ZEPLIN–III events are recorded using a 500 MHz sampling rate and a typical scintillation...
Figure 7.9: A close up of Figure 7.8 showing the first few microseconds. Although the best fit gives an exponential with a positive amplitude the error is larger than this value and may be used to set a limit.

Figure 7.10: A Geant4 simulation showing the energy deposition spectrum for decaying $^{85}$Kr atoms confined to the liquid xenon volume of ZEPLIN–III.
pulse width for electron recoils below 174.3 keV\textsubscript{ee} is \( \sim 0.1 \) µs. As the resolution is much higher than the typical pulse width the selection of the minimum delay was determined only by the pulse width distribution. A minimum delay between the events of 0.2 µs was used (efficiency 87%). Figure 7.11 shows the S1 pulse width distribution for the SSR golden data; this cut includes 99.7% of all S1 pulses. Secondly, and most importantly, PMT afterpulsing must be considered. The ZEPLIN–III PMT array does suffer from afterpulsing, as do all PMTs to some degree. The afterpulsing is caused by the ionisation of residual gas. Since the inside of the PMT is not a total vacuum some small amount of gas will always remain. As the electrons travel between the dynode plates they may strike the gas and ionise it. The positive ions are then attracted to the previous dynode plate. After accelerating back to the previous plate these positive ions may then knock out more electrons which will continue to cascade down the PMT leading to an afterpulse to be recorded by the DAq. These afterpulsing can mimic a real signal and compromise a search for \(^{85}\text{Kr}\) events. However, since the delayed \( \gamma \)-ray is considerably more energetic than the beta end point energy for the signal sought in this analysis, the condition that the second scintillation signal is larger than the first removes all the afterpulsing. A simulation was used to calculate the efficiency of this cut, giving an average efficiency of 69.6%. The results of the simulation are shown in Figure 7.12. The two features seen at the far right hand side of the \( \gamma \)-ray spectrum near the 514 keV total absorption peak are escape peaks. Internal conversion (IC) near the surface of the fiducial volume produces x-rays which may escape, carrying energy out of the fiducial volume (IC electrons are also produced but are much less penetrating and their contribution to the energy loss is negligible). These peaks appear at \( \sim 30 \) keV\textsubscript{ee} and \( \sim 34 \) keV\textsubscript{ee} before the 514 keV\textsubscript{ee} peak respectively. This does not affect the efficiency of the afterpulsing cut. The total efficiency for detection using these cuts is 38.1%.

### 7.2.2.4 ZEPLIN–III Only Results

The analysis using just the ZEPLIN–III target produced a measurement of the \(^{85}\text{Kr}\) contamination. An example of a candidate \(^{85}\text{Kr}\) event is shown in Figure 7.13, one of 14 such candidate events. A fit to the decay curve gives an \( A/\tau \) value of 0.008 ± 0.002. Figure 7.14 shows a fit to the data showing a clear excess of events...
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Figure 7.11: The distribution of S1 pulse widths for events below 174 keV.

Figure 7.12: Overlaid spectra of the energy deposits in xenon from the low energy beta (black) and the delayed $\gamma$-ray (red). The efficiency penalty for requiring the $\gamma$-ray to deposit more energy than the $\beta$ is 69.6%.
at shorter times consistent with the half-life of the excited state. This indicates the detection of a total of \( 12.1 \pm 3.6 \) \(^{85}\)Kr events during the SSR. This is in good agreement with simply counting the number of events in the first 5 \( \mu \text{s} \) (12 events with 97\% efficiency timing efficiency for the delayed event). This represents a total of \( (9.9 \pm 3.0) \times 10^4 \) atoms of \(^{85}\)Kr in the fiducial volume of the detector. This translates to a \(^{85}\)Kr/Xe ratio of \( (3.2 \pm 0.9) \times 10^{-21} \) which is equivalent to \( \sim 100 \) ppt krypton contamination using present-day xenon. Using a Kr/\(^{85}\)Kr ratio of \( 1.43 \times 10^{-12} \) this gives the krypton contamination of the ZEPLIN–III xenon as \( 1.4 \pm 0.4 \) ppb. The simulated \(^{85}\)Kr spectrum was then scaled to the number of events detected to obtain the DRU. This result represents \( 0.007 \pm 0.002 \) DRU at 10 keV \(^{21}\), which is insignificant. This work shows krypton contamination is not a problem for ZEPLIN–III.

### 7.2.3 Conclusion

The contamination result obtained using the veto in conjunction with ZEPLIN–III is enough to show that \(^{85}\)Kr does not pose a threat to the ZEPLIN–III instrument’s sensitivity to dark matter, as it has achieved a discrimination power of 1:280 between electron recoils and nuclear recoils respectively during the second science run. This limit is quite robust since the two instruments are used together and the only spurious signals are accidental coincidences which give the flat background observed in the results. Due to the higher efficiency, the result obtained using just ZEPLIN–III was much more accurate. The two results are consistent. The measurement obtained in this analysis provides a much more accurate measurement of the contamination than an RGA, which measures only the krypton contamination. This method of detection will be required in future larger dark matter detectors where the threat from \(^{85}\)Kr is more significant and the results from an RGA, which also relies on accurate knowledge of the Kr/\(^{85}\)Kr ratio, may not be accurate enough to give a good estimate of the expected background.
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Figure 7.13: An example of a candidate $^{85}$Kr event. A function was produced to calculate the X-Y position of each signal by the centroid so that the $\beta$ and $\gamma$-ray signals could be distinguished in the X-Y plane, allowing for the drift time to be calculated and for fiducialisation of the primary. The PMT hit pattern can be seen with coloured arrows linking the S1 and S2 signals of the $\beta$ (blue) and $\gamma$-ray (green).
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7.3.1 Introduction

Radon is a particularly problematic contaminant. It is part of both the uranium and thorium decay chains, and the longest lived isotope $^{222}$Rn ($T_\frac{1}{2} = 3.824$ days) is part of the $^{238}$U decay chain. Even if only very low levels of radon are generated internally by the instrument, its properties as a noble gas still make this a dangerous contaminant as it can decay far from its production site. Due to its chemical inertness, radon produced externally may also be able to enter the system. Emanation of radon is a potential problem for all rare event search experiments.

The ZEPLIN–III SSR configuration included the recording of the shaped sum channel by the veto DAq. Due to the relatively lower sampling rate of the veto DAq at 10 MHz the shaped sum was recorded rather than the actual sum channel. This allowed events which would otherwise be too short, such as the primary scintillation signal, to be recorded. However due to the properties of the shaping...
process some of the information, such as pulse shape discrimination of the S1 signal, was lost. An example of a ZEPLIN–III event recorded by the shaped sum channel and the high sensitivity sum channel is shown in Figure 7.15. Almost all of the S2 signals can be seen in this channel, along with most of the S1 signal. Enough information is retained to allow for rudimentary analysis of the signals recorded in this channel.

### 7.3.2 Detection Method

Many of the isotopes in the decay chain containing radon emit $\alpha$ particles. These events are relatively high energy and so can easily be distinguished. A decay occurring part way through the radon decay chain (see Figure 7.16) provides the opportunity for the detection of a delayed coincidence between a $\beta$ particle from $^{214}$Bi and an $\alpha$ from $^{214}$Po. Due to the short half-lives of the isotopes in this decay chain measuring any part of it may be indicative of the whole chain as secular equilibrium is quickly achieved. If the system is assumed to be closed, so that no external radon can be pumped in, then the whole chain down to $^{210}$Pb would be in secular equilibrium and the radon contamination can be measured using this result. The half-life of the $^{214}$Po decay is $164.3\mu$s, which is appropriate for the veto timeline of 300 $\mu$s post trigger. Two distinct populations of events were observed in the delayed portion of the ZEPLIN–III shaped sum channel recorded by the veto DAq: events showing a high energy feature and events without one. Figure 7.17 shows the drift time of events from these two populations. The high energy events occur primarily near the cathode, and the number of lower energy events is in line with the expectations of the accidental coincidence rate and, for shorter delay times, afterpulsing.

### 7.3.3 Results

Events in the shaped sum channel were searched for $\alpha$ particles signals. It was found that $\alpha$ events have a very distinctive signal in the shaped sum channel, despite the high quenching factor, as the primary scintillation signal saturates the shaping amplifiers. Figure 7.18 shows an example of an alpha event seen in both ZEPLIN–III and the veto. The channels recorded through shaping amplifiers
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Figure 7.15: A comparison between the timelines recorded by the shaped sum channel (blue) and the high sensitivity sum channel (red) for a typical ZEPLIN–III event. The range of the shaped timeline is significantly lower at 1.8 V than the high sensitivity channel at 10 V. The top image shows the waveform recorded by the ZEPLIN–III DAq and the middle image shows the corresponding section of the veto waveform. The bottom image shows the full length of the ZEPLIN–III shaped sum timeline recorded by the veto DAq, this contains an additional 284 µs. This plot shows that the ZEPLIN–III DAq has missed a third pulse on the timeline as it does not keep sufficient data to record these delayed event. The veto DAq has recorded this event as it records a much longer timeline.
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Figure 7.16: Graphical representation of the $^{238}$U decay chain. Image obtained from [369].
Figure 7.17: The two populations of delayed events on the ZEPLIN–III shaped sum channel recorded by the veto DAq plotted as a function of the drift time. The upper image shows the events without the high energy feature. The drift time for these events is spread over the fiducial volume, with a slight increase near the surface as would be expected from PMT afterpulsing considerations. The lower image shows events with a high energy feature. These occur almost exclusively at the cathode. This is in line with expectations of delayed $^{214}\text{Po}$ alpha decays as positive ions are produced earlier in the decay chain which would drift to the cathode region in the electric field.
Figure 7.18: An example of an α event seen by both instruments. As these are timelines all three x-axes show time. The shaped sum channel recorded by the veto DAq is shown in the center. The upper timeline shows the shaped sum channel recorded by the ZEPLIN–III DAq. The bottom image shows the sum channel recorded by the high sensitivity channel of the ZEPLIN–III DAq. Note here that the feature marked between the S1 and S2s in both shaped timelines is not seen by the high sensitivity channel, showing that it is just a feature of the shaping amplifiers.
show the distinctive signal seen for α events. The SSR data was searched for delayed alpha events in the shaped sum channel following a ZEPLIN–III trigger. A total of $940 \pm 31$ candidate events were found.

Several selection efficiencies need to be accounted for to interpret this result. The maximum available timeline is from the trigger point to 15 µs before the end of the timeline, giving 70% efficiency. A lower bound of 50µs was selected to ensure the delayed alpha was outside the ZEPLIN–III DAq range. This allowed for analysis of the primary event using the ZEPLIN–III waveform without inference from the delayed event, for synchronised events. Although a shorter delay could be used, the additional 30 µs post trigger gives a known efficiency penalty but allows the ZEPLIN–III PMTs to fully recover after the initial energy deposit, which may be quite large. There is also an efficiency penalty due to the reverse field region. The two stages before the delayed α produce positive ions. Both $^{214}\text{Pb}^+$ and $^{214}\text{Bi}^+$ will drift to the cathode due to the strong electric field present in the target. With half lives of 28.6 minutes and 19.9 minutes respectively it would be expected that the vast majority of delayed alpha events should occur at the cathode as the ion drift time is $\mathcal{O}(\text{seconds})$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.19}
\caption{A maximum likelihood fit of the delay between the trigger event and the time of the α event. An exponential with a characteristic time matching the lifetime of $^{214}\text{Bi}$ fits the data very well confirming that these events are delayed α’s from $^{214}\text{Po}$ decay.}
\end{figure}
It was observed that all delayed alphas occur in the region of the cathode, however there were some instances (∼6%) of the primary event occurring above the cathode. Considering the half life and drift time for the positive $^{214}$Pb ion these are not expected to be real bismuth-polonium coincidence events which should all occur at the cathode for a data set of this size. The number observed is in line with the expected accidental rate from large events near the cathode, discussed in Section 7.4 which produce the same high energy feature shown by $\alpha$ events. Figure 7.20 shows a plot of the positions of most of the $^{214}$Bi $\beta$ decays. Not all of the detected events could be shown since some $^{214}$Bi events also emit a prompt $\gamma$-ray which does not allow for this type of analysis. The z position is given by the drift time and the x-y position was calculated by the corrected centroid of the S2 signal and then converted to polar co-ordinates to give the radial distance from the central PMT. The proportion of events falling within the fiducial volume for synchronised events with no prompt $\gamma$-ray was used to scale the total number of events.

The efficiency penalty from the reverse field region is a maximum of 50% since up to half of the recoils will be into the reverse field region above the PMT grid, where no S2 signal can be recovered. Accounting for these efficiencies gives a total of 3709 ± 121 events. A maximum likelihood fit of the form $y = \frac{A}{\tau}e^{-t/\tau} + B$ was applied to the data (Figure 7.19). $A$ is the area under the exponential which gives the number of events present, $B$ is the background level and $\tau$ is the lifetime for this decay. Analysis of prompt $\alpha$ events in the following section shows the expected background is very low. These $\alpha$ events are mostly from isotopes below $^{210}$Pb in the decay chain as 97% of the delayed $^{210}$Po decays lie within the 1 ms inhibit signal following the trigger. The number of events given by this fit is 3440 ± 115. This agrees well with the total number of events detected, as would be expected from the prediction of the small background for these events.

A separate analysis searching for $\alpha$ events in the bulk of the target, away from the cathode wire region, shows $\alpha$ decays occurring throughout the xenon target. These events were identified by the same feature used to select events from the veto timeline but additionally these events show up clearly on a discrimination plot, shown in Figure 7.21. The rate of these events, although relatively low, is
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Figure 7.20: A plot of the drift time verses the corrected centroid position for candidate \(^{214}\)Bi \(\beta\) decays. Note that since this is a positive ion the \(z\) position (indicated by the drift time) reflects this as most decays occur at the cathode which is located at a depth of \(\sim 15.5 \mu\text{s}\).

stable over the course of the SSR, shown in Figure 7.22. Between \(^{222}\)Rn and the positive ions which are attracted to the cathode there are two alpha decays. If some of the \(^{214}\)Bi-\(^{214}\)Po coincidence events come from radon contaminating the xenon, rather than from contamination of the cathode grid wire, then these alpha decays within the fiducial volume are expected.

### 7.3.4 Conclusions

A plot of the daily rate of the \(^{214}\)Bi-\(^{214}\)Po events from the fiducial region is shown in Figure 7.23. This shows that the rate is stable throughout the whole run. This indicates that the total rate of \(^{222}\)Rn decays is \(30.1 \pm 1.0\) per day. This total is from the whole of the cathode wire grid. The field near the edges is not uniform and if the cause of these events is positive ions drifting to the cathode then this total represents a volume larger than the fiducial region. To obtain a more useful result, a fiducial cut was applied to the \(^{214}\)Bi decays recorded by the ZEPLIN–III DAq. This result was used to scale the total number of events as no radial cut can be applied to the \(^{214}\)Po delayed \(\alpha\) events recorded by the veto DAq. Since many
Figure 7.21: A discrimination plot of events near the cathode and high energy events from fiducial volume. The individual points are not important in this plot, which just demonstrates the separation of the different event types, which may be used to distinguish between them. Two high energy populations stand out and are shown in green (3377 ± 58 events) and red (6160 ± 78 events) showing alpha events from the region of the cathode and the fiducial volume respectively (so additional discrimination is possible using the drift time). These populations are both α events, however as the green population are emitted very close to the cathode wire they experience a different electric field from the uniform field within the fiducial volume. This causes them to be offset on the discrimination plot. The black points show other events in the cathode region. These are electron recoil events and some do extend out towards the high energy end occupied in the discrimination plot by α events. The black points are noise in this analysis.
Figure 7.22: A plot of the number of α events as a function of SSR day for all days included in this data set.
Figure 7.23: A plot of the consistency of the daily rate of $^{214}$Bi decays recorded by the ZEPLIN–III DAq using 5 day bins.

of the events are accompanied by prompt $\gamma$-rays it was not possible to calculate the corrected centroid for some events. For events with a single S2 the corrected centroid and drift time were used to make a fiducial cut. Scaling the delayed $\alpha$ events gives a rate of $14.2 \pm 0.5$ per day in the SSR fiducial region. This translates to $2.0 \pm 0.6$ events per day per kg of xenon.

There are several possible sources for the radon. The wires of the cathode grid are contaminated with small amounts of uranium and thorium. Any contaminants at the surface of the wire could show a signal in this analysis. If this were to account for the whole signal seen in this analysis, then the steel wire would need a contamination of $3.4 \pm 0.1$ ppb of uranium, assuming a penetration depth of 10 $\mu$m in the wire. Although this is a plausible level for a steel wire, the presence of $\alpha$ events within the fiducial volume indicates that some $^{222}$Rn may be mixed in with the xenon. This component of the signal could come from the inside surface of the copper vessel which houses the target, from contamination of the xenon itself, or even from radon emanating from the steel wires of the cathode. It may also be possible that radon is emanating into the system from the outside environment during the cryogenic refilling. It is not possible to determine the source from this analysis. If the worst case scenario is assumed, and the entire signal is assumed to come from uranium contamination of the xenon, then the
level of contamination would be $1.74 \pm 0.06$ ppt (w/w). The presence of $\alpha$ events in the fiducial volume suggests this worst case scenario is quite unlikely. The rate of decays per day depends on the number of isotopes in secular equilibrium. If the source of the $\alpha$ events is $^{222}$Rn emanating into the xenon target the activity is $8.9 \pm 0.2$ decays per day ($1.18 \pm 0.02$ per day per kg) as there are two $\alpha$ decays before decays to positive ions which drift to the cathode.

This level of contamination, whatever the source, is low enough not to represent a threat to the WIMP sensitivity of the SSR. The $\alpha$ decays are easily cut and $\beta$ decays are typically high energy, hence the rate of low energy $\beta$ decays in the fiducial volume is negligible given the discrimination power of the instrument. This is a positive result for the ZEPLIN–III instrument, and a useful proof of concept test for future experiments.

### 7.4 $^{210}$Pb Contamination from $^{222}$Rn Plateout

#### 7.4.1 Introduction

Prior to the first science run of ZEPLIN–III, the xenon was purified using SAES PS11-MC500 getters. In addition to xenon purification, these getters are known to release $0.62 \pm 0.04$ atoms s$^{-1}$ of $^{222}$Rn into the system [156]. In an electric field, such as that present within the ZEPLIN–III target, positive ions produced in the decay chain of $^{222}$Rn will drift to the cathode. When these positive ions, such as $^{214}$Po which decays via $\alpha$ emission, decay close to the cathode wires the recoil may cause some of the daughter nuclei to become embedded within the wire. The decay chain has a bottle neck at $^{210}$Pb ($t^1_\lambda = 22.3$ years, $\beta_{\text{max}} = 63.5$ keV). This leads to an internal plating of $^{210}$Pb on the cathode wire grid. During the SSR, which followed this internal plating by about a year, evidence of the contamination can be seen in the data. This contamination is restricted to the cathode wire grid, well away from the fiducial volume, and so does not represent a threat to the instrument sensitivity. The decays following the $^{210}$Pb $\beta^-$ decay are relatively rapid, hence during the SSR the isotopes between this and $^{206}$Pb are in secular equilibrium. This contamination provides a constant source of ionisation at the bottom of the target during the experiment and so provides a useful tool for checking that the purity corrections applied to the science data are accurate.
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The $\alpha$ particles emitted when $^{210}$Po decays to $^{206}$Pb have an energy of 5.41 MeV. The penetration is very small, about 10 $\mu$m in liquid xenon, and so, for the purposes of an independent check of the purity correction, all these events can be considered as coming from the same depth. As discussed in Section 8.2.1, the purity of the xenon effects the electron life time. This effect causes the size of the S2 signal to change depending on the depth of the interaction as some electrons will be lost as the ionisation electrons are drifted through the target. The graph shown in Figure 7.24 shows the effect of the xenon purity as a function of the drift time [220]. During the science run all the S2 signals need to be corrected for the depth they occur at, since deeper events give smaller signals due to the loss of electrons as they drift through the volume toward the gas phase. It was found in the FSR that the purity of the xenon increases over time [220]. This effect is also seen during the SSR [26] and so it would be expected that the size of S2 signals from $^{210}$Po decays would increase over time. The purity correction applied to the data should compensate for this and no trend should be seen in the corrected S2 signal size.

7.4.2 Results

A search for $\alpha$ events at the cathode produced 6160 $\pm$ 78 candidate events. These events are shown in red on the discrimination plot in Figure 7.21. A search for events where the $\alpha$ recoils into the wire and the $^{206}$Pb nucleus recoils into the scintillator revealed 3377 $\pm$ 58 of these events, shown on the discrimination plot in Figure 7.25. The difference in number is due several factors. The $\alpha$ events include a background from decays within the xenon that fall into the volume searched, subtracting the expected background leaves 5472 $\pm$ 139 $\alpha$ events. The $^{206}$Pb nucleus is less penetrating than $\alpha$ particles which further decreases the relative number of events leaving the wire and interacting with the xenon. Additionally the two recoil bands overlap somewhat at low energies due to the non-uniformity of the charge extraction field around the grid wires. Hence a more strict cut was used to select events, and this may have a lower efficiency than that used to select the $\alpha$ recoils. The daily rates both the $\alpha$ and $^{210}$Pb recoils remained stable over the course of the second science run, shown in figures 7.26 and 7.27. The activity
Figure 7.24: A plot showing the number of single electrons detected as a function of drift time. Due to impurities in the xenon there are less events observed with increasing depth in the fiducial region. This trend is not observed in the cathode region as there is more activity here than in the fiducial volume. The trend line may be used to calculate the electron lifetime in the xenon, the line shown gives $\tau_e = 26.4 \pm 2.0 \mu$s [325].
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Figure 7.25: A discrimination plot of low energy events at the cathode. The nuclear and electron recoils bands are marked with red and blue respectively. The nuclear recoils are caused by recoiling *206*Pb nuclei. Due to nuclear quenching these events appear low energies.

Averaged over the SSR is measured at $41.8 \pm 0.3$ events per day. As the Bateman decay equation [73] indicates, the *210*Pb sub chain should be in a state of transient equilibrium after $\sim 2$ years (the approximate period since the contamination) thus this activity level is also assumed for the isotopes *210*Pb and *210*Bi. Considering the number of *210*Pb atoms required to produce the rate observed along with the daily increase in the number of *210*Pb atoms measured from *214*Bi–*214*Po coincidence events, the stable rate is consistent with expectations.

The size of the S2 signal was used to check the purity corrections were accurate. These signals provide a constant source of ionisation at the same depth throughout the SSR. The average number of electrons extracted to the gas phase is expected to increase with the increase in xenon purity measured over the course of the SSR, this effect was observed for these events. As the purity is measured each day the corrections to the ionisation signal should remove this trend for
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Figure 7.26: The daily rate of $\alpha$ events at the cathode during the SSR.

Figure 7.27: The daily rate of low energy nuclear recoils at the cathode during the SSR.
7.5 Summary

Measurements of radioactive contaminants have been made using the science run data. The results show that they pose no threat to the dark matter sensitivity of the ZEPLIN–III detector. A constant source of ionisation was also found below the fiducial volume. This was useful to ensure that the corrections applied to the ionisation signal, accounting for the purity level of the xenon, were accurate throughout the science run. The techniques used here may be of use to the next generation of detectors where, due to the increased size of these targets, any contaminants present within the xenon must be measured accurately to ensure good WIMP sensitivity and a constant source of ionisation provides an additional check for ionisation energy corrections.
Chapter 8

ZEPLIN–III SSR

8.1 Introduction

The second science run of the ZEPLIN–III dark matter detector at Boulby mine acquired a raw fiducial exposure of 1343.8 kg-days during 319 days of data taking between June 2010 and May 2011, using a fiducial mass of 5.06 kg. A total of 8 events were recorded in the signal acceptance region between 7 and 29 keV$_{nr}$, which is compatible with background expectations. Assuming a null detection this result was used to place confidence limits on the WIMP-nucleon scattering cross section. Assuming a standard isothermal galactic halo model ($\rho_0 = 0.3$ GeV/c$^2$/cm$^3$, $v_0 = 220$ km/s, $v_{esc} = 544$ km/s and $v_E = 232$ km/s \cite{256, 33}) the second science run data excludes a scalar cross-section above $4.2 \times 10^{-8}$ pb for a WIMP mass of 51 GeV/c$^2$ with 90% confidence. This result was combined with the first science run data to give a limit for the ZEPLIN–III experiment of $3.5 \times 10^{-8}$ pb for a 52 GeV/c$^2$ WIMP. The spin-dependent limit for the combined data is $7.2 \times 10^{-3}$ pb for a 50 GeV/c$^2$ WIMP interaction with a valance neutron \cite{26}. This chapter details the data acquisition and analysis of the second science run data used to obtain these results. Due to the nature of the ZEPLIN–III collaboration, contributions to this result were made by many members of the collaboration. I was heavily involved in the assembly of the detector, the construction and assembly of the shielding and ancillary systems, the calibration, the data acquisition and the WIMP data analysis, especially with regards to tagging events using the veto and producing background datasets. This chapter provides an overview of the ZEPLIN–III second science run which
for completeness includes work where major contributions were made by my collaborators.

8.2 Calibrations and Operations

During the second science run the ZEPLIN–III detector was operated with a 96% duty cycle. WIMP search data taking was halted for one hour each day during which the coolant was refilled and a $\gamma$-ray source was inserted above the target for energy calibration. There were also several longer breaks in WIMP search data taking, for nuclear recoil band calibration and also for electron-recoil band calibration.

8.2.1 Daily Energy Calibration

A daily calibration with $^{57}$Co was used to define the S1 and S2 energy scales. The intensity of the 122 keV $\gamma$-ray used for the energy calibration is relatively high so this provides a clear peak to enable accurate fitting. This particular $\gamma$-ray has an energy that is high enough to penetrate a reasonable way into the target (mean penetration $\sim 0.3$ cm) whilst not being of such a high energy as to lead to significant errors when extrapolating down to the lower energies of more interest for WIMP searches. This peak is fitted daily to set the energy scale of both the S1 and S2 signals to achieve the high level of precision required for all signals recorded during the second science run. Linear interpolation between the daily measurements was used as the variance was negligible [26]. A further calibration check was also performed on the data to exploit the anti-correlation of the S1 and S2 signals, giving a more accurate estimate of the total energy deposited in the target by the interaction. Figure 8.1 shows fits to the $^{57}$Co calibration data. The two left hand plots show the areas of S1 and S2 signals. The top middle plot shows the energy (in keV$_{ee}$) estimated from the S1 area. The middle bottom plot shows a parameter called $E^*$, the anti-correlated energy. This value provides a more accurate energy estimate as lost recombination electrons that do not contribute to the S1 signal may instead contribute to the S2 signal. This is calculated by:

$$E^* = (E \times \eta_{\text{scintilation}}) + ((1 - \eta_{\text{scintilation}}) \times (S2_{\text{factor}} \times S2_{\text{area}})) \quad (8.1)$$
where $\eta_{\text{scintillation}}$ is the scintillation efficiency, $E$ is the S1 energy, $S_{2\text{area}}$ is the area of the S2 signal and $S_{2\text{factor}} = 0.03694$ is a factor calculated using calibration data. The two plots on the right show the fits for the energy estimated by the program mercury which was especially designed to use likelihood estimators to reconstruct the energies and positions of the ZEPLI-III events [336]. The average energy resolution achieved using the anti-correlated energy estimate was 16.4\% (FWHM).

The daily $^{57}$Co data are also used to calibrate other important measurements. The purity of the xenon determines the electron lifetime. This value is the characteristic time that an electron can survive in liquid xenon. It is an important factor to measure accurately since it affects all ionisation signals as the extracted electrons are drifted through the liquid xenon by the electric field. Occasionally electrons that should contribute to the S2 signal are lost to impurities in the xenon and this effect is manifested as a decreasing S2 signal size with increasing interaction depth in the target. This effect must be accounted for and so the purity is measured every day from the $^{57}$Co calibration data. The measurement is obtained by simply fitting a decay curve to a plot of the ratio of the S1 and S2 signals verses the drift time. Figure 8.2 shows a typical fit to the calibration data. Figure 8.3 shows the result from these fits for each day of the science run. It can be seen that the purity increases substantially during the second science run so long as the electric field is present. Several dips in the purity can been seen at various stages of the science run and these all correspond to shutting off of the electric field. The mean electron lifetime correction for the second science run was 37\% of the S2 signal size. The electron lifetime may also be calculated by measuring the number of single electron events as a function of depth [325]. An example of this is shown in figure 7.24.

The $^{57}$Co calibration data are also used to train the position reconstruction algorithms in mercury. A copper grid, known as the “phantom grid”, was placed between the position of the $^{57}$Co source (during calibration, as the source was retracted for science data taking) and the target. The thickness of the copper was selected to reduce the intensity of the 122 keV gamma-rays by half. Figure 8.4 shows the reconstructed positions of $^{57}$Co events during a daily calibration.
Figure 8.1: Results from $^{57}$Co energy calibration. The upper left image shows the area of the S1 signal. The upper middle image shows the energy estimated from the S1 signal size, calculated by energy $= S1$ area $\times 7.73953$. The upper right image shows the energy estimated from the S1 signal by mercury [339]. The lower left image shows the area of the S2 signal. The lower middle image shows the anti-correlation energy calculated as in Equation 8.1. The lower right image shows the energy estimated from the S2 signal by mercury.
Figure 8.2: An example of a purity measurement using one days data from a $^{57}$Co calibration.
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Figure 8.3: Purity measurements of the ZEPLIN-III xenon over the period of the second science run. Calculated by measuring the electron lifetime using daily $^{57}$Co calibration data.

The accuracy achieved by the position reconstruction using mercury was 13 mm for S1 signals and 1.1 mm for S2 signals. The mercury program was also able to produce $\chi^2$ maps for event checking. These maps could be used to help find multiple scatter events missed by other cuts, if multiple minima are found in the map. An example of a mercury $\chi^2$ map is shown in figure 8.5.

8.2.2 Neutron Calibration

During the second science run there were three neutron calibrations. A total exposure of 10 hours was obtained using an Am-Be ($\alpha,n$) source which emitted $1321 \pm 14$ neutrons per second [282]. The recoil band populated by single elastic scattering neutron events is representative of the nuclear recoil band that interacting WIMPs would populate. This band was parameterised by Gaussian fitting to the discrimination parameter (the ratio of the ionisation and scintillation energies) in 1 or 2 keV$_{ee}$ bins, an example of a fit to one energy slice is shown in figure 8.6. The mean and width of the distribution were used to define an energy dependent signal acceptance region in the energy range 2-12 keV$_{ee}$. The mean of
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Figure 8.4: Results showing the effectiveness of the position reconstruction algorithms of mercury [336]. The calibration source was placed at the origin in the x-y plane and the position of the S2 signal was recorded. The colour represents event density. The phantom grid can clearly be seen with well defined edges indicating that the program has successfully reconstructed the positions of the events.
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Figure 8.5: An example of a $\chi^2$ map of an event with a relatively large uncertainty in the position. The S1 signal is shown on the left and is much less accurate due to the lower statistics. The S2 event is seen on the right. In both pictures a $\star$ is used to show the position of the minimum.

This distribution and its width for the largest of the neutron calibration runs are shown in figure 8.7. Figure 8.8 shows the resulting WIMP search box overlaid onto the Am-Be data discrimination plot. The acceptance is approximately the lower half of the low energy nuclear recoil band, from $2.3\%(\mu - 2\sigma)$ to $45\%(\mu - 0.126\sigma)$. This was set to maximise the sensitivity to any population of nuclear recoils and was selected by examining properties of both the nuclear recoil band and the electron recoil band. Since the background radiation experienced by ZEPLIN–III consists of electron recoils, selecting the lower half of the nuclear recoil band cuts the efficiency for nuclear recoils in the required energy range to $42.7\%$ but reduces the electron recoil background leaking into the WIMP search region by $\sim 99.996\%$.

The relative scintillation efficiency for nuclear recoils was also measured from the Am-Be data. The light yield from scintillation differs depending on the type of interaction for the same energy deposited. Nuclear recoils give off less light than electron recoils and since the energy scale is calibrated using a $\gamma$-ray source a good measurement of the relative yields is essential. The conventional definitions of the important factors here are $\Lambda_{eff}(E)$ which is the scintillation yield for nuclear recoils of energy $E$ (where $E$ is the true energy deposited by the nuclear recoil in keV$_{nr}$) relative to that of electron recoils of 122 keV photoabsorption at zero.
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Figure 8.6: An example of a fit to a 1 keV$_{ee}$ energy slice of AmBe calibration data. The mean is used to define a point on the discrimination plot. A fit to several of these points then defines the nuclear recoil band.
Figure 8.7: The ZEPLIN–III second science run nuclear recoil band. The top image shows the mean of the nuclear recoil band and the lower image shows the error of the mean. Both are calculate using energy slices as shown in Figure 8.6.
Figure 8.8: The ZEPLIN–III second science run WIMP search region (solid yellow curve) overlaid onto a discrimination plot showing neutron calibration data. Also shown is the nuclear recoil mean and its 2 σ error (dashed yellow line) [26].
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electric field. \( Q_y(E) \) is the yield of ionisation charge leaving the interaction site (in electrons per unit energy, independent of other efficiencies). The electron recoil equivalent energy, \( \langle S1 \rangle \), is calculated for nuclear recoils by:

\[
\langle S1 \rangle = \frac{S_{nr}}{S_{ee}} L_{eff}(E) E
\]  

(8.2)

Where \( S_{nr} \) and \( S_{ee} \) account for the suppression of scintillation light due to charge extraction by an electric field for nuclear recoils and electron recoils respectively. These factors are both defined as unity in zero electric field. \( Q_y \) is defined by:

\[
Q_y(E) = \frac{\langle S2 \rangle}{W \frac{q_0}{q(|E|)}}
\]  

(8.3)

where the relative fraction of charge collected is represented by \( \frac{q_0}{q(|E|)} \) and the minimum energy required to create an electron-ion pair in liquid xenon is given by \( W \).

The Am-Be data scintillation and ionisation spectra were compared to Geant4 simulations in order to obtain a measurement of both of these factors [220]. A \( \chi^2 \) technique was used to obtain the \( L_{eff} \) shown in figure 8.9. A similar technique was used to find \( Q_y \), shown as a function of energy in figure 8.10. The \( W \)-value for liquid xenon was obtained from the second science run data by rearranging equation 8.3. The \( W \)-value was found as 16.5 \( \pm 0.8 \) eV.

In addition to the relative scintillation yield, the nuclear recoil acceptance must be considered to correctly interpret the sensitivity of the detector in the region of interest. Firstly, several constant factors were combined to give an energy independent efficiency of 39.8%. These include the DAQ livetime fraction of 99.2%, the quality cuts on the waveforms 98.3% (affected by the performance of the electronics in the waveform digitiser, most of the inefficiency here comes from misalignment of the high and low sensitivity channels), pulse parameter cuts were 96.9% efficient for nuclear recoils, accidental coincidences with the veto detector were measured at 0.43% and 0.83% for the thresholds used (as explained in Section 6.3) and finally the above signal acceptance calculated from the mean ratio of \( S2/S1 \) from the AmBe data. Combined these give a total efficiency of
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Figure 8.9: The energy-dependent relative scintillation yield for nuclear recoils ($L_{\text{eff}}$). The ZEPLIN–III first science run is indicated by a solid green curve with the hashed green area showing the 68% C.L. band and the ZEPLIN–III second science run result is indicated by the solid blue curve with 85% C.L. band shown by the blue hashed area [220]. Also shown are previous published measurements using mono-energetic neutron beams: (•) [302], (■) [269], (▲) [47], (○) [57], (∆) [24], (◇) [119] and (◇) [48], or obtained using a Monte Carlo matching procedure similar to that used for the ZEPLIN–III results (▼) [340].
Figure 8.10: The ionisation yield, $Q_y$, for nuclear recoils as a function of energy. The ZEPLIN–III first science run result is shown by the solid green curve with 68% C.L. band shown by the green hashed area. The ZEPLIN–III second science run result is shown by the solid blue curve and the 68% C.L. band is shown by the blue hashed area [220]. Also shown are previous measurements at 1.0 kV cm$^{-1}$ (●) and 4.0 kV cm$^{-1}$ (■) from Reference [269], at 2 kV cm$^{-1}$ (□), (△), 0.3 kV cm$^{-1}$ (○) and 0.1 kV cm$^{-1}$ (◇) from Reference [48] and spectra obtained using a Monte Carlo simulation matching that used by the ZEPLIN–III analysis at 0.73 kV cm$^{-1}$ (▲) [340] and (▼) [342].
42.7\% for nuclear recoils.

Three energy dependent efficiencies were also considered. The scintillation detection efficiency drops sharply at lower energies, more so than $\epsilon_{\text{eff}}$ alone would suggest since a 3-fold PMT coincidence is required for any signal to be considered. A curve showing the efficiencies is shown in figure 8.11. This considers the chance of detection considering the quantum efficiency of the PMT array and the number of scintillation photons generated by low energy nuclear recoils. Also shown in this figure is an energy dependent efficiency incurred from the data quality cuts (these cuts were used to further separate the electron and nuclear recoil bands in calibration data to achieve the best possible discrimination for the detector). A further energy dependent efficiency also shown relates to a timing cut on scintillation pulses to utilise the small amount of pulse shape discrimination possible with the ZEPLIN–III PMT array. This is due to the luminescence having two components, one fast ($\mathcal{O}(2)$ ns) and one slow ($\mathcal{O}(30)$ ns), see section 4.3. Hence a waveform sampling of 2 ns is adequate to utilise pulse shape discrimination since the fast component dominates for nuclear recoils.

### 8.2.3 Neutron Activation

Following the nuclear recoil band calibration, prior to the second science run evidence of some activation was seen in the data, as would be expected. During the calibration, isomers were created by thermal neutron capture onto $^{128}$Xe and $^{130}$Xe or by fast neutron inelastic scattering by $^{129}$Xe or $^{131}$Xe nuclei. The two isomers created are $^{129m}$Xe and $^{131m}$Xe which have half lives of 11.86 and 8.88 days, respectively, as shown in figure 8.12. Both these isomers de-excite via the emission of $\gamma$-rays. The excited $\frac{11}{2}^-$ state of $^{129}$Xe decays to the $\frac{1}{2}^+$ ground state by the emission of two $\gamma$-rays totalling 236.2 keV (196.56 keV M4 $\gamma$-ray to the $\frac{3}{2}^+$ state followed by a 39.578 keV prompt M1+E2 $\gamma$-ray to the ground state). The excited $\frac{11}{2}^-$ state of $^{131}$Xe decays to the $\frac{3}{2}^+$ ground state by the emission of a 163.9 keV M4 $\gamma$-ray.

The long lifetimes of these isomers allows them to be seen in the detector for several days following a calibration with a neutron source. Figure 8.13 shows
Figure 8.11: Nuclear recoil efficiencies [26]. The upper image shows the relative scintillation efficiency for nuclear recoils in liquid xenon with zero electric field; the thick blue curve (adopted for the second science run) combines the measurements and uncertainties reported in Reference [220] for the first science run data (68% C.L. band shown in red) and the second science run data (68% C.L. band shown in green). The hashed blue area shows the 68% confidence region. The lower image shows recoil detection efficiencies; $\eta$ consists of a flat component ($\eta_0 = 39.8\%$) dominated by signal acceptance in S2/S1 and 3 energy-dependent factors: the S1 detection efficiency ($\eta_1$), the quality cuts ($\eta_2$) and the timing cut on S1 pulses ($\eta_3$).
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Figure 8.12: The decay modes of $^{129m}\text{Xe}$ [364] and $^{131m}\text{Xe}$ [388]
an energy spectrum seen in ZEPLIN–III following a five day neutron calibration before the SSR. These data are not part of the second science run. This length of exposure leads to significant activation which is shown clearly by the two peaks corresponding to the energy levels of the isomers (N.B. that since the second \( \gamma \)-ray produced by the decay of \( ^{129m}Xe \) is low enough in energy as to have a much higher chance of interacting than the first, and so is usually seen in coincidence with it leading to the peak at the combined energy). After neutron calibrations during the second science run these peaks can again be seen in the data, figure 8.14, but much less clearly due to the shorter exposures involved. These energy deposits are clearly very far from the region of interest for WIMP interactions and combined with the relatively short lifetime compared to the science run time-scale and the low rates observed they pose no threat to the WIMP sensitivity of the instrument.

### 8.2.4 Electron-recoil Band Calibration

The ZEPLIN–III electron recoil band for the second science run was calibrated using a 4.6 kBq \(^{137}Cs\) source. The source was inserted above the target volume.
and produced 150 counts per second in the detector. $^{137}$Cs emits 661.7 keV $\gamma$-rays with 94.7% intensity [103]. These $\gamma$-rays populate the low energy region of the electron recoil band through Compton scattering, giving a reasonable calibration of the electron recoil background. The main draw back to this method is due to the difference in rate. The much higher trigger rate from the $^{137}$Cs calibration leads to an increase in the resistivity of the bialkali plates in the PMTs [287] (in addition to saturation of the photocathode). This in turn leads to localised charging of the photocathode which distorts the electric fields of the input optics. This effect causes a decrease in the mean response of the PMTs proportional to the event rate, to first order [287].

The combined exposure from two $^{137}$Cs calibration runs produced a similar total number of events to the science run data, the equivalent of 96% of the SSR exposure. A direct comparison of the two, shown in figure 8.15 shows a very similar number of events leaking into the WIMP search area. There were 10 $^{137}$Cs events in this region for compared to 8 in the SSR. The box shown here contains an extra partition at 35% acceptance which was added before the science run data contained within was revealed. This was necessary once extrapolation of the electron recoil background produced non-zero results for events leaking...
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into the WIMP search box. Figure 8.16 shows the events from $^{137}$Cs calibration defining the electron recoil band on a discrimination plot. This plot also shows the WIMP search box defined by neutron calibration.

A comparison of the two recoil bands gives the discrimination power of the detector. This is of vital importance for detecting rare events above the background. For the second science run the ZEPLIN–III detector achieved a discrimination power of 1 : 280 between nuclear and electron recoils, respectively. The difference between this and the discrimination achieved during the first science run is due to the second science run PMT array. The lower discrimination power is offset by a relatively greater drop in the level of background radiation.

8.2.5 LED Calibration

A weekly calibration of the response of each PMT was carried out using an LED connected to the target via a fibre optic cable. A pulse generator was used to drive the LED and the resulting waveforms were searched for single photoelectrons (SPEs). The SPE mean area was calculated from the mean area above a certain threshold, as shown for PMT 3 in figure 8.17. The mean area of the $^{57}$Co peak at 122 keV was then used to calculate each PMT’s response in photoelectrons per keV. For the second science run the average light yield of the chamber was calculated as 1.3 phe/keV$_{ee}$.

8.2.6 Operations

During the second science run the ZEPLIN–III detector ran from the 24th of June 2010 until the 7th of May 2011. During this period the detector maintained an average duty cycle of 96% over 319 days of operation. The science run was halted, as planned, to allow analysis of the WIMP search data, but as the system was still stable at this point and the run could have potentially been extended. At the time of publication this was the longest continuous data taking run ever performed by a liquefied noble gas dark matter detector. Continuous monitoring and maintenance by the ZEPLIN–III collaboration was required.
Figure 8.15: A comparison of the distribution in signal acceptance between the second science run data and the electron recoil calibration data. Recoils from WIMPs and neutrons are distributed uniformly in the y-axis. The science run data show seven (one) events in the upper (lower) region [26].
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Figure 8.16: A discrimination plot showing the electron recoil band calibration data. The electron recoil band is populated using a $^{137}$Cs source. The blue box shows the WIMP search box.

On a daily basis the internal liquid nitrogen vessel was refilled from a large external dewar. During this cryogenic refilling period a $^{57}$Co source was inserted into place above the target using the custom built automated machinery. Once the stability of the detector was assured these daily operations were fully automated.

On a weekly basis the large external dewar was refilled with liquid nitrogen. During this refill the LED calibration was performed and the detector was re-levelled to account for any geological shifts. This levelling was required to keep the gas gap uniform so that the ionisation response of the detector was constant in the x-y plane.

Significant tilting could jeopardise the science data, and slight tilting can be corrected therefore it was vital to have an accurate measurement of the detector tilt. The width of the gas gap was determined above each PMT in the detector by measuring the width of ionisation signals half way between their baseline and peak height above each PMT, since a larger gas gap produces a longer ionisation signal (i.e. a wider S2). The mean value of this parameter above each PMT can
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Figure 8.17: The results of an LED calibration showing a single photoelectron peak with a fit for a ZEPLIN–III second science run PMT. The area and error are marked on the plot.

SPE = 91.121 ± 32.7941 mV.na
µ = 0.00342019
be used to measure the tilt of the detector. A Gaussian distribution was fitted to the parameter to determine the tilt of the detector and the levelling screws on either side of the detector were adjusted to level the detector. A graphical representation of the tilt is shown in figure 8.18.

During the second science run the xenon gas gap was maintained at approximately 3.5 mm thickness at a pressure of 1.6 bar with a 13 mbar rms variation over the whole dataset.

8.3 Signal Confirmation Using the Veto

As the vetoed events provide a sample of the background this information can be incorporated into the limits on the signal rate. Although the detector has several discrimination aids, such as the separation of the electron and nuclear recoil bands, the pulse shape and the energy deposited, the improvement given by the veto is mostly clearly demonstrated by considering a generic rare event search with a single background and no additional discrimination beyond the veto. The vetoing efficiency, $\eta$, of background events gives the relative exposure of vetoed to un-vetoed background samples: $\frac{\eta}{1-\eta}$. This allows a confidence interval to be set using the profile likelihood ratio, discussed in Section 8.4.2, as implemented in the ROOT class TRolke. Figure 8.19 shows how the number of un-vetoed events in the signal region effects the $3\sigma$ evidence of a signal as a function of the veto efficiency. This clearly shows the capacity of a veto to reject the background only hypothesis and increase the discovery potential of a rare event search. In the case of the ZEPLIN–III second science run, with $\eta = 0.28$, about 15 un-vetoed events along with no vetoed events would be required in the signal region to give a $3\sigma$ signal [191]. Although this plot does not account for the accidental tagging the rate of both prompt and delayed accidental tagging is low enough not to significantly effect this result.
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Figure 8.18: A graphical representation of the typical tilt of the ZEPLIN–III detector measured by fitting a Gaussian distribution to the width of the ionisation signal produced in the xenon gas gap above the target. The x and y axes are in mm, with the center at (0,0) and the z axis is plotted on a log scale so that the very slight tilt can be seen.
Figure 8.19: The effect of veto efficiency on discovery power for a rare event search with a single background and no additional discrimination [191]. \( N_T \) is the number of tagged events observed and the confidence intervals are calculated as in [315].
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8.4.1 Data Analysis

During the second science run the ZEPLIN–III detector collected a raw fiducial exposure of 1343.8 kg-days. Due to the presence of the veto detector, which was able to tag $\gamma$-rays with 28% efficiency, a subset of the data containing only background events was available for analysis during the second science run without compromising the blindness of the experiment.

This dataset was useful to assess the stability and effectiveness of the detector early in the science run. This subset was also useful after data taking had finished. It was used to give a representation of the $\gamma$-ray background experienced by the detector during the science run without prejudicing the WIMP result. This was more effective than using the $^{137}$Cs data since that radiation is emitted from a point source whereas the true background of the experiment may come from any direction with a much broader range of possible energies, many of which may be detected by the veto.

8.4.1.1 Event Selection

The raw data were processed by a custom software package written in C++ and fluid called ze3ra (ZEPLIN 3 Reduction & Analysis) \cite{ze3ra}. This software was carefully designed to cope with the problems associated with this type of rare event search whilst assuming minimal knowledge of the physical processes involved in order not to bias the data. Two significant challenges posed by dark matter searches are the small size of the signal expected, which must be picked out over the noise, and unusual event topologies, which may not appear in short calibration runs but are much more likely to occur in the very long science runs required to search for dark matter interactions.

Unusual event topologies require ze3ra to be flexible enough to cope with new types of event as they are discovered. During the second science run the veto was a useful tool to ensure unexpected events would not contaminate the WIMP search data, since any event with a prompt veto signal could be analysed as soon
as the neutron calibration was complete. The ze3ra package contained an event viewer which was blinded to all events near the region of interest, in addition to selection of randomly chosen events. Viewing the waveforms in this subset during data taking allowed unusual events to be accounted for before the data were searched for WIMPs. For this reason, the reduction software assumes only minimal knowledge of the physical processes involved and these interpretations were deferred to a later analysis stage.

A section of each waveform, of up to 2\(\mu\)s, in the pre-trigger region was analysed to set the baseline. An F-distribution probability function was used to check the variances were statistically consistent, and portions of the timeline failing this test (i.e. including signal) were disregarded for baseline calculation \[259\]. This method allowed the baseline used for analysis to be flexible enough to cope with any drift introduced by the DAq and also be accurate enough as to allow ze3ra to accurately parameterise all genuine signals seen by the detector. The inefficiencies of signal acceptance due to the reduction software improved from \(\sim 4\%\) during the first science run to \(\sim 0\%\) during the second science run.

ze3ra uses a moving average pulse finding algorithm \[259\] to search the waveform for signals. A threshold of 3\times the RMS of the baseline was used to find genuine pulses over the noise level, and once found, the pulses were parameterised and stored as hbook n-tuples. The largest 10 pulses were stored in this way for the next stage of data processing, along with all the information about the configuration of the DAq (high voltage levels, event number, time etc.) and the information from the slow control system reading out all the data from the detectors other sensors (temperature, pressure etc.).

A processor called the “golden code” was then used to select good events from the data. This code read in information from detector calibrations to correct the raw pulse information for factors such and drift time and purity. Good events were defined as containing only a single S1 and a single S2, as would be expected from a WIMP event which is highly unlikely to interact more than once in the detector. The S1 and S2 are only loosely defined at this stage using the mean charge arrival time of the pulse; PMT afterpulsing can be differentiated from genuine signals
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Figure 8.20: A schematic showing how the reduced data was processed to produce a WIMP search data set. Firstly the golden rule is applied. This required each event to have just one S1 signal and one S2 signal. The voltage cuts remove any data recorded during any current fluctuations and the waveform cuts remove any events with HS/LS inconsistencies, DAq mis-triggerers etc. The second pass cuts refine the event selection using parameters calculated from calibrations. The program ‘mercury’ then processes the remaining events and estimates the position and energy of each event. Finally the data from synchronised veto events is added to give a completed data set.

and be excused at this stage. The events are also checked for consistency between low and high sensitivity channels. Further checks on the voltage levels and on the waveform itself were used to remove any obviously spurious events at this stage. These initial checks were known as the first pass cuts.

Following this initial stage of data processing a series of more stringent cuts were applied to the event, checking the S1 and S2 signals were genuine and consistent with each other as well as further checks using parameters calculated from calibration data. All events surviving this check were then written into new “golden” n-tuples. The mercury code [336] was used to reconstruct the energies and positions of the signals and the veto data was then added for each synchronised event. Figure 8.20 shows a schematic of the data processing stages.

8.4.1.2 Cuts Applied to Science Run Data

Following the creation of the golden dataset a final set of cuts were applied to select the science data, to obtain a result for the experiment. As the data were blinded these cuts were created by analysis of calibration data and also the prompt veto subset of the science run data. These cuts were used to both fiducialise the detector by selecting events only from a certain volume and to
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remove outlying events by observing typical event trends. These cuts had a certain efficiency penalty which was measured by testing the cuts on nuclear recoil band calibration data, as seen in figure 8.21. Since these calibrations were performed using neutrons the efficiency losses are always conservative as WIMPs would only interact once so there are no interfering effects from multiple interactions (whilst most double scatter events are cut by requiring only a single S1 and S2 signal it is possible that some multiple scatters could survive this cut).

A particularly problematic population of events are known as MSSI (multiple scintillation single ionisation) events. These events contain scintillation light from two interactions within the target, where one vertex is within the reverse field region above the PMT array. This region is required to suppress the background events generated from radioisotopes within the PMTs and also to protect the PMT electronics from the high electric field within the target. No ionisation is extracted from interactions within this region so any multiple scatter events with a vertex in this region will have an incorrect scintillation to ionisation ratio. If the
two interactions are close in the X-Y plane then the quality cuts may not remove such an event. This could lead to additional leakage of electron recoils into the nuclear recoil band. These events could be removed by mercury in conjunction with data from the veto as 28% MSSI events would have a prompt tag. Following calibrations using the phantom grid (see Figure 8.4), the position reconstruction ability of mercury was sufficient to remove most MSSI events. The $\chi^2$ maps of the S1 signal produced by this program should show two separated minima, or a misalignment of the S1 and S2 signal, for most of these events. Only MSSI events very close to the vertical axis could avoid being cut by mercury and would rely solely on the veto.

8.4.2 SSR WIMP Results

The second science run dataset contained a total of 20142 events from a 5.1 kg fiducial volume. After the final set of event quality cuts, a total of 19516 events remained for consideration. Figures 8.22 and 8.23 show the distribution of events within the target volume. The $\gamma$-rays identified by the veto are uniformly distributed; along with the energy independence discussed in section 6.3.1 this shows no significant populations of un-vetoed events. The delayed veto event tagging is also shown. The number of delayed veto events seen in the dataset is consistent with the rate expected from accidental coincidences. None of these events are seen below the median of the nuclear recoil band which confirms that there is no neutron population present in the low energy data. This achievement was vital for achieving a high sensitivity to WIMP interactions. This is consistent with expectations, the predicted rate of neutrons is $3.05 \pm 0.5$ events per year between 5 and 50 keV$_{nr}$. The portion of this expectation in the second science run effective exposure of 251 kg-days (for WIMPS of mass 50 GeV/c$^2$) and within the WIMP search region is $0.06 \pm 0.01$ events in anti-coincidence with the veto. These data allow an upper limit (90% CL) of 0.75 neutron events in the search region.

The rate of low energy electron recoils seen in the fiducial region of the science data (with no event quality cuts applied) was $0.75 \pm 0.05$ events per kilogram per day per keV$_{ee}$ (or ‘dru’ for differential rate unit). This confirms
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Figure 8.22: A plot showing the depth of events tagged by the veto during the SSR overlaid on-top of all the SSR events (black points). The prompt tags are shown by green dots, the delayed tags are shown by red dots and the unvetoed events within the WIMP search region are shown by blue dots.
Figure 8.23: A plot showing the radial positions of events tagged by the veto during the SSR overlaid on-top of all the SSR events (black points). The prompt tags are shown by green dots, the delayed tags are shown by red dots and the unvetoed events within the WIMP search region are shown by blue dots.
a significant improvement over the first science run (∼ 20 fold) due to the lower internal background generated by the new PMT array. Monte Carlo predictions accounting for a comprehensive list of background sources suggested $0.86 \pm 0.05$ dru [51]. The radioactivity measurements used to predict this rate were always conservative but this still shows excellent agreement, as shown by figure [8.24] where the results shown are not scaled to fit.

The data from the ZEPLIN–III second science run are shown in the form of a discrimination plot in figure [8.25]. The data is also shown distributed according to WIMP acceptance in figure [8.15]. The data show 8 un-vetoed events within the acceptance region. These events are distributed in acceptance as would be expected from leakage from the electron recoil band.

To obtain the WIMP result from the dataset it was first necessary to predict the leakage from the electron recoil background into the WIMP search region. Two different methods were used to estimate the number of electron recoil events. Firstly a binned skew-Gaussian of the form:

$$G(x|A, x_c, w, \alpha) = \frac{A\sqrt{2}}{w\pi} e^{-\frac{(x-x_c)^2}{2w}} \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} dt$$

which reduces to:

$$G(x|A, x_c, w, \alpha) = \frac{1}{w\sqrt{2\pi}} e^{-\frac{(x-x_c)^2}{2w}} \left[ 1 + \text{erf} \left( \frac{\alpha}{\sqrt{2}} \frac{x - x_c}{w} \right) \right]$$

was fitted to the unblinded data above the WIMP search region. Here $A$ is the amplitude parameter which can be scaled to the number of electron recoil events at the electron recoil mean, and $w$ is the scale parameter defining the spread of the distribution. This factor is a function of the discrimination parameter, $\log_{10} \left( \frac{s_2}{s_1} \right)$, and is determined by the PMT response. $\alpha$ is the shape of the skew-Gaussian and is also set by the detector’s ability to discriminate between electron and nuclear recoils. The Gaussian error function, erf, is related to the Gaussian by:

$$\text{erf} \left( \frac{x}{\sigma\sqrt{2}} \right) = \int_{-x}^{x} G(x) dx$$
Figure 8.24: A comparison of the simulated electron recoil background in ZEPLIN–III to second science run data. U/Th and Xe activation γ-rays are indicated. Note that the dynamic range of the data is restricted by saturation effects which become significant around 150 keV_{ee}. The simulated results were not scaled to the data in this plot.
Figure 8.25: A scatter plot of the ZEPLIN–III second science run data (black points). This plot shows the discrimination between electron recoils and nuclear recoils as a function of energy. The mean of the electron recoil band is shown by the dashed yellow line and the mean of the nuclear recoil band is shown by the dashed blue line. The WIMP search region is shown by the blue box. Inside the WIMP search box 8 events can be seen located near the upper boundary closest to the electron recoil band. The green points show events with a prompt veto tag (mostly $\gamma$-rays) and the red points show events with delay veto tags (consistent with accidental coincidences) [26]. Assuming these outliers are background rather than signal these events are currently poorly understood.
The mean and standard deviation of the distribution given in equation 8.5 are given by:

\[
\mu = x_c + w\delta \sqrt{\frac{2}{\pi}} \tag{8.7}
\]

\[
\sigma^2 = w^2 \left(1 - \frac{2\delta^2}{\pi}\right) \tag{8.8}
\]

The mean and variance are related to the shape of the skew by \( \delta = \frac{w}{\sqrt{1+\alpha^2}} \) in equations 8.8 and 8.7. Although there is as yet no good physical motivation behind this form of fit, in practice it was found that a non Gaussian tail from rare topology events combined with a Gaussian distribution of electron recoil events was best approximated by a skew-Gaussian. The number of events predicted to leak into the WIMP search box in each energy bin is given by extrapolation using the formula:

\[
n_{est} = \int_{box_{lower}}^{box_{upper}} G(x|A, x_c, w, \alpha) \, dx \tag{8.9}
\]

where \( box_{upper/lower} \) are defined by the nuclear recoil band as described in section 8.2.3. An example of a skew-Gaussian fit to the second science run data is shown in figure 8.26. Fitting to the science run data does leave the possibility of biasing the fits by the presence of a signal, however this method gave excellent agreement with the second method used to estimate the background in the box. This method simply involved scaling the \(^{137}\text{Cs}\) calibration data to the exposure of the second science run. A summary of the predictions given by both methods along with the observed number of events is given in Table 8.1. This table also lists the relevant signal acceptance parameters and quotes the upper limit on the number of possible signal events that could be present along with the background events. Due to the probability of finding background events leaking into the WIMP search box this region was further partitioned in order to maximise sensitivity given by the skew-Gaussian fits. Monte Carlo sampling of the background was used to calculate optimum partition. The Feldman-Cousins (FC) method [172] gave maximum sensitivity with a partition at 24% acceptance. Table 8.1 shows good agreement between background predictions in these regions and the number of events observed once the data was unblinded.

A confidence interval for the signal expectation in the second science run was calculated with a Profile Likelihood Ratio (PLR) [26, 315, 92]. This method is
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Figure 8.26: An example of a skew-Gaussian fit to the electron recoil background to predict the number of events leaking into the WIMP search box. The WIMP search box used in the second science run is shown in purple.

Table 8.1: Observations ($n_{\text{obs}}$), background estimations ($\mu_{b1, b2}$) and limits on the expected signal ($\mu_{\text{signal}}$) for the first and second science run (FRS and SSR respectively). Effective exposures are presented for 50 GeV/$c^2$ WIMP mass along with relevant signal acceptance parameters. The electron recoil background expectations are calculated using skew-Gaussian (SG) fits to the WIMP search region in 2 keV$_{ee}$ bins and also from an equivalent exposure to a $^{137}$Cs source. The 90% CL limits on the number of signal events were derived using the profile likelihood ratio method.

<table>
<thead>
<tr>
<th>Run</th>
<th>kg-days (net)</th>
<th>acceptance</th>
<th>$n_{\text{obs}}$</th>
<th>neutrons $\mu_{b1}$</th>
<th>electrons recoils, $\mu_{b2}$ GS fit $^{137}$Cs $\mu_{\text{signal}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSR</td>
<td>437.0</td>
<td>7-35 29-35%</td>
<td>4</td>
<td>0.5±0.3</td>
<td>5.3±3.1</td>
</tr>
<tr>
<td></td>
<td>(107.3)</td>
<td>2-29%</td>
<td>1</td>
<td>0.7±0.3</td>
<td>1.5±1.7</td>
</tr>
<tr>
<td>SSR</td>
<td>1,343.8</td>
<td>7-29 24-45%</td>
<td>7</td>
<td>0.03±0.005</td>
<td>5.5±2.2 8.3±2.9</td>
</tr>
<tr>
<td></td>
<td>(251.0)</td>
<td>2-24%</td>
<td>1</td>
<td>0.03±0.005</td>
<td>1.0±1.2 1.0±1.0</td>
</tr>
</tbody>
</table>
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8.4.2.1 Excluding WIMP-nucleon Cross Section Parameter Space

The limit on the number of signal events in the data was then used to set upper limits on the scalar WIMP-nucleon elastic scattering cross-section. The cross-section limit is dependent on the astrophysical model assumed and so to compare direct detection searches a standard model is used. These calculations assume a standard galactic halo of WIMPs characterised by $\rho_0 = 0.3 \text{ GeV/c}^2\text{cm}^2$, $v_0 = 220$ km/s, $v_{\text{escape}} = 544 \text{ km/s}$ and $\langle v_\odot \rangle = 232$ km/s \[256\]. Also using a Helm form factor \[208\] parameterised as in \[32\], given by equation \[3.9\].

The detector characteristics must be included in equation \[3.3\] to obtain the WIMP spectrum that ZEPLIN–III would expect to see. The energy resolution was first accounted for. The expectation in each energy bin was altered to account for the smearing effect caused by the finite energy resolution discussed in section \[8.2.1\]. Also the characteristic efficiencies of the detector are folded in, these are as seen in figure \[8.11\]. Once these effects have been considered the expected WIMP spectrum seen by ZEPLIN–III can be compared to the SSR data and used to set limits on the WIMP-nucleon interaction cross section. Figure \[8.27\] shows an example of the differential WIMP spectrum expected in the SSR.

The final step before comparing the expected spectrum to the data is to convert the expected recoil spectrum to the correct energy scale, using the energy dependent relative scintillation efficiency calculated in section \[8.2.2\]. Once the data are on the correct energy scale the limit on the number of events was divided by the exposure to give the differential rate, $r$, of events·kg$^{-1}$·day$^{-1}$. This result was then compared to the expected WIMP spectrum to obtain a limit on the interaction cross-section.

The event rate is related to the interaction cross-section, $\sigma_{\chi-n}$, by:

$$\frac{R_0}{r} = \frac{D \cdot \sigma_{\chi-n}}{\mu_{\chi-n}^2}$$  \hspace{1cm} (8.10)

$R_0$ is the integrated predicted WIMP spectrum in the WIMP search box, the
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Figure 8.27: The differential spectrum expected to be observed by the ZEPLIN–III detector. The spectrum for perfect detection is shown by the red curve. The brown curve shows the effect of folding in the nuclear form factor, the green curve shows the effect after smearing is considered and the blue curve shows the effect of also folding in the detector efficiency (shown as a function of energy in Figure 8.21).

The reduced mass of the colliding particles is given by \( \mu_{\chi-T} = \frac{M_T M_\chi}{M_T + M_\chi} \) and \( D = 94.3 \) is a numerical factor accounting for the density of dark matter [256]. Since different targets are used for dark matter searches the convention is to report the WIMP-nucleon cross-section, \( \sigma_{\chi-n} \), to give a target independent result. For the spin independent limit this is given by:

\[
\sigma_{\chi-n} = \left( \frac{\mu_{A=1}}{\mu_T} \right)^2 \left( \frac{1}{A_T} \right)^2 \sigma_{\chi-T}
\]  
(8.11)

hence the limit for the experiment is calculated by:

\[
\sigma_{\chi-n} = \left( \frac{\mu_{A=1}^2}{A^2 D} \right) \frac{R_0}{r}
\]  
(8.12)

solving this equation for an array of different WIMP masses leads to a WIMP-nucleon cross-section limit curve for spin independent scattering. This is calculated across the full range of theoretical WIMP masses from 10 to \( 1 \times 10^5 \) GeV/c². The ZEPLIN–III second science run limit plot is shown in figure 8.28 along with the combined limit for the whole ZEPLIN–III experiment and limits
Figure 8.28: Limits at 90% confidence on the WIMP-nucleon scalar cross-section. This shows both the ZEPLIN–III limits and also the combined limit for the whole experiment [26]. Also shown are limits from XENON100 [46], CDMS-II [136] and EDELWEISS-II [55]. Blue contours are used to represent the 3σ and 5σ DAMA/LIBRA results from Ref [326] (2008 data, no ion channelling [81]). The magenta contour is the fit to the CoGeNT data under a light WIMP hypothesis [2]. The crosses show the SUSY benchmark points from Ref [161]. Favoured regions of a Bayesian analysis in mSUGRA [371] and the likelihood analysis of LHC data within cMSSM [106] is also shown.

from some other dark matter searches. The limits shown cover a range of possible WIMP masses centred around the region of highest sensitivity. The minimum of the curve for the second science run is at $4.8 \times 10^{-8}$ pb for a WIMP mass of 55 GeV/c$^2$. This result assumes the mean value for the relative scintillation efficiency, or $L_{\text{eff}}$, shown in figure [8.9]. Adopting the $L_{\text{eff}}$ mean+1σ would give a minimum of $4.7 \times 10^{-8}$ pb for a 51 GeV/c$^2$ WIMP mass and $2.2 \times 10^{-6}$ pb for a WIMP mass of 10 GeV/c$^2$. Adopting $L_{\text{eff}}$ mean−1σ gives minima of $5.2 \times 10^{-8}$ pb for a 51 GeV/c$^2$ WIMP mass and $9.3 \times 10^{-6}$ pb for a WIMP mass of 10 GeV/c$^2$. The combined (FSR+SSR) result was obtained from a four-bin PLR calculation; this shows a sensitivity reach for the ZEPLIN–III experiment of $3.9 \times 10^{-8}$ pb for a WIMP mass of 52 GeV/c$^2$.

Spin-dependent (axial-vector) interaction cross-section limits were also calcu-
Table 8.2: Values of $\Lambda^2 J(J + 1)$ for the two isotope of xenon which contribute to spin interactions.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>J</th>
<th>$\Lambda^2 J(J + 1)$</th>
<th>odd group</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{129}$Xe</td>
<td>1/2</td>
<td>0.75</td>
<td>0.124</td>
</tr>
<tr>
<td>$^{131}$Xe</td>
<td>3/2</td>
<td>0.15</td>
<td>0.055</td>
</tr>
</tbody>
</table>

lated for the ZEPLIN–III experiment. This type of interaction arises from the final term in the spin-dependent cross-section given in equation \[3.14\] Here the interaction cross-section is proportional to $J(J + 1)$ where $J$ is the nuclear spin. Although the spin-dependent interaction with the nucleus is still coherent in the sense that the scattering amplitudes are summed, any paired nucleons cancel out and only residual unpaired nucleons contribute to the scattering amplitude. Hence in this experiment the two neutron-odd isotopes $^{129}$Xe ($J^\pi = 1/2^+$) and $^{131}$Xe ($J^\pi = 3/2^+$) provide sensitivity to spin interactions. The xenon used in the ZEPLIN–III target is depleted in $^{134}$Xe and $^{136}$Xe and so consists of 29.5\% $^{129}$Xe and 23.7\% $^{131}$Xe. This composition slightly enhances its sensitivity so spin interactions compared to natural isotope levels (26.4\% and 21.2\% respectively).

The isotope specific WIMP-proton and WIMP-neutron interaction cross-sections were calculated by:

\[
\frac{\sigma_p}{\sigma_{\chi-T}} = \frac{\mu_p^2}{\mu_T^2} \left[ \frac{\Lambda^2 J(J + 1)}{\Lambda^2 J(J + 1)} \right]_p \left( \frac{C_{\chi-p}}{C_{\chi-N}} \right)^2
\]

this equation has been normalised to the WIMP-proton cross section as denoted by the sub-script p, $C_{\chi-N}$ is the WIMP-nucleon spin factor (a linear combination of neutron or proton couplings to $\tilde{\gamma}$, $\tilde{H}$, $\tilde{B}$ and $\tilde{Z}$ as given in Ref. [256]) and values for the typical target element spin factors, $\Lambda^2 J(J + 1)$, are given in Table 8.2.

The resulting WIMP-neutron spin-dependent interaction cross-section limits are shown in figure 8.29. A peak sensitivity was reached for a 50 GeV/c$^2$ WIMP mass at $8.0 \times 10^{-9}$ pb by combining the first and second science run data.
Figure 8.29: Limits on the spin-dependent WIMP-neutron cross-section from the ZEPLIN–III experiment (combined FRS and SSR) [26] assuming no proton interaction and Bonn CD nucleon-nucleon potential [368]. Also shown are the limits from previous ZEPLIN experiments [32] [34], CDMS-II data (2004-9) [136] [20] plus low-energy (LE) analysis [21]. The blue contours show the 3σ DAMA region (2008 data with no ion channelling [81]) from Ref. [326]. The green hatched area shows the 95% probability region of cMSSM neutralinos [319].
Chapter 9

Summary

A significant body of evidence now exists suggesting that almost a quarter of the energy density of the Universe is in the form of dark matter. The most favoured candidate is cold dark matter particles in the form of WIMPs. As dark matter exists within galactic halos these WIMPs are detectable via their occasional interactions with baryonic matter. One of the most promising methods of detection is via measurement of the energy deposited by nuclear recoils off xenon atoms in a two-phase time projection chamber. Using two phases allows for the measurement of energy deposited in 2 different channels, scintillation and ionisation, which allows discrimination between nuclear recoils and the dominant electron recoil background. The time projection allows accurate 3D event reconstruction which enables the self shielding properties of xenon to be exploited. During its 2 science runs the ZEPLIN–III detector has successfully demonstrated the use of a two-phase xenon time projection chamber to produce very competitive limits of WIMP-nucleon interaction cross-sections.

The detector was based at the Boulby Mine in Cleveland, UK. The 2800 m.w.e rock overburden provides a $\sim 10^6$ reduction in the muon flux. Combined with the effects of locating the laboratory within a seam of low radioactivity salt, and the use of lead and polypropylene shielding, which reduce the $\gamma$-ray and neutron flux by a factor of $\sim 10^5$, this provides an excellent low background environment in which to conduct a rare event search.

During the first science run of ZEPLIN–III the instrument acquired science
data for 83 days. The results from this exposure allowed a limit to be set on
the WIMP-nucleon spin-independence cross-section of $8.8 \times 10^{-8}$ pb for a 56
GeV/c$^2$ WIMP mass at 90% C.L.. The power of the discrimination achieved
during the first science run between nuclear and electron recoils was 1:7800. This
is the highest achieved by any liquid xenon dark matter detector. Following an
upgrade, the second science run lasted for 305 days with an exposure of 1750
kg days (Figure 9.1). At the time of publication this was the longest run of
any liquid xenon dark matter detector. Furthermore this run was halted, as
planned, for analysis to produce a science run rather than due to a loss of system
stability. When combined with the first science run data this allows the exclusion
of a spin-dependent WIMP-nucleon cross-section above $3.5 \times 10^{-8}$ pb for a 52
GeV/c$^2$ WIMP mass at 90% C.L., making ZEPLIN–III one of the most sensitive
instruments in the world. Due to valence neutrons present in xenon the data
also allow the exclusion of a spin-dependent WIMP-neutron cross-section above
$7.2 \times 10^{-3}$ pb for a 50 GeV/c$^2$ WIMP mass at 90% C.L.. This is the world’s best
limit.

The upgrade of the instrument before the second science run included the
replacement of the PMT array with new custom made low-background PMTs.
The first science run demonstrated the limitations which may be caused by dead
regions within the detector. The reverse field region used to protect the PMTs
and suppress unwanted background from them also allowed for the possibility
of multiple scattering single ionisation events. These events contain scintillation
light from interactions in both the dead region and the fiducial volume, but
contain only electroluminescence from ionisation cause by the interaction within
the fiducial volume. The second science run PMT array represents a 40 fold
reduction in background activity which significantly reduced the chances of this
type of event occurring. The upgrade also included the addition of an active
veto. This detector was able to detect $(28.1 \pm 0.2)\%$ of background events from
the fiducial volume of ZEPLIN–III, including the multiple scintillation single
ionisation events. The veto also detects $(60.5\pm0.5)\%$ of single scattering neutrons
from the fiducial volume of ZEPLIN–III. As these events represent the greatest
potential threat to the WIMP sensitivity of the instrument this demonstrates
the vital nature of an effective veto to a dark matter detector. An additional
Figure 9.1: The progress of the ZEPLIN–III second science run.

benefit of including a separated veto detector was demonstrated by its use during
a blind data analysis. The veto provided over a quarter of the background data
for analysis during the science run without risking biasing of the WIMP results.
By simply requiring a veto event be present, above some threshold, at the trigger
point in an event triggered by ZEPLIN–III, it could be guaranteed that, aside from
a 0.43% accidental coincidence chance, the event was not a WIMP interaction.
This allowed any anomalies to be quickly detected and rectified (for example
problems with the DAq or rare event topologies unaccounted for by the data
analysis software).

I was involved in many aspects of this experiment and made a valuable
contribution leading to the SSR result. The majority of my contribution was
to the veto detector. After assembling the veto I was responsible for the data it
produced. I wrote the reduction software and the analysis code and produced
datasets of vetoed data that could be analysed without compromising the
blindness of the WIMP analysis. I also demonstrated how the veto may be used in
conjunction with the main instrument for additional analyses, such as searching
for exotic forms of dark matter and measuring radiological contamination. I
also demonstrated the benefits of recording a low resolution version of the main
detectors sum channel in the veto DAq, which records a much longer timeline.
I made valuable contributions to the analysis of the main SSR result, setting a
competitive limit on the WIMP-nucleon interaction cross-section.

Future liquid xenon dark matter detectors could benefit from the techniques
used during the ZEPLIN–III experiment. The measurement of radioactive
contaminants, such as $^{85}$Kr, from science run data have proved much more
accurate than previous techniques using, for example, RGA. Purifying the xenon
using cryogenic pumping negated the possibility of introducing contaminants from
the getters. The purity was maintained, and even increased, by the application
of the drift field during the science run. Future detectors will require very high
levels of purity, due to their increased target size. Detector stability, such as that
achieved by ZEPLIN–III, will also be required for the success of these experiments.
As the veto recorded a much longer timeline than ZEPLIN–III this allowed for
additional analyses to be carried out, such as an accurate measurement of the
radon contamination and the analysis of muon events and their after affects.

The future of liquid xenon dark matter detectors looks bright. The LUX
detector, with a 350 kg target, is currently being moved underground ready to
commence science operations. The XMASS experiment, with an 800 kg target,
will shortly be ready to recommence science operations following an early hiccup
during calibration and construction of the XENON1T detector is underway. With
the recent probable discovery of the Higgs boson the phase space in which dark
matter particles may exist can further be constrained. The Higgs boson is a key
ingredient of the neutralino, a theoretical particle to which dark matter particle
detectors are usually tuned. However, as these detectors perform rare event
searches they are sensitive to many forms of dark matter particle which may
arise from this discovery. As discussed in Section A.14 the announcement of the
potential discovery of the Higgs boson at around 125 GeV/$c^2$ heavily constraints
the phase space for SUSY particles. Dark matter detectors may also constrain
this parameter space and if the Higgs boson is confirmed then a $\sim$-ton scale
noble liquid detector could be expected to either discover mixed higgsino CDM or essentially rule out thermally-produced neutralino-only CDM in the mSUGRA model [62].
Appendix A

Appendix

A.1 The Age of the Universe

Information from the cosmic microwave background can be used to deduce the age of the Universe. The fundamental mode of vibration in the early Universe can be measured from the angular size of the strongest temperature fluctuation in the cosmic microwave background. This is measured as $0.601 \pm 0.005$ degrees. Plasma physics tells us that the longest acoustic wave that could be supported is $143 \pm 4$ Mpc, in-fact the sound horizon at the release of the CMB can be measured as discussed in Section 2.3.3, this shows $r_s = 146.2 \pm 1.1$ Mpc. Combining these two gives the longest distance through spacetime from today to the release of the cosmic microwave background as $\sim 44$ billion light years, so the upper bound on the age of the Universe is $\sim 44$ billion years. Other astronomical measurements, such as the expansion rate and the Universe’s contents, are combined with this result to determine the exact age. The contents are significantly different today than they were at the time of last scattering, as shown in Figure A.1. Combining all this information gives an age of $13.75 \pm 0.11$ Gyr.

This age measurement relies on cosmological models. The significance of this measurement, and the parameters of the model used to produce it (including attributing a significant proportion of the Universe’s energy density to dark matter), can be increased by checking if this measurement is in line with other independent measurements of the Universe’s age. Historically this was often
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Figure A.1: The contents of the Universe now and at the epoch of the release of the cosmic microwave background. Image obtained from the WMAP website [284].

A source of controversy, with the very early scientific estimates indicating a relatively young Earth. The first successful attempts to calculate the age of the Universe began with ageing rocks here on Earth, since this would set a lower limit on the age. The oldest rocks found on Earth come from the Nuvvuagittuq greenstone belt in Northwest Canada. These rocks are estimated to be 4.28\(^{+0.05}_{-0.08}\) billion years (Gyr) old [290]. Older meteors have been found, the oldest of these containing specks of calcium-aluminium-rich inclusions (CAIs). These were found in carbonaceous chondrites from the meteor Efremovka which landed in Kazakhstan in 1962. These deposits are estimated to have formed 4.5647\(\pm 0.0006\) Gyr ago [39]. These dates are consistent with the estimated age of the Sun (although much more accurate) from current knowledge of stellar evolution. With a well established lower limit on the age of the Universe (by measuring the age of the solar system) determined in laboratories on Earth we know that the Universe must of course be older than this since all elements above lithium were produced by stars. The age of the Milky Way galaxy can be estimated by measuring the relative abundance of \(^{187}\text{Re}\) and \(^{187}\text{Os}\), giving an age range of 11.5 to 15.5 Gyr [94]. A better estimate of the age of the Milky Way can be determined from estimating the age of the oldest objects it contains. The oldest white dwarves
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found are in the globular cluster NGC 6121, measured at 12.7 ± 0.7 Gyr [201]. It should be noted however that globular clusters are quite difficult to age with much variation within the literature. The oldest known globular clusters are the Messier clusters NGC 7078, NGC 4590 and NGC 6341. Their ages are estimated at 12.2 ± 1.8 Gyr [324]. Radioactive dating of the metal poor star CS 31082-001 via $^{238}$U and $^{232}$Th gives the age of this star as 14.1 ± 2.5 Gyr [380]. Observations of the accelerating expansion of the Universe can also be used to date the length of the expansion, although this relies on the cosmological model somewhat as it requires dark energy. This gives an age of 14.2 ± 1.7 Gyr [312].

The measurements used by many of these independent methods require the Universe to be older than their respective results as they rely on some amount of evolution before the phenomena occur. They are all in good agreement with the age measured by the WMAP probe using the CMB observations and a model of the Universe containing approximately 23% dark matter and 72% dark energy.

A.2 Riemann Curvature Tensor

The Ricci tensor and Ricci scalar are contractions of the general Riemann curvature tensor:

$$R^\alpha_{\mu\sigma\nu} \equiv \Gamma^\alpha_{\nu\mu,\sigma} - \Gamma^\alpha_{\sigma\mu,\nu} + \Gamma^\alpha_{\sigma\beta} \Gamma_{\mu\nu}^\beta - \Gamma^\alpha_{\nu\beta} \Gamma_{\mu\sigma}^\beta$$  \quad (A.1)

where the $\Gamma$’s are the Christoffel symbols describing parallel transport of vectors over curved surfaces. In general, by considering two geodesics $x^\alpha(\tau)$ and $x^\alpha(\tau) + y^\alpha(\tau)$ for a general $\tau$ and by considering how the small separation $y^\alpha(\tau)$ grows it can be shown that the covariant derivative is:

$$\frac{D^2 y^\alpha}{D\tau^2} = R^\alpha_{\mu\sigma\nu} \dot{x}^\mu \dot{x}^\sigma y^\nu$$  \quad (A.2)

which establishes the connection between curvature ($R^\alpha_{\mu\sigma\nu}$) and gravity (through $\frac{D^2 y^\alpha}{D\tau^2}$). In flat space the Riemann tensor is zero, and initially parallel paths will always remain parallel. Non zero values represent curved space where initially parallel lines may not remain so. This curvature tensor is contracted to give the
A.3 Einstein Tensor with a Robertson-Walker Metric

Applying the Euler-Lagrange equations to the Robertson-Walker metric gives the Christoffel symbols for each parameter, by defining $a \equiv 1 - kr^2$ these can be written in matrix form as:

$$
\begin{align*}
\Gamma_t &= \begin{pmatrix} \cdot & \cdot & \cdot & \cdot \\
\frac{\dot{R}}{R} & \cdot & \cdot & \cdot \\
\cdot & \frac{\dot{R}}{R} & \cdot & \cdot \\
\cdot & \cdot & \frac{\dot{R}}{R} & \cdot \\
\end{pmatrix} \\
\Gamma_r &= \begin{pmatrix} \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\end{pmatrix} \\
\Gamma_\theta &= \begin{pmatrix} \cdot & \cdot \frac{\dot{R}Rr^2}{a} \cdot \cdot \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\end{pmatrix} \\
\Gamma_\phi &= \begin{pmatrix} \cdot & \cdot \frac{\dot{R}Rr^2}{a} \cdot \cdot \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot \\
\end{pmatrix} \\
\end{align*}
$$

where zeros are represented by dots.

These can be combined using Equation [A.1] to give the Riemann tensor. The (anti-)symmetry of this tensor, $R^\alpha_{\mu\nu\sigma} = -R^\alpha_{\mu\sigma\nu}$, can be used to give the Ricci tensor as:

$$
R^\alpha_{\mu\nu} = \frac{3\ddot{R}}{R} + \frac{\dot{R}^2}{a} + Ar^2 + Ar^2\sin^2\theta
$$

(A.5)
A.4 The Space-time Curvature

where $A \equiv R\ddot{R} + 2(\dot{R}^2 + k)$. The Ricci scalar is then:

$$R = -6 \left( \frac{\dddot{R}}{R} + \frac{\ddot{R}^2 + k}{R^2} \right)$$

(A.6)

then using the definition of the Einstein tensor in terms of the Ricci tensor and scalar gives:

$$G_{\mu\nu} = \begin{pmatrix}
-\frac{3(\dddot{R} + k)}{R^2} & \cdot & \cdot & \cdot \\
\cdot & a \left( \frac{2\dddot{R}}{R} + \frac{\ddot{R}^2 + k}{R^2} \right) & \cdot & \cdot \\
\cdot & \cdot & a \left( \frac{2\dddot{R}}{R} + \frac{\ddot{R}^2 + k}{R^2} \right) & \cdot \\
\cdot & \cdot & \cdot & a \left( \frac{2\dddot{R}}{R} + \frac{\ddot{R}^2 + k}{R^2} \right)
\end{pmatrix}$$

(A.7)

A.4 The Space-time Curvature

The space-time curvature can be related to the contents of the Universe by equation 2.5. The source of gravity, $\rho$, can be related to the potentials $(g_{\mu\nu})$ to give a tensor. From a relativistic treatment $\rho = \gamma^2 \rho_0$ where $\rho_0$ is the density of the matter in its rest frame, one factor of $\gamma$ is gained by Lorentz contraction and another factor is due to the increase in relative mass of the matter particles due to their velocity. The four vector of the matter is given by $U^\mu = \gamma (c, \vec{u})$, as transforming a second rank tensor brings in two factors of $\gamma$. The energy-momentum tensor is given by:

$$T^{\mu\nu} = \rho_0 U^\mu U^\nu$$

(A.8)

which is the energy-momentum tensor of dust, or a pressure-free and viscosity-free perfect fluid. Allowing for a fluid with pressure, $p$, this becomes:

$$T^{\mu\nu} = (\rho + p) U^\mu U^\nu - pg_{\mu\nu}$$

(A.9)

the pressure and density are related by:

$$p = (\kappa - 1) \rho$$

(A.10)
where the contents of the Universe describe its evolution by the equation of state parameter, $w = (\kappa - 1)$, which depends on how the density varies in the volume. In a radiation dominated Universe the number density scales with the volume, $n \propto R^{-3}$, multiplied by an additional factor since photons are relativistic and the energy per particle varies as $E \propto R^{-1}$, so that the density scales as $\rho_\gamma \propto R^{-4}$. The energy-momentum tensor from equation A.8 has trace $-\rho + 3p$ yet must be traceless, hence the equation of state for a radiation dominated Universe is $p_\gamma = \frac{1}{3}\rho$ and $\kappa = \frac{4}{3}$. This is a good approximation for the hot, dense, early Universe with its blackbody spectrum. In a non-interacting matter dominated Universe the density varies as $\rho_m \propto R^{-3}$ and $\kappa = 1$, there is no pressure so $p_m = 0$. A vacuum energy dominated Universe has negative pressure, $\kappa = 0$ as the vacuum density is constant giving the equation of state as $p_\Lambda = -\rho_\Lambda$. This is the likely future of the Universe since observations show the expansion is accelerating [312]. It is also believed that a similar equation of state was present during the early inflationary period discussed in Section 2.2.1. The effect of the equation of state on the evolution of the Universe is shown in Figure A.2; this also includes the curvature density which is defined in Equation A.14.
A.5 The Density Parameter

The dimensionless density parameter is defined as:

\[ \Omega = \frac{\rho_T(0)}{\rho_c(0)} = \frac{8\pi G \rho_T}{3H^2} \]  \hspace{1cm} (A.11)

such that the Friedmann equation from 2.20 becomes:

\[ \frac{k}{H^2 R^2} = \Omega - 1 \]  \hspace{1cm} (A.12)

where the total density is defined as the sum of all the components of the Universe
\[ \Omega = \Omega_\gamma + \Omega_m + \Omega_\Lambda \]
and the individual components are given by:

\[ \Omega_\gamma \equiv \frac{\rho_\gamma(0)}{\rho_c(0)} \]  \hspace{1cm} \[ \Omega_m \equiv \frac{\rho_m(0)}{\rho_c(0)} \]  \hspace{1cm} \[ \Omega_\Lambda \equiv \frac{\Lambda}{3H_0^2} \]  \hspace{1cm} (A.13)

If these components do not sum to unity then the difference gives rise to a ‘curvature density’ \( \rho_k \equiv \frac{3k}{8\pi G R^2} \). Although this is not a form of mass-energy it is convenient to treat it as such in the Friedmann equations. The curvature density parameter is given by:

\[ \Omega_k = 1 - \Omega \]  \hspace{1cm} (A.14)

The \( \Omega \) parameter then defines how the Universe evolves. There are three different scenarios, illustrated in Figure A.3. If the different components of the Universe sum to give \( \Omega = 1 \) then the right hand side of equation A.12 is zero, hence \( k = 0 \) and the Universe is flat and infinite. If the density exceeds the critical density then \( k > 0 \), or by normalising to \( R_0 \) then \( k = 1 \). In this scenario the Universe has positive curvature as described by spherical surfaces. This type of Universe is finite and closed; the gravitation attraction of the mass of the Universe could potentially cause its eventual collapse in a ‘big crunch’, however this scenario is very unlikely due to the effects of \( \Lambda \). The third scenario is a combination of densities which sum to less than the critical density so \( \Omega < 1 \). In this scenario \( k < 0 \) (or \( k = -1 \) by normalising to \( R(t) \)) and the Universe has negative curvature, as described by saddle shaped surfaces. This type of Universe is open and infinite.
A.5. The Density Parameter

Figure A.3: The expansion of the Universe described by $R(t)$ for four different scenarios. If $k = 1$ space-time has positive curvature and the Universe is closed and will eventually collapse in on itself due to the gravitational attraction of the matter contained within it, curve A. If $k = 0$ the Universe is at critical density, space-time is flat with no curvature and the Universe will expand forever at an increasingly slower rate. Curves B and C show this where B shows a flat critical Universe that will eventually stop expanding and C shows a coasting Universe which is flat but expands forever. If $k = -1$ then space-time has negative curvature (as described by a hyperbolic surface or saddle), in this case the rate of expansion will increase at an exponential rate shown by curve D. Image adapted from [284].
By rearranging equation [A.12] for $k$ and substituting this equation back into the solution to the field equation, (2.17), and using the definition of red shift $z + 1 = \frac{R_0}{R(t)}$, the expansion rate of the Universe can be defined in terms of observables, in this case the redshift $z$, as:

$$\dot{H}(z) = [\Omega_{\gamma}(1 + z)^4 + \Omega_m(1 + z)^3 + \Omega_\Lambda + \Omega_k(1 + z)^2]^{\frac{1}{2}}.$$  \hspace{1cm} (A.15)

This is known as the Friedmann-Lemaitre equation (for a review see [227]). The first term shows that radiation acts to increase the expansion rate with increasing $z$, hence reducing the expansion rate over time. The second term shows matter has a similar effect although with a less strong dependence on $z$. The third term accounting of dark energy has no dependence on $z$ and remains constant over time. This indicates that a vacuum energy $\Lambda > 0$ would eventually come to dominate the Universe as the matter and radiation components diminish with increasing volume. The last term acts to decrease the expansion rate of an over-critical Universe ($\Omega > 1$) with positive curvature, but would act to increase the expansion rate of an under-critical Universe ($\Omega < 1$) with negative curvature.

In the limit $t \to \infty$ all terms except the dark energy term tend to zero such that:

$$\left(\frac{H_\infty}{H_0}\right)^2 = \Omega_\Lambda$$ \hspace{1cm} (A.16)

where $H_\infty$ is the value of $H$ at $t = \infty$. By the definition given in equation [A.13] this means:

$$\Lambda = 3H_\infty^2$$ \hspace{1cm} (A.17)

and if initially $\Lambda > 0$ then at late times $\Omega_\Lambda \to 1$.

The time-scale of the evolution can be calculated by integrating $\frac{H(t)}{H_0} = \sqrt{\frac{\rho_c(t)}{\rho_c(t_0)}}$ with respect to cosmic time (via the time dependent cosmological expansion scale factor):

$$t = \int \frac{dR}{RH}$$ \hspace{1cm} (A.18)

writing $H$ in terms of the densities of the components of the Universe, $H_0(\Omega_{\gamma}R^{-4}+$
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### A.6. Inflation

Inflation is described by a transitory scalar-field represented by Λ in Equations 2.17 and 2.18 acting as negative-pressure on space-time. This scalar-field drives the rapid expansion as it relaxes to the vacuum, eventually falling to Λ → 0 where normal expansion once again resumes. The mechanism for the inflation is currently not understood, but one possible explanation is symmetry breaking at the GUT unification point, as discussed in Section 2.4, at \( \sim 10^{-36} \) seconds. The energy released here may have caused an over-pressure that was applied directly to space-time itself \[28\]. The dynamics of the inflation may be described using the Klein-Gordon equation:

\[
\ddot{\phi} - \left( \nabla^2 - \frac{m^2 c^2}{\hbar^2} \right) \phi = 0
\]  

(A.20)

where \( \phi \) represents the scalar-field (or ‘inflaton’). If an initial domain is considered where the field is uniform then the subsequent dynamics of \( \phi(t) \) are synchronised throughout the observable Universe (i.e. the inflated patch). Adding in a ‘Hubble drag’ friction term, \( 3H \dot{\phi} \), which opposes clumping allows this to be written in the
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Figure A.4: An illustration representing the slow roll regime. $\phi^*$ represents the crossover between quantum and classical fluctuations in the scalar-field where $\phi > \phi^*$ when $\delta\phi_{\text{quantum}} > \delta\phi_{\text{classical}}$. Image adapted from [258].

The form of a harmonic oscillator in a potential $V(\phi)$:

$$\ddot{\phi} + 3H\dot{\phi} = -\frac{d}{d\phi}V(\phi) \quad (A.21)$$

where $V(\phi) = \frac{\dot{\phi}^2 m^2 c^4}{2\hbar^2}$. The energy is conserved between pure potential at the top and kinetic energy (which is thought to cause the re-heating) at the bottom, as illustrated in Figure A.4. The ability of the scalar-field oscillations to have a state of pure potential is what allows inflation to take place. When the energy is all potential, $\dot{\phi}^2 \ll V(\phi)$, this is like a time varying vacuum energy with $E = V(\phi)$. This limit is called the “slow-roll” regime because the scalar-field moves down the potential slowly relative to the expansion rate and the energy remains almost constant.

A scalar-field synchronised as mentioned above so that $\phi = \phi(t)$ has an energy-momentum tensor:

$$T_{\alpha\beta} = \partial_\alpha \phi \partial_\beta \phi - \frac{1}{2}g_{\alpha\beta}g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - g_{\alpha\beta}V(\phi) \quad (A.22)$$
which reduces to:

\[ T_{00} = \frac{1}{2} \dot{\phi}^2 + V(\phi) , \quad T_{ij} = \left( \frac{1}{2} \dot{\phi}^2 - V(\phi) \right) g_{ij} \]  

(A.23)

hence the pressure and density are given by:

\[ \rho(t) = \frac{1}{2} \dot{\phi}^2 + V(\phi) , \quad p(t) = \frac{1}{2} \dot{\phi}^2 - V(\phi) \]  

(A.24)

which leads to a time-dependent equation of state parameter:

\[ w(t) = \frac{p(t)}{\rho(t)} = \frac{\frac{1}{2} \dot{\phi}^2 - V(\phi)}{\frac{1}{2} \dot{\phi}^2 + V(\phi)} \]  

(A.25)

where \( w \) is related to equation \[A.10\] simply by \( w = \kappa - 1 \). During slow roll this mimics the cosmological constant, \( w = -1 \), and the pressure of the scalar-field is \( -V(\phi) \). In this model the Universe begins in a potential dominated state until the onset of inflation. This was a period of super-cooled expansion with a temperature drop from \( \sim 10^{27} \) K to \( \sim 10^{22} \) K \[192\]. This low temperature was maintained during the inflationary period until the potential energy of the scalar-field decayed into particles, a process known as reheating. Although weakly interacting, the field does couple to other particles, and its oscillations can generate other particles - thus transforming the scalar-field energy into the energy of the radiation dominated Universe which followed the inflationary period.

**A.7 Eras of the Universe**

During the radiation dominated era of the Universe the importance of gravity was greatly diminished. The dynamics of the Universe were relativistic and baryonic matter could not begin to clump together when dominated by radiation. The dark matter though was unaffected by radiation and began to fall towards overdensities. This phase of the Universe persisted until the matter density, \( \rho_m \), became larger that the radiation density, \( \rho_\gamma \). The cross over point where the Universe became matter dominated can be found using \((1 + z) = \frac{\rho_m}{\rho_0} = \frac{\Omega_m h^2}{\Omega_\gamma h^2 \Omega_b h^2} \). Using a simple calculation from the temperature of the CMB for the radiation density, \( \rho_\gamma = 4\sigma T^4 c^{-3} \), and the matter density from the \( \Lambda \)CDM model gives a
redshift for this change in global equation of state as \((1 + z_{\text{eq}}) = 40208\Omega_m h^2\). However the neutrinos are relativistic and should be counted with the radiation, as their density scales the same (rather than scaling like matter), despite having some mass. At the later stages of the big bang only light particles \((\gamma, \nu, e)\) survive in equilibrium, as the temperature drops below \(T \sim 10^{9.7} \text{ K}\), the electron pair threshold, the electrons and positrons annihilate. The annihilations could in principle yield equal numbers of pairs of photons and neutrinos, however, since weak reactions freeze out earlier at \(T \sim 10^{10} \text{ K}\) the number of photons is enhanced relative to the number of neutrinos. Entropy is conserved in this process so the relative abundances can be calculated by:

\[
s(\gamma, e^+, e^-) = s(1 + 2 \times \frac{7}{8}) s(\gamma) = \frac{11}{4} s(\gamma)
\]

where the degeneracy \(g = 2\), for polarisation and spin, gives the factor of two and the factor of \(\frac{7}{8}\) comes from the different equilibrium occupancy numbers for bosons \((\propto 1)\) and fermions \((\propto \frac{3}{4})\). Since entropy \(\propto T^3\) the temperature of the radiation field is a factor of \((\frac{11}{4})^3\) higher than the background neutrinos hence this implies a current neutrino background with a temperature of:

\[
T_\nu = \left(\frac{4}{11}\right)^{\frac{3}{4}} T_\gamma = 1.95 \text{ K}.
\]

Adding this to the density for relativistic species gives an extra factor of:

\[
\frac{\rho_\nu}{\rho_\gamma} = 3 \times \frac{7}{8} \left(\frac{T_\nu}{T_\gamma}\right)^4 = \frac{21}{8} \left(\frac{4}{11}\right)^{\frac{3}{4}} \approx 0.68
\]

where the factor of three represents three neutrino species. The redshift of radiation-matter equality is divided by 1.68 and so occurs much later at \((1 + z_{\text{eq}}) = 23933\Omega_m h^2 \approx 3200\) [231].

This era was followed by a period of matter domination. During the radiation dominated era of the Universe, the radiation density produced almost all of the gravitational force. During this era fluctuations in the dark matter density can only grow if the dark matter and radiation fall into over-densities together. This does not occur for small perturbations as the photons move out of the potential
well at the speed of light. These small fluctuations therefore do not grow until the
Universe becomes matter dominated. Growth in a radiation dominated Universe
only occurs for the large perturbations where there has not been sufficient time
for the matter and radiation to separate. The length-scale that separates the
two regimes will be the horizon distance. Once the Universe becomes matter
dominated there should be a characteristic break in the fluctuation spectrum
around the comoving horizon length at this time. This is known as the Mészáros
effect [277] measuring the comoving horizon size at $z_{eq}$ it is possible to determine
Ω_m h^2. The current era of the Universe, domination by vacuum energy, began after
the matter dominated era, when the Universe was about five billion years old.

A.8 Nucleosynthesis and Freezeout

The number density of particles per mode is given by:

$$n(\vec{p}) d^3 p = f \frac{d^3 p}{h^3}$$ \hspace{1cm} (A.29)

where the equilibrium occupancy number for a state of given energy $\epsilon$ is given
by:

$$\langle f \rangle = \frac{1}{e^\frac{\epsilon - \mu}{kT} \pm 1}$$ \hspace{1cm} (A.30)

where the +1 is for Fermions, the −1 is for Bosons and $\mu$ is the chemical potential.
The distribution of momenta depends on the energy per particle, $\epsilon^2 = m^2 c^4 + p^2 c^2$.
The total number density is calculated by integrating over energy:

$$n = g \int n(\vec{p}) d^3 p = \frac{4 \pi g}{c^3 h^3} \int \frac{\sqrt{\epsilon^2 - m^2 c^4}}{e^\frac{\epsilon - \mu}{kT} \pm 1}$$ \hspace{1cm} (A.31)

In the relativistic limit where $kT \gg mc^2$ the masses of the particles are
insignificant and they behave like radiation, if the chemical potential is also
negligible ($\mu \ll m$, non-degenerate) then:

$$n = \frac{g \delta \zeta(3)}{\pi^2} \left( \frac{kT}{hc} \right)^3$$ \hspace{1cm} (A.32)
where $\delta$ is $\frac{3}{4}$ for Fermions, 1 for Bosons and $\zeta(3) \simeq 1.202$ is the Riemann zeta function. The energy density can be found using a similar calculation to the number density:

$$\epsilon = g \int \epsilon(p)n(\vec{p})d^3p.$$  \hspace{1cm} (A.33)

In the relativistic limit this gives:

$$\epsilon = g_0^2\pi^2(kT)^4 \frac{1}{30(hc)^3}$$ \hspace{1cm} (A.34)

where $\delta$ is $\frac{7}{8}$ for Fermions and 1 for Bosons. The pressure can be calculated as $p = \frac{\epsilon}{3}$ and the ratio of the energy density to number density gives the average energy per particle:

$$\langle E \rangle = \frac{\epsilon}{n} \simeq \begin{cases} 3.15kT & \text{Fermions} \\ 2.70kT & \text{Bosons} \end{cases}$$ \hspace{1cm} (A.35)

At earlier times the temperature was higher by the redshift factor, $T = (1+z)T_0$. For any particle of mass $m$ there is a redshift such that the $kT \gg mc^2$ limit is satisfied and the particles behave like radiation; therefore the number density of particles behaving as radiation increases with red shift. As the Universe expands and cools the number density changes so that in the non-relativistic limit the $\pm 1$ in the occupancy number may be neglected and bosons and fermions behave the same with:

$$n = g \left(\frac{mkT}{2\pi\hbar^2}\right)^{\frac{3}{2}} e^{-\frac{(mc^2-\mu)}{kT}}.$$ \hspace{1cm} (A.36)

This shows that at the threshold value of $kT \sim mc^2$ a background of particle antiparticle pairs will be produced. As the temperature falls below the threshold annihilations take over and the number density decays exponentially. A notable problem with this is that it also suggests the Universe should be barren of all matter (and anti-matter) due to symmetric annihilations. This clearly did not occur in the observable Universe. Since the pressure in the ultra-relativistic limit is $p = \frac{\epsilon}{3}$ so that the entropy scales as $\propto T^3$ and the number density here scales as $\propto T^3$, this shows that the entropy just counts the number of particles. The entropy per baryon may be calculated from the ratio of the number density of photons in the Universe to the number density of baryons. The blackbody number
density of photons at a frequency $\nu$ is given by the Planck function:

$$n(\nu)d\nu = \frac{8\pi}{c^3} \frac{\nu^2d\nu}{e^{h\nu/kT} - 1}.$$ \hspace{1cm} (A.37)

Integrating gives the total number density in a proper volume as:

$$n_\gamma = \left(\frac{kT}{hc}\right)^3 16\pi\zeta(3) \simeq 413 \text{ cm}^3$$ \hspace{1cm} (A.38)

which is the density of CMB photons at $T_0 = 2.7$ K. Using the WMAP measurement of $\Omega_b h^2 \simeq 0.023$ and the average mass of a proton and neutron the number density of baryons is:

$$n_b = \Omega_b h^2/m_b \simeq 2.6 \times 10^{-7} \text{ cm}^3$$ \hspace{1cm} (A.39)

therefore there are

$$\eta \equiv \frac{n_b}{n_\gamma} \sim 10^{-9}$$ \hspace{1cm} (A.40)

baryons per photon, which has been approximately constant since the big bang. This ratio justifies the adiabatic assumption since most of the entropy is in the photons. In the relativistic limit this would have been $\sim$unity so the fractional violation of the matter anti-matter symmetry should be at about the $10^{-9}$ level. At around $10^{13}$ K, the Universe had a thermal background of protons and antiprotons, this ratio suggests there was about one extra proton per $10^9$ antiprotons once the temperature dropped below the threshold and annihilations took over. In order for the Universe to develop asymmetry, as observed, the Sakharov conditions must be met by some interaction \[322\]. These conditions assume the Universe began in a symmetric initial state. The mechanism by which the observed asymmetry was produced is currently not known. Possible solutions to this include the difference in the oscillations of neutrinos and antineutrinos \[370\]. The Long Baseline Neutrino Experiment (LBNE) proposed at Fermi lab is one of the experiments which will investigate this possibility. Another possibility is strong CP violation, discussed in Section \[2.4\].
A.9 Big Bang Nucleosynthesis

Following baryogenesis, when stable protons and neutrons were formed, nuclear reactions assembled progressively heavier nuclei until the temperature became too low a few minutes after the big bang. After the initial thermal background of protons and neutrons (at $\sim 10^{13}$ K) the neutrons and protons were then kept in thermal equilibrium via weak interactions with the electron-positron and neutrino backgrounds:

\[ p + e^- \leftrightarrow n + \nu_e \]
\[ n + e^+ \leftrightarrow p + \bar{\nu}_e \]

and the relative number densities of neutrons and protons varied according to a Boltzmann factor based on their mass difference:

\[ \frac{n_n}{n_p} = e^{-\frac{\Delta m c^2}{kT}}. \tag{A.41} \]

This neutron-proton ratio undergoes freeze-out at some characteristic value. Since most helium is $^4$He, the helium fraction, by mass, which is observed to be $0.249(9)$, can be used to determine the freeze-out ratio of $\frac{n_n}{n_p} \simeq \frac{1}{7}$. The weak reaction rates are known so this ratio can also be calculated by considering the reaction time-scale for a proton in a thermal background of electrons or a neutron in a thermal background of neutrinos (the rates are the same as this occurs above the $e^+e^-$ threshold). When this time-scale equals the local Hubble time the proton-neutron ratio is frozen out, which happens at:

\[ T(\text{neutron freeze-out}) \simeq 10^{10.14} \text{ K} \tag{A.42} \]

so by equation [A.41] this gives:

\[ \frac{n_n}{n_p} \simeq 0.34. \tag{A.43} \]

This is clearly higher than the observed helium fraction indicates. This is due to the close proximity of the electron-positron freeze-out and also due to neutron decay. Free neutrons decay spontaneously into protons with a lifetime of $881.5 \pm 1.5$ seconds [283]. Neutrons can be “locked up” in deuterium once
conditions become favourable. The binding energy of a deuteron is 2.22 MeV, so high energy photons from the tail of the black body spectrum destroy most Deuterium shortly after it forms until the thermal energy drops below $\sim 0.1$ MeV. This deuterium bottleneck held back the formation of heavier nuclei as is required as an intermediate step. Due to the higher binding energy per nucleon of $^4\text{He}$ (7 MeV, as opposed to 1.1 MeV for Deuterium) its formation is favoured thermodynamically and eventually almost all of the neutrons end up in $^4\text{He}$. Observations of deuterium in quasar absorption systems gives the ratio of deuterium to protons as $\frac{D}{H} = 2.82(21) \times 10^{-5}$ \cite{299}.

The main nuclear reactions during big bang nucleosynthesis are given below:

\[
\begin{align*}
 n \rightarrow p + e^- + \bar{\nu}_e & \quad & p + n \rightarrow D + \gamma \\
 D + p \rightarrow ^3\text{He} + \gamma & \quad & D + D \rightarrow ^3\text{He} + n \\
 D + D \rightarrow T + p & \quad & T + D \rightarrow ^4\text{He} + n \\
 T + ^4\text{He} \rightarrow ^7\text{Li} + \gamma & \quad & ^3\text{He} + n \rightarrow T + p \\
 ^3\text{He} + D \rightarrow ^4\text{He} + p & \quad & ^3\text{He} + ^4\text{He} \rightarrow ^7\text{Be} + \gamma \\
 ^7\text{Li} + p \rightarrow ^4\text{He} + ^4\text{He} & \quad & ^7\text{Be} + n \rightarrow ^7\text{Li} + p
\end{align*}
\]

Due to the low density ($\propto$ air) at this stage only two-body reactions are significant. Elements past lithium and beryllium were not formed as there are no stable isotopes with five or eight nucleons. The nucleosynthesis period ended too quickly for this gap to be overcome. Figure A.5 illustrates the isotope ratios during the big bang nucleosynthesis process.

### A.10 Dark Matter in Clusters

The virial velocities method assumes that the cluster is spherically symmetric and its components are in a relaxed equilibrium state. The galaxies then act similarly to a fluid in hydrostatic equilibrium where orbits in random directions play the role of pressure so that $p = \rho \sigma_v^2$ where $\sigma_v$ is the rms dispersion of velocities. For
Figure A.5: The mass fraction of light elements against cosmic time shows the evolution of the light elements during big bang nucleosynthesis [127].
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Figure A.6: An X-ray image of the Coma cluster obtained by the ROSAT all sky survey (red) [146], overlaid with an optical image from the Palomar Sky Survey [137].

equilibrium this means:

$$-\frac{\partial \Phi}{\partial r} = -\frac{GM(< r)}{r^2} = \frac{1}{\rho_g} \frac{\partial}{\partial r} \rho_g \sigma_v^2$$

(A.44)

where $\Phi$ is the gravitational potential and $\rho_g$ is the mass density. Hence the mass can be found by deprojecting the galaxy surface brightness, yielding a value of $M$ up to an unknown factor, which predicts the shape of $\sigma_v^2(r)$ if it is assumed that light traces mass. Scaling to the velocity dispersion gives an estimate of the mass-to-light ratio from which an estimate of the total mass can be made. More accurate measurements have since been made of the Coma cluster giving a mass of $1.88^{+0.65}_{-0.56} \times 10^{15} h^{-1} M_\odot$, whereas the combined mass of the galaxies (optical) and gas (X-ray) account for only $\sim 1.66 \times 10^{14} M_\odot$ [250], which still implies a significant dark matter component. Figure A.6 shows an optical and X-ray map of the Coma cluster.

This modern result relies on measurements of X-rays emitted by gas in the cluster to both estimate the total mass and to calculate the mass of the major baryonic component, as most of the mass is in the form of X-ray emitting gas rather than stars. This gas is known as the intracluster medium and mostly consists of ionised hydrogen and helium that has been superheated to millions of degrees as it responds to the large potential of the cluster. This gas has extremely
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Figure A.7: Measurements taken using the XMM-Newton instrument by [304].

**Left image:** The surface brightness profile of the galaxy cluster Abell 1413 in the energy range 0.3 – 1.4 keV. The black, red and green lines show fits using different models, as outlined in [304].

**Right image:** The temperature profile of the intracluster medium of Abel 1413. Squares show the projected temperature profile, diamonds show the data after correction for the point spread function (PSF) and the deprojected profile is shown with triangles.

...low density (with mean free path typically ∼light year) but occasionally a hydrogen nucleus encounters a free electron and emits Bremsstrahlung radiation. Assuming that the gas is in hydrostatic equilibrium, the radial mass distribution can be deduced in terms of the radial temperature and density gradients:

\[
\frac{GM(< r)}{r} = -\frac{kT(r)}{\mu m_p} \left( \frac{d \ln T}{d \ln r} + \frac{d \ln \rho_{gas}}{d \ln r} \right)
\]  

(A.45)

where the chemical potential \( \mu \) depends on the metallicity of the gas. The X-ray emissivity is proportional to the density squared (ion density × electron density) so the total X-ray luminosity scales as \( L \propto \rho_{gas}(0)r_c^2 \) where \( r_c \) is the ‘core radius’ of the X-ray emitting region. The temperature of the gas can be determined by X-ray spectroscopy and the spectral form depends only on the temperature and the chemical composition of the gas. Figure [A.7] shows measurements taken using the XMM-Newton telescope [304]. These data were used to calculate the total mass and the fraction which is x-ray emitting gas, as shown in Figure [A.8].
Figure A.8: Mass estimates for the components of the galaxy cluster Abel 1413, using data from [304].

**Left image:** The mass profile derived from the data used to plot Figure A.7. Three fits using models outlined in [304] are shown on the plot.

**Right image:** The gas mass fraction as a function of overdensity, $\delta$, Obtained using Monte-Carlo simulations, the best fit is obtained from the MQGSL model as outlined in [304]. Although dominant over the stars mass, the gas only makes up a small proportion of the mass of the cluster.
A.11 The Sunyaev-Zeldovich Effect

Another method of detecting the presence of hot intracluster gas is by measuring its effect on the background radiation field. Free electrons in the intracluster medium will have a temperature \( T \approx \frac{\text{GM}_\text{m}}{2kR} \), and therefore interactions with the CMB will typically be at low energy as this distribution peaks in the microwave region. The scattering optical depth for low energy interactions is given by:

\[
\tau_e \approx n_e \sigma_T R_{\text{eff}} \sim 10^{-2}
\]

where \( \sigma_T \) is the Thomson scattering cross section. The CMB photons inverse-Compton scatter off the electrons, and since the electrons have much higher energy than the photons, up-scattering is more likely and the CMB spectrum hardens slightly, as illustrated in Figure A.9. The mean shift in frequency is given by:

\[
\frac{\Delta \nu}{\nu} \approx \frac{kT}{m_e c^2} \sim 10^{-2}.
\]

This effect can be divided into three parts; the thermal effect due to the high temperature of the electrons, the kinematic effect due to the bulk motion of the gas, and polarisation effects. These measurements are an extremely useful cosmological tool as they are redshift independent. They are also complementary to X-ray emission measurements as Equation A.46 shows that they are proportional to density, \( n_e \), whereas X-ray measurements are proportional to the density squared.

Measurements of this effect agree well with X-ray observations, as is shown in Figure A.10 indicating a significant dark matter component of the Universe. This effect also allows the detection of clusters that would otherwise not be visible to us.

A.12 The Cosmic Microwave Background

Although the temperature profile of the CMB is close to uniform there are small fluctuations which provide measurements of cosmological parameters. The temperature map must first be corrected for lower order anisotropies. The main correction is the dipole anisotropy, 3.355 ± 0.008 mK, which is thought to be due
Figure A.9: An illustration of the Sunyaev-Zeldovich effect, the CMB spectrum shifts up to slightly higher energy after passing through an intracluster medium [307].

Figure A.10: A comparison of results from MUSTANG and CHANDRA [248]:

**Left image:** MUSTANG SZE [130] image of Abell 1835 smoothed to 18" resolution. Contours begin at 2.5σ and are in units of 0.5σ.

**Right image:** CHANDRA [129] image of Abell 1835 from 0.7 – 7.0 keV smoothed with a 1.5" Gaussian. Contours begin at 2.5σ and are in units of 0.5σ.
to the Earth’s relative motion to the CMB as it falls towards an over-density (in the direction of the Virgo cluster). Although we cannot distinguish between an intrinsic dipole and one due to our relative motion, the quadrupole term is only $\sim 1\%$ of the dipole field, which suggests the dipole is purely due to the Earth’s relative motion and agrees with the cosmological principle. The Earth’s relative motion through the Universe has been measured as $v_\oplus = 369.0 \pm 0.9$ km s$^{-1}$ towards $(l, b) = (263.99 \pm 0.14^\circ, 48.26 \pm 0.03^\circ)$ [211]. There are also secondary anisotropies generated by scattering along the line of sight. Although at the release of the CMB most of the baryons were neutral, once stars began to form, ultra-violet radiation was released which re-ionised the neutral hydrogen. Although the expansion diluted the ultra-violet radiation sufficiently for it not to affect the CMB significantly, most of the baryons remain in an ionised state. During the period after the first stars began to shine, up until the Universe expanded enough to dilute the scattering plasma, between 150 million and a billion years after the big bang, the CMB photons scattered off free electrons. The effect of this has been observed and the most recent WMAP study gives the re-ionisation optical depth as $0.088 \pm 0.015$ at a redshift of $10.5 \pm 1.2$ [231].

The CMB data must also be corrected for other low modes and Galactic emissions before the most interesting primary anisotropies can be measured. Galactic emission is minimised using Internal Linear Combination (ILC) of WMAP data from independent frequency bands [79]. The quadrupole ($l = 2$) and octupole ($l = 3$) anisotropies are compensated for, as shown in Figure A.11. There have been suggestions of anomalies in low multipoles [230, 318] such as a lower than expected quadrupole amplitude and an anomalous alignment of the quadrupole and octupole modes. However analysis of the full seven year data set shows a good fit to the $\Lambda$CDM model [79]. The results show the quadrupole amplitude is within $95\%$ of the expected value, see Figure A.12, and although the alignment does appear to be significant there is no model providing a compelling retrodiction. Indeed, with a data set as rich as the CMB there are bound to be several occurrences with low intrinsic probabilities: for example, the discovery of Stephen Hawking’s initials in the correct order, matching font size and style [79]. A calculation would show the chances of this occurrence are vanishingly small; however it does not indicate non-standard cosmology.
A.12. The Cosmic Microwave Background

Figure A.11: The quadrupole ($l = 2$) and octopole ($l = 3$) WMAP maps are shown, along with both combined and overlaid with the ILC map. The high degree of quadrupole-octopole alignment results from statistical distribution of anisotropy power across the whole sky and single-void models are ruled out, the alignment behaves as may be expected from chance random anisotropy amplitudes and phases [79].

The primary anisotropies created by effects at or before the photon decoupling were caused by three mechanisms:

- **Gravitational perturbations (Sachs-Wolfe effect).** Photons from high-density regions at photon decoupling must climb out of the gravitational potential causing a redshift, this produces fluctuations of:

  \[
  \frac{\Delta T}{T} = \frac{\Phi}{3c^2} \tag{A.48}
  \]

  where $\Phi$ is the gravitational potential [321].

- **Adiabatic oscillations.** Density perturbations on all scales are thought to have been produced from quantum fluctuations that were magnified by inflation. An over-density will begin to gravitationally collapse once it enters its own particle horizon, at which time every point within is in causal contact. Adiabatic oscillations occur when baryons fall towards a
Figure A.12: The angular correlation function of the full-sky WMAP ILC map is shown by a heavy black curve. The thin black curve shows the best-fit $\Lambda$CDM model along with associated 68% and 95% confidence ranges. This shows no strong evidence of a lack of large-scale power. [79]
dark matter potential well. The radiation is also compressed due to its coupling to the baryons. Once the density perturbation collapses to its Jeans length, the radiation pressure builds up enough to push the baryons back out of the over-density. This effect repeats and leads to fluctuations in the CMB temperature power spectrum known as baryonic acoustic oscillations (BAO). The anisotropies introduced are:

\[
\frac{\Delta T}{T} = \frac{4\partial \rho_b}{3\rho_b}.
\]  

(A.49)

The other fundamental type of density perturbation is isocurvature. Here the sum of the fractional over-densities is zero, so if one component gains energy in some region of space then another component loses it (so for example an energy gain in baryons and photons as they fell into an over-density would lead to an energy loss in neutrinos). This is opposed to the adiabatic type discussed above where all components fluctuate in the same way. Inflation predicts adiabatic perturbations, with a series of peaks whose angular scales have a $1 : 2 : 3 \ldots$ ratio, rather than isocurvature perturbations, with peaks in a $1 : 3 : 5 \ldots$ ratio [222]. Measurements of the CMB show only adiabatic density perturbations providing further support for inflation theory.

- **Diffusion damping (Silk damping).** There is a net flux of photons out of overdense regions. As the photons have non-zero mean free path, due to scattering by the plasma, the radiation random-walks out of overdense regions convecting the plasma with it. This smoothes out the smaller scale temperature variations. This dampens fluctuations in the temperature as:

\[
\frac{\Delta T}{T}(l) \propto \exp^{-0.5l^2\theta_H^2},
\]  

(A.50)

where $\theta_H$ is the angular size of the horizon at recombination. There is also collisionless damping caused by the dilution due to expansion. This increases the optical depth during the period of decoupling, which lasted for $115 \pm 5$ thousand years [347] as discussed in Section 2.2.

The angular dependence of the fluctuations are related to the properties of the Universe and so measuring them can be used to constrain parameters of a model.
Equations [A.48] and [A.49] show that gravity dominates on larger angular scales and adiabatic perturbations dominate smaller scales so there is a critical wavenumber where these two effects are equal, \( k_c^2 \sim \frac{G \rho}{c^2} \). The age of the Universe at any stage is \( t \sim (G \rho)^{-\frac{1}{2}} \) so the critical wavenumber is:

\[
k_c \sim \frac{1}{ct}
\]  

(A.51)

so photon decoupling perturbations with wavelengths above the horizon scale generate temperature fluctuations primarily via gravitational redshift. On shorter scales than this adiabatic perturbations dominate. The distance-redshift relation in a matter dominated Universe is given by:

\[
R_0 \, dr = \frac{cdz}{H_0(1 + z)\sqrt{1 + z \Omega_m}}
\]  

(A.52)

and so the comoving horizon size is then given by:

\[
D_H(z) \equiv R_0 \int_z^\infty dr = \frac{2c}{H_0} \left[ (1 + z)\Omega_m \right]^{-\frac{1}{2}}.
\]  

(A.53)

Then at the time of photon decoupling this gives \( D_{dc} \simeq 181\Omega_m^{\frac{1}{2}}h^{-1} \). The critical angle on the sky now can be calculated using the current horizon size by

\[
\theta = \frac{D_{dc}}{D_H}
\]  

(A.54)

for \( \Omega_m + \Omega_\Lambda = 1 \) then \( D_H \simeq \frac{2c}{\Omega_m H_0} \). So measurements of the CMB should show a change over from scale-invariant Sachs-Wolfe fluctuations to adiabatic perturbations at a critical angle of \( \theta = 1.8\Omega_m^{\frac{1}{2}} \) for a matter dominated Universe or \( \theta = 1.8\Omega_m^{\frac{1}{2}} \sim 1^\circ \) for the \( \Omega_m + \Omega_\Lambda = 1 \) case.

The temperature field can be decomposed into spherical harmonics. These modes have angular wavenumber \( l \) and the temperature deviation is given by \( \Delta T(\theta, \phi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{ml} Y_{ml}(\theta, \phi) \). Figure [A.13] shows the CMB power spectrum. The amplitude of the temperature variations can be predicted empirically. Massive clusters with velocity dispersions of order 1000 kms\(^{-1}\) can give an indication of the depth of potential wells since \( v^2 \sim \frac{GM}{r} \) so \( \frac{\Phi}{c^2} \sim \frac{v^2}{c^2} \) indicating a well depth of \( \sim 10^{-5} \).
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Figure A.13: The CMB angular power spectrum plotted against wavenumber \( l \) in radians\(^{-1}\), the power spectrum estimator \( C_l = \sum_{m=-l}^{l} |a_{ml}|^2 \). The blue and pink curves show \( \Lambda \)CMB fits with parameters \((\Omega_b h^2, \Omega_m h^2, \Omega_\Lambda, \tau, n_s, \Delta^2_R, A_{SZ}) = (0.0227, 0.1107, 0.086, 0.969, 2.38 \times 10^{-9}, 0.52)\), see Table 2.1 for details. \( A_{SZ} \) results from the SPT collaboration \[265\]. High-
l data has been added from the Arcminute Cosmology Bolometer Array Receiver (ACBAR) \[308\] and the QUaD (QUEST [Q and U Extragalactic Sub-mm Telescope] at DASI [Degree Angular Scale Interferometer]) \[102\] experiments. The two curves shown differ in primordial helium abundance. This shows the He fraction can be measured from the power spectrum alone by measuring the Silk dampening \[245\].

The cosmological parameters are derived from the WMAP data using a multi parameter maximum-likelihood fit \[231\], however some approximate relations exist between cosmological parameters and the visible parameters of the best fit curve. The first peak in the power spectrum corresponds to a wave that only had time to fully compress once before decoupling. Since it is observed through a lens, due to the curvature of space-time, this peak can be analysed to constrain the total density of the Universe, \( \Omega \). Higher order peaks yield information about weakly interacting matter. Odd numbered peaks in the spectrum are seen where the baryons were maximally compressed at decoupling and even peaks correspond to regions where the baryons have maximally rebounded due to photon pressure.
A.13. Beyond the Standard Model of Particle Physics

For a high baryon-to-photon ratio the compression is enhanced whereas rarefied regions are retarded so the ratio of the first two peaks can be used to measure the baryon density. The magnitude of higher peaks depends on the density relativistic species. Following maximum compression the relativistic species would redshift with the expansion of the Universe as the density perturbation rebounded. In the CMB the temperature perturbation would be enhanced as the gravitational potential decays due to the falling density. The gravitational potential of non-relativistic matter does not redshift away and so temperature fluctuations would be smaller for this material. The density of non-relativistic matter can be measured by the relative strength of higher order peaks and is found to be significantly higher than the baryon density. Table 2.1 lists some of the WMAP results and a $\Lambda$CDM fit to the power spectrum using these results is shown in Figure A.13. As expected, the dampening causes an exponential decay at larger $l$.

A.13 Beyond the Standard Model of Particle Physics

The standard model of particle physics is known to be incomplete and Equation 2.31 requires new physics ($\Lambda$). Several experimental results show that an extension is needed, most notably the existence of matter (it being dominant over anti-matter). Furthermore, the standard model does not include gravity, though this is not surprising as gravity cannot be written as a renormalisable quantum field theory. Also, graviton emission is highly suppressed due to its low relative strength (for example the branching ratio of kaon decay to a pion and graviton scales as $(M_K/M_{\text{planck}})^2 \sim 10^{-38}$). Further evidence of physics beyond the standard model comes from observations of neutrino oscillations. This implies that, unlike the standard models prediction of massless neutrinos, the neutrinos do have a mass and that the different families have different masses. This mass is unlikely to be due to a simple linear (Yukawa) coupling to the Higgs field as with the other known particles and may include a “Majorana” mass allowing neutrinos to be their own antiparticles. There is no $a$ priori reason that neutrino mass would not only be the Dirac mass, but this would require seemingly unnatural fine tuning. A neutrino with both Dirac and Majorana mass can lead to a much
more natural explanation of the observed mass for the left-handed neutrinos via the See-Saw mechanism \[279\]. The neutrinos of definite mass, $\nu_{1,2,3}$, are coherent quantum mechanical superpositions of the three flavours, electron, muon and tau as shown in Figure A.14.

Two of the standard model forces, the electromagnetic and weak force, are seen to unify into the electroweak force at high energy (the electroweak scale). It is expected that at very high energies all forces unify into a single force. Before this complete unification, it is also expected that the SM forces (i.e. the electroweak and strong forces) will unify. This is known as Grand Unification Theory (GUT), however the fits miss by $\sim 12\sigma$ unless complex symmetry breaking patterns are considered \[255\], shown in Figure 2.29.

Baryon number is violated by any GUT \[189\], leading to nucleon decay. With a GUT coupling and scale $(\alpha_{GUT}, M_{GUT})$ the lifetime of a proton, which is the limiting factor for GUT theories, is calculable since $\tau_p \propto \frac{M_{GUT}^4}{\alpha_{GUT} m_p^5}$. Results from Super-Kamiokande indicate, for several decay channels, that $\tau_p > \mathcal{O}(10^{33})$ years \[288\]. The SM also has a gauge hierarchy problem where a natural explanation is sought for the different strengths of the gravitational and weak forces, as the weak...
force is $10^{32}$ times stronger than the gravitational force. Although this is not a physical problem, it is in conflict with the expectation that the renormalisation parameters are closely related to the fundamental parameters. The Higgs-boson mass must be less than a TeV \[387\], yet the scalar mass communicates quantum-mechanically with scales up to the GUT scale, $10^{16}$ GeV, where fine tuning would seem to be required for stability, and eventually even to the Plank scale, $10^{19}$ GeV, where gravitational interactions become comparable in magnitude to the gauge interactions. All particles get radiative corrections to their mass. While Fermion masses increase only logarithmically as $\delta m_f \propto m_f \ln \frac{\Lambda^2}{m_f^2}$, the scalar masses increase quadratically with energy giving corrections at 1-loop $\propto \Lambda^2$, as seen in Equation \[2.31\]. A larger mismatch is observed when considering the cosmological constant given the strength of the gravitational constant. The gravitational result for vacuum energy density gives $\Lambda_{\text{vacuum}} = (\frac{8\pi G}{c^4}) \rho_{\Lambda} \approx 10^{-47}$ GeV\[^4\] \[363\] which is $\sim 55$ orders of magnitude below the result obtained from the Higgs field density $\rho_H \equiv \frac{M_H^2 v^2}{8}$ where $v \sim 246$ GeV is the scale of electroweak symmetry breaking, for $M_H \geq 114$ GeV the density is $\rho_H \geq 10^8$ GeV\[^4\].

Charge Parity (CP) violation has been observed in the weak force \[120\] and CP is also expected to be violated by the strong force providing a possible explanation for the observed matter anti-matter asymmetry in the Universe. CP-symmetry states that the laws of physics are identical for a particle and its antiparticle (i.e., if the particle’s charge is reversed) and independent of parity (i.e., if spatial dimensions are reversed). As previously mentioned, the violation of this symmetry is the most obvious evidence of physics beyond the SM as clearly matter is dominant over anti-matter in the Universe, and the mechanism provided by the current SM is too small to account for the imbalance. If there were no violation of CP in the strong sector this should allow an electric dipole moment in neutrons of order $10^{-18} e\cdot cm$. No dipole has yet been observed and current upper limits on the neutron dipole set it below $2.9 \times 10^{-26} e\cdot cm$ \[65\]. This is a subset of CPT (Charge conjugate Parity and Time) symmetry, although conservation of time, or CPT, is still an open question \[195\].
A.14 SUSY models

The Minimal Supersymmetric Standard Model (MSSM) is a SUSY extension to the SM which introduces the least number of new particles. Listed in Table A.2 are the SM particles and their MSSM superpartners. The Higgs sector in this theory consists of two doublet fields, $H_u$, $H_d$, which result in five physical Higgs bosons after electroweak symmetry breaking. This form of SUSY introduces “soft symmetry breaking” as the minimal way of breaking SUSY symmetry. This adds over 120 free parameters to the model [151] but this number may be reduced by making assumptions about relative masses giving a constrained Minimal Supersymmetric Standard Model (cMSSM) [236]. The minimal SUper GRAvity model (mSUGRA) [113] assumes that SUSY-breaking occurs in a hidden sector which communicates with the visible sector via gravity. This model may be reduced to five parameters which are the coefficient of the universal mass term for scalars, $m_0$, and for gauginos, $m_1$, the coefficient of the trilinear soft breaking coupling, $A_0$, the sign of the Higgs mass term $\text{sgn}(\mu)$ and the ratio between the vacuum expectation values of the Higgs bosons, $\tan \beta = \frac{v_2}{v_1}$, which characterises the relative fraction that the two Higgs doublets contribute to the electroweak symmetry breaking $v = \sqrt{v_1^2 + v_2^2} \approx 246$ GeV. Searches for SUSY at the ATLAS and CMS experiments have constrained the parameter space for these models [1, 239]. Including direct dark matter detection constraints also allows some branches of cMSSM, such as the focus point region (FP) [175] to be ruled out completely [83].

Recent results from the LHC [1, 239] also indicate the possibility of a Higgs mass of $\sim 125$ GeV ($2.5\sigma$ significance if the excess signal in $\gamma\gamma$, $ZZ^* \rightarrow 4l$ and $WW^* \rightarrow 2l$ is a sign of the Higgs). More recently CERN press releases, currently unpublished [365, 366], have announced the discovery of a new “Higgs like” particle. The ATLAS preliminary results show a particle with a mass of $\sim 126.5$ GeV. Combining the 2011 with the two channels with the highest energy resolution, $\gamma\gamma$ and $ZZ^*$, give a significance of $5\sigma$ shown in Figure A.15. The CMS preliminary results indicate a particle with a mass of $125.3 \pm 0.6$ GeV with $5\sigma$ significance in the $\gamma\gamma$ channel, shown in Figure A.16. The two other channels which are equally sensitive in this mass range, $WW^*$ and $ZZ^*$, currently show excesses in a similar mass region at $3.2\sigma$ and $1.5\sigma$ significance levels, respectively.
A.14. SUSY models

Figure A.15: Experimental limits from ATLAS on Standard Model Higgs production in the mass range 110-600 Gev/c². The solid curve reflects experimental limits for the production of a Higgs of each possible mass values. The dashed curve shows the expected limit in the absence of the Higgs boson, based on simulations. The green (yellow) band shows the 95% (68%) confidence level region. The region for which the solid curve dips below the horizontal dashed line at a value of $1 - \frac{\sigma}{\sigma_{SM}}$ is excluded with 95% C.L.. Image obtained from [365].

This value would place strict constraints on SUSY theories, pushing allowed cMSSM particle masses to higher values and reducing the favoured values of both spin-independent and spin-dependent neutralino-proton cross-sections [353]. Although this is still within the expected range of MSSM [61]. Figure A.17 shows the constraints placed on tan $\beta$ and Figure A.18 shows the restrictions placed on the supersymmetric top squark (stop) mass requiring large values of $A_0$ and significant stop mixing, $X_t \equiv A_t - \mu \cot \beta$ [53, 150]. Super gravity theories are less constrained by the implied large $A_0$ as this is a largely independent parameter [61].

The non-observation of squarks and gluinos in the current LHC data sample may be seen as a hint of an alternative theory to the SUSY flavour and CP problems. Decoupling the first and second generation squark and slepton masses, known as effective SUSY (ESUSY), would allow sub-TeV third generation squarks but with multi-TeV first and second generation squarks [171]. Such split spectrum SUSY models satisfy naturalness considerations as third generation particles have much more mild CP constraints [186].
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Figure A.16: Di-photon ($\gamma\gamma$) invariant mass distribution for the CMS data of 2011 and 2012 (black points). This shows Higgs decay to photons via a virtual top loop. The data are weighted by the signal to background ratio for each sub-category of events. The solid red line shows the fit result for signal plus background; the dashed red line shows only the background and the yellow (green) band shows the 95% (68%) confidence region. Image obtained from [366].

Table A.2: The MSSM particles and their superpartners [190].

<table>
<thead>
<tr>
<th>MSSM chiral content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Names</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>squarks, quarks</td>
</tr>
<tr>
<td>(3 families)</td>
</tr>
<tr>
<td>d (d$_R$)</td>
</tr>
<tr>
<td>sleptons, leptons</td>
</tr>
<tr>
<td>(3 families)</td>
</tr>
<tr>
<td>Higgsinos, Higgs</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MSSM gauge content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Names</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>gluino, gluon</td>
</tr>
<tr>
<td>wino, W bosons</td>
</tr>
<tr>
<td>bino, B boson</td>
</tr>
</tbody>
</table>
Figure A.17: Results from a full scan of the Gauge Mediated SUSY Breaking (GMSB), Anomaly Mediated SUSY Breaking (AMSB) and mSUGRA scenarios using the Softsusy and Suspect programmes in light of the recent results from the LHC indicating a possible Higgs mass of $\sim 125$ GeV. The maximal value of the Higgs mass defined as the value for which 99% of the scan points have a smaller mass, shown as a function of $\tan \beta$ for the various constrained MSSM models [53].

Figure A.18: The Higgs mass ($m_h$) as a function of supersymmetric top squark mass ($M_S$) with no mixing ($X_t = 0$). The green band is the output of FeynHiggs along with its uncertainty which becomes too large to consider beyond 3 TeV. The blue line represents 1-loop renormalisation group evolution in the SM matched to MSSM at $M_S$. The blue bands give the errors from the varying top mass between 172 and 174 GeV (darker band) and the renormalisation scale between $\frac{M_S}{2}$ and $2M_t$ (lighter band) [150].
A.15 SUSY Neutralinos

The SUSY neutralino may be expressed as:

\[ \tilde{\chi}_i^0 = f_{i1} \tilde{W}_3 + f_{i2} \tilde{B}^0 + f_{i3} \tilde{H}_1^0 + f_{i4} \tilde{H}_2^0 \]  
(A.55)

where \( i = 1 - 4 \) and \( f_{ij} \) encompasses the parameters \( m_{\tilde{\chi}}^2, \mu \) and \( \tan \beta \). The masses of the four neutralino mass eigenstates are \( (M_1, M_2, \mu, \mu) \) and although the neutralino may be a mix, there are three limiting cases. For the pure Bino case, \( M_1 \ll M_2, \mu \rightarrow \tilde{\chi}_1^0 \approx b^0 \), the relic density tends to be too large as annihilation channels suffer from suppression factors, unless the sfermions are light. For the pure Wino case \( M_2 \ll M_1, \mu \rightarrow \tilde{\chi}_1^0 \approx w^0 \). Again the annihilation channels to fermions and Higgs suffer from suppression however the annihilation channel to \( W^\pm \) is unsuppressed and the Wino relic density would be too small. For the pure Higgsino case \( \mu \ll M_1, M_2 \rightarrow \tilde{\chi}_1^0 \approx h_0^0 u + h_0^0 d \sqrt{2} \). In this case the annihilation channels to \( W^\pm \) and \( Z^0 \) are unsuppressed and allow rapid annihilation leaving a very small relic density.

For the partially mixed cases there are three possibilities. A mixed Wino-Higgsion LSP where \( M_2 \sim \mu \ll M_1 \) still produces a negligible relic density [274]. The mixed Bino-Higgsino LSP with \( M_1 \sim \mu \ll M_2 \) would allow for an acceptable relic density however the parameter space has been highly constrained by LHC and direct detection results [83]. For the mixed Bino-Wino case where \( M_1 \sim M_2 \ll \mu \) the relic density may also be acceptable. This model is compatible with rSUGRA, an extension to mSUGRA adding one extra parameter \( r = \frac{M_1}{M_2} \) accounting for nonuniversality of gaugino mass [89]. These cases show the more extreme limits where the lightest neutralino may be composed primarily of a single particle, or be Higgsino-like or gaugeino-like but in general the mixing is not heavily restricted to some components being more dominant, although the parameter space becomes quite large outside these considerations.

Limits have been placed on the lightest neutralino mass. An upper limit of 500 GeV \( c^{-2} \) has been set by WMAP measurements of \( \Omega_m \) [164] and a lower limit of 47 Gev \( c^{-2} \) (52 GeV \( c^{-2} \)) for high (low) \( \tan \beta \), shown in Figure A.19 [187]. These lower limits apply to the coupling to W and Z bosons and lighter neutralino mass.
masses are still possible in some scenarios, for example photon coupling. For non-universal gaugino masses the lower limit is set by observations of supernovae at $m_\chi \geq 0.2$ GeV [152].

A.16 Alternate Dark Matter Theories to SUSY

A.16.1 Axions

Axions represent a possible solution to naturalness problems in QCD. The parameter $\Theta$ introduced in Section 2.4.2 has two contributions, one from the quark mass matrix and the other from instanton tunnelling. That these two components should sum to zero by chance seems unlikely and so a mechanism beyond the standard model is sought to force the parameter to zero. A proposed mechanism is the global spontaneous breaking of axial $U(1)$ symmetry, resulting in a massless Nambu-Goldstone (NG) boson associated with the new $U(1)_{PQ}$ field [296]. The presence of a small explicit symmetry breaking allows the boson (now

Figure A.19: 95% C.L. lower limits of the neutralino mass obtained using methods outlined in [68], valid for $m_0 < 1$ TeV and $m_{\text{top}} = 178$ GeV although $m_{\text{top}} = 175$ GeV is also shown for comparison. Image from [187].
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a pseudo-NG boson known as an axion) to acquire a non-perturbative mass:

\[ m_A^2 \propto \frac{m_* |\langle \bar{q}q \rangle|}{f_A^2} \]  

(A.56)

where \( m_* = (m_u^{-1} + m_d^{-1})^{-1} \) is the combination of quark masses, \( \langle \bar{q}q \rangle \) is the quark condensate and \( f_A \) is the axion coupling scale. This particle plays the role of \( \Theta \) and allows the CP violating parameter to naturally relax to 0, restoring CP symmetry. The resulting axion is similar to the neutral pion, gaining mass when chiral symmetry is broken. The two may therefore be related by \( m_A f_A \approx m_\pi f_\pi \); with \( m_\pi = 135 \text{ MeV} \) and \( f_\pi \approx 92 \text{ MeV} \) the axion mass is given by:

\[ m_A = \frac{z^2}{1 + z} \frac{f_\pi m_\pi}{f_A} = \frac{0.60 \text{ meV}}{10^{10} \text{ GeV}} \]  

(A.57)

where \( z = \frac{m_u}{m_d} = 0.56 \), although it may lie in the range \( 0.35 \leq z \leq 0.60 \) [40]. As standard axions, with \( f_A \sim v_{\text{weak}} \), have been excluded [72, 70] the focus is now on axions with \( f_A \gg v_{\text{weak}} \) where there are two leading classes of models. The Kim, Shifman, Vainshtein and Zakharov (KSVZ) model introduces a scalar field, \( \sigma \), with \( f_A = \langle \sigma \rangle \gg v_{\text{weak}} \) and a super-heavy quark with \( m_q \sim f_A \) as the only fields carrying PQ charge [330]. The Dine, Fischler, Srednicki and Zhitnisky (DFSZ) model adds a scalar field \( \phi \) which carries PQ charge, so that at least two Higgs doublets and ordinary quarks and leptons carry PQ charge, and \( f_A = \langle \phi \rangle \gg v_{\text{weak}} \) [145].

Axions would be most easily detectable by the two photon interaction \( A \rightarrow \gamma\gamma \). This allows search techniques for low-mass axions involving strong magnetic fields or observations of stellar cooling as axions transport energy out of hot astrophysical plasmas, as discussed in Section 3.2.8. The cooling effect of axions implies \( f_A \geq 10^{10} \text{ GeV} \) from red giants [142] and \( f_A \geq 2 \times 10^{11} \text{ GeV} \) from supernovae [163]. Considerations of the critical energy density limits \( f_A \leq 10^{12} \text{ GeV} \) [4] and the axion mass is constrained by the decay time given the age of the Universe so that \( m_A \leq 20 \text{ meV} \). This leaves only a narrow window in which axions may exist as a viable dark matter candidate. In the early Universe axions would have been produced by quark and gluon interactions [273]. Following colour confinement the dominant thermalisation process is then \( \pi + \pi \leftrightarrow \pi + A \) [376].
Thermal production of axions leaves a hot relic, however the thermal production is negligible and the relative lack of interaction with the other constituents allows a cold axion relic as the dominant production method is non-thermal \[377, 316\]. The resulting axion population would be a relic whose mass density may be given by:

\[
\Omega_A h^2 \approx 0.7 \left( \frac{f_A}{10^{12} \text{ GeV}} \right)^7 \left( \frac{\Theta_i}{\pi} \right)^2
\] (A.58)

where \(\Theta_i\) is the initial “misalignment angle” relative to the CP-conserving value \[333\].

In some theories, the axions may make up only part of the dark matter. These theories include axinos as the LSP \[9\] and the possibility of a mixed dark matter relic consisting of neutralinos and axions \[63, 64\]. A mixed neutralino-axion model may account for the low thermal neutralino abundance expected from wino-like and Higgsino-like neutralinos as decays from axinos boost the density.

### A.16.2 Neutrinos

The number of neutrino species has been constrained by data from particle accelerators. The ratio of widths of the Z decay to invisible channels and leptonic channels is \(\frac{\Gamma_{\text{inv}}}{\Gamma_{ll}} = 5.961 \pm 0.023\) and the ratio to neutrinos and charged leptons is \(\frac{\Gamma_{\nu\nu}}{\Gamma_{ll}} = 1.991 \pm 0.001\) \[5\]. The ratio of these two gives the number of neutrino species (with masses \(< \frac{M_Z}{2}\)) as:

\[
N_\nu = 2.994 \pm 0.011
\] (A.59)

This result indicates that there are only three fermion families in nature. The number of neutrinos is also constrained by cosmological observations. This latter result seems to also allow for a fourth neutrino type. However, a fourth generation of particles seems unlikely as accelerator results have ruled out weakly interacting neutrinos with less than \(~45\text{ GeV}\) \[143\] and no sign of a fourth generation has been observed \[30\]. As the weak force would only effect these particle generations this indicates that any additional neutrino families would be sterile.
Experimental results have shown that detected and produced neutrinos are predominantly left-handed whereas antineutrinos are right-handed as predicted by the SM. However observations of neutrino oscillations indicate they have non-zero mass, and since helically is relativistically invariant, it is possible that left and right-handed neutrinos and antineutrinos exist as separate particles. If the neutrino is a Majorana particle then, by the See-Saw mechanism, its right-handed partner is a weak isosinglet and does not couple directly to fermions or bosons. The masses of the left and right handed neutrinos are inversely related, so as the left-handed neutrinos are all relatively light, \( m_{\text{tot}} = \sum \nu m_\nu \leq 28 \text{ eV} \), the right-handed partners must be extremely heavy. The sterile neutrinos may decay into a lighter neutrino and a photon. This photon could be detectable over the background as line emission at a particular wavelength. Notably recent result from the Chandra X-ray telescope have detected an excess in the Willam 1 feint dwarf galaxy at 68\% C.L., which would correspond to a sterile neutrino mass of \( 5.0 \pm 0.2 \text{ keV} \). Results from the Liquid Scintillator Neutrino Detector (LSND) using antineutrinos, suggested there may be a fourth neutrino. Follow up experiments with the Mini Booster Neutrino Experiment (MiniBooNE) using neutrinos did not indicate a fourth (sterile) neutrino, however when antineutrinos were used a scenario of three active plus one sterile, (3+1), neutrinos was a good fit to the data. More recent results from the Main Injector Neutrino Oscillation Search (MINOS) experiment found no evidence of a fourth neutrino, severely constraining the parameter space for sterile neutrinos.

### A.16.3 Kaluza Klein Dark Matter

Extra spatial dimensions have been proposed as a route to unify the fundamental forces of nature. The framework used to describe extra spatial dimensions was originally developed by Kaluza and Klein. The initial attempts to describe extra spatial dimensions were unsuccessful but the formalisation developed by Kaluza and Klein is still used and the theories are collectively known as “Kaluza-Klein” theories. Many of these theories provide a candidate for dark matter in the form of the Lightest Kaluza-Klein Particle (LKP). The simplest model contains one extra dimension so that for a five-dimensional (the
extra dimension is indicated by the superscript 5) space-time the metric is:

$$ds^2 = -dt^2 + dx^2 + (dx^5)^2$$  \hspace{1cm} (A.60)

where $x^5$ is a coordinate on a circle with radius $R$. A massless scalar field, $\phi$ in five-dimensional space-time would satisfy the five-dimensional Klein-Gordon equation:

$$\Box \phi(x^\mu, x^5) = g^{\beta\nu} \partial_\beta \partial_\nu \phi(x^\mu, x^5) = 0$$  \hspace{1cm} (A.61)

where $\Box$ is the four-dimensional d’Alembertian operator. Here $x^5$ is periodic with period $2\pi R$. Using the Fourier expansion of $\phi = \sum_n \phi_n(x^{\mu})e^{inx^5/R}$ equation A.61 gives an infinite number of decoupled equations for $\phi$, one for each mode:

$$(\Box - m_n^2)\phi_n = 0$$  \hspace{1cm} (A.62)

where the mass term arises from the $x^5$–derivative. From a four-dimensional point of view, a massless scalar field in five-dimensional space-time gives a massless scalar field and an infinite number of massive fields. The masses of these Klauza-Klein modes are inversely related to the size of the topology of the extra spatial dimension:

$$m_n \sim \frac{n}{R}$$  \hspace{1cm} (A.63)

This is characteristic of the massive fields that may arise from dimensional reduction from some higher dimensional space.

### A.16.4 Baryonic Dark Matter

A certain fraction of the total baryonic matter in the Universe is expected to be very difficult to detect. These objects, known as Massive Astrophysical Compact Halo Objects (MACHOs), contribute to the dark matter content to some extent. Microlensing searches for MACHOs by the Expérience pour la Recherche d’Objets Sombres (EROS-2) survey show at 95% confidence that they make up less than 8% of the Milky Way halo [367]. This result indicates that baryons do not make a significant contribution to the dark matter content of the Universe.
A.16.5 Modified Gravity

The observations of galaxy rotation curves deviating from Newtonian expectations also lead to theories of modified gravity as an alternative to dark matter. The original MOnodified Newtonian Dynamics (MOND) theory was an ad hoc method to match the observed rotation curves by altering the strength of gravity depending on the scale. This theory does not fare well on larger scales though and has considerable difficulty explaining phenomena such as low surface brightness galaxies and observations of colliding clusters such as the bullet cluster. More sophisticated theories have been developed using a general relativistic approach, such as Tensor-Vector-Scalar gravity (TeVeS). While the standard gravitational theory describes a single rank-2 tensor field there is, no a priori reason why there should only be a single field. There may be additional tensor, vector or scalar fields but the coupling must be weak, or otherwise suppressed, on scales where the current theory of gravity has been well tested. Although it is possible to construct theories which explain the observed dynamics quite well, the Hubble constant would be $\sim 5$ times lower with no cold dark matter. To explain the observed value of the Hubble constant within TeVeS some form of dark matter is needed: aside from particle candidates previously mentioned the scalar field itself provides a possible candidate. This must be balanced with the correct diameter distance to the last scattering surface which leads to strict constraints on form of the additional fields.

Another class of modified gravity theories are collectively known as as $f(R)$ gravity, a review of these theories is given in [343]. The $R$ here is the Ricci scalar, see Equation 2.4. These theories generalise the Lagrangian of the GR action, $S$ (known as the Einstein-Hilbert action), which yields the field equations. The action is then:

$$S = \frac{1}{2k} \int d^4x \sqrt{g} f(R)$$  (A.64)

where $f(R)$ has replaced the standard general relativity $R$ in this equation, $k = 8\pi G$ and $c = \hbar = 1$. In addition to the possibility of providing an an explanation for the dark sectors of the Universe, as outlined in [169], $f(R)$ gravity may offer a route to quantum gravity [351, 373].
There are 3 main classes of $f(R)$ gravity, these are:

- **Metric formalisation:** This is the simplest modification to the action $[109, 111]$.

- **Palatini formalisation:** Here the metric, $g$, and the connection, $\Gamma$, are treated as independent variables and the action is varied with respect to both $[105]$. This means that particle trajectories are governed by $\Gamma$ and the chronology of the Universe is governed by $g$.

- **Metric-affine gravity:** This is similar to the Palatini formalisation, however the metric and connection are no longer treated as entirely independent $[344, 345]$. As the matter action depends on the connection, a quantity called the hypermomentum $[206]$ is defined to represent the variation of the action with respect to the connection.

A review of the successes of $f(R)$ gravity, as well as the challenges it still faces is given in $[343]$. There are several more modified gravity theories such as Dvali-Gabadadze-Porrati (DGP) gravity $[155]$, brane world gravity $[266]$ and the Einstein-Aether theory $[228]$.

### A.17 Results of a Search of the SSR Data for Magnetic Inelastic Dark Matter

The following tables show the results of a search for the de-exitation $\gamma$-ray interacting in the veto, following the scattering of exotic dark matter into an excited state in the ZEPLIN–III target. Tables A.3, A.4, A.5 and A.6 show the results are for magnetic inelastic WIMP masses of 50, 70, 100 and 140 GeV/c$^2$ respectively. The two search methods used are fitting a decay curve to the time delay between the ZEPLIN–III and veto events and simply counting the number of observed background events and comparing this to the expectation, as outlined in Section 6.6.4.
Table A.3: Results from simulations of 50 GeV/c$^2$ magnetic inelastic WIMPs. Given that a scattering occurred in the ZEPLIN–III fiducial volume, the veto efficiency for detecting the delayed de-excitation $\gamma$-ray is given (for an energy deposit of over 20 keV in the veto). The 90% C.L. limit on the number of events is shown, calculated by fitting an exponential decay onto a flat background. The number of events is entirely dominated by the error on the area below the exponential. Values with $^\dagger$ are for a fit to the whole SSR data set rather than just events near the nuclear recoil band. These fits occasionally produced better results due to the much higher statistics producing a better estimate for the background level. The last columns show the 90% C.L. limits from a Profile Likelihood Ratio (PLR) calculation applied to the events in the WIMP search box. Here 0 delayed events were observed in the veto. The expectation for accidental coincidences was calculated for a delayed coincidence window scaled to accept 99% of decays from the excited state. These two values, along with the efficiency for detection calculated by Monte Carlo simulation, were used as the input for the TRolke method "SetGaussBkgGaussEff" to produce the limits shown.

<table>
<thead>
<tr>
<th>Mass splitting (keV)</th>
<th>Dipole $(\mu_\chi/\mu_N)$</th>
<th>Lifetime (µs)</th>
<th>Veto peak efficiency (%)</th>
<th>Maximum likelihood fit</th>
<th>PLR 90% C.L. limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>$3 \times 10^{-3}$</td>
<td>17.2</td>
<td>1.16</td>
<td>$1.67 \times 10^{+4}$</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$6 \times 10^{-3}$</td>
<td>4.30</td>
<td>3.78</td>
<td>$4.29 \times 10^{+3}$</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$1 \times 10^{-2}$</td>
<td>1.55</td>
<td>6.72</td>
<td>$3.16 \times 10^{+4}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$3 \times 10^{-3}$</td>
<td>12.1</td>
<td>1.62</td>
<td>$6.33 \times 10^{+3}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$6 \times 10^{-3}$</td>
<td>3.00</td>
<td>5.12</td>
<td>$3.67 \times 10^{+4}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$1 \times 10^{-2}$</td>
<td>1.09</td>
<td>8.28</td>
<td>$1.53 \times 10^{+3}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$3 \times 10^{-3}$</td>
<td>8.80</td>
<td>2.07</td>
<td>$7.90 \times 10^{+3}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$6 \times 10^{-3}$</td>
<td>2.20</td>
<td>6.27</td>
<td>$3.82 \times 10^{+3}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$1 \times 10^{-2}$</td>
<td>0.79</td>
<td>9.53</td>
<td>$5.74 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$3 \times 10^{-3}$</td>
<td>6.60</td>
<td>2.65</td>
<td>$5.93 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$6 \times 10^{-3}$</td>
<td>1.65</td>
<td>7.67</td>
<td>$3.05 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$1 \times 10^{-2}$</td>
<td>0.60</td>
<td>10.47</td>
<td>$3.47 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$3 \times 10^{-3}$</td>
<td>5.10</td>
<td>2.32</td>
<td>$6.79 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$6 \times 10^{-3}$</td>
<td>1.40</td>
<td>6.71</td>
<td>$2.73 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$1 \times 10^{-2}$</td>
<td>0.51</td>
<td>11.1</td>
<td>$2.56 \times 10^{2}$</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A.4: As Table A.3 but from simulations of 70 GeV/c$^2$ magnetic inelastic WIMPs.

<table>
<thead>
<tr>
<th>Mass splitting (keV)</th>
<th>Dipole splitting ($\mu_2/\mu_N$)</th>
<th>Lifetime (µs)</th>
<th>Veto peak efficiency (%)</th>
<th>Maximum likelihood fit</th>
<th>PLR 90% C.L. limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>$3 \times 10^{-3}$</td>
<td>17.2</td>
<td>1.29</td>
<td>$1.49 \times 10^3$</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$6 \times 10^{-3}$</td>
<td>4.30</td>
<td>4.17</td>
<td>$3.89 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$1 \times 10^{-2}$</td>
<td>1.55</td>
<td>7.14</td>
<td>$2.98 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$3 \times 10^{-3}$</td>
<td>12.1</td>
<td>1.98</td>
<td>$5.18 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$6 \times 10^{-3}$</td>
<td>3.00</td>
<td>5.97</td>
<td>$3.14 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$1 \times 10^{-2}$</td>
<td>1.09</td>
<td>8.69</td>
<td>$1.46 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$3 \times 10^{-3}$</td>
<td>8.80</td>
<td>2.66</td>
<td>$6.13 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$6 \times 10^{-3}$</td>
<td>2.20</td>
<td>7.42</td>
<td>$3.22 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$1 \times 10^{-2}$</td>
<td>0.79</td>
<td>9.45</td>
<td>$5.79 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$3 \times 10^{-3}$</td>
<td>6.60</td>
<td>3.39</td>
<td>$4.64 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$6 \times 10^{-3}$</td>
<td>1.65</td>
<td>8.83</td>
<td>$2.65 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$1 \times 10^{-2}$</td>
<td>0.60</td>
<td>9.94</td>
<td>$3.66 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$3 \times 10^{-3}$</td>
<td>5.10</td>
<td>4.07</td>
<td>$3.87 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$6 \times 10^{-3}$</td>
<td>1.40</td>
<td>9.68</td>
<td>$1.89 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$1 \times 10^{-2}$</td>
<td>0.51</td>
<td>10.37</td>
<td>$2.74 \times 10^{12}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$3 \times 10^{-3}$</td>
<td>4.00</td>
<td>5.06</td>
<td>$3.26 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$6 \times 10^{-3}$</td>
<td>1.10</td>
<td>11.00</td>
<td>$1.17 \times 10^{13}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$1 \times 10^{-2}$</td>
<td>0.40</td>
<td>10.01</td>
<td>$1.38 \times 10^{12}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$3 \times 10^{-3}$</td>
<td>3.20</td>
<td>5.63</td>
<td>$3.21 \times 10^{11}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$6 \times 10^{-3}$</td>
<td>0.83</td>
<td>11.97</td>
<td>$6.65 \times 10^{12}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$1 \times 10^{-2}$</td>
<td>0.32</td>
<td>10.12</td>
<td>$9.77 \times 10^{9}$</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A.5: As Table A.3 but from simulations of 100 GeV/c² magnetic inelastic WIMPs.

<table>
<thead>
<tr>
<th>Mass splitting (keV)</th>
<th>Dipole splitting ($\mu_\chi/\mu_N$)</th>
<th>Lifetime (µs)</th>
<th>Veto peak efficiency (%)</th>
<th>Maximum likelihood fit</th>
<th>PLR 90% C.L. limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>$3 \times 10^{-3}$</td>
<td>17.2</td>
<td>1.61</td>
<td>$1.20 \times 10^{4\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$6 \times 10^{-3}$</td>
<td>4.30</td>
<td>4.87</td>
<td>$3.33 \times 10^{3\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$1 \times 10^{-2}$</td>
<td>1.55</td>
<td>7.52</td>
<td>$2.83 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$3 \times 10^{-3}$</td>
<td>12.1</td>
<td>2.32</td>
<td>$4.43 \times 10^{3\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$6 \times 10^{-3}$</td>
<td>3.00</td>
<td>6.67</td>
<td>$2.81 \times 10^{3\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$1 \times 10^{-2}$</td>
<td>1.09</td>
<td>8.75</td>
<td>$1.45 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$3 \times 10^{-3}$</td>
<td>8.80</td>
<td>3.15</td>
<td>$5.19 \times 10^{3\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$6 \times 10^{-3}$</td>
<td>2.20</td>
<td>8.3</td>
<td>$2.88 \times 10^{3\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$1 \times 10^{-2}$</td>
<td>0.79</td>
<td>9.08</td>
<td>$6.03 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$3 \times 10^{-3}$</td>
<td>6.60</td>
<td>4.04</td>
<td>$3.88 \times 10^{3\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$6 \times 10^{-3}$</td>
<td>1.65</td>
<td>9.65</td>
<td>$2.42 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$1 \times 10^{-2}$</td>
<td>0.60</td>
<td>8.97</td>
<td>$4.05 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$3 \times 10^{-3}$</td>
<td>5.10</td>
<td>5.07</td>
<td>$3.11 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$6 \times 10^{-3}$</td>
<td>1.40</td>
<td>10.6</td>
<td>$1.73 \times 10^{5}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$1 \times 10^{-2}$</td>
<td>0.51</td>
<td>8.94</td>
<td>$3.17 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$3 \times 10^{-3}$</td>
<td>4.00</td>
<td>6.3</td>
<td>$2.62 \times 10^{3\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$6 \times 10^{-3}$</td>
<td>1.10</td>
<td>11.77</td>
<td>$1.09 \times 10^{3}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$1 \times 10^{-2}$</td>
<td>0.40</td>
<td>7.99</td>
<td>$1.73 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$3 \times 10^{-3}$</td>
<td>3.20</td>
<td>7.38</td>
<td>$2.46 \times 10^{3\dagger}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$6 \times 10^{-3}$</td>
<td>0.83</td>
<td>12.53</td>
<td>$6.35 \times 10^{2}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$1 \times 10^{-2}$</td>
<td>0.32</td>
<td>7.23</td>
<td>$1.37 \times 10^{2}$</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A.6: As Table A.3 but from simulations of 140 GeV/c² magnetic inelastic WIMPs.

<table>
<thead>
<tr>
<th>Mass splitting (keV)</th>
<th>Dipole splitting ($\mu_\chi/\mu_N$)</th>
<th>Lifetime ($\mu$s)</th>
<th>Veto peak efficiency (%)</th>
<th>Maximum likelihood fit</th>
<th>PLR 90% C.L. limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>$3 \times 10^{-3}$</td>
<td>17.2</td>
<td>1.79</td>
<td>$1.08 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$6 \times 10^{-3}$</td>
<td>4.30</td>
<td>5.35</td>
<td>$3.03 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>$1 \times 10^{-2}$</td>
<td>1.55</td>
<td>7.71</td>
<td>$2.76 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$3 \times 10^{-3}$</td>
<td>12.1</td>
<td>2.63</td>
<td>$3.91 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$6 \times 10^{-3}$</td>
<td>3.00</td>
<td>7.18</td>
<td>$2.61 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>90</td>
<td>$1 \times 10^{-2}$</td>
<td>1.09</td>
<td>8.51</td>
<td>$1.48 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$3 \times 10^{-3}$</td>
<td>8.80</td>
<td>3.59</td>
<td>$4.54 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$6 \times 10^{-3}$</td>
<td>2.20</td>
<td>8.78</td>
<td>$2.73 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>$1 \times 10^{-2}$</td>
<td>0.79</td>
<td>8.58</td>
<td>$6.38 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$3 \times 10^{-3}$</td>
<td>6.60</td>
<td>4.58</td>
<td>$3.43 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>$1 \times 10^{-2}$</td>
<td>0.60</td>
<td>8.09</td>
<td>$4.49 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$3 \times 10^{-3}$</td>
<td>5.10</td>
<td>5.74</td>
<td>$2.74 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$6 \times 10^{-3}$</td>
<td>1.40</td>
<td>11.05</td>
<td>$1.66 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>120</td>
<td>$1 \times 10^{-2}$</td>
<td>0.51</td>
<td>7.86</td>
<td>$3.61 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$3 \times 10^{-3}$</td>
<td>4.00</td>
<td>7.11</td>
<td>$2.32 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$6 \times 10^{-3}$</td>
<td>1.10</td>
<td>11.86</td>
<td>$1.09 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>130</td>
<td>$1 \times 10^{-2}$</td>
<td>0.40</td>
<td>6.69</td>
<td>$2.06 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$3 \times 10^{-3}$</td>
<td>3.20</td>
<td>8.37</td>
<td>$2.16 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$6 \times 10^{-3}$</td>
<td>0.83</td>
<td>12.34</td>
<td>$6.45 \times 10^{37}$</td>
<td>0</td>
</tr>
<tr>
<td>140</td>
<td>$1 \times 10^{-2}$</td>
<td>0.32</td>
<td>5.74</td>
<td>$1.72 \times 10^{37}$</td>
<td>0</td>
</tr>
</tbody>
</table>
A.18 Profile Likelihood Ratio Method

A confidence interval for the signal expectation in the second science run was calculated with a Profile Likelihood Ratio (PLR) \[26, 315, 92\]. This method can be adapted to treat problems with nuisance parameters which are not known exactly, in this case the leakage of the electron recoil background events into the WIMP search area and to a much lesser extent the neutron background. The full likelihood function is given by:

\[
L(\pi, \theta | X) = \prod_{i=1}^{n} f(X_i | \pi, \theta) \tag{A.65}
\]

where \(f(z | \pi, \theta)\) is the probability density function for parameters of interest \(\pi = (\pi_1, ..., \pi_k)\), with nuisance parameters \(\theta = (\theta_1, ..., \theta_l)\) given the independent observables \(X = (X_1, ..., X_n)\). To cope with the uncertainty in the nuisance parameters they can be factored out. When constructing confidence intervals this may be accomplished by finding a hypothesis test and then inverting that test. For example a hypothesis test \(H_0 : \pi = \pi_0\) and its inverse \(H_a : \pi \neq \pi_0\) give a likelihood test statistic of:

\[
\lambda(\pi_0 | X) = \frac{sup\{L(\pi_0, \theta | X); \theta\}}{sup\{L(\pi, \theta | X); \pi, \theta\}} \tag{A.66}
\]

where \(\lambda\) is just a function of \(\pi_0\) given the data and is not dependent on the nuisance parameters \(\theta\). In the context of the electron recoil background as a nuisance parameter \(\lambda\) is the profile likelihood. The nuisance parameter \(\mu_{b2}\) (see Table 8.1) included estimators from the Poisson distributed \(^{137}\)Cs calibration and also SG predictions treated as a Gaussian truncated at 0. The distribution of the function \(-2 \log \lambda\) converges to a \(\chi^2\) random variable with \(k\) degrees of freedom \[112\]. To get the required confidence interval, \(100(1 - \alpha)\%\), the true value of the parameter of interest would be covered \(100(1 - \alpha)\%\) of the time after many repetitions of the experiment. Monte-Carlo sampling over a grid of \((\pi, \theta)\) values was used to obtain the distribution of the profile likelihood ratio. From this the appropriate double sided limit is found by moving out from the minimum (the maximum likelihood estimator) to find the points where the function increases by the \(\alpha\) percentile of the distribution.
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For the case of a dark matter search with an unknown potential signal \( s \) and background \( b \) we have the data \( X = (N, M) \) where \( N \) and \( M \) have Poisson distributions with mean \( b + s \) and \( \tau b \) respectively, where \( \tau \) is the probability that a background event falls into the background region (the electron recoil band) divided by the probability that it falls into the signal region (the nuclear recoil band). Here \( N = B + S \) where \( B \) and \( S \) are independent Poisson random variables with mean \( b \) and \( s \) respectively. \( b \) and \( s \) are unknown but \( \tau \) is assumed to be known. The form of the function \( f \) used to calculate the likelihood function in equation A.65 is then given by:

\[
f(n, m|b, s) = \frac{(s + b)^n}{n!} \exp^{-(s+b)} \cdot \frac{(\tau b)^m}{m!} \exp^{-\tau b}
\]

(A.67)

using the estimated background from the SG fits and also the estimate from the \(^{137}\)Cs calibration as the nuisance parameters \( \mu_{b2} \) and the result for the limit of neutron events as the other nuisance parameter \( \mu_{b1} \) a double-sided 90% CL interval for the signal from the second science run was \( 0 - 5.1 \) events \([26]\). Two-bin FC calculations were also made, as in the FSR \([25]\). The background predictions were capped at the observed levels when the estimated number was higher than that seen, so that the results were not unreasonable due to downward fluctuations of background. This result yielded a maximum of 4.8 signal events at 90% CL, in good agreement with the PLR calculations.
Appendix B

Glossary

- **ADC**: Analogue to digital converter.
- **BAL**: Bulk attenuation length.
- **BAO**: Baryonic acoustic oscillations.
- **CAI**: Calcium-aluminium-rich inclusions, sometimes found in meteors.
- **CCD**: Charge coupled device.
- **CERN**: The Organisation europeenne pour la recherche nucleaire, situated in Geneva. This lab currently houses the large hadron collider (LHC).
- **CDM**: Cold dark matter. These relic dark matter particles have non-relativistic velocities.
- **CMB**: The cosmic microwave background. The photon relic from the big bang.
- **cMSSM**: Constrained minimal supersymmetric standard model. The minimal supersymmetric extension to the standard model.
- **CPT**: Charge conjugate, parity and time. Symmetries of particles which are usually conserved. A subset (CP) has occasionally been observed to be violated.
- **CPU**: Central processing unit.
- **DAq**: Data acquisition. This usually refers to the data acquisition system.
- **DRU**: Differential rate unit (events kg$^{-1}$ day$^{-1}$ keV$^{-1}$).
- **DTAG**: An energy deposit in the veto which is delayed with respect to a ZEPLIN–III event.
- **ELM**: The electron lifetime monitor.
- **FADC**: Flash analog-to-digital converter.
- **FC**: Feldman Cousins analysis.
- **FLRW**: The Friedmann-Lemaître-Robertson-Walker solutions to Einstein’s field equations.
- **FSR**: The first science run of the ZEPLIN–III instrument.
- **FWHM**: The full width of a pulse at half of its maximum height.
- **golden event**: A golden event is defined as having only a single S1 signal and a single S2 signal.
- **GUI**: Graphical user interface.
- **GUT**: Grand unification theory. The convergence of standard model forces at high energy.
- **Gyr**: A period of 1 billion years.
- **HPG**: High-purity germanium.
- **HS**: High-sensitivity output signal.
- **IC**: Internal conversion.
- **ΛCDM**: The currently favoured cosmological model where the vast majority of the energy density of the Universe is split between cold dark matter (CDM) and dark energy (Λ).
- **LED**: Light emitting diode.
- **$L_{ef}$**: The relative scintillation yield between electron and nuclear recoils.
• **LET**: Linear energy transfer. The energy transferred to a material as an ionizing particle travels through it.

• **LKP**: The lightest Kaluza-Klein particle.

• **LN$_2$**: Liquid nitrogen.

• **LS**: Low-sensitivity output signal.

• **LSP**: The lightest supersymmetric particle.

• **LXe**: Liquid xenon.

• **MACHO**: Massive compact halo object.

• **MCA**: Multi-channel analyser.

• **MEt**: Missing transverse energy. A signature of the creation of dark matter particles.

• **MOND**: Modified Newtonian dynamics. A theory of modified gravity.

• **MSSI**: Multiple scintillation single ionisation events.

• **mSUGRA**: The minimal super gravity model, combining supersymmetry and general relativity.

• **NIM**: Nuclear instrumentation module. These have standardised mechanical and electrical specifications.

• **PLR**: Prole likelihood ratio.

• **PMT**: Photomultiplier tube.

• **PTAG**: An energy deposit in the veto which is in prompt coincidence with a ZEPLIN–III event.

• **QCD**: Quantum chromodynamics. The theory of the strong nuclear force using colour charge.

• **RAM**: Random-access memory.

• **raVen**: The reduction and analysis of veto signals software package.
• **RGA**: Residual gas analysis.
• **RMS**: Root mean square.
• **S1**: The primary scintillation signal.
• **S2**: The secondary signal. This is generated by electroluminescence in the gas phase and provides a measurement of the ionisation.
• **SG**: Skew-Gaussian.
• **SM**: The standard model of particle physics.
• **SN1a**: A type 1a supernova, resulting from the explosion of a white dwarf star.
• **SPE**: Single photoelectron.
• **SSR**: The second science run of the ZEPLIN–III instrument.
• **SUSY**: Supersymmetry, an theoretical extension to the standard model of particle physics.
• **TAL**: Technical attenuation length.
• **TeVeS**: Tensor-vector-scalar theory. A theory of modified gravity.
• **TPC**: Time projection chamber.
• **UHV**: Ultra-high vacuum.
• **VUV**: Vacuum ultra-violet photons ranging from 150 to 200 nm.
• **WIMP**: Weakly interacting massive particle.
• **ZE3RA**: The ZEPLIN–III reduction and analysis package.
• **ZEPLIN**: ZonEd Proportional scintillation in LIquid Noble gases.
• ⊕: The symbol for Earth.
• ⊙: The symbol for Sol.
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