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Abstract

Marine energy has a significant role to play in lowering carbon emissions within the energy sector. Paradoxically, it may be susceptible to changes in climate that will result from rising carbon emissions. Wind patterns are expected to change and this will alter wave regimes. Despite a lack of definite proof of a link to global warming, wind and wave conditions have been changing over the past few decades. Changes in the wind and wave climate will affect offshore wind and wave energy conversion: where the resource is constrained, production and economic performance may suffer; alternatively, stormier climates may create survival issues. Here, a relatively simple sensitivity study is used to quantify how changes in mean wind speed – as a proxy for wider climate change – influence wind and wave energy production and economics.

Keywords: Marine energy, wave energy, wind energy, wind climate, wave climate, climate change.

1 Introduction

Marine energy has a key role to play in meeting long term renewable energy targets as part of the drive to a low carbon economy. This is particularly true in the United Kingdom which possesses significant marine energy resources with the most favourable sites tending to be located off the Scottish north and west coasts. With mean wave power in excess of 50 kW/metre of wave front, Scotland’s offshore wave power potential is estimated at 14 GW and could provide some 45 TWh/year. Similarly, offshore wind potential is some 25 GW (82 TWh/year) and tidal stream around 7.5 GW (33.5 TWh/yr) [1].

While marine energy is being developed in order to limit or avoid climate change, its reliance on the natural environment means that it may be vulnerable to changes in climate that result from rising carbon emissions. Marine technologies share this risk with other renewable sources including hydropower [2] and wind [3]. With evidence of a changing marine climate over recent decades and the suggestion of a link to global warming [4], closer examination is justified.
2 Changing Offshore Climate

From the late 1980s the trend of increasing wave height in the north east Atlantic has been reported \cite{5}-\cite{6}. Suggested increases in mean wave height of some 2% per year have been backed up by other sources that indicate changes of 30-50% over 30 years. While the early studies (e.g. \cite{6}) were unable to identify local wind speed trends to explain the greater wave heights, there was recognition that local wave conditions are a complex blend of local and distant wind activity \cite{7}. Investigations turned to broader climate conditions for explanations and found connections between wave heights and the north-south atmospheric pressure gradient in the north Atlantic \cite{7}. Recent analysis of European offshore wind speeds \cite{8} has identified changes over the past 40 years such as UK winter wind speeds rising by 15 to 20% over that period.

As much of this work was based on in-situ data from buoys and weather ships, identification of underlying changes in weather patterns from this data is difficult given poor spatial data coverage, few long-term series and observational practice changes \cite{9}. Several approaches have been used to avoid such difficulties. The first is ‘hindcasting’ in which wave models are driven by historic weather data in order to develop a wave climate history, e.g. \cite{10}, \cite{11}. In \cite{10}, the wave model was then used to project changes in wave climate by driving it with data from a steady-state (CO\textsubscript{2} doubling) climate change experiment, although the result was not conclusive. The second approach has been to use atmospheric proxies for wave heights for which regressions between significant wave height and sea level pressure \cite{12} and the North Atlantic Oscillation (NAO) \cite{9} have been employed; again, these have been used to project future wave conditions.

To date, however, there has been no investigation of the impacts of changes in wind and wave climate on marine energy.

3 Marine Energy Impacts

Alteration of wind patterns is a widely expected anticipated outcome of climate change albeit an uncertain one given the inconsistency between General Circulation Models (GCMs) and their physical representations \cite{13}. On an annual basis relatively minor changes are forecast UK-wide \cite{13}, although there are regional and seasonal trends: southern and central UK winter wind speeds are forecast to rise by up to 10% while changes in windier Scotland appear minimal. Elsewhere in the world, the United States may see wind speed reduce by between 3% \cite{3} and 20% \cite{14} over the next 50 years. Offshore winds will also change and given the cubic relationship between wind speed and wind energy and the capability of wind turbines capture energy only from specific wind speed ranges, changes in wind speed have implications for the production and economics of offshore wind developments (Figure 1). It has been projected that a 10% change in wind speeds could alter energy yields by 13 to 25%, dependent on the site and season \cite{15}.

As ocean waves are predominately the result of wind action, changes in wind patterns will ultimately alter
wave regimes. With available wave energy related to wind speed by the 5th power [16], there are potentially significant consequences for wave energy (Figure 1). Like wind turbines, wave energy converters (WECs) are designed to capture energy from specific wave height, period and direction ranges. Resource changes will affect energy capture: where the resource is restricted there may be reductions in energy production and consequent economic impacts (particularly where this coincides with high energy price periods); where the wave resource increases it may enhance production but the associated increase in extreme waves (as suggested in [12] and elsewhere) may pose a greater threat to device survival.

It is anticipated that changes in wave climate will mainly affect wave energy converters. However, specific marine current or tidal stream devices may be affected by increased wave activity [17] or by changes in ocean circulation.

Sea level rise is a frequently quoted outcome of climate change and it is expected that sea levels around the UK will increase by up to 36 cm by 2080 [13]. While devices that are moored in deeper water might experience limited impacts, shoreline-based devices could be affected by raised water levels particularly as less energy will be dissipated.

4 Evaluating Marine Energy

4.1 Wind Energy

The power in the wind varies with the cube of the wind speed \((U, \text{ m/s})\) according to [18]:

\[
P = \frac{1}{2} \rho U^3
\]

(1)

where \(P\) is the power per unit area \((\text{P/m}^2)\) and \(\rho\) is air density. Appraisal of wind power projects focuses on the available resource as indicated by anemometry records from the site (or nearby), either in its raw format or through fitting to a Weibull distribution. Turbine output is defined by production curves which specify output over the wind speed range between the cut-in and cut-out speeds. When combined with the wind speed information, production and, with appropriate data, the economic performance can be estimated.

4.2 Wave Energy

Waves are created by the transfer of energy from wind flowing over water bodies. The energy transfer defines the size of waves and this is dependent on the strength and duration of the wind and the available fetch. Wave power levels may exceed 1000 kW per metre of wave front (kW/m) although mean power levels off the Scottish coast approach 70 kW/m [19]. The power in the waves varies with the square of the wave height and linearly with wave period; it may be defined as [19]:
\[ P = 0.49 H_S^2 T_e \]  

where \( P \) is power (kW/m of wave front), \( H_S \) is the significant wave height (m) and \( T_e \) the wave energy period (s). \( H_S \) and \( T_e \) are representative of the wide spectrum of waves of different heights, periods and directions that make up real seas. Together they allow the specification of a range of ‘sea states’ that have given probability of occurrence based on the joint coincidence of \( H_S \) and \( T_e \). These are often illustrated using scatter diagrams as Figure 2 illustrates for a site near the Shetland Isles (61.4°N, 0.7°W) \([20]\). \( H_S \) is defined as four times the root-mean-square (RMS) elevation of the sea surface (\( H_{\text{rms}} \)):

\[ H_S = 4H_{\text{rms}} = 4\sqrt{m_0} \]  

where \( m_0 \) is the zeroth moment (or variance) of the wave spectrum. Energy period \( T_e \) is one of several representative wave period measures in use although it is favoured for wave energy approaches as it weights waves according to spectral energy content \([19]\):

\[ T_e = m_{-1}/m_0 \]  

where \( m_{-1} \) is the reciprocal of the first spectral moment (the mean frequency).

The standard approach to appraising WEC output and economics is described by Thorpe \([21]\) and a slightly simplified version is shown in Figure 3. For the assumed location of the WEC, the wave resource record allows the identification of a range of sea states (\( H_S \), \( T_e \) and direction) that are applicable for a given portion of the year. For each sea state, the characteristics of an individual device will allow an estimate of capture efficiency and hence output. The weighted average of the output during each sea state provides the annual production estimate with the economics following from that.

5 Modelling Climate Impacts

To some extent this work is at a similar stage to climate impact studies with hydropower in the late 1980s which used uniform changes in precipitation and temperature to assess river flow and hence hydropower production sensitivity. They allowed the identification of major influences and comparisons between different river systems. Unlike the early hydro studies, however, climate modelling is now much more advanced with General Circulation Models (GCMs) becoming increasingly sophisticated. The wind field outputs from GCMs have been used for changes in onshore wind potential either directly \([3]\) or using regional climate models \([14]\). Such an approach could be used to characterise wind changes offshore. In a similar fashion to \([10]\), these could then be used to drive a wind-wave model to provide wave information. An alternative would be to utilise pressure pattern data from GCMs and forecast wind and wave climate
from regression models. A significant drawback of these approaches is that they require significant data volumes and computational capability. Assessment of future susceptibility will be complicated by the variance between projections from GCMs and the limited confidence in their wind speed estimates.

In many fields, sensitivity studies are often the first port of call for risk assessment as they are generally readily understood and straight-forward. As a first approximation, the climate response of wind and wave energy conversion can be assessed using changes in mean wind speeds. For wind power, the use of well-known wind distributions makes this a relatively easy and simple adaptation of the normal appraisal process. For WECs, the changes are more involved but use of a common wind-wave model allows the appraisal methodology to be adapted as shown in Figure 4.

5.1 Wind Speed Distribution

A range of models have been used to describe the wind resource including the well-known Weibull distribution. A special case of this, the Rayleigh distribution, is commonly used and is defined solely by the mean wind speed \( \bar{U} \) [18]:

\[
 p(U) = \frac{\pi}{2} \left( \frac{U}{\bar{U}} \right)^2 \exp \left[ -\frac{\pi}{4} \left( \frac{U}{\bar{U}} \right)^2 \right] 
\]

(5)

Here \( p(U) \) is the probability of occurrence of wind speed \( U \) and when modelled incrementally, (5) gives the probability and, for a given period, the duration of time (in hours) for which each wind speed increment is experienced. Use of the appropriate wind turbine output at each increment and summation across all increments provides an estimate of energy production in the period.

5.2 Wind-Wave Model

The relationship between wind and wave conditions can be defined using the classic Pierson-Moskowitz (PM) spectrum [22]. This describes fully-developed (steady state) wind-created seas, that may occur when the wind has been blowing over a long period (6-18 h) and fetch (200-600 km). The spectrum is empirically derived and uses the wind speed, \( U_0 \) (at a height of 19.5 m above mean sea level) as the single parameter that defines the energy spectrum of wave energies [22]:

\[
 S(\omega) = 0.0081 g^2 \omega^{-5} \exp \left[ -0.74 \left( \frac{g}{U_0 \omega} \right)^4 \right] 
\]

(6)

where \( S(\omega) \) is the spectral energy as a function of frequency, \( \omega \) (rads). Practical use is through determination of \( H_s \) and \( T_e \) through analysis of the spectral moments using (3) and (4); these give [19]:

...
Equations (7) and (8) specify significant wave height and wave period (and using (2) wave power) for any given wind speed. Across a range of wind speeds this generates a single curve on an \((H_s, T_e)\) scatter diagram as Figure 2 shows. It is evident that the PM spectrum does not depict the full range of \(H_s\) and \(T_e\) combinations possible. However, they are accepted as being reasonable approximations given the relative paucity of data and feature heavily in wave power research. In itself the PM spectrum is not sufficient for inferring changes as particular wind speeds and accordingly, wave heights/periods exist for only a fraction of the year. A fuller representation of the range of conditions is achieved by combination with the Rayleigh wind speed distribution.

5.3 Wave Energy Distribution

To draw together the wind and wave spectra, each incremental value of wind speed defines a sea state according to the PM spectrum. Accordingly, the Rayleigh distribution creates a series of wave height/period pairs and wave powers over the wind speed range. It is assumed that the modelled wind speeds persist for a minimum period necessary for fully developed seas which is reasonable as a first approximation.

Alteration of the mean wind speed specifying the Rayleigh distribution will not alter the magnitudes of the wave power as these are fixed by the incremental wind speed value. Rather, the probability of a given sea state and power level will change; this alters the hourly duration and the energy output over the period. Summation across all wind speed increments provides the total wave energy available with device-specific efficiency data providing estimates of production and, in turn, economic performance.

In this way, the alteration of mean wind speed by defined amounts provides a proxy for the sensitivity of wind and wave energy conversion to changes in climate.

6 Western Scotland Case Study

The case study focuses on the wind and wave climate off the west coast of Scotland as, in the long term, some of the best opportunities for large-scale marine energy deployment will be here. The assessment method set out in the previous section was implemented in spreadsheet form. The wind speed was defined in 0.25 m/s increments (up to 30 m/s) with the probability of occurrence and duration calculated from (5). These were used directly for the wind assessment, while Equations (2)-(4) and (7)-(8) provided \(H_s\), \(T_e\) and wave power to estimate annual wave climate.
In order to maintain simplicity, the mean annual wind speed (at 19.5 m) was estimated at 10 m/s which is reasonably close to data given in [23] for a point in the Atlantic at 54°N, 22°W. While this lies somewhat to the west and south of the Scottish coast, it is a representative value as the PM spectrum assumes the same wind speed across the full fetch.

6.1 Wind Turbine

The device chosen for analysis is the 3 MW Vestas V90 [24] that possesses a 90 m diameter rotor at 65 m hub height. The corrected mean wind speed at hub height was found to be just over 11 m/s using the power law profile [18]:

\[ U_{65} = U_{19.5} \frac{\ln(h_{65}/z_0)}{\ln(h_{19.5}/z_0)} \]  \hspace{1cm} (9)

where \( h_{65} \) and \( h_{19.5} \) are the hub and reference heights while \( z_0 \) is the roughness length of the water surface which is generally very low. The turbine power curve follows the traditional shape with cut-in at 4 m/s, cut-out at 25 m/s and rated output at 15 m/s.

Given the cost of undersea cabling and the distance to shore, offshore wind farms, particularly those in deeper water will be more expensive than onshore, albeit that their energy capture is likely to be higher. For the purposes of illustration, assumed installed costs are £1200/kW with operations and maintenance costs (O&M) set higher than would be expected for onshore wind turbines. These and other economic data are given in Table 1.

Revenue is estimated at £60/MWh which includes gains from wholesale energy sales, sales of Renewable Obligation Certificates (ROCs) (as set out in the UK Renewables Obligation [25]) and the net income from levies and market imbalance penalties.

6.2 Wave Energy Converter

In illustrating the wave energy appraisal, a WEC developed by Edinburgh-based Ocean Power Delivery Ltd [26] is used. The Pelamis is a 120 m long floating device that resembles a sea-snake with four articulated sections that flex (and produce up to 750 kW) as waves run down the length of the device. A lack of directional information is not an issue with this device as it is self-referencing. It is designed to maximise production in normal sea conditions whilst surviving heavy seas (\( H_s > 8 \) m) through power limitation. The power output matrix in Figure 5 gives the device output as a percentage of capacity for each sea state. The black line corresponds to the PM spectrum and the nearest grid value is assigned to the relevant sea state/wind speed increment. The cost of such a device is commercially sensitive, so representative capital
and O&M costs were estimated based on costs for other WECs [21]; again these are given in Table 1.

6.3 Base Case Performance

The base case represents the technical and economic performance of the wind turbine and WEC with the base wind speed of 10 m/s. Summaries are given in Tables 2 and 3, respectively.

6.3.1 Wind

With over a fifth of the year spent at rated output, wind turbine production is estimated at over 13 GWh. While the near 50% load factor is on the high side it is reflects the higher mean wind speeds available offshore as well as the use of the simpler Rayleigh, rather than the Weibull distribution. This is reflected in the economic performance of the turbine although the electricity cost of around 5 p/kWh is comparable with estimates from elsewhere (e.g. [27]).

6.3.2 Wave

The modelled weighted average significant wave height and period and the available wave power are in line with expected values for the North Atlantic albeit on the low side (83 kW/m compared with the 93 kW/m suggested in [28]).

The resulting production and average power output are reasonable estimates although once again on the low side. This can be seen with the load factor being at the lower end of the range expected for such a device. It can be seen that the time during which the device is idle is around one third of the year, while peak output is achieved for only 5% of the year.

Given the assumptions made, the economic performance is in line with expectations for this non-mature technology (electricity cost in the region of 5 to 6 p/kWh).

6.4 Climate Sensitivity

Changes in marine climate were simulated by altering the mean annual wind speed by up to ±20% in 10% intervals. A summary of the changes to wind turbine performance are given in Table 2. A similar summary of wave climate estimates and device performance is shown in Table 3.

6.4.1 Wind turbine performance

As would be expected the cubic law means that the effect on production is marked; a 10% decrease in wind speed lowers production by 12% (Figure 6). The change is comparable to the lower end of the range suggested elsewhere [15] and it is apparent that reductions have a proportionately greater impact, due mainly to the cubic law and that the rated capacity of the turbine precludes significant gains from higher
wind speeds. Economically, the changes are significant with a 20% fall in wind speed raising unit electricity costs by 35%.

6.4.2 Wave climate

Figure 7 shows the variation in mean wave height period and wave power within the range of wind speed changes. Wave period varies in direct proportion with the wind speed while wave height is more sensitive to increases in speed as might be expected from the square-relationship. The 20% rise in wind speed raises mean wave heights by around 44% (over a metre on average). The combined effect of changes in wave characteristics on available wave power is significant with the power relationship evident. For example, a 20% decrease in mean wind speed lowers available power levels by 67% while the opposite change raises them by 133%.

6.4.3 WEC Production

The consequences of this level of sensitivity are significant for WEC energy production (Figure 8), with production varying by up to 800 MWh/yr (42%) for a 20% wind change. The WEC is less sensitive to increases in wind speed as wave powers in excess of rating are shed. This is illustrated by the proportion of time at rated output: under the conditions suggested by a 20% increase in mean wind, this duration increases to 12%; it drops to less than 1% under the opposite scenario.

6.4.4 WEC Economics

The large changes in production, and in consequence, revenue have a significant impact on the economics of the WEC (Figure 9). Over the range of wind speeds examined, the Internal Rate of Return (IRR) varies by 12 percentage points and, following the production pattern, shows greater sensitivity to falling mean wind speed. Unit electricity costs show a variation of over three times over the range of winds with a 75% increase with the -20% scenario.

6.4.5 Relative Climate Sensitivity

While the sensitivity of production and economics of the wind and wave projects to changes in mean wind speed appear to be significant, it is useful to compare this with other major project risk factors. Capital costs, O&M costs and revenue were, in turn, altered by ±10% of their original value and the IRR noted under base case wind conditions.

The results for both technologies are shown in Figure 10 alongside the comparable change in wind speed. For the wind turbine (right) the magnitude of change due to wind changes is slightly greater than that for capital cost and revenue with O&M a good way behind. The sign of the changes reflects whether a reduction in that parameter is beneficial or adverse, economically. Overall, the WEC (left) appears to be more sensitive
than the wind turbine although this is to some extent a feature of the different cost structure and the WEC’s lower load factor (in this case at least). The relative sensitivity to non-wind parameters is similar to the wind turbine, but it clear that the WEC is significantly more sensitive to wind changes than any other which is clearly a result of the power law. Discount rate is another key project parameter and although IRR is not influenced by changes in discount rate (as it is the discount rate at which project value is zero) calculations with electricity costs suggests that the sensitivity lies between revenue and O&M.

Overall, this comparison adds credibility to the view that changes in wind climate should be of concern for those developing, deploying and relying on future offshore wind and in particular WECs.

7 Discussion

While the impact of global warming-induced changes in wind climate has also been highlighted by other work, it is believed that this study is the first to address the consequent influence on the wave resource, its capture and the economics of devices. In both cases, a deliberately simple approach has been taken in order to get a quantitative appreciation of the potential changes. As a result, there are several limitations.

The Pierson-Moskowitz spectrum accounts only for wind-generated waves while swell, which can be significant in the North Atlantic, is not represented. This results in wave height, length and correspondingly, energy being under-predicted which explains the lower than expected wave heights and the poorer device performance. For example, a vertical shift in the PM spectrum in Figure 5 would allow the WEC to operate at rated for greater durations. Strictly speaking, the PM spectrum is only validated for wind speeds of up to 20 m/s as few higher speed spectra were available in original study [22]. The issue is that it is assumed that the wave spectra are fully developed at higher wind speeds although this requires increases in storm duration and fetch. The authors believe that the use of wind speeds of up to 30 m/s is reasonably reliable given the large fetch of the Atlantic, the low probabilities assigned by the Rayleigh distribution to higher wind speeds and the power limits enforced by the wave device in larger seas.

Monthly variations in both wind and wave climate are significant, particularly in the North Atlantic. Accordingly, this study cannot capture the subtleties of historic and potential wave climates. The development of a monthly model would be a useful extension.

Sea depth has a major bearing on the wave energy available at a given location (with shallower waters experiencing reduced energies) as well as on the costs of installation and maintenance of both wind turbines and WECs. Future studies that incorporate more sophisticated approaches will need to account for bathymetry.

While the operational differences between wind turbines models are relatively minor the same cannot be said
of WECs. Their different developmental stages and operational and control strategies suggests that the response to wave climate changes will vary and further work needs to identify the relative vulnerability of a range of device types.

While the issue of device survivability is beyond the scope of this study, well-documented approaches could be applied to ascertain extreme wave heights and examine the impact on wind and wave installations.

Although this study has been a useful start in quantifying the extent to which marine energy may be vulnerable to changing climate, more sophisticated approaches will be necessary for detailed examination. The use of the proxy regressions to relate climate to wind and wave conditions appears to be a promising step, prior to the use of up-to-date wave models driven by current and GCM-derived future climate. With either approach there is potential to apply more sophisticated appraisal techniques (e.g. scenario and risk analyses) to the issue.

8 Conclusions

In common with other renewables, marine energy may be sensitive to changes in climate resulting from rising carbon emissions. Despite a lack of a proven link to global warming, evidence indicates that wind and wave climates have altered over recent decades. Future changes will affect energy capture and ultimately plant economics. Here, a relatively simple sensitivity study is used to quantify how changes in mean wind speed – as a proxy for wider climate change – influence wind and wave energy production and economics.
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### Tables

#### Table 1: Assumed marine device cost and revenue data

<table>
<thead>
<tr>
<th>Item</th>
<th>Wind Turbine</th>
<th>Wave Device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital cost (£/kW installed)</td>
<td>1200</td>
<td>1300</td>
</tr>
<tr>
<td>Annual O&amp;M (% of capital cost)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Economic Lifetime (years)</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Revenue (£/MWh)</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Discount rates applied (%)</td>
<td>8 &amp; 15</td>
<td>8 &amp; 15</td>
</tr>
</tbody>
</table>

#### Table 2: Wind turbine performance with Base Case and uniformly altered wind speed

<table>
<thead>
<tr>
<th>Measure</th>
<th>Base Case</th>
<th>Annual mean wind speed change</th>
<th>-20%</th>
<th>-10%</th>
<th>+10%</th>
<th>+20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean turbine output (kW)</td>
<td>1493</td>
<td></td>
<td>1104</td>
<td>1321</td>
<td>1618</td>
<td>1697</td>
</tr>
<tr>
<td>Production (GWh/yr)</td>
<td>13.08</td>
<td></td>
<td>9.67</td>
<td>11.57</td>
<td>14.17</td>
<td>14.85</td>
</tr>
<tr>
<td>Load factor (%)</td>
<td>49.8</td>
<td></td>
<td>36.8</td>
<td>44.0</td>
<td>53.9</td>
<td>56.5</td>
</tr>
<tr>
<td>Time at zero output (%)</td>
<td>9.2</td>
<td></td>
<td>14.1</td>
<td>11.3</td>
<td>7.7</td>
<td>6.5</td>
</tr>
<tr>
<td>Time at rated output (%)</td>
<td>22.1</td>
<td></td>
<td>10.4</td>
<td>16.3</td>
<td>27.1</td>
<td>31.1</td>
</tr>
<tr>
<td>Internal Rate of Return, IRR (%)</td>
<td>18.13</td>
<td></td>
<td>11.68</td>
<td>15.34</td>
<td>20.09</td>
<td>21.3</td>
</tr>
<tr>
<td>Unit cost (p/kWh), 8% discount rate</td>
<td>4.49</td>
<td></td>
<td>6.06</td>
<td>5.07</td>
<td>4.14</td>
<td>3.95</td>
</tr>
<tr>
<td>Unit cost (p/kWh), 15% discount rate</td>
<td>5.52</td>
<td></td>
<td>7.06</td>
<td>5.91</td>
<td>4.82</td>
<td>4.60</td>
</tr>
</tbody>
</table>

#### Table 3: Wave energy and device performance with Base Case and uniformly altered wind speed

<table>
<thead>
<tr>
<th>Measure</th>
<th>Base Case</th>
<th>Annual mean wind speed change</th>
<th>-20%</th>
<th>-10%</th>
<th>+10%</th>
<th>+20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean wave height, $H_s$ (m)</td>
<td>2.70</td>
<td></td>
<td>1.73</td>
<td>2.19</td>
<td>3.27</td>
<td>3.88</td>
</tr>
<tr>
<td>Mean wave period, $T_e$ (s)</td>
<td>6.25</td>
<td></td>
<td>5.00</td>
<td>5.63</td>
<td>6.88</td>
<td>7.50</td>
</tr>
<tr>
<td>Mean available wave power (kW/m)</td>
<td>83.7</td>
<td></td>
<td>27.5</td>
<td>49.5</td>
<td>134.4</td>
<td>205.6</td>
</tr>
<tr>
<td>Mean device power output (kW)</td>
<td>232.8</td>
<td></td>
<td>134.4</td>
<td>183.8</td>
<td>279.4</td>
<td>322.5</td>
</tr>
<tr>
<td>Production (GWh/yr)</td>
<td>2.04</td>
<td></td>
<td>1.18</td>
<td>1.61</td>
<td>2.45</td>
<td>2.83</td>
</tr>
<tr>
<td>Load factor (%)</td>
<td>31.0</td>
<td></td>
<td>17.9</td>
<td>24.5</td>
<td>37.3</td>
<td>43.0</td>
</tr>
<tr>
<td>Time at idle (%)</td>
<td>34.80</td>
<td></td>
<td>48.7</td>
<td>41</td>
<td>29.7</td>
<td>25.7</td>
</tr>
<tr>
<td>Time at capacity (%)</td>
<td>4.90</td>
<td></td>
<td>0.9</td>
<td>2.4</td>
<td>8.2</td>
<td>12.2</td>
</tr>
<tr>
<td>IRR (%)</td>
<td>9.36</td>
<td></td>
<td>2.45</td>
<td>6.18</td>
<td>12.16</td>
<td>14.63</td>
</tr>
<tr>
<td>Unit cost (p/kWh), 8%</td>
<td>5.44</td>
<td></td>
<td>9.43</td>
<td>6.89</td>
<td>4.54</td>
<td>3.93</td>
</tr>
<tr>
<td>Unit cost (p/kWh), 15%</td>
<td>8.48</td>
<td></td>
<td>14.68</td>
<td>10.74</td>
<td>7.06</td>
<td>6.12</td>
</tr>
</tbody>
</table>
Figure Captions

Figure 1. Linking climate change and marine energy
Figure 2. PM Spectrum superimposed on Scatter Diagram.
Figure 3. Methodology for appraising WECs (after [21])
Figure 4. Climate-dependent WEC appraisal methodology
Figure 5. Pelamis output (% of capacity) with $H_s$ and $T_e$ (and PM spectrum)
Figure 6. Wind turbine performance with mean wind speed changes
Figure 7. Mean wave height, period and power with mean wind speed change
Figure 8. WEC mean power output, time at idle/capacity with mean wind speed change
Figure 9. WEC economic indicators with mean wind speed change
Figure 10. Change in IRR with project variables for both technologies
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