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Abstract

Multi-homing is a technology used by Internet Service Provider (ISP) to connect to the Internet via multiple networks. This connectivity enhances the network reliability and service quality of the ISP. However, using multi-networks may imply multiple costs on the ISP. To make full use of the underlying networks with minimum cost, a routing strategy is requested by ISPs. Of course, this optimal routing strategy depends on the pricing regime used by network providers. In this study we investigate a relatively new pricing regime – top-percentile pricing. Under top-percentile pricing, network providers divide the charging period into several fixed length time intervals and calculate their cost according to the traffic volume that has been shipped during the $\theta$-th highest time interval. Unlike traditional pricing regimes, the network design under top-percentile pricing has not been fully studied. This paper investigates the optimal routing strategy in case where network providers charge ISPs according to top-percentile pricing. We call this problem the Top-percentile Traffic Routing Problem (TpTRP). As the ISP cannot predict next time interval’s traffic volume in real world application, in our setting up the TpTRP is a multi-stage stochastic optimisation problem. Routing decisions should be made at the beginning of every time period before knowing the amount of traffic that is to be sent. The stochastic nature of the TpTRP forms the critical difficulty of this study.

In this paper several approaches are investigated in either the modelling or solving steps of the problem. We begin by exploring several simplifications of the original TpTRP to get an insight of the features of the problem. Some of these allow analytical solutions which lead to bounds on the achievable optimal solution. We also establish bounds by investigating several “naive” routing policies. In the second part of this work, we build the multi-stage stochastic programming model of the TpTRP, which is hard to solve due to the integer variables introduced in the calculation of the top-percentile traffic. A lift-and-project based cutting plane
method is investigated in solving the SMIP for very small examples of TpTRP. Nevertheless it is too inefficient to be applicable on large sized instances. As an alternative, we explore the solution of the TpTRP as a Stochastic Dynamic Programming (SDP) problem by a discretization of the state space. This SDP model gives us achievable routing policies on small size instances of the TpTRP, which of course improve the naive routing policies. However, the solution approach based on SDP suffers from the curse of dimensionality which restricts its applicability. To overcome this we suggest using Approximate Dynamic Programming (ADP) which largely avoids the curse of dimensionality by exploiting the structure of the problem to construct parameterized approximations of the value function in SDP and train the model iteratively to get a converged set of parameters. The resulting ADP model with discrete parameter for every time interval works well for medium size instances of TpTRP, though it still requires too long to be trained for large size instances. To make the realistically sized TpTRP problem solvable, we improve on the ADP model by using Bézier Curves/Surfaces to do the aggregation over time. This modification accelerates the efficiency of parameter training in the solution of the ADP model, which makes the realistically sized TpTRP tractable.
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## List of Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>The set of network providers</td>
</tr>
<tr>
<td>$i$</td>
<td>The index of network providers, $i \in I$</td>
</tr>
<tr>
<td>$n$</td>
<td>The number of network providers, $n =</td>
</tr>
<tr>
<td>$c_i$</td>
<td>The per-unit cost of network provider $i$</td>
</tr>
<tr>
<td>$\Gamma, \Gamma_i$</td>
<td>The set of time intervals used by network provider $i$</td>
</tr>
<tr>
<td>$\tau$</td>
<td>The index of time intervals, $\tau \in \Gamma$</td>
</tr>
<tr>
<td>$\hat{\tau}_{i,j}^k$</td>
<td>The control points (fixed) in the Bézier Curve model</td>
</tr>
<tr>
<td>$q, q_i$</td>
<td>The percentile parameter, e.g. $q = 5%$ means we use top-5% pricing</td>
</tr>
<tr>
<td>$\theta, \theta_i$</td>
<td>The index of the top-percentile time interval, e.g. $\theta = 216$ means cost is charged on the 216-th highest volume of traffic</td>
</tr>
<tr>
<td>$T^\tau$</td>
<td>The volume of traffic that required to be sent in time interval $\tau$</td>
</tr>
<tr>
<td>$\hat{T}^\tau$</td>
<td>The realisation of $T^\tau$</td>
</tr>
<tr>
<td>$T_l, T_u$</td>
<td>The lower and upper bounds for realisation of $T^\tau$</td>
</tr>
<tr>
<td>$T_i^\tau$</td>
<td>The volume of traffic that network provider $i$ received in time interval $\tau$</td>
</tr>
<tr>
<td>$\hat{T}_i^\tau$</td>
<td>The realisation of $T_i^\tau$</td>
</tr>
<tr>
<td>$\hat{T}_{i,j}^{\tau}$</td>
<td>The $j$-th highest volume of traffic that has been sent to network provider $i$ before time interval $\tau$, i.e. $j$-th highest in ${\hat{T}_i^1, ..., \hat{T}_i^{\tau-1}}$</td>
</tr>
<tr>
<td>$\hat{T}_{i,\theta}^\tau$</td>
<td>The $\theta$-th highest volume of traffic that has been sent to network provider $i$</td>
</tr>
<tr>
<td>$\Omega^\tau$</td>
<td>The discrete set of traffic realisations in time interval $\tau$</td>
</tr>
<tr>
<td>$\omega^\tau$</td>
<td>The random event of traffic realisation in $\tau$, $\omega^\tau \in \Omega^\tau$</td>
</tr>
<tr>
<td>$\hat{\omega}^\tau$</td>
<td>The realisation of $\omega^\tau$</td>
</tr>
<tr>
<td>$\hat{\omega}_\tau$</td>
<td>The realisation history of $\omega^\tau$ up to $\tau$, $\hat{\omega}_\tau = (\hat{\omega}^1, \hat{\omega}^2, ..., \hat{\omega}^\tau)$</td>
</tr>
<tr>
<td>$\omega^\tau_{(m)}$</td>
<td>The realisation at time stage $\tau$ in the $m$-th sample path in ADP model</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$d^\tau$</td>
<td>A vector of the routing decisions for time interval $\tau$, which has different definitions for different models</td>
</tr>
<tr>
<td>$x^\tau_i$</td>
<td>The proportional decision on $T^\tau$ (in SMIP model) or on $T^\tau_{add}$ (in SDP/ADP models) for network provider $i$</td>
</tr>
<tr>
<td>$x^\tau$</td>
<td>A vector of $x^\tau_i$ over network providers, $x^\tau = (x^\tau_1, x^\tau_2, ..., x^\tau_n)^T$</td>
</tr>
<tr>
<td>$x_\tau$</td>
<td>The decision history of $x^\tau$ up to $\tau$, $x_\tau = (x^1, x^2, ... x^\tau)$</td>
</tr>
<tr>
<td>$\chi^\tau$</td>
<td>The feasible decision set for time interval $\tau$ in SDP/ADP models</td>
</tr>
<tr>
<td>$y^\tau_i$</td>
<td>The cut-off level for network $i$ in time interval $\tau$ in SDP/ADP models</td>
</tr>
<tr>
<td>$y^{\tau</td>
<td>i}$</td>
</tr>
<tr>
<td>$z^{\tau,\hat{\omega}^{\tau</td>
<td>i}}_i$</td>
</tr>
<tr>
<td>$S^\tau_i$</td>
<td>The state for network provider $i$ at time stage $\tau$ in SDP/ADP models: $S^\tau_i = {\hat{T}^\tau_{i,j}</td>
</tr>
<tr>
<td>$S^\tau$</td>
<td>The state at time stage $\tau$ in SDP/ADP models: $S^\tau = {S^\tau_i</td>
</tr>
<tr>
<td>$\hat{S}^\tau_x$</td>
<td>The post-decision state at time stage $\tau$ in ADP model</td>
</tr>
<tr>
<td>$S^\tau_{(m)}$</td>
<td>The state at time stage $\tau$ following the $m$-th sample path in ADP model</td>
</tr>
<tr>
<td>$T_{Add}(S^\tau)$</td>
<td>The additional traffic at state $S^\tau$, $T_{Add}(S^\tau) = \max{\hat{T}^\tau - \sum_{i \in I} \hat{T}^{\theta,\tau}_i, 0}$</td>
</tr>
<tr>
<td>$L$</td>
<td>The discretization level of the state space in SDP model</td>
</tr>
<tr>
<td>$m$</td>
<td>The index of iterations in the ADP model</td>
</tr>
<tr>
<td>$\hat{v}^{(m)}_\tau$</td>
<td>The sample estimation of $\hat{V}^{(m-1)}_\tau$ in $m$-th iteration</td>
</tr>
<tr>
<td>$\hat{V}_\tau$</td>
<td>The value function approximation for interval $\tau$ in ADP model</td>
</tr>
<tr>
<td>$\hat{V}_{\tau,i}$</td>
<td>The component in $\hat{V}_\tau$ that only relate to network provider $i$</td>
</tr>
<tr>
<td>$\hat{V}^{(m)}_\tau$</td>
<td>The $\hat{V}_\tau$ after being trained through $m$ iterations</td>
</tr>
<tr>
<td>$\hat{V}_\tau^x$</td>
<td>The function value around the post-decision state $\hat{S}_x^\tau$</td>
</tr>
<tr>
<td>$\hat{V}_x^\tau$</td>
<td>The value function approximation of $\hat{V}_\tau^x$ around the post-decision state</td>
</tr>
<tr>
<td>$\beta^0_{i,j}, \beta^r_{i,j}$</td>
<td>The parameter in the linear regression model used in $\hat{V}_\tau$</td>
</tr>
<tr>
<td>$K$</td>
<td>The number of control points in $\tau$-components in the Bézier Curve model</td>
</tr>
<tr>
<td>$R$</td>
<td>The number of control points in $\theta$-components in the Bézier Surface model</td>
</tr>
<tr>
<td>$\beta^k_{i,j}$</td>
<td>The regression parameter in the Bézier Curve model</td>
</tr>
<tr>
<td>$\beta^{k,r}_{i}$</td>
<td>The regression parameter in the Bézier Surface model</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

Internet Service Providers (ISPs) do not generally have their own network infrastructure to route the incoming traffic of their customers, but instead use external network providers. Multi-homing is used by ISPs to connect to the Internet via more than one network provider (see Figure 1.0.1). This technique is currently widely adopted to provide fault tolerance and traffic engineering capabilities in ISPs as it improves the reliability and quality of service of the ISP. When failure occurs in one of the networks or its quality degrades, the ISP can use an alternative network to send data (Bagnulo et al. [2]).

![Figure 1.0.1: ISP connect customers to the Internet under multi-homing technique](image)

However, an ISP that uses multi-homing is subject to extra charges due to the use of multiple networks. Important questions that are faced by such an ISP is how to assign traffic among network providers to minimize the inflicted cost of multi-homing. Of course, the answer to this question depends on the pricing
Traditionally, network providers have used pricing policies such as fixed-cost pricing and per-usage pricing, or a combination of them. Under per-usage pricing, the ISP pays for the actual amount of traffic shipped over the charging period, while fixed-cost pricing means the ISP pays a fixed price for the charging period regardless of the amount of traffic shipped. Optimal multi-homing routing strategies under these traditional pricing policies have been thoroughly investigated in past studies. For example, Altman et al. [1] investigate the competitive routing problem with polynomial link cost functions, show that these costs have appealing properties that lead to predictable and efficient network flows. These properties make the polynomial cost structure attractive for traffic regulation and link pricing in telecommunication networks. Other study such as Wang and Schulzrinne [58] propose a pricing scheme in a Differentiated Services framework environment based on the cost of providing different levels of quality of service to different classes. Efficient admission control is developed to provide a lower connection blocking rate at high loads. On the other hand, the fixed-cost pricing can be found mainly in the literature of network design, in which a fixed price for each edge is set beforehand. An example is Herzberg and Shleifer [30] in the context of designing reliable networks. Actually, in addition to these two extreme pricing policies, Shenker et al. [53] claim that there should be a continuum between them. Examples can be found in surveys e.g. Falkner et al. [25], Shenker et al. [53].

In this work however, we consider a relatively new pricing regime, top-percentile pricing. Transmitting information is a low (virtually zero) marginal cost activity with very high fixed costs, where required capacity is determined by peak demand. For this reason, network providers have been moving to a pricing strategy that depends in part on the traffic levels in the top-θth percentile. Nowadays, top-percentile pricing is the most widespread pricing mode used by network providers to charge service providers, that is quickly becoming established (see e.g. Odlyzko [43]). In this scheme, the network provider divides the charging period, say a month, into several time intervals with equal, fixed length. Then, it measures and evaluates the amount of data (traffic) sent in each of these time intervals. At the end of the charging period, the network provider selects the traffic volume of the top q-percentile interval as the basis for computing the cost (see Figure 1.0.2). For example, if the charging period (i.e. 30 days) is divided into 4320 time intervals with a length of 10 minutes each, and if top 5-percentile pricing is
used, the cost computed by top-percentile pricing is based on the traffic volume of the top 216th interval.

In practice, network providers might combine top-percentile pricing with other pricing policies. In this work however, we investigate mainly the optimal multi-homing routing policy in the context of pure top-percentile pricing, namely network providers charge the ISP according to and only according to the traffic volume in the top-percentile time interval. The ISP, then, faces the optimization problem of determining which network provider to use for an increment of traffic, while monitoring all network providers traffic levels that fall within this top percentile. Extensions to pure top-percentile (mixed pricing policies with fixed-cost pricing or per-usage pricing) are considered as well, most of which can be naturally covered by the model we developed in the end.

In contrast to the traditional pricing policies, very little work has been done for top-percentile pricing. The efficient network operation under top-percentile pricing is thus not well understood yet. The deterministic problem (in which we assume that we know all the traffic volumes in advance) has been analysed in Chardy et al. [19], where the authors investigate the traffic routing problem under a combined pricing policy – top-percentile pricing and fixed cost pricing. In the stochastic case, Levy et al. [36] develop a probabilistic model and provide analysis of the expected costs, demonstrating that multi-homing can be economical efficient under top-percentile pricing, although they did not derive an optimal routing policy. On the other hand, Goldenberg et al. [27] focus on the development of smart routing algorithms for optimising both cost and performance for multi-homing users under top-percentile pricing. However, in the case where traffic volumes are not available in advance (stochastic case), they apply the deterministic algorithm directly on the prediction of one later time interval’s traffic and then accommodate the prediction error with some heuristics. As a conclusion, to the best of our knowledge there is no result dealing with the optimal multi-homing routing policy under top-percentile pricing as a stochastic optimization problem.
The purpose of this study is to investigate the optimal routing strategy under pure top-percentile pricing in a stochastic set up. Precisely, if all network providers charge the ISP based on the volume of the top q-percentile time interval’s traffic, how to allocate all time intervals’ traffic among those networks to minimise the total expected cost charged on the ISP. In the following parts of this paper we call this problem the Top-percentile Traffic Routing Problem (TpTRP). The TpTRP is a stochastic problem, where the ISP does not know the volume of future time intervals’ traffic in advance. Instead, we assume that the probability distributions for all time intervals’ traffic are known.

This study consists of three parts. In order to get an insight of the nature of Top-percentile pricing, we firstly investigate the deterministic counterpart of the original stochastic TpTRP, where all time periods’ traffic volumes are assumed to be known beforehand. The optimal solution to this deterministic problem has been discussed in Chardy et al. [19], which fully exploits the advantage of pure top-percentile pricing’s feature of charging is only based on the top-q percentile traffic. Starting from this optimal routing strategy, we suggest several simplifications of the original stochastic model which are analytically solvable. The naive routing policies derived from them provide us with lower and upper bounds on the optimal solution of the TpTRP.

In the second part of this study, we build a multi-stage stochastic programming model to solve the original stochastic TpTRP. As the randomness of traffic volume appears in every time stage, this stochastic programming model is extremely large in size. Unfortunately, the difficulty of solving this stochastic programming model is not only restricted to the large size, but also in the integer variables that are introduced in the modelling of the top-percentile cost. Unlike traditional pricing regimes, top-percentile pricing calculates the charge based on the volume of top-q percentile traffic, which is a non-convex function of the traffic input. In our stochastic programming model, we calculate the top-percentile traffic using integer variables. This makes the multi-stage stochastic programming model too difficult to be solved for any but extremely small instances.

In the third part of this study we suggest a Stochastic Dynamic Programming (SDP) model to solve the TpTRP. Traditional SDP works on discrete space, thus is not directly applicable on our problem. A discretization of the traffic space is required. Apart from this, several necessary simplifications and restrictions on either the decision space and the solution method are enforced on the SDP.
model, which result in a fact that the SDP model forms an approximation of the original TpTRP problem. Nevertheless, the experiments on small size TpTRP instances show that the optimal routing polices derived from the solution of the SDP model outperform any naive routing polices for several different types of traffic distribution. Mean costs of the SDP routing policy on a large number of test samples are close to the lower bound given by their deterministic counterpart of the TpTRP. Of course, it is obvious that the SDP model is not directly applicable on large sized instances, due to the intractable size of the state space introduced by the discretization. This is the widely known ‘curse of dimensionality’ of dynamic programming and is the most often-cited reason why dynamic programming cannot be used.

It has been suggested by Powell [45] that Approximate Dynamic Programming (ADP) is a promising technique to avoid the curse of dimensionality. ADP has been applied in a wide range of applications, e.g. Jong and Jay [33], Nascimento and Powell [41, 44]. In the second section of the third part of this work, we follow the work on dynamic programming, modify the SDP model to build an ADP model to overcome the curse of dimensionality in the state space. Instead of discretizing the traffic region to make SDP applicable, ADP offers a way to allow dynamic programming steps to work on the continuous state space by exploiting the structure of the SDP model to construct continuous approximation of value functions. The resulting ADP model is trained iteratively with a large number of traffic samples until we obtain a set of converged parameters for the value function approximation, from which we can derive the optimal routing policy. Numerical experiments show that the ADP model can solve medium sized TpTRP instances within reasonable time, while giving as well performing routing policies as the SDP model does.

The realistically sized TpTRP consists of 4320 time intervals and charging based on the top-261th volume of traffic, while randomness is shown in every time interval. This is a hard problem because of the size, which makes the ADP model suffer from slow convergence and thus long training time. In order to make the realistically sized problem tractable, we improve on the ADP model by a further aggregation in modelling parameters. We focus on the investigation of the parameter structure in the original ‘discrete’ ADP model, develop a Bézier Curves/Surfaces aggregation of it to build a ADP-Bézier-Curve/Surface model. This significantly reduces the number of parameters in the ADP model, thus making realistically sized instances of the TpTRP solvable.
Chapter 2

The TpTRP and its Simplifications

This section gives a formal description of the TpTRP parameters and develops several simplified reformulations of the original TpTRP which can be solved analytically. These simplifications will provide lower and upper bounds for the optimal routing policy of the stochastic TpTRP.

2.1 Notations and assumptions

2.1.1 Problem parameters

Now we specify the symbol and the meaning of parameters which define the TpTRP problem.

- $I, |I| = n$: The set of network providers. There are $n$ underlying network providers, which are ordered by increasing per-unit cost: $c_1 \leq c_2 \leq ... \leq c_n$.

- $\Gamma_i, i \in I$: The set of time intervals for network provider $i$. The modelling period is divided into $|\Gamma_i|$ time intervals of equal length by network provider $i$, for the purpose of top-percentile pricing calculation.

- $q_i, i \in I$: The percentile parameter for the top-percentile pricing calculation for network provider $i$
• $\theta_i = \lceil |\Gamma_i| \cdot q_i \rceil$: The index of the top-percentile time interval: the cost inflicted on the ISP charged by network provider $i$ is a function of the $\theta_i$-th highest volume of traffic sent to network provider $i$.

• $c_i, i \in I$: The per unit cost charged by network provider $i$ on the top-percentile traffic. Namely the cost charged by network provider $i$ is equal to $c_i \hat{T}_i^\theta$ if $\hat{T}_i^\theta$ indicates the $\theta_i$-th highest volume of traffic sent to provider $i$.

• $T^\tau, \tau \in \Gamma$: The volume of traffic required to be sent in time interval $\tau$. $T^\tau$ is a stochastic parameter before the routing decision for period $\tau$ is made, whose randomness depending on the random event $\omega^\tau$. When the random event $\omega^\tau$ becomes known as $\hat{\omega}^\tau$, we use $\hat{T}^\tau = T^\tau(\hat{\omega}^\tau)$ to represent the realisation of $T^\tau$. The probabilistic distribution of $\omega^\tau, \tau \in \Gamma$ is assumed to be available ahead of time.

2.1.2 Assumptions

This work focuses mainly on developing the optimal multi-homing routing policy under (pure) top-percentile pricing. In order to emphasise this goal, we impose the following simplifying assumptions on the TpTRP:

• (a1) There is no un-separable batch of data. Traffic for every time interval can be split into any sub-traffic sets.

• (a2) There is no upper bound on the volume of traffic that can be transferred by its network per time interval for any network provider.

• (a3) During the modelling period, there is no failure in any of the networks.

• (a4) The modelling period is divided into the same (finite) number of time intervals of the same length by all network providers. Namely the set $\Gamma_1 = \Gamma_2 = ... = \Gamma_n = \Gamma$.

Note that assumption (a1) is a simplification of the technical layer in telecommunication. As Internet traffic is naturally delivered in packets, where a packet is a formatted unit of data, in case where a packet is reasonably small (i.e. 1500 byte), the traffic can be assumed to be splittable. Assumptions (a2) and (a3) are imposed to allow us to ignore the influence of failure control (which is itself
a complicate network operation problem), providing us a perfect environment to focus on developing the optimal routing policy. Once the optimal routing policy is achieved, to deal with the situation of possible network failures it requires the introduction of failure events as an additional random variable on top of the observed traffic. The additional difficulty varies with model.

Although it might be unrealistic in real-world applications, (a4) is the most critical assumption we made to make the TpTRP tractable. The reason is, if network providers use different lengths of time intervals, there is no inherent one-to-one correspondence of time periods and stages. Therefore, the design of the appropriate stage and the decision process is not trivial. Note that in the rest of this work, we assume that all network providers use the same top-percentile parameters $q$ (and thus $\theta$) as well. Unlike (a4), this assumption is not critical in modelling but just a simplification.

With the above notation and assumptions, the specified TpTRP problem can be defined as follows. An ISP provides Internet service to a group of individual customers, while the total data generated by customers ($T^\tau$) is random. To send data, the ISP has to rent network providers’ network. All network providers charge the ISP according to pure top-percentile pricing regime. With the charging period been divided into $|\Gamma|$ time intervals, cost enforced on the ISP by network provider $i$ is the multiplication of per unit cost $c_i$ and the $\theta$-th highest volume of traffic $\tilde{T}_i^\theta$. Then given a set of network providers $I$, assuming we know the probabilistic distribution for every time intervals’ traffic volume ahead of time, the question is how to allocate the forthcoming traffic to network providers, which formed the TpTRP problem.

### 2.1.3 Decision variables

- $d^\tau, \tau \in \Gamma$: The routing decision for time interval $\tau$.

As mentioned above, in real world applications the ISP cannot predict the amount of traffic to be sent during $\tau$ at the beginning of time interval $\tau$. Thus the decision $d^\tau$ should be made under uncertainty. There are several possible choices for the framework of valid $d^\tau$ (e.g. $d^\tau$ can be percentage based: $d^\tau = (x_1^\tau, x_2^\tau, ..., x_n^\tau)^T$, $\sum_{i \in I} x_i^\tau = 1$, where $x_i^\tau$ indicates the proportion of $T^\tau$ to be sent to network provider $i$). At the moment, we just use $d^\tau$ to represent a generally implementable decision
and assume its implementation function is: \( T^*_i(T^\tau, d^\tau) \), thus the traffic volume that network provider \( i \) received in \( \tau \) is \( T^* = T^*_i(T^\tau, d^\tau) \). We leave the discussion on how to design an appropriate decision space for a specific TpTRP model to later parts.

Nevertheless, it is worthwhile to point out a useful key property of TpTRP in defining decision rules. In the stochastic programming set up, we are assumed to know the realisation of \( T^\tau \) right after the decision \( d^\tau \) is made. However in the real world TpTRP the traffic is revealed continuously over time, since at any point during time interval \( \tau \), customers may generate new data. The traffic realisation \( \hat{T}^\tau \) however, is the cumulative amount of all data generated within \( \tau \). This means, as shown in Figure 2.1.1, that we cannot see the complete amount of \( \hat{T}^\tau \) before the end of time interval \( \tau \).

![Figure 2.1.1: Process of data revelation and implementation of decisions](image)

However, any fraction of data must be sent as soon as it is generated instead of waiting until the end of time interval \( \tau \) when the whole traffic \( \hat{T}^\tau \) has been revealed. Therefore in addition to being non-anticipative with respect to \( \hat{T}^\tau \), another necessary condition for a feasible routing decision is that it is implementable without knowing the whole volume of \( \hat{T}^\tau \). For example in the simplest case, we can decide at the start of every time period where to send the whole traffic for this period.

Remember that under assumption (a1), we can split the traffic into any packets, thus more sophisticated routing policies can be considered by operating a 'time slicing' scheme. For example, the percentage based routing policies (i.e., \( d^\tau = (x_1^\tau, x_2^\tau, ..., x_n^\tau)^T, \sum_{i \in I} x_i^\tau = 1 \), where \( x_i^\tau \) represents the proportion of the whole traffic \( T^\tau \) to be routed to network provider \( i \)) or cut-off based routing policies (i.e., \( d^\tau = (r_1^\tau, y_1^\tau; r_2^\tau, y_2^\tau; ..., r_n^\tau, y_n^\tau)^T \), where \( r_i^\tau \) indicates the order of network provider \( i \) in the implementation rule, namely the first \( y_{i1}^\tau \) unit of traffic is sent to provider \( i_1 \) if \( r_{i1}^\tau = 1 \), the next \( y_{i2}^\tau \) to provider \( i_2 \) if \( r_{i2}^\tau = 2 \) and so forth). In particular, since the revelation of traffic is gradual, we can also consider combined routing policies, e.g. \( d^\tau = (r_1^\tau, y_1^\tau, x_1^\tau; r_2^\tau, y_2^\tau, x_2^\tau; ..., r_n^\tau, y_n^\tau, x_n^\tau)^T, \sum_{i \in I} x_i^\tau = 1, \) where we firstly
allocate the cut-off level $y^\tau$ in turn and then split the remaining traffic (if there is) according to the percentage decision $x^\tau$.

In this work we will consider either the percentage based decision rule or a combined routing policy, according to the model we build for TpTRP. The detailed description of decision space will be addressed in its own chapter for each model.

### 2.2 Stochastic nature and solution difficulties

The TpTRP problem is a stochastic problem, where decisions should be made under the uncertainty of the volume of traffic. To illustrate the process of decision making and data revelation clearly, we show a sample stochastic tree in Figure 2.2.1. This is a three periods TpTRP instance, each of the first two periods has 3 potential realisations of uncertain traffic. At every node in the tree, we see the previous traffic realisation, while making a decision on how to allocate this period’s traffic among network providers without knowing the volume of the forthcoming traffic. To obtain the optimal routing strategy for this TpTRP instance, we need to solve 4 decision problems (one for each on nodes $N1$, $N2$, $N3$ and $N4$) and record them for use.

However, in reality the TpTRP is far larger than this 3-period instance. The
realistically sized TpTRP possesses 4320 periods (where a month is divided into
time intervals of 10 minutes), and more seriously, a continuous probabilistic space
for the random traffic volume. This introduces an incredible large stochastic
model with millions of decision nodes even with a sparse discretization on the
traffic space. To solve the problem it requires finding the optimal routing decision
at every node, which altogether form the optimal routing policy we are seeking to
find. In addition to the difficulty of getting the optimal decision for every single
node, the size of the problem is already challenging enough.

2.3 Deterministic problem and naive routing policies

Instead of focusing on the complex stochastic model and trying to solve it, in
this section we propose several simplifications of the original TpTRP we defined
above. The purpose of this section is firstly to get a deeper insight of the features
of TpTRP, and secondly derive bounds on the cost of the optimal routing policy,
which can be used to evaluate the quality of the solution obtained by models we
developed later. To obtain a lower bound we derive an analytic solution of the
deterministic version of the TpTRP, where we assume that we know all future
traffic volumes ahead of making the routing decisions. To obtain upper bounds
we analyse several plausible (although not optimal) routing policies of increasing
complexity.

Before we start, it is helpful to discuss how to make the full use of every network
provider under pure top-percentile pricing policy.

![Figure 2.3.1: Top-percentile traffic](image)

For example, Figure 2.3.1 shows a simplified top-percentile pricing procedure,
in which we have 13 time intervals in total and are charged according to the
3rd highest volume of shipped traffic (denoted by $\tilde{T}^3$). In instance (a), every
time interval gets a nonzero amount of traffic shipped. If the network provider charges $c$ per unit of traffic shipped during the top-3rd time interval, then the cost amounts to $c\hat{T}_3$. However like what is shown in instance (b), if the ISP send no more than 2 time intervals’ traffic to a network during the charging period, it will not be charged by this network provider as there is no traffic in the 3rd highest time interval. So that under pure top-percentile pricing policy, the ISP can ship up to $\theta - 1$ time intervals’ traffic to a network without being charged by its provider.

### 2.3.1 Deterministic problem

Firstly, we consider the deterministic version of the TpTRP in which all the volumes of traffic $T_\tau$, $\forall \tau \in \Gamma$ are known (as $\hat{T}_\tau$) in advance. Without loss of generality, we can reorder these values into a non-increasing order $\hat{T}_1 \geq \hat{T}_2 \geq \ldots \geq \hat{T}_{|\Gamma|}$. The following lemma is translated from Matthieu Chardy’s work [19], which gives the necessary conditions that the optimal routing policy should satisfy. Note that in real world applications there would be no more than 5 network providers, thus we assume $|\Gamma| >> \theta n$ always holds.

**Lemma 2.3.1.** In the optimal routing policy for the deterministic case, the $\theta$-th highest volume of traffic for all network providers apart from the cheapest one is zero, namely the ISP will incur a charge only from the cheapest network provider.

**Proof.** We proof this lemma by contradiction.

Note that when we define the set of network providers in Section 2.1.1, we assume that they were ordered inherently by their cost: $c_1 \leq c_2 \leq \ldots \leq c_n$. Here we assume further that the network provider 1 is the unique cheapest network provider, namely $c_1 < c_2 \leq \ldots \leq c_n$. For a specific routing policy, let $\hat{T}_{\theta_i}$, $i \in I$ be the volume of the $\theta$-th highest volume of traffic shipped by network provider $i$. So that the cost charged on the ISP by this routing policy is $\sum_{i \in I} c_i \hat{T}_{\theta_i}$.

Assume that there is an $i_0 \geq 2$ and $\hat{T}_{\theta_{i_0}} > 0$, we show that we can reduce the objective value (cost) with a reallocation of traffic:

- reallocate $\hat{T}_{\theta_{i_0}}$ and all the lower traffic which were previously sent by network provider $i_0$ to network provider 1.
• leave all the rest allocation intact.

With this reallocation, on one hand $T_{i_0}^{\theta,\text{new}} = 0$, that is we reduce the cost by $c_{i_0}T_{i_0}^\theta$. On the other hand, since all the reallocated traffic is no greater than $\tilde{T}_{i_0}$, therefore $\tilde{T}_{1}^{\theta,\text{new}} \leq c_1(\tilde{T}_{i_0}^\theta + \tilde{T}_{1}^\theta)$, that is at worst the objective increases by $c_1\tilde{T}_{i_0}^\theta$. The total change in cost is thus $(c_1 - c_{i_0})\tilde{T}_{i_0}^\theta$, which is strictly negative since $c_{i_0} > c_1$. So, we have a better solution from the reallocation, and proved by contradiction that all the network providers apart from the cheapest one get a top-percentile traffic of zero.

\[ \square \]

From this lemma we can derive the optimal routing policy for the deterministic case (assuming provider 1 is the cheapest):

• Send (randomly) $\theta - 1$ time intervals’ traffic out of $T^1, \ldots, T^{n(\theta - 1)}$ to network provider 1;

• Send (randomly) $\theta - 1$ time intervals’ traffic out of $T^1, \ldots, T^{n(\theta - 1)}$ to network provider 2;

• ...

• Send (randomly) $\theta - 1$ time intervals’ traffic out of $T^1, \ldots, T^{n(\theta - 1)}$ to network provider $n$;

• Send all the remaining time intervals’ traffic, i.e. $T^{n(\theta - 1)+1}, \ldots, T^{\lceil \Gamma \rceil}$ to provider 1.

Under this routing policy, no traffic is split, i.e. every time interval’s traffic is shipped by a single network provider. By implementing this optimal routing strategy, all network providers apart from the cheapest one (network provider 1) get $(\theta - 1)$ intervals filled with traffic, therefore the charge to the ISP is zero as the $\theta$-th highest volume of traffic is left to be zero. On the other hand, the top $\theta$-th time interval for the cheapest network provider (provider 1) has a volume of $\tilde{T}^{n(\theta - 1)+1}$, which introduces a cost of $c_1\tilde{T}^{n(\theta - 1)+1}$. As a result, the total cost charged to the ISP by involving the optimal routing policy is equal to $c_1\tilde{T}^{n(\theta - 1)+1}$. 
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As we assume that we have full knowledge of the traffic ahead of time, the optimal routing policy in the deterministic situation is not directly implementable on stochastic TpTRP. However, assuming we can predict the traffic volumes explicitly this principle can be used in designing heuristic rules. In addition to this, the optimal routing policy in the deterministic case also provides us with a lower bound on the optimal cost in the stochastic case. This lower bound can be used in practice to evaluate how good a stochastic routing policy is.

### 2.3.2 Naive routing policies

The aim of this section is to present three plausible routing policies of varying complexity for which we can analytically derive the theoretical expected cost. Throughout this section we need to assume:

(A1) All traffic volumes \( T^\tau, \tau \in \Gamma \) are independent and identically-distributed and have compact support: \([T_l, T_u]\).

(A2) We do not consider splitting the traffic, i.e. the whole traffic \( T^\tau \) for every time interval \( \tau \) is routed to a single network provider.

Let \( T^\tau, \tau \in \Gamma \) be i.i.d random variables with an absolutely continuous probability distribution function \( F(x) = pr(T^\tau \leq x), x \in [T_l, T_u] \).

We start by deriving an expression for the expectation of the top-\( \theta \)th volume of traffic. Let \( Y^\theta_{|\Gamma|} \) be the the volume of the \( \theta \)-th highest out of \(|\Gamma|\) traffic. The probability distribution function of \( Y^\theta_{|\Gamma|} \) is:

\[
F_{Y^\theta_{|\Gamma|}}(x) = Pr(Y^\theta_{|\Gamma|} \leq x) = \sum_{0 \leq j < \theta} B(j||\Gamma|, 1 - F(x)),
\]

where \( B(j||\Gamma|, 1 - F(x)) \) is the probability mass function of the binomial distribution, which represents the probability that exactly \( j \) out of \(|\Gamma|\) traffic are greater than \( x \). As \( F_{Y^\theta_{|\Gamma|}}(x) \) is a absolutely continuous distribution function, we define its density function as \( f_{Y^\theta_{|\Gamma|}}(x) \) which satisfies \( \int_{T_l}^{T_u} f_{Y^\theta_{|\Gamma|}}(x)dx = 1 \) and
\[ F_{Y^\theta_{[\Gamma]}} (x) = \int_{T_i}^{x} f_{Y^\theta_{[\Gamma]}} (t) dt, \forall x \in [T_i, T_u] \]. Accordingly, the expectation of the volume of the top-\( \theta \)-th traffic is given by:

\[ E[Y^\theta_{[\Gamma]}] = \int_{T_i}^{T_u} x f_{Y^\theta_{[\Gamma]}} (x) d(x). \]  

(2.3.2)

**Single-homing Routing Policy (SRP)**

The first routing policy we consider is single-homing, e.g. send everything to the cheapest network provider. The expected cost charged on the ISP will be:

\[ \text{Cost}_{\text{SRP}} = c_1 E[Y^\theta_{[\Gamma]}] = c_1 \int_{T_i}^{T_u} x f_{Y^\theta_{[\Gamma]}} (x) d(x). \]  

(2.3.3)

**Trivial Multi-homing Routing Policy (TMRP)**

Clearly the SRP is not good since we waste the \((\theta - 1)\) ‘free’ time intervals on all network providers apart from the cheapest one. Instead we consider the ‘trivial’ multi-homing routing policy that randomly routes \((\theta - 1)\) time intervals’ traffic to every network provider and the rest to the cheapest one. In this way the ISP is only charged by the cheapest network provider, but uses the free time intervals of all network providers. The expected cost is accordingly:

\[ \text{Cost}_{\text{TMRP}} = c_1 E[Y^\theta_{[\Gamma]-(n-1)(\theta-1)}] = c_1 \int_{T_i}^{T_u} x f_{Y^\theta_{[\Gamma]-(n-1)(\theta-1)}} (x) d(x). \]  

(2.3.4)

**Analytical Routing Policy (ARP)**

It is trivial that the expected cost of TMRP is always lower than SRP. This means the routing policy derived from the single-homing architecture performs worse than the Trivial Multi-homing Routing Policy. Now the question is, whether we can improve on the TMRP.

The TMRP sends all the remaining time intervals’ traffic to the cheapest network provider after filling the free time intervals of every network provider. However,
it is not obvious that the lowest expected future cost is incurred by choosing the cheapest network provider to send all the remaining traffic. As an alternative we consider sending all the remaining traffic to the network provider with the least expected future cost. Here we focus on the minimum actual cost we are going to pay instead of simply choosing the network provider with the least per unit cost. Following we give the Analytical Routing Policy (ARP) in detail:

• Firstly, fill all the network providers’ free \((\theta - 1)\) time intervals with the first \(n(\theta - 1)\) time intervals’ traffic;

• Secondly, make decision on where to direct the \((n(\theta - 1) + 1)\)st, and all the following time interval’s traffic by comparing the future expected cost after time interval \(n(\theta - 1)\). This means, we choose the decision which involves the least expected cost from \(n\) potential decisions: \(D = \{d_1, d_2, ..., d_n\}\), where \(d_i\) represents ‘allocate all the remaining traffic to network provider \(i\)’. The expected cost implied by decision \(d = d_i\) is:

\[
Cost_{d=d_i} = c_i \mathbb{E}[\theta\text{th highest out of } \hat{T}_{i1}^1, ..., \hat{T}_{i \theta^{-1}}^1, T_{i n(\theta^{-1})+1}, ..., T_{i |\Gamma|}],
\]

where \(\hat{T}_{ij}^1\) (known value) is the \(j\)-th highest volume of traffic that already been sent to network \(i\), while \(T_{i n(\theta^{-1})+1}, ..., T_{i |\Gamma|}\) are not yet revealed traffic. Comparing the expected cost implied by all decisions we get the routing policy and thus the future expected cost:

\[
Cost_{\text{ARP}} = \min_{d \in D} \; Cost_{d=d_i},
\]

2.3.3 An example

In this section we give an example of TpTRP in which all time intervals’ traffic follow a same uniform distribution and derive the theoretical expected costs of implementing the above routing policies on it. They will serve as benchmarks to judge the quality of the routing policy obtained by stochastic models we developed later.

Assume that we have 2 network providers with cost \(c_1 < c_2\). Both of them divide the charging period into 10 time intervals and charge based on the 3rd highest
volume of traffic. Assume further that all time intervals’ traffic follow a same uniform distribution with a cumulative distribution function:

\[
F_U(x) = \begin{cases} 
0, & 0 \leq x \leq 6000 \\
\frac{x-6000}{8000}, & 6000 < x < 14000 \\
1, & x \geq 14000 
\end{cases} \tag{2.3.5}
\]

Let \( Y^k_m \) be the \( k \)-th highest traffic volume out of \( m \) random traffic. Then the distribution function of \( Y^k_m \) is

\[
F_{Y^k_m}(x) = Pr(Y^k_m \leq x) = \sum_{0 \leq j < k} B(j|m, 1 - F_U(x))
= \sum_{0 \leq j < k} \binom{m}{j} \left( \frac{x-6000}{14000-6000} \right)^{m-j} \left( \frac{14000-x}{14000-6000} \right)^j \tag{2.3.6}
\]

And its expectation is

\[
\mathbb{E}[Y^k_m] = \int_{6000}^{14000} xd(F_{Y^k_m}(x)) = 14000 - \frac{k(14000-6000)}{m+1}. \tag{2.3.7}
\]

According to formulae (2.3.3) and (2.3.4), the theoretical expected cost of implementing the SRP and TMRP are thus:

\[
Cost_{SRP} = c_1 \mathbb{E}[Y^3_{10}] = 10 \times (14000 - \frac{3 \times (14000-6000)}{10+1}) = 118181.82. \tag{2.3.8}
\]

\[
Cost_{TMRP} = c_1 \mathbb{E}[Y^3_{8}] = 10 \times (14000 - \frac{3 \times (14000-6000)}{8+1}) = 113333.33. \tag{2.3.8}
\]

Similarly, we can compute the theoretical expected cost of applying the Deterministic Routing Policy (DRP) as well if assuming we know all the traffic volumes in advance. This gives
\begin{align*}
\text{Cost}_{\text{DRP}} = c_1 \mathbb{E}[Y_{10}^5] &= 10 \ast (14000 - \frac{5 \ast (14000 - 6000)}{10 + 1}) = 103636.36.
\end{align*}

Now we show how to implement the ARP on the same example. It consists of two steps: Firstly allocate \( T_1, T_2 \) to network provider 1 and \( T_3, T_4 \) to network provider 2. Secondly, compare the expected cost of the following two choices to make the routing decision for all following time stages (here \( \hat{T}_\tau \) represent the realisation of traffic \( T_\tau \)):

1. send \( T_5, \ldots, T_{10} \) to network 1
   \[
   \text{Cost}_{d=d_1} = c_1 \mathbb{E}[\text{top-3rd out of } \hat{T}_1, \hat{T}_2, T_5, \ldots, T_{10}],
   \]

2. send \( T_5, \ldots, T_{10} \) to network 2
   \[
   \text{Cost}_{d=d_2} = c_2 \mathbb{E}[\text{top-3rd out of } \hat{T}_3, \hat{T}_4, T_5, \ldots, T_{10}],
   \]

Take \( d = d_1 \) for example, let \( A \) be the random variable representing the 3rd highest volume of traffic out of \( \hat{T}_1, \hat{T}_2, T_5, \ldots, T_{10} \), and \( F_A(x) \) be the probabilistic distribution function of \( A \). Assume \( \hat{T}_1 \geq \hat{T}_2 \), then

\[
F_A(x) = \text{Pr}(A \leq x) = \begin{cases} 
F_{Y_1^6}(x), & \text{if } \hat{T}_1 \geq x, \hat{T}_2 \geq x \\
F_{Y_2^6}(x), & \text{if } \hat{T}_1 \geq x, \hat{T}_2 \leq x \\
F_{Y_3^6}(x), & \text{if } \hat{T}_1 \leq x, \hat{T}_2 \leq x
\end{cases}
\tag{2.3.9}
\]

So that \( \text{Cost}_{d=d_1} = c_1 \mathbb{E}[A] = \int_{6000}^{14000} x d(F_A(x)) \).

For example, if \( \hat{T}_1 = 13690, \hat{T}_2 = 13361 \) and \( \hat{T}_3 = 7730, \hat{T}_4 = 7238 \), we can compute

\[
\text{Cost}_{d=d_1} = c_1 \mathbb{E}[\text{top-3rd out of } 13690, 13361, T_5, \ldots, T_{10}] = 127659,
\]

\[
\text{Cost}_{d=d_2} = c_2 \mathbb{E}[\text{top-3rd out of } 7730, 7238, T_5, \ldots, T_{10}] = 127295.
\]

Comparing this two expected cost we find the decision \( d = 2 \) is better and send
all the remaining traffic to network provider 2. In fact with provider costs $c_1 = 10$ and $c_2 = 12$, when $\hat{T}^1, \hat{T}^2$ are high enough (say greater than 13000) and $\hat{T}^3, \hat{T}^4$ are relatively low (say less than 8000), it might be better to allocate all the remaining traffic to the expensive network provider.

In theory, the ARP improves the TMRP by comparing the expected future cost to make routing decision thus should cost less than the TMRP. However, we cannot evaluate the cost of the ARP analytically. In Section 2.3.4 we evaluate the ARP on 1,000,000 random traffic scenarios (Instance 2 with $c_2 = 12$) and find (in a format of ‘Mean Cost±Standard Deviation’)

$$Cost_{\text{ARP}} = 113351.84 ± 12.08,$$

where on the same set of scenarios the TMRP gives a mean cost 113352.46 with the standard deviation $\sigma = 12.07$. Note that the mean cost for TMRP is slightly different from the analytical one we found in (2.3.8) (where $Cost_{\text{TMRP}} = 113333.33$), because it is a sample estimation of the latter.

### 2.3.4 Numerical results

In last section we have presented several simple routing policies of TpTRP and also the theoretical expected cost of applying two of them on an example with uniform i.i.d. traffic (same as Instance 2 listed below). In this section however, we will test these plausible routing policies on a group of 1,000,000 random scenarios, give the mean costs of implementing them in practice. As mentioned in Section 2.3.2, the ARP is only applicable in the case where traffic volumes for different time intervals are independent and identically distributed. Therefore we consider the following two instances listed in Table 2.1. Note that here we only picked out the instances with i.d.d. traffic distributions, while the full instances list can be found in Section 4.4.1.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Parameters</th>
<th>Stochastic Information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>\Gamma</td>
</tr>
<tr>
<td>Instance 2</td>
<td>10 3 2</td>
<td>$U(6000, 14000)$ i.i.d.</td>
</tr>
<tr>
<td>Instance 4</td>
<td>10 3 2</td>
<td>truncated $N(10000, 10^6)$ i.i.d.</td>
</tr>
</tbody>
</table>

Table 2.1: List of TpTRP Instances
As shown in Table 2.1, in these two TpTRP instances we have 2 network providers to choose from, both of which divide the charging period into 10 time intervals and charge on the 3rd highest volume of traffic with per unit cost $c_1 = 10$, $c_2 = 11, 12$ or 15. These two instances differ by the assumptions made on the random traffic. In Instance 2 the traffic in every period follows the same uniform distribution ($U(6000, 14000)$) while in Instance 4 it follow the truncated normal distribution ($N(10000, 10^6)$) in which traffic outside the 99.7% ($\pm 3\sigma$) confidence region is projected onto the boundary of the region to avoid negative traffic volumes.

For each TpTRP instance, we generate 1,000,000 random scenarios according to its traffic distribution and apply all the routing policies we discussed in Section 2.3 to them. We summarise the numerical test result in Table 2.2. The entries in this table is given in a format of ‘Mean Cost±Standard Deviation’.

<table>
<thead>
<tr>
<th>Instance</th>
<th>$c_2$</th>
<th>SRP</th>
<th>TMRP</th>
<th>ARP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 2</td>
<td>11</td>
<td>118193.04±10.32</td>
<td>113352.46±12.07</td>
<td>113138.24±12.27</td>
<td>103659.85±11.54</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>118193.04±10.32</td>
<td>113352.46±12.07</td>
<td>113351.84±12.08</td>
<td>103659.85±11.54</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>118193.04±10.32</td>
<td>113352.46±12.07</td>
<td>113352.46±12.07</td>
<td>103659.85±11.54</td>
</tr>
<tr>
<td>Instance 4</td>
<td>11</td>
<td>129490.72±13.99</td>
<td>122749.70±20.28</td>
<td>122645.30±20.72</td>
<td>107256.27±26.01</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>129490.72±13.99</td>
<td>122749.70±20.28</td>
<td>122749.70±20.28</td>
<td>107256.27±26.01</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>129490.72±13.99</td>
<td>122749.70±20.28</td>
<td>122749.70±20.28</td>
<td>107256.27±26.01</td>
</tr>
</tbody>
</table>

Table 2.2: Numerical result (mean cost and standard deviation) of implementing simple routing policies on 1,000,000 scenarios

We considered three different choices of the per unit cost for network provider 2 ($c_2 = 11, 12$ or 15), where $c_1 = 10$. From Table 2.2 we can see, the inequality SRP $\geq$ TMRP $\geq$ ARP $\geq$ DRP holds for all choices of $c_2$. Apart from the ARP, the mean cost of all the other routing policies does not vary with the change of $c_2$, because they use no more than the free time intervals of network provider 2. Moreover, in case where $c_2 = 11$, the ARP performs definitely better than the TMRP by using network provider 2 to send several scenarios’ remaining traffic. For example for Instance 2 ($c_2 = 11$), there are 75,932 out of 1,000,000 scenarios using network provider 2 to send the remaining traffic, which leads to a definitely lower mean cost for the ARP than TMRP. However, in case where $c_2 = 12$ the difference between these two routing policies is not significant as the standard deviation is greater than the difference in mean cost (where only 1,122 out of 1,000,000 scenarios use network provider 2 to send the remaining traffic). While when $c_2 = 15$, it makes no benefit to use provider 2 since it costs too much, thus the ARP works completely the same as TMRP.
In addition, comparing the mean cost for Instance 2 given in Table 2.2 with the theoretical expected cost of applying those simple routing policies (given in section 2.3.3), we see that in all cases, the theoretically obtained value is within $\pm 2\sigma$ of the result obtained by simulation, confirming our analysis.

Though we assumed identical traffic distribution throughout this section, we have to point out that this assumption is not necessary for the application of SRP and TMRP. Actually neither the implementation of SRP nor TMRP depends on the traffic distribution. The numerical results of implementing them on non-identical distributions are shown in Section 4.4.2. On the other hand, it is not trivial to extend the application of ARP to non-identical distributions. This is because in ARP we make routing decision by comparing the expected future cost (the expectation of the $\theta$-th highest volume of traffic at the end) under the current usage of network providers, which is no longer a direct use of binomial distribution under non-identical distributions.
Chapter 3

Multi-stage Mixed-integer Stochastic Programming Model

3.1 Introduction to stochastic programming

Real world decision making problems almost invariably include some unknown parameters. A few of them can be simplified into deterministic problems, whereas many others require decisions to be made under uncertainty. Stochastic Programming (SP) is a framework for modelling optimization problem that involve uncertainty. Generally speaking, in an SP model the probabilistic distribution which governs the uncertain data is known or can be estimated beforehand. The goal is thus to find the optimal decision which maximize/minimize the expectation of the future profit/cost over this randomness.

As an example, consider a two-stage stochastic program (Schultz et al. [50]):

\[
\min \{ f_1(x) + E_{\mu} \phi(x, \omega) : x \in X \}. \tag{3.1.1}
\]

One interpretation of this formula is that it presents a decision with possible recourse action. At the first stage a decision \( x \) is to be selected from a set \( X \) of feasible solutions. This decision \( x \) gives rise directly to costs \( f_1(x), f_1 : X \mapsto \mathbb{R} \), and in the second stage to costs that are involved if a recourse action on the decision is taken. Besides \( x \) this recourse action depends on the realisation of
initially unknown data that are represented by the random object \( \omega \), element of some probability space \((\Omega, \mathcal{A}, \mu)\) where \( \Omega, \mathcal{A} \) and \( \mu \), in turn, represent the sample space, the set of random events (each event is a a subset of the sample space) and the probability measure. For a realisation \( \omega \) the recourse cost is denoted by the function \( \varphi : X \times \Omega \mapsto \mathbb{R} \) of \( x \) and \( \omega \), and hence a random object itself. Since it becomes realised only after the decision \( x \) is made we include it in the total cost function by taking its expected value \( E_\mu \varphi(x, \omega) \), which is a (non-random) function of \( x \), depending on the probability measure \( \mu \).

The recourse action again asks for an optimal decision that is formulated as:

\[
\varphi(x, \omega) = \min \{ f_2(y, \omega) : y \in Y(x, \omega) \}. \tag{3.1.2}
\]

Here, \( y \) represents the recourse action to be selected from the set of feasible recourse actions \( Y(x, \omega) \). As indicated by the notation this set is dependent on \( x \) and \( \omega \). The cost of the action \( y \) may also depend on \( \omega \) and is therefore denoted as \( f_2(y, \omega) \), \( f_2 : Y \times \Omega \mapsto \mathbb{R} \).

There are several types of recourse, in which a typical case is the fixed recourse model with complete recourse. We take the linear SP for example. Consider the following recourse problem:

\[
\varphi(x, \omega) = \min_y \{ q(\omega)y : W(\omega)y = h(\omega) - T(\omega)x, y \in \mathbb{R}_+ \}. \tag{3.1.3}
\]

In this model, all the matrices \( W(\omega), T(\omega) \) and \( h(\omega) \) which defining the recourse model are random depending on \( \omega \). This model is a fixed recourse model if the recourse matrix \( W(\omega) \) does not depend on \( \omega \), i.e. \( W(\omega) = W \). While complete recourse means the columns of \( W \) (or \( W(\omega) \)) span \( \mathbb{R}^m \), namely for \( \forall z \in \mathbb{R}^m, \exists y \in \mathbb{R}^p \) satisfying \( Wy = z \). In particular if the recourse problem is feasible for all scenarios and all choices of first stage decision \( x \), we say we have a relatively complete recourse.

Random parameters in a stochastic programming model can be either discretely or continuously distributed. No matter in which case, the evaluation of the expected value function \( \varphi \) is proved to be NP-hard by Dyer and Stougie [23]. Nevertheless, a common practice is to approximate continuous distributions with
discrete ones, which allows the expected recourse function to be calculated as a simple weighted sum. Results in Schultz [49] show that, under mild conditions, it is possible to approximate solutions of stochastic programs with continuous distributions within any given accuracy by discrete distributions.

Stochastic programming has applications in a broad range of areas (see Wallace and Ziemba [57]) since its first appearance in Beale [8] and Dantzig [21]. An extension to the framework is Multi-stage Stochastic Programmes (MSP), which provide a framework within which to model problems which require decisions to be made regularly at various intervals over a particular time horizon using uncertain information. They capture both the dynamic and the uncertain nature of the planning problem. The use of MSP as a tool for decision-making has increased over the last decade. Not surprisingly, we can find its application in many varied fields, e.g. capacity planning [31], network revenue management [22] and [40], forest management [13], chemical engineering [26] and [37].

Generally speaking, as in MSP the scenario tree often grows exponentially with the number of periods, the problems are always very large and are often too large to solve by direct methods such as the simplex algorithm. This is due to either the limitations of the computer’s memory, or because these problems take too long to solve on even relatively fast computers. However, they have a significant amount of exploitable structures which are critical in developing solution algorithms, e.g. based on decomposition.

For example, the L-shaped method of Van Slyke and Wets [55] is an iterative method for solving multi-stage stochastic linear programmes based on Benders Decomposition (Benders [10]), which takes advantage of the block-angular structure of the problem to decompose it into its natural sub-problems. Sub-problems are solved individually using a linear programming solver, e.g. the simplex method. This decomposition is not computationally expensive as sub-problems are relatively much smaller with only one scenario. In addition to this, the decomposition allows the application of parallel computing where sub-problems can be solved independently. Thus the Benders Decomposition allows otherwise intractable problems to be solved in reasonable time with less effort.

On another hand, Stochastic Mixed-Integer Programmes (SMIP) are problems in which integral constraints are imposed on (some of) the first-stage and/or the recourse. It has wide applications in industry, while the introduction of integer
variables brings another type of difficulty on top of the difficulties encountered in stochastic linear programming. Generally speaking, integer programming is NP-hard (see Dyer and Stougie [23]), where polynomial time algorithms for its solution do not exist. In particular, adding integral restrictions to the last stage problem significantly increases the complexity of the problem. The main difficulty in solving stochastic integer programs is that, when integral restrictions are present in the final stage, the final stage value function is not necessarily convex about previous stage variables but only lower semi-continuous (see Blair and Jeroslow [12] and Schultz [49]). Thus, most standard decomposition approaches that work by building a precise convex under-estimator of the value function break down when final stage integer variables are present. Unfortunately, in the following section we can see that the stochastic programming model for TpTRP is a SMIP, on which a general solution algorithm based on Benders Decomposition is not directly applicable.

3.2 SMIP model for TpTRP

Now we build the stochastic programming model for the TpTRP. Note that as a beginning, in this section we build a SP model which can approximate the stochastic TpTRP as precisely as possible, ignoring for the moment the question of solvability of the resulting SP model.

3.2.1 Stages

As mentioned previously in assumption (a4), in TpTRP all network providers use the same division of time intervals. Thus the stage of this problem can be defined naturally by the time intervals. At the beginning of every time interval, providing all the previous realisations of traffic and decisions we have made, a routing decision has to be made on how to allocate this time interval’s traffic among network providers. Apart from these, an additional stage is added in the end to calculate the cost charged on the ISP under top-percentile pricing. Namely we have a SP model with $(|\Gamma| + 1)$ stages.
3.2.2 Decisions

As discussed in Section 2.1.3, feasible decision for TpTRP should be both independent of future traffic realisations and implementable without knowing the whole volume of current traffic. In the SP model we set the decision \( d^\tau = x^\tau = \{ x^\tau_i | i = 1, \ldots, n; \sum_{i \in I} x^\tau_i = 1 \} \), where \( x^\tau_i \) is a fractional decision, namely under decision \( x^\tau_i \) the volume of traffic sent to network \( i \) is \( x^\tau_i T^\tau \).

3.2.3 States

Let \( \hat{\omega}^\tau = (\hat{\omega}^1, \hat{\omega}^2, \ldots, \hat{\omega}^\tau) \) be the information available at time stage \( \tau \), i.e. the realisations of the random events \((\omega^1, \omega^2, \ldots, \omega^\tau)\). Thus the traffic realisation is \((\hat{T}^1, \hat{T}^2, \ldots, \hat{T}^\tau) = (T^1(\hat{\omega}^1), T^2(\hat{\omega}^2), \ldots, T^\tau(\hat{\omega}^\tau))\). Further denote by \( x^\tau = (x^1, x^2, \ldots, x^\tau) \) the history of routing decisions up to time stage \( \tau \). Thus the state which includes all the information available up to now, is given by \((x^\tau, \hat{\omega}^\tau)\). Let \( Q^\tau(x^\tau, \hat{\omega}^\tau) \) denote the value function at time stage \( \tau \), i.e. the expected cost of being at time stage \( \tau \) with decision history \( x^\tau \) under random event \( \hat{\omega}^\tau \).

3.2.4 Formula

Now we have established all the fundamental elements, the SP model can therefore be built. During the first \(|\Gamma|\) time stages, we make routing decision on how to allocate every time interval’s traffic among network providers. Thus for stages \( \tau = 0, \ldots, |\Gamma| - 1 \), the TpTRP can be stated in recourse form as:

\[
Q^\tau(x^\tau, \hat{\omega}^\tau) = \min_{x^{\tau+1}} \mathbb{E}_{\omega^{\tau+1}}(Q^{\tau+1}(x^{\tau+1}, \hat{\omega}^{\tau+1})) \\
\text{s.t. : } \sum_{i \in I} x^{\tau+1}_i = 1, \\
0 \leq x^{\tau+1}_i \leq 1, \forall i \in I
\]  

(3.2.1)

For terminal conditions, given all the decisions up to time stage \(|\Gamma|\), an additional stage \(|\Gamma|\) is added to calculate the cost implied by the decision set \( x_{|\Gamma|} = (x^1, x^2, \ldots, x^{|\Gamma|}) \) under top-percentile pricing policy. As the cost charged
on the ISP is based on the \( \theta \)-th highest volume of traffic we send to it, in the final stage we need to introduce binary variables \( z_{i}^{\tau,|\bar{\omega}|} \) to distinguish whether a particular time interval \( \tau \) is in the top \( \theta \) time intervals of network provider \( i \), under the realisations \( \bar{\omega}|_{\Gamma} = (\bar{\omega}_{1}, \bar{\omega}_{2}, ..., \bar{\omega}|_{\Gamma}) \):

\[
z_{i}^{\tau,|\bar{\omega}|} = \begin{cases} 
1, & \text{if } \tau \text{ is in the top } q \text{-percentile time intervals} \\
0, & \text{otherwise}
\end{cases}
\]

With the help of these binary variables we can find the volume of the top-
percentile traffic \( y_{i}^{\bar{\omega}|_{\Gamma}} \) for network provider \( i \), thus the cost charged on the ISP. For stage \( \tau = |\Gamma| \),

\[
Q^{|\Gamma|}(x_{1}|_{\Gamma}, \bar{\omega}|_{\Gamma}) = \min_{y,z} \sum_{i \in I} c_{i} y_{i}^{\bar{\omega}|_{\Gamma}} \\
\text{s.t.: } x_{i}^{\tau,\hat{T}_{1}} - y_{i}^{\bar{\omega}|_{\Gamma}} \leq z_{i}^{\tau,\bar{\omega}|_{\Gamma}} \hat{T}_{\tau}, & \forall i \in I, \forall \tau \in \Gamma \\
\sum_{\tau \in \Gamma} z_{i}^{\tau,\bar{\omega}|_{\Gamma}} < \theta, & \forall i \in I \\
y_{i}^{\bar{\omega}|_{\Gamma}} \geq 0, & \forall i \in I \\
z_{i}^{\tau,\bar{\omega}|_{\Gamma}} \in \{0, 1\}, & \forall i \in I, \forall \tau \in \Gamma
\]

From the above discussion we can see that the final stage problem is just determining the volume of top \( q \)-percentile traffic for every network provider, i.e. the \( \theta \)-th highest volume of \( \{x_{i}^{1}\hat{T}_{1}, x_{i}^{2}\hat{T}_{2}, ..., x_{i}^{|\Gamma|}\hat{T}|_{\Gamma}\} \) for network provider \( i \). Although this step seems easy conceptually, we cannot find a better way than using integer variables to model it. Moreover, since the \( \theta \)-th highest volume of \( \{x_{i}^{1}\hat{T}_{1}, x_{i}^{2}\hat{T}_{2}, ..., x_{i}^{|\Gamma|}\hat{T}|_{\Gamma}\} \) is non-convex in its arguments, no matter how the final stage problem is modelled we cannot avoid the difficulty of dealing with non-convex sub-problems in the solution step.

### 3.2.5 Deterministic equivalent

In conclusion, we have built a (\(|\Gamma| + 1\))-stage mixed-integer stochastic programming model with binary requirement only on some of the final stage variables.
Given a discrete set of random realisations $\hat{\Omega}_\tau, \tau = 1, \ldots, |\Gamma|$, the deterministic equivalent of this multi-stage stochastic model is:

$$
\text{obj} = \min_{x_1} \mathbb{E}_{\omega^1 \in \hat{\Omega}_1} \left[ \min_{x_2} \mathbb{E}_{\omega^2 \in \hat{\Omega}_2} \left[ \ldots \mathbb{E}_{\omega^{|\Gamma|} \in \hat{\Omega}^{|\Gamma|}} \left( \min_{y, z} \sum_{i \in I} c_i y_i \hat{\omega}_i^{\Gamma[i]} \right) \right] \right]
$$

s.t.: $\sum_{i \in I} x_{i \tau} \hat{\omega}_i^{\Gamma[i]} = 1$, \quad $\forall \tau \in \Gamma, \forall \hat{\omega}_\tau \in \hat{\Omega}_1 \times \ldots \times \hat{\Omega}_\tau$

$0 \leq x_{i \tau} \hat{\omega}_i^{\Gamma[i]} \leq 1$, \quad $\forall i \in I, \forall \tau \in \Gamma, \forall \hat{\omega}_\tau \in \hat{\Omega}_1 \times \ldots \times \hat{\Omega}_\tau$

$x_{i \tau} \hat{\omega}_i^{\Gamma[i]} \hat{T} - y_i^{\Gamma[i]} \leq z_i^{\Gamma[i]} \hat{T}^\tau$, \quad $\forall i \in I, \forall \tau \in \Gamma, \forall \hat{\omega}_\tau \in \hat{\Omega}_1 \times \ldots \times \hat{\Omega}^{|\Gamma|}$

$\sum_{\tau \in \Gamma} z_i^{\Gamma[i]} < \theta$, \quad $\forall i \in I, \forall \hat{\omega}_\tau \in \hat{\Omega}_1 \times \ldots \times \hat{\Omega}^{|\Gamma|}$

$y_i^{\Gamma[i]} \geq 0$, \quad $\forall i \in I, \forall \hat{\omega}_\tau \in \hat{\Omega}_1 \times \ldots \times \hat{\Omega}^{|\Gamma|}$

$z_i^{\Gamma[i]} \in \{0, 1\}$, \quad $\forall i \in I, \forall \tau \in \Gamma, \forall \hat{\omega}_\tau \in \hat{\Omega}_1 \times \ldots \times \hat{\Omega}^{|\Gamma|}$

(3.2.3)

This is a standard mixed-integer stochastic programming problem. If we assume there are $K$ discrete realisations per stage ($K = |\hat{\Omega}_\tau|, \tau = 1, \ldots, |\Gamma|$), then the problem has $(\sum_{\tau=1}^{|\Gamma|} K^{\tau-1} + n \cdot K^{|\Gamma|} + n \cdot |\Gamma| \cdot K^{|\Gamma|})$ constraints and $n \cdot (\sum_{\tau=1}^{|\Gamma|} K^{\tau-1} + K^{|\Gamma|} + |\Gamma| \cdot K^{|\Gamma|})$ variables of which $n \cdot |\Gamma| \cdot K^{|\Gamma|}$ are integer.

### 3.3 Solving by CPLEX – Numerical results

The simplest approach to solve the problem is to consider its deterministic equivalent as a large scale monolithic mixed-integer linear program and to apply a commercial standard solver, e.g. CPLEX, to it.

#### 3.3.1 Examples with time-dependent traffic distribution

Let us firstly have a look at two extremely small instances of the TpTRP, all of which use time-dependent structure for the traffic distributions. The basic parameters for these instances are shown in Table 3.1.
### Table 3.1: Basic information for Instances 0 of TpTRP

In these instances we assume that we have 2 potential network providers to choose from, both of them divide the charging period into 3 time intervals in Instance 0(a) or 5 in Instance 0(b). Costs are computed based on the 2nd highest volume of traffic ($\theta = 2$) by both providers. We assume that there are only two (in Instance 0(a)) or three (in Instance 0(b)) potential scenarios, each with 1/2 or 1/3 of possibility to happen. Note that here we use a time-dependent traffic distribution structure in the definition of both instances, in which all the remaining realisations are known when the first traffic volume is revealed.

Due to the time-dependent structure of the stochastic information, we model this problem into a two-stage mixed-integer stochastic programming problem, in which we make routing decisions on all time intervals’ traffic in the first stage and compute the cost in the second stage. As shown in Table 3.2, this gives rise to a SMIP model with 46 variables (30 of which are restricted to be integer) and 41 constraints in its deterministic equivalent for Instance 0(b).

### Table 3.2: Size information of the SMIP model for Instances 0 of TpTRP

Solving this problem by CPLEX gives routing policies shown in Table 3.3. For each instance we consider three different choices of the per unit cost for network provider 2, i.e. $c_2 = 11, 12$ or 15 (while $c_1 = 10$) as given in the second column. Optimal decisions obtained by solving the SMIP model are named SMIPRP, given in the form of $x_i = (x_{i1}, x_{i2}, ..., x_{i|\Gamma|})^T$, where $x_{iT}$ means we send $x_{iT} T^\tau$ to network $i$. We can see that the optimal routing policy given by the SMIP model changes with the difference between per unit cost of network providers. The less the price
Table 3.3: Solutions given by CPLEX for Instances 0 of TpTRP

difference is, the more data we send to the expensive network provider. Columns 4-6 of Table 3.3 show the running information given by CPLEX, which in turn are the number of Branch-and-Cut iterations required, the number of branch nodes generated and the total running time of solving the SMIP model to optimality.

Table 3.4: Numerical result of implementing SMIPRP routing policies

Numerical results of comparing the SMIP routing policy with the TMRP (Trivial Multi-homing Routing Policy) we developed in Section 2.3 are summarised in Table 3.4. Instance 0(a) is an extreme case where the TMRP coincide with the DRP, thus the SMIPRP cannot perform better than TMRP with any $c_2$ value. However from Instance 0(b), we can see that the SMIP model provides us a better routing policy than the TMRP when $c_2 = 11$ and $c_2 = 12$. This justifies the fact that a better routing policy than TMRP exists in the stochastic case. Our goal is then seeking for it for larger sized TpTRP.
3.3.2 Examples with time-independent traffic distribution

On the other hand, in case where the realisation of traffic is independent among time intervals (which is actually the case in real world application as well), the TpTRP becomes too large to be tractable very easily. In the following we examine two fairly small such instances of the TpTRP with 5 periods. Unfortunately, the size and the integer nature of these problems prevent the efficient use of standard commercial software such as CPLEX.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Parameters</th>
<th>Stochastic Information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>\Gamma</td>
</tr>
<tr>
<td>Instance 1(a)</td>
<td>5 2 2</td>
<td>$T^1, T^2, T^3 \in {6000, 14000}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T^4 \in {7000, 13000}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$T^3 \in {8000, 12500}$</td>
</tr>
<tr>
<td>Instance 1(b)</td>
<td>5 2 2</td>
<td>$T^1, ..., T^5 \in {8000, 10000, 12000}$</td>
</tr>
</tbody>
</table>

Table 3.5: Basic information for Instances 1 of TpTRP

In Table 3.5, both instances have 2 network providers to choose from, who divide the charging period into 5 time intervals and charge based on the 2nd highest volume of traffic. Each time period has 2 (in Instance 1(a)) or 3 (in Instance 1(b)) potential realisations of traffic volume. Traffic distribution varies with time in Instance 1(a) while we use the same distribution for all time intervals in Instance 1(b).

Like what we did in last section, here we make a simplification on the decision structure as well. We combine all the $|\Gamma|$ stages together, making all time intervals’ decisions within the first time stage, and then compute the cost in the second stage. Although this simplification does not reduce the number of scenarios to examine, it simplifies the structure of the stochastic tree, thus reduces both the number of variables and the number of constraints in the deterministic equivalent.

<table>
<thead>
<tr>
<th>Instance</th>
<th>No. of variables</th>
<th>No. of constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First stage</td>
<td>Second stage</td>
</tr>
<tr>
<td></td>
<td>Continuous Integer</td>
<td>Continuous Integer</td>
</tr>
<tr>
<td>Instance 1(a)</td>
<td>10 0</td>
<td>64 320</td>
</tr>
<tr>
<td>Instance 1(b)</td>
<td>10 0</td>
<td>486 2430</td>
</tr>
</tbody>
</table>

Table 3.6: Size information of the SMIP model for Instances 1 of TpTRP
Table 3.6 shows the number of variables and constraints in detail, in the deterministic equivalent of the two-stage SIP model for Instance 1(a) and Instance 1(b). It is no doubt that the size of the SIP model is large, comparing with the size of the corresponding TpTRP instance. For example, in the deterministic equivalent of Instance 1(b), there are 2921 constraints, 10 first stage variables and 2916 second stage variables in which 2430 are restricted to be binary.

The running information and the numerical results are summarised below in Table 3.7 and Table 3.8. Note that here we use \(c_2 = 12\) in these experiments.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Best integer solution</th>
<th>Statistics when terminate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Decisions</td>
<td>Time to find</td>
</tr>
<tr>
<td>Instance 1(a)</td>
<td>(x_1 = (1.00, 1.00, 1.00, 1.00, 0.00)^7)</td>
<td>29.31s</td>
</tr>
<tr>
<td></td>
<td>(x_2 = (0.00, 0.00, 0.00, 0.00, 1.00)^7)</td>
<td></td>
</tr>
<tr>
<td>Instance 1(b)</td>
<td>(x_1 = (0.3637, 0.00, 0.00, 0.00, 0.00)^7)</td>
<td>32.88s</td>
</tr>
<tr>
<td></td>
<td>(x_2 = (0.6363, 1.00, 1.00, 1.00, 1.00)^7)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.7: Solutions given by CPLEX for Instances 1 of TpTRP

<table>
<thead>
<tr>
<th>Instance</th>
<th>SRP</th>
<th>TMRP</th>
<th>SMIPRP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 1(a)</td>
<td>123375.00</td>
<td>115000.00</td>
<td>115000.00</td>
<td>100937.50</td>
</tr>
<tr>
<td>Instance 1(b)</td>
<td>99876.54</td>
<td>95925.93</td>
<td>115400.76</td>
<td>90000.00</td>
</tr>
</tbody>
</table>

Table 3.8: Numerical result of implementing SMIPRP routing policies

Actually, neither of these two instances can be solved to optimality directly by CPLEX. We observe a very slow improvement on the optimal value of the current best linear relaxation. To overcome this, we terminate the solving process after numerically examining 1,000,000 nodes for each instance, and treat the current best integer feasible solution as the SMIPRP provided by CPLEX. For example in Instance 1(a), although CPLEX can give the TMRP after 29.31 seconds (where the TMRP is not optimal, a better routing policy for this instance is given in Table 3.12), it has not improved on the TMRP by the time when the solving process terminated after 5712.64 seconds, when the Branch-and-Cut tree size is as large as 276.63MB but the gap between the current best integer solution and the linear relaxation is still 24.58%. The situation is even worse for Instance 1(b). The best feasible integer solution provided by CPLEX sends most of the time intervals’ traffic to the expensive network provider, which leads to an objective value even higher than the SRP (Single-homing routing policy as stated in Section 2.3.2). This solution is not improved further in 74793.46 seconds, after numerically examining 1,000,000 nodes.
Although Instance 1(a) and Instance 1(b) are fairly small instances of the TpTRP, their deterministic equivalents are too hard to be solved by commercial solver such as CPLEX as a MILP. In fact, SMIPs are well known for being challenging both from theoretical and computational points of view, because they can lead to very large scale problems with a large number of outcomes of the random parameters (Birge and Louveaux [11]). However, the difficulties we are facing are much more challenging than this, as our program is a stochastic program with integral constraints in the final stage. In the next section, we attempt to develop particular decomposition based solution method to solve the SMIP of the TpTRP.

3.4 Review on solution methods for SMIP

In this section we review solution methods which are developed to solve stochastic mixed-integer programming problems. The discussion mainly follows the investigation in surveys Haneveld and Van Der Vlerk [29], and Schultz et al. [50] about SMIP solution algorithms. Most of the algorithms heavily exploit the special structure of the SMIP (such as block-angular structure) and typically work only for problems with (fixed) complete recourse, and with stochastic parameters that have discrete distributions.

3.4.1 Benders Decomposition and L-shaped based methods

There are several types of stochastic mixed-integer programmes, whose difficulty varies. The easiest case is to impose the integer restriction only on the first-stage variables, as in this case we actually obtain a problem in which the recourse is convex. Given that the recourse problem is continuous and convex, all the advantageous properties which are held for the stochastic linear programming problem are maintained. Therefore one could connect any integer programming solution methods to any of the solution methods that were successful in dealing with the convex recourse functions from stochastic linear programming, i.e. use a IP solver to solve the Benders master problem, while Benders Decomposition is applied to deal with the uncertainty. This was first done by Wollmer [60] for
models with 0-1 first-stage variables and continuous second-stage problems. Such a method, as discussed in the survey Schultz et al. [50], though not efficient in a complexity theoretical sense, at least provides a conceptual approach to solving the problem.

For example, an algorithm which adapts the L-shaped method to deal with the recourse information and branch-and-bound to impose integer optimality is developed in Laporte and Louveaux [35], which extends Wollmer [60] to SMIPs having binary first-stage variables and arbitrary (but easily computed) second stage problems. This method introduces optimality and feasibility cuts on the value of the recourse function and combine this with Branch-and-Bound to develop a Branch-and-Cut method.

On the other hand, in cases when integral constraints are imposed on the recourse variables, the problem becomes much more unpleasant. The development of generally implementable solution algorithm becomes non-trivial due to the non-continuous and non-convex properties of the recourse function. Solution methods that were successful for stochastic linear programming cannot be simply adapted to solve this type of problems. Although some solution strategies have been developed for specific applications of SMIPs, relatively few technique have been developed to solve general SMIPs. Indeed, most of these methods are based on the duality theory for integer programming (Nemhauser and Wolsey [42]), which makes the algorithm work theoretically but be very limited practically. For example, a L-shaped method is generalised to solve the SMIP in Carøe and Tind [16], where nonlinear feasibility and optimality cuts are determined via general duality theory.

Disjunctive Programming and/or Lift-and-Project cutting plane (Balas et al. [4, 6]) are robust techniques for solving mixed-integer systems, which generate linear programming cuts iteratively to approximate the convexification of the feasible set. Carøe and Tind [15] developed a cutting plane method which takes advantage of the dual block-angular structure of stochastic systems to solve general two-stage SMIP. This approach was shown to be equivalent to computing a hull relaxation in the context of disjunctive programming, and solving this via the lift-and-project cutting plane technique of Balas et al. [4]. Cuts derived for one sub-problem can be lifted to derive valid inequalities for other sub-problems. However, in order to preserve facetial properties in this lifting process, a separate linear program needs to be solved. Apart from this, the sharply increasing number of cuts with
iterations prevents the large sized problem being solved solely by this approach.

In recent years, Benders Decomposition has been combined with cutting plane methods to solve SMIPs in which either the first-stage or the recourse problem possess integer variables. For example, Sherali and Fraticelli [54] develop a sequence of relaxations for 0-1 mixed-integer second stage problems, which were incorporated within a Benders Decomposition algorithm for solving two-stage SMIPs. Convergence of the method is guaranteed in case the first-stage variables are binary. Similarly, in Sen and Higle [51] disjunctive programming is used to develop set convexification in a sequential manner, which is theoretically equivalent to Sherali and Fraticelli [54] though their algorithmic schemes are different.

Branch-and-Cut algorithms provide one of the most successful approaches for deterministic mixed-integer programming. To extend it to SMIP, the main challenge is the need to combine decomposition-based methods (Ruszczyński [48]) that work well in the stochastic programming area with Branch-and-Cut methods that work well for mixed-integer programming. For example, Sen and Sherali [52] developed a Disjunctive Decomposition-based Branch-and-Cut ($D^2$ − $BAC$) algorithm to accommodate SMIP in which both first and second stages have integer variables. The advantage of this method is that it allows the SMIP to be solved by dividing the large problem into smaller MIP sub-problems which can be solved in parallel.

### 3.4.2 Scenario Decomposition based methods and Progressive Hedging

Beside Benders Decomposition, Scenario Decomposition is also popularly applied in solving large scale stochastic programming problems. Haneveld and Van Der Vlerk [29] argued that, Scenario Decomposition is in a sense “dual” to the L-shaped algorithms discussed above, as the L-shaped algorithms decompose the problem by time stages and operate by searching for increasingly better first-stage solutions, the scenario decomposition based algorithms consider sub-problems corresponding to scenarios and are governed by finding good dual multipliers.

For example, Carøe and Schultz [14] use scenario decomposition and Lagrangian relaxation within a branch-and-bound framework to solve two-stage stochastic IPs with mixed-integer variables in both stages. As indicated by the authors,
the method can readily be extended to multi-stage problems of the same type. With this method, scenario problems in which the non-anticipativity constraints are relaxed are solved individually to integer optimality, then possible first-stage solutions are constructed from these scenario solutions by taking the weighted average combined with a rounding heuristic in order to satisfy integer restrictions.

In addition to this, the Progressive Hedging algorithm (Rockafellar and Wets [47]) is another type of algorithm based on Scenario Decomposition, which is guaranteed to converge for convex non-integer problem. The application of Progressive Hedging to multi-stage mixed-integer 0-1 problems is first seen in Løkketangen and Woodruff [38], in which the authors propose using Progressive Hedging in combination with Tabu search to solve the quadratic mixed-integer 0-1 scenario problems. Although a formal justification on convergence is lacking for mixed-integer problems, they observe convergence to an implementable solution for several test problems.

### 3.5 Solving a simplification of TpTRP by cutting plane method

As addressed in the previous sections, the SMIP model of the TpTRP is hard to solve. Solution algorithms developed for stochastic programs based on decomposition are required to solve non-convex sub-problems. On the other hand, algorithms working well for MIP generally become inefficient in the stochastic case, due to the large size of the problem. To solve this problem, we need to investigate how to exploit the special structure of the stochastic system to make the solution process as efficient as possible.

As we discussed in the beginning of Section 3.4, the SMIP model with fixed and complete recourse is one type of problem on which more structural properties can be exploited, e.g. one can easily share cuts among scenarios with fixed recourse problem. Unfortunately, the current SMIP model given by formula (3.2.1) and (3.2.2) has a complete recourse but not fixed, where the recourse matrix $\tilde{W}(\omega)$ for one network provider is defined by
\[
\tilde{W}(\omega) = \begin{pmatrix}
-1 & -T^1(\omega^1) \\
-1 & -T^2(\omega^2) \\
\vdots & \ddots \\
-1 & -T^\tau(\omega^{|\Gamma|}) \\
-1 & -1 & -1 & \cdots & -1
\end{pmatrix}.
\]

Note that this is the case for one network provider. In the case of multiple network providers \(W(\omega) = (\tilde{W}(\omega), ..., \tilde{W}(\omega))^T\), e.g. an example of \(W(\omega)\) with 2 networks is given on page 45.

In this work we can easily modify \(\tilde{W}(\omega)\) into fixed recourse, by replacing \(T^1(\omega^1), ..., T^\tau(\omega^{|\Gamma|})\) by a term \(T_{\text{max}} = \max\{T^1(\omega^1), ..., T^\tau(\omega^{|\Gamma|})\}\), which gives

\[
\tilde{W} = \begin{pmatrix}
-1 & -T_{\text{max}} \\
-1 & -T_{\text{max}} \\
\vdots & \ddots \\
-1 & -T_{\text{max}} \\
-1 & -1 & -1 & \cdots & -1
\end{pmatrix}.
\]

As the constraints recognise which time intervals are higher than the current \(\theta\)-th highest volume of traffic, this modification will not change the solution of the system. In the following part of this section, we work on the SMIP with fixed recourse, develop a cutting plane based solution method to solve the small sized TpTRP instances.

### 3.5.1 Introduction on the cutting plane method

The cutting plane method is a mathematical optimization method which iteratively refine a feasible set or objective function by means of linear inequalities, termed cuts. Such procedures are popularly used to find integer solutions to mixed integer linear programming (MILP) problems, as well as to solve general, not necessarily differentiable convex optimization problems. Cutting plane methods for MILP work by solving the linear relaxation of the given integer program, where the optimum of the linear relaxation can always be found as an extreme point. If the optimum is not integer as required, we separate the optimum from
the convex hull of the integer feasible set with a linear inequality. Such a linear inequality forms a cut, which is to be added to the relaxed linear program. Then, the current non-integer solution is no longer feasible to the relaxation and we can begin the next iteration by solving the enlarged system. This process is repeated until an optimal integer solution is found.

The use of cutting planes to solve MILP was introduced by Ralph E. Gomory [28], while the author’s idea becomes practical many years later in mid-1990s, in combination with branch-and-cut and ways to overcome numerical instabilities. Another popular cutting planes for MILP are the Lift-and-Project cuts, based on the Disjunctive Programming approach which was first introduced by E. Balas [3]. Nowadays, Lift-and-Project cutting plane algorithms based on automatic cut generation have received increasing attention, e.g. Balas et al. [4, 5, 6] and Ceria et al. [18]. These algorithms are robust solvers for mixed integer programs and can handle a wide range of problems.

Disjunctive Programming is optimization over unions of polyhedral. While polyhedral are convex sets, their unions are not due to the presence of disjunctions. The basic idea of Disjunctive Programming and/or Lift-and-Project approach relies on the fact that, a large class of disjunctive sets, called facial, can be convexified sequentially, i.e. their convex hull can be derived by imposing the disjunctions one at a time, generating each time the convex hull of the current set. This process can be done by generating Lift-and-Project cuts iteratively.

The procedure of generating the lift-and-project cuts are shown in Figure 3.5.1 [17]. For each 0 – 1 variable $x_j$ that is fractional at the linear programming optimum (Figure 3.5.1 (a)), we find its disjunction $x_j = 0 \lor x_j = 1$ (Figure 3.5.1 (b)) and then generate the convex hull of the union of disjunctive sets (Figure 3.5.1 (c)). This step cuts off the current linear programming optimum $\bar{x}$. 

38
(a) The feasible set and the optimal ‘fractional’ solution $\bar{x}$

(b) The disjunction $x_j = 0 \lor x_j = 1$

(c) The convex hull of the union of the disjunctive sets and the new optimal ‘fractional’ solution $\bar{x}$

Figure 3.5.1: The lift-and-project cutting plane procedure
For example, consider a mixed integer system

\[
\begin{align*}
\min & \quad cx \\
\text{s.t.} & \quad Ax \geq b, \\
& \quad x \geq 0, \\
& \quad x_i \in \{0, 1\}, i = 1, \ldots, p.
\end{align*}
\]  

(3.5.1)

where \( A \) is an \( m \times n \) matrix and \( b \in \mathbb{R}^m \). Solving its linear relaxation, we get a linear programming optimum \( \bar{x} \).

If we define the polyhedra \( P_{j0} := \{ x \in \mathbb{R}^n_+ : Ax \geq b, x_j = 0 \} \), \( P_{j1} := \{ x \in \mathbb{R}^n_+ : Ax \geq b, x_j = 1 \} \), the convex hull of \( P_j := P_{j0} \cup P_{j1} \) is the set of those \( x \in \mathbb{R}^n_+ \) for which there exist vectors \((y, y_0), (z, z_0) \in \mathbb{R}^{n+1}_+ \) such that

\[
\begin{align*}
x - y - z &= 0, \\
Ay - by_0 &\geq 0, \\
-y_j &= 0, \\
Az - bz_0 &\geq 0, \\
z_j - z_0 &= 0, \\
y_0 + z_0 &= 1.
\end{align*}
\]  

(3.5.2)

Balas et al. [3] suggest that, a cut \( \alpha x \geq \beta \) is valid for \( P_j \), if and only if

\[
\exists (\alpha, \beta) \in \mathbb{R}^{n+1}_+ \text{ satisfying:}
\]

\[
\begin{align*}
\alpha &= uA + u_0e_j, & \alpha &= vA + v_0e_j, \\
\beta &\leq ub, & \beta &\leq vb + v_0,
\end{align*}
\]

\[(u, v) \in \mathbb{R}^m_+, (u_0, v_0) \in \mathbb{R}.
\]

where \((u, u_0)^T, (v, v_0)^T \in \mathbb{R}^{m+1}_+\) can be seen as the dual variable of system (3.5.2), corresponding to constraints \( Ay - by_0 \geq 0, -y_j = 0 \) (describing \( P_{j0} \)) and \( Az - bz_0 \geq 0, z_j - z_0 = 0 \) (describing \( P_{j1} \)) respectively. The set \((\alpha, \beta)\) describes the polyhedral cone which is used to project (3.5.2) onto the \( x \)-space.

Thus for each 0–1 variable \( x_j \) that is fractional at the linear programming optimum \( \bar{x} \), the following linear system (3.5.3) is suggested by Balas et al. [4] to generate cutting planes, which maximize the (Euclidean) distance between the current point \( \bar{x} \) and the hyperplane \( \alpha x = \beta \).
\begin{align}
\min_{\alpha, \beta, u, u_0, v, v_0} & \quad \alpha x - \beta \\
\text{s.t.} & \quad \alpha - uA + u_0 e_j \geq 0, \\
& \quad \alpha - vA - v_0 e_j \geq 0, \\
& \quad -\beta + u b = 0, \\
& \quad -\beta + v b + v_0 = 0, \\
& \quad \sum_i u_i + u_0 + \sum_i v_i + v_0 = 1, \\
& \quad u, v \geq 0,
\end{align}

(3.5.3)

Solving (3.5.3) we obtain a cut \( \alpha x \geq \beta \), which maximizes the amount \( \beta - \alpha \bar{x} \) by which \( \bar{x} \) is cut off.

### 3.5.2 Carøe and Tind’s cutting plane algorithm for SMIP

This part of the work applies a cutting plane based method developed by Carøe and Tind in [15] to the SMIP model of TpTRP. In [15], the authors consider a mixed 0-1 integer programming problem with dual block-angular structure arising from two-stage stochastic programs with mixed 0-1 recourse. A cutting-plane approach is developed to approximate the convex hull of feasible integer solutions by generating Lift-and-Project cuts iteratively. In case where the problem has fixed recourse, cuts generated for one sub-problem can be shared with others. Thus the general mixed 0-1 integer programming problem with fixed recourse can be solved efficiently.

It is worthwhile pointing out that, unlike most algorithms for stochastic programming, the approach in Carøe and Tind [15] avoids dealing with the expected recourse function but instead, considers the deterministic equivalent directly. This means, we generate the set-convexification in the complete decision space including both the first-stage decision \( x \) and the recourse decision \( y \). By doing this, we can avoid the otherwise necessary cut lifting step, the derivation of which generally requires a discrete first-stage decision space. With this method, problems which have a mixed-integer recourse and a continuous first-stage space are solvable.

In the following parts of this section, we assume that \( \omega \) follows a discrete distribution with support \( \Omega = \{ \omega_1, ..., \omega_r \} \) and corresponding probabilities \( p^1, ..., p^r \).
Consider the deterministic equivalent:

\[
\min_{x,y^s} \quad cx + \sum_{s=1}^{r} p^s q^s y^s \\
\text{s.t.:} \quad Ax \geq b, \\
T^s x + Wy^s \geq h^s, s = 1, ..., r, \\
x \geq 0, y^s \in Y, s = 1, ..., r,
\]

(3.5.4)

where \(Y\) is a mixed integer set, \(Y := \{0,1\}^h \times \mathbb{R}_+^{n-h}\), i.e. the first \(h\) components of \(y^j\) are 0-1 constrained. Note that this problem has a fixed recourse matrix. Then the cutting plane algorithm of Carøe and Tind [15] is outlined as follows:

**Step 1.** Set iteration \(t := 1\), solve the linear relaxation of the deterministic equivalent (3.5.1) to obtain the optimal solution \((x(1), y^s(1)), s = 1, ..., r\).

**Step 2.** Check the stopping criterion. If \(y^s_j(t) \in \{0,1\}\) for all \(j = 1, ..., h\) and \(s = 1, ..., r\), then stop. Alternatively, stop if \(\sum_{j=1}^{h} y^s_j(t)(1 - y^s_j(t)) \leq \epsilon, s = 1, ..., r,\) for some level \(\epsilon > 0\). Otherwise go to Step 3.

**Step 3.** For every \(y^s_j(t), j = 1, ..., h, s = 1, ..., r\) such that \(0 < y^s_j(t) < 1\), do:

**Step 3a.** Generate a Lift-and-Project cut \(ax + \beta y^s \geq \gamma\) by solving (3.5.5), cutting away the current non-integer point \((x(t), y^s(t))\).

**Step 3b.** Share cuts between scenarios, solve (3.5.6) to generate \(\tilde{a}\) and \(\delta\) (while \(\beta\) is taken from Step 3a.), making the new cut \(\tilde{a}x + \beta y^k \geq \delta\) valid for scenarios \(k \neq s\).

**Step 3c.** Update the deterministic equivalent by adding all the valid cuts.

**Step 4.** Let \(t := t + 1\), solve the linear relaxation of the current augmented deterministic equivalent to get the optimal solution \((x(t), y^s(t)), s = 1, ..., r\) and go back to Step 2.

The linear cut generating system used in Step 3a. (corresponding to variable \(y_j\)) is:
\[
\begin{align*}
\min_{\alpha, \beta, \gamma, u^0, u^1, u^2, v^0, v^1, v^2} & \quad \alpha x(t) + \beta y^s(t) - \gamma \\
\text{s.t.} & \quad \alpha - u^1 A - u^2 T^s \geq 0, \\
& \quad \beta + u^0 e_j - u^2 W \geq 0, \\
& \quad \alpha - v^1 A - v^2 T^s \geq 0, \\
& \quad \beta - v^0 e_j - v^2 W \geq 0, \\
& \quad u^1 b + u^2 h \geq \gamma, \\
& \quad v^0 + v^1 b + v^2 h \geq \gamma, \\
& \quad u^1, u^2, v^1, v^2 \geq 0.
\end{align*}
\]

(3.5.5)

This system maximizes the (Euclidean) distance between the current fractional point \((x(t), y^s(t))\) and the hyperplane \(\alpha x + \beta y^s = \gamma\). The inequality \(\alpha x + \beta y^s \geq \gamma\) obtained from an optimal solution of the linear system (3.5.5) is called a Lift-and-Project cut.

It is obvious that the Lift-and-Project cuts are computationally expensive, since they involve the solution of a linear program of roughly double size of the original system. It is therefore of interest to be able to find cutting planes for scenarios \(k \neq s\), once a cut has been found for scenario \(s\). Now we show the way of doing this. The following proposition is given by Carøe and Tind in [15].

**Proposition 3.5.1.** Let the recourse matrix be fixed and suppose \(\alpha x + \beta y^s \geq \gamma\) is a cutting plane for scenario \(s\) obtained from (3.5.5), denote the optimal solution of (3.5.5) by \((\alpha, \beta, \gamma, u^0, u^1, u^2, v^0, v^1, v^2)\). If the problem

\[
\begin{align*}
\min_{\tilde{\alpha}, \tilde{u}^1, \tilde{v}^1, \delta} & \quad \tilde{\alpha} x(t) + \beta y^k(t) - \delta \\
\text{s.t.} & \quad \tilde{\alpha} - \tilde{u}^1 A - u^2 T^k \geq 0, \\
& \quad \tilde{\alpha} - \tilde{v}^1 A - v^2 T^k \geq 0, \\
& \quad \tilde{u}^1 b + u^2 h^k - \delta \geq 0, \\
& \quad \tilde{v}^0 + \tilde{v}^1 b + v^2 h^k - \delta \geq 0, \\
& \quad \tilde{u}^1, \tilde{v}^1 \geq 0.
\end{align*}
\]

(3.5.6)

is feasible, then \(\tilde{\alpha} x + \beta y^s \geq \delta\) is a valid inequality for scenario \(k\). If the optimal value of (3.5.3) is negative, then \(\tilde{\alpha} x + \beta y^s \geq \delta\) cuts off the point \((x(t), y^1(t), ..., y^r(t))\).

With this proposition, a smaller sized linear system (in which only coefficients corresponding to first-stage variables are unknown while all the ones correspond-
ing to second-stage variables are taken from the solution of (3.5.4)) need to be solved to obtain the cut for scenario \( k \).

As said, this algorithm does not distinguish the first-stage variables from the second-stage ones, which generates the set-convexification on the complete decision space \((x, y^s), s = 1, \ldots, r\). Nevertheless, it requires repeated solution of the linear relaxation of the augmented deterministic equivalent for many many times, until an accurate enough set-convexification is built, which gives the optimal integer solution directly at one vertex. This is definitely expensive in computation and easily leads to numerical failure. To solve this problem, cut-aggregation and/or cut-deletion procedures can be considered. However in this work, we use a more effective way to avoid the numerical failure, where the Lift-and-Project cutting plane is only used to refine the feasible convex hull approximation, while a branch-and-Cut method is then applied to find the optimal integer solution.

### 3.5.3 An example

Now we take a small TpTRP instance as an example, to show how the algorithm works. Assume that we have 2 available network providers to send data (with \( c_1 = 10 \) and \( c_2 = 12 \)), each divide the charging period into 3 time intervals and charge on the 2-highest volume of traffic. There are totally two possible traffic realisations, which are \((8000, 10000, 12000)\) and \((10000, 8000, 10000)\). Then we can construct the deterministic equivalent and define the matrices in formula (3.5.3):

\[
A_{3\times 6} = \begin{pmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \end{pmatrix}, b_{3\times 1} = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix},
\]
We begin the solution of this system by solving the linear relaxation of the deterministic equivalent. The optimal value of the linear relaxation is 30 with the optimal solution:

\[
\begin{align*}
T_{8 \times 3}^1 &= \begin{pmatrix} -8000 & -10000 & -12000 \\ 0 & 0 & 0 \\ -8000 & -10000 & -12000 \\ 0 & 0 & 0 \end{pmatrix}, \\
T_{8 \times 3}^2 &= \begin{pmatrix} -10000 & -8000 \\ 0 & 0 & 0 \\ -10000 & -8000 \\ 0 & 0 & 0 \end{pmatrix}, \\
W_{8 \times 8} &= \begin{pmatrix} -1 & -12000 \\ -1 & -12000 \\ -1 & -12000 \\ -1 & -12000 \\ -1 & -12000 \\ -1 & -12000 \\ -1 & -12000 \end{pmatrix}, \\
h_{8 \times 1} &= \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}.
\end{align*}
\]

We begin the solution of this system by solving the linear relaxation of the deterministic equivalent. The optimal value of the linear relaxation is 30 with the optimal solution:

\[
x(1) = \begin{pmatrix} 0.4444, & 0.4444, & 1.0000, & 0.5556, & 0.5556, & 0.0000 \end{pmatrix},
\]

\[
y^1(1) = \begin{pmatrix} 3.3333, & 0.0222, & 0.1111, & 0.8667, & 0.0000, & 0.4444, & 0.5556, & 0.0000 \end{pmatrix},
\]

\[
y^2(1) = \begin{pmatrix} 2.6667, & 0.1778, & 0.0889, & 0.7333, & 0.0000, & 0.5556, & 0.4444, & 0.0000 \end{pmatrix},
\]

In this example, all \(y\)-variables except \(y^*_1\) and \(y^*_4\) are restricted to be integer. We generate cutting planes according to each one of those \(y\)-variables which does not satisfy the integrality constraint, to approximate the convex hull of the feasible integer solutions sequentially. For a disjunction on \(y^*_2\) for example, the Lift-and-Project cut generated from (3.5.5) (with \(j = 2\)) is: \(-8x_1 - 12x_3 + y^1_1 - 4y^1_2 \geq -12\), which cuts off the point \((x(1), y^1(1))\).
This cut is generated according to scenario 1. To obtain the Lift-and-Project cut valid for scenario 2, we solve a smaller cut sharing system (3.5.6), which gives: 
\[-6x_1 + 19x_6 + y_1^2 - 4y_2^2 \geq 0\] and cuts off the point \((x(1), y^2(1))\). Note that in this instance, (3.5.6) has 41 variables and 23 constraints, while problem (3.5.5) has 79 variables and 47 constraints.

By doing these steps repeatedly for all non-integer \(y\)-variables, we can obtain an augmented deterministic equivalent with all the new cuts added. Solving it we get the new optimal solution and then continue to the next iteration. Although it seems computationally expensive, the lift-and-project cutting plane method is efficient in iteratively approximating the convex hull of the integer feasible region, due to the ability of sharing cuts among scenarios. In the following section we will show the numerical experiments on some specially designed instances.

### 3.5.4 Numerical results

In this section we show the numerical results of solving the SMIP model of TpTRP with the cutting plane method we introduced above.

**Numerical results on TpTRP instances with time-dependent traffic distributions**

Firstly we list the instances in Table 3.9. These instances are the same as the ones we examined in Section 3.3, where we solve their SMIP model directly by CPLEX. We will compare the running results of the cutting plane algorithm with CPLEX on these instances.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Parameters</th>
<th>Stochastic Information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(</td>
<td>\Gamma</td>
</tr>
<tr>
<td>Instance 0(a)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 0(b)</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.9: Basic information for Instances 0 of TpTRP

Instance 0(a) (with \(c_2 = 12\)) is the example we investigated in detail in Section
3.5.1. The optimal integer decision of this fairly small instance (as given in Section 3.3.1, which is the same as the TMRP) can be found by numerically going through 10 iterations, where 210 Lift-and-Project cuts are added onto the original deterministic equivalent. This takes 4.439 seconds. We can see that the number of cutting planes required to find the optimal integer solution is huge, comparing with the size of the original problem. This is definitely a challenge of applying this algorithm directly to solve a SMIP model to optimality.

<table>
<thead>
<tr>
<th>Instance</th>
<th>( c^2 )</th>
<th>Nodes</th>
<th>Time</th>
<th>Cutting plane</th>
<th>CPLEX (BAC)</th>
<th>CPLEX (BAC)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( c^2 )</td>
<td></td>
<td></td>
<td>Ierations</td>
<td>Cuts</td>
<td>Time</td>
</tr>
<tr>
<td>Instance 0(a)</td>
<td>11</td>
<td>28</td>
<td>0.01s</td>
<td>11</td>
<td>242</td>
<td>4.752s</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>29</td>
<td>0.01s</td>
<td>10</td>
<td>210</td>
<td>4.439s</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>25</td>
<td>0.01s</td>
<td>11</td>
<td>252</td>
<td>4.990s</td>
</tr>
<tr>
<td>Instance 0(b)</td>
<td>11</td>
<td>322</td>
<td>0.12s</td>
<td>12</td>
<td>762</td>
<td>20.495s</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>428</td>
<td>0.16s</td>
<td>12</td>
<td>858</td>
<td>22.588s</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>279</td>
<td>0.11s</td>
<td>12</td>
<td>888</td>
<td>22.798s</td>
</tr>
</tbody>
</table>

Table 3.10: Comparison between CPLEX and C-BAC method on running information for Instances 0 of TpTRP

On the other hand, Instance 0(b) is a relatively bigger example, with 5 time periods and a total of 3 realisations. Optimal solution of it has been investigated in Section 3.3.1 (given in Table 3.3), where we observed that the optimal solution for this instance is different from the trivial routing policy. Unfortunately, although this instance small in size and can be solved easily by CPLEX (taking only 0.16s), it cannot be solved to optimality solely with the cutting plane method. As said before, the cutting plane method developed by Carøe and Tind [15] generates a huge number of Lift-and-Project cuts to approximate the convex hull of the feasible integer solutions. This step may introduce numerical failure in later steps since the huge number of cuts makes the vertexes of the feasible region too close to each other. This is the reason which prevents the stated cutting plane method working on Instance 0(b).

Nevertheless, the cutting plane algorithm can still be beneficial in some senses, as it improves the optimal value of the linear relaxation quickly in the first iterations. For example to solve Instance 0(b), we consider to run the Lift-and-Project cutting plane algorithm for several iterations to generate a better convex hull approximation, and then conduct the well known Branch-and-Cut method over this shrunken feasible space to search for the optimal integer solution. We call this method, the C-BAC (Cutting then Branch-and-Cut) method.
We take the Instance 0(b) (with $c_2 = 12$) for example. Firstly we follow the cutting plane algorithm, generate Lift-and-Project cuts for 12 iterations. This step generates 858 cuts which requires 22,588s. Then we put the augmented deterministic equivalent into CPLEX and solve it by the inherent mixed-integer solver of CPLEX (Branch-and-Cut). This gives the same optimal routing policy as shown in Table 3.3, which takes 0.26s (generates 83 branch nodes). Although in this example the C-BAC method takes much more time than solving the deterministic equivalent directly by CPLEX, we can still see that after the cutting plane steps, CPLEX needs many fewer nodes to find the optimal mixed-integer solution than before. Thus for the larger sized instances which CPLEX cannot solve, we can still get something valuable with the C-BAC method.

**Numerical results on TpTRP instances with time-independent traffic distributions**

In this section we show the numerical results of running the proposed C-BAC method on a group of TpTRP instances with time-independent traffic distributions, as listed in Table 3.11. Again as what we did in Section 3.3.2, only the case $c_2 = 12$ is considered in this section.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Parameters</th>
<th>Stochastic Information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>F</td>
</tr>
<tr>
<td>instance 1(a)</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>instance 1(b)</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3.11: Basic information for Instances 1 of TpTRP

Instance 1(a) is a small TpTRP with time-independent traffic distribution. Every time interval has two possible traffic realisations, each has 50% possibility to happen. The means for the time intervals’ traffic are $\{10000, 10000, 10000, 10000, 10250\}$. Thus the Trivial Multi-homing Routing Policy (discussed in Section 2.3.2) is:

$$d_{TMRP} = \begin{pmatrix} 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 \end{pmatrix},$$

which sends the time interval with highest mean to the expensive network provider,
resulting in an expected cost 115000. However, the TMRP is not optimal for this instance. Unfortunately, if solve this instance directly by CPLEX, TMRP is the best routing policy it can find after numerically examining 1,000,000 nodes, which costs 5712.64s to run and the final gap between the best integer solution and the linear relaxation is 24.58% (the detailed data is given in Table 3.7). However, we can find a better routing policy (with expected cost 114687.50) quickly by the Cut-and-Branch method.

\[
d_{C&B} = \begin{pmatrix} 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \end{pmatrix},
\]

which sends \( T^1 \) to the expensive network provider instead of \( T^5 \). This routing policy can be proved to be optimal after examining 266,205 nodes within 3911.27s. As a result, the C-BAC method does provide a better routing policy than what CPLEX alone can find.

Similarly in Instance 1(b), the C-BAC algorithm can do better than CPLEX as well, which provides us a routing policy the same as the TMRP. Looking at Table 3.13 we can see, the cutting plane procedure for Instance 1(b) takes much longer time than before. This is due to the fact that the cut-generation step

---

**Table 3.12: Comparison between CPLEX and C-BAC method on solutions for Instances 1 of TpTRP**

<table>
<thead>
<tr>
<th>Instance</th>
<th>CPLEX (BAC)</th>
<th>C-BAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Decisions</td>
<td>Mean cost</td>
</tr>
<tr>
<td>Instance 1(a)</td>
<td>( x_1 = (1,0.0,1.00,1.00,0.00,1.00,1.00,1.00,0.00)^T )</td>
<td>115000.00</td>
</tr>
<tr>
<td>Instance 1(a)</td>
<td>( x_2 = (0,0.0,0.00,0.00,0.00,1.00)^T )</td>
<td>115000.00</td>
</tr>
</tbody>
</table>

**Table 3.13: Comparison between CPLEX and C-BAC method on running information for Instances 1 of TpTRP**

<table>
<thead>
<tr>
<th>Instance</th>
<th>CPLEX (BAC)</th>
<th>C-BAC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes</td>
<td>Time</td>
</tr>
<tr>
<td></td>
<td>Cuts</td>
<td>Time</td>
</tr>
<tr>
<td>Instance 1(a)</td>
<td>1,000,000</td>
<td>5712.64s</td>
</tr>
<tr>
<td>Instance 1(b)</td>
<td>1,000,000</td>
<td>7493.46s</td>
</tr>
</tbody>
</table>
needs to solve a linear system (3.5.4) for every single scenario and then a smaller system (3.5.5) to share cuts for all other scenarios. In case where there are totally $3^5 = 243$ different scenarios in Instance 1(b), it takes around 4000s to go through one iteration. Nevertheless, after generating 7931 cuts within 15944.800 seconds, solving the augmented deterministic equivalent of Instance 1(b) as a MILP by CPLEX, we can get the TMRP within only 92.64 seconds. Although this feasible integer solution cannot be proved to be optimal because it does not change until 20,000 nodes are examined with takes 2892.44s by CPLEX, we did shrink the gap down to 15.43% with this method instead of 37.56% in the previous case.

No matter how, it is still hard for the current C-BAC algorithm to solve the general instances of TpTRP, e.g. Instance 1(b) in Table 3.11 to optimality. Due to the fact that the size of the SMIP model grows too quickly with the size of the TpTRP, thus gives arise to intractable large mixed-integer systems very easily.

### 3.6 Conclusions

Up to now, we have shown that solving the TpTRP as an SIP is intractable for all but the smallest instances, due to the fact that modelling of the top-percentile cost requires the introduction of integer variables within the final time stage.
Chapter 4

Stochastic Dynamic Programming Model

We have seen in Chapter 3 that the mixed-integer stochastic programming model of the TpTRP is very hard to solve. The reason is that the top-percentile pricing requires to be modelled with integer variables in the final stage. As an alternative, Stochastic Dynamic Programming (SDP) is a widely used optimization tool to solve stochastic problems in a recursive manner, which can avoid the need to model the top-percentile traffic by integer variables as it is shown directly in the state variable. In this section we show how, by a discretization of the state space, medium sized instances of TpTRP can be solved as a SDP model.

4.1 Introduction to dynamic programming

Dynamic Programming (DP) was invented in the 1950s by Richard Bellman [9]. It was introduced as, though not restricted to, a technique for making decisions over time or stages. The word dynamic was chosen by Bellman to capture the time-varying aspect of the problem.

The key idea behind dynamic programming is quite simple. In mathematics and computer science, dynamic programming is a method for solving complex problems by breaking them down into simpler sub-problems in a recursive manner. Namely DP divides a problem into sub-problems, which are themselves usually
In dynamic programming, a problem is divided into stages with a decision required at each stage. Each stage has a number of states associated with it, which characterize sub-problems to capture history in a compact way. The decision at one stage transforms one state into a state in the next stage. All dynamic programming problems can be written in terms of a recursion that relates the value of being in a particular state at one point in time, i.e. \( V_\tau(S_\tau) \), to the value of the states that we are moved into at the next point in time, i.e. \( V_{\tau+1}(S_{\tau+1}|S_\tau, x_\tau) \) by taking the action \( x_\tau \). For deterministic problems, this equation can be written as:

\[
V_\tau(S_\tau) = \min_{x_\tau \in X} (C_\tau(S_\tau, x_\tau) + V_{\tau+1}(S_{\tau+1}|S_\tau, x_\tau)), \tag{4.1.1}
\]

where \( (S_{\tau+1}|S_\tau, x_\tau) \) is the state we transition to if we are currently at state \( S_\tau \) and take action \( x_\tau \), \( C_\tau(S_\tau, x_\tau) \) is the immediate cost indicated by taking this action. This equation is known as Bellman’s equation, or recurrence function.

It is important to point out that DP is not a method that is applicable on all multi-stage decision making problems. Actually from Bellman’s equation we can see that at any stage \( \tau \) the optimal decision \( x_\tau \) does not depend on the previous states (i.e. \( S_t, t = 1, 2, ..., \tau - 1 \) ) or decisions (i.e. \( x_t, t = 1, 2, ..., \tau - 1 \) ). Instead, there exists a relationship that identifies the optimal decision for stage \( \tau \), given that stage \( \tau + 1 \) has already been solved. So that when we find the optimal solution of a DP problem, we have therefore found the optimal solutions for all its sub-problems.

To solve a DP problem, the final stage sub-problem is solved by itself. Starting from the final stage, taking one stage backward at a time, find the optimal decision for all possible states at this stage based on the previous calculated ‘next time stage’ value functions. Namely, the deepest level sub-problems are first solved, followed by those that depend immediately on them and so on up to the top level.

In deterministic dynamic programming, given a state and a decision, both the immediate payoff and next state are known. If we know either of these as a probability function, then we have a Stochastic Dynamic Program (SDP). Traditionally DP works only on discrete space, which requires the number of states to be fi-
nite for every time stage. Thus for SDP, in case where the probability space for uncertain data is continuous, we need discretize it before continuing the general DP steps.

Figure 4.1.1: An example of stochastic dynamic tree

For example, Figure 4.1.1 shows a small SDP tree. In this figure, decision nodes are denoted by squares while state nodes (where we see the realisations) are denoted by circles. It is clear that in this example there are 3 time stages in total, each stage has 3 potential realisations of random data. At every decision node, two feasible decisions are available to choose from. To solve the problem, starting from the final stage we solve the Bellman’s equation to determine the optimal decision at every decision node, and evaluate the expectation of future cost at every state node. These optimal decisions altogether, forms the optimal routing strategy of the SDP model.

4.2 SDP model for TpTRP

We now define the main modelling elements we need in the SDP model.
4.2.1 Stages

As in the SMIP model, stages in the SDP model can be defined naturally by time intervals. At the beginning of every time stage, we observe the current state and make routing decisions for this time interval’s traffic.

4.2.2 States

At the beginning of time interval $\tau$, all the previous realisations of traffic volumes $\hat{T}_t^i, t = 1, ..., \tau - 1$ and routing decisions $x_t^i, t = 1, ..., \tau - 1$ are known. Let $\hat{T}_t^i$ indicate the volume of traffic that has been sent to network $i$ during time interval $t$. Assuming the decision implementation function is given by $T_t^i(., .)$, $\hat{T}_t^i$ can be computed by

$$\hat{T}_t^i = T_t^i(\hat{T}_t^i, x_t^i), t = 1, ..., \tau - 1.$$ 

Then the list $\{\hat{T}_t^i| t = 1, ..., \tau - 1\}$ gives the current usage of network provider $i$. We use $\hat{T}_i^{j, \tau}$ to represent the $j$-th highest volume of traffic in $\{\hat{T}_t^i| t = 1, ..., \tau - 1\}$ and define the current state of the system as

$$\hat{S}^\tau = \{\hat{T}_i^{j, \tau} | j = 1, ..., \tau - 1; i = 1, ..., n\}.$$ 

However, under pure top-percentile pricing the cost is solely determined by the $\theta$-th highest volume of traffic shipped by every network provider, at the end of the charging period. We can see that at any point in time $\tau$, any time intervals $t$ whose traffic is greater than the current $\theta$-th volume of traffic can be the $\theta$-th highest in later stages, thus have an influence on the final cost. In contrast, any traffic which is lower than the current $\theta$-th volume of traffic (namely, $\hat{T}_i^{j, \tau}, j = \theta + 1, ..., \tau - 1$ at time interval $\tau$) can have no impact on the final cost. Thus for network provider $i$, $S_i^\tau = \{\hat{T}_i^{j, \tau} | j = 1, ..., \theta\}$ is sufficient to describe the current usage of this provider. Noting this, we delete the redundant information from $\hat{S}^\tau$, which leads to the state at $\tau$ being redefined by
Namely the state is described by all traffic levels which are higher than the current \( \theta \)-th highest for every network provider. Note that in the state variable, entries for every network provider are assumed to be sorted in non-increasing order of the traffic volume.

The value function \( V_\tau(S_\tau) \) represents the expected cost for the ISP, given state \( S_\tau \) at the beginning of time interval \( \tau \) and optimal decisions in all future time intervals.

### 4.2.3 Decisions

In the stochastic programming model, we have used the proportional decision scheme, namely traffic sent to provider \( i \) during time interval \( \tau \) is amounts to \( \hat{T}_i^{\tau} = x_\tau^i \hat{T}^\tau \). In practice however, it is possible for us to split the traffic in a more complicated way, if only the resulting decision scheme obeys the necessary conditions we stated in Section 2.1.3.

In the dynamic programming model we consider a particular mixed routing policy. Recall that we defined a cut-off based decision scheme in Section 2.1.3, which has been justified to be implementable in practice. In this decision scheme the routing decision is divided into two parts, the cut-off based decision \((r_\tau^i, y_\tau^i)\) and the fractional based decision \(x_\tau^i\). Namely the decision for time interval \( \tau \) is described by

\[
d_\tau = (r_1^\tau, y_1^\tau, x_1^\tau; r_2^\tau, y_2^\tau, x_2^\tau; ..., r_n^\tau, y_n^\tau, x_n^\tau)^T, \sum_{i \in I} x_i^\tau = 1,
\]

where \( r_i^\tau \in \{1, ..., n\} \) indicates the sequence of network provider \( i \) in the implementation rule. Namely when implementing this decision scheme, we send the first \( y_{i_1}^\tau \) unit of traffic to provider \( i_1 \) if \( r_{i_1}^\tau = 1 \), the next \( y_{i_2}^\tau \) to provider \( i_2 \) if \( r_{i_2}^\tau = 2 \) and so forth. Any remaining traffic \( T_\tau - \sum_{i \in I} y_i^\tau \), if there is, is then allocated according to the proportional decision \( x_i^\tau \).
In the following section we motivate our choice of the cut-off level $y^\tau$, which is instrumental in designing the feasible decision set for the following SDP model.

Revised decision space

Now we have built a decision space consisting of two types of decisions, where $y_i^\tau$ represents the cut-off decision and $x_i^\tau$ indicates the proportional decision applied on the ‘additional traffic’. The aim of this section is to further simplify the current decision space by deriving near optimal decisions for the $y$-part. We begin with the following lemma which establishes a monotonicity property of the value function.

**Lemma 4.2.1.** At any time stage $\tau \in \Gamma$, if there are two states $1S^\tau = \{1\hat{T}_i^{j,\tau}\}$, $2S^\tau = \{2\hat{T}_i^{j,\tau}\}$ which satisfy $1S^\tau \leq 2S^\tau$ component-wise, i.e., $1\hat{T}_i^{j,\tau} \leq 2\hat{T}_i^{j,\tau}, \forall i \in I, 1 \leq j \leq \theta$. Then we have $V_\tau(1S^\tau) \leq V_\tau(2S^\tau)$.

**Proof.** We proof this assertion by induction over $\tau$.

At $\tau = |\Gamma|$, we compute the cost based on the $\theta$-th highest volume of traffic sent to every network provider. It is obvious that $V_{|\Gamma|}(1S^{|\Gamma|}) \leq V_{|\Gamma|}(2S^{|\Gamma|})$ holds.

Now we assume that for arbitrary $1S^{\tau+1} \leq 2S^{\tau+1}$ we know $V_{\tau+1}(1S^{\tau+1}) \leq V_{\tau+1}(2S^{\tau+1})$.

At time stage $\tau$, assume $(\hat{x}^\tau, \hat{y}^\tau)$ is the optimal routing decision we made on state $2S^\tau = \{2\hat{T}_i^{j,\tau}\}$. According to the implementation rule given in the beginning of this section, the amount of traffic $\text{new}T_i^\tau$ sent to network provider $i$ does not depend on the current state $S^\tau$. This means if we apply the same decision set $(\hat{x}^\tau, \hat{y}^\tau)$ on an arbitrary state $1S^\tau$ (with $1S^\tau \leq 2S^\tau$), every network provider receives the same traffic $\text{new}T_i^\tau$ as when we were in state $2S^\tau$. Thus for every single scenario $\hat{\omega}^\tau$, we will go to $1\hat{S}^{\tau+1} = S^{\tau+1}(1S^\tau; \hat{\omega}^\tau; \hat{x}^\tau, \hat{y}^\tau)$ which is no greater than $2S^{\tau+1} = S^{\tau+1}(2S^\tau; \hat{\omega}^\tau; \hat{x}^\tau, \hat{y}^\tau)$ in all entries, i.e. $1S^{\tau+1} \leq 2S^{\tau+1}$. From the induction we have $V_{\tau+1}(1\hat{S}^{\tau+1}) \leq V_{\tau+1}(2S^{\tau+1})$. Taking the expectation over $\omega^\tau$ we get

$$\tilde{V}_\tau(1S^\tau) = \mathbb{E}_{\omega^\tau}[V_{\tau+1}(1\hat{S}^{\tau+1})] \leq \mathbb{E}_{\omega^\tau}[V_{\tau+1}(2S^{\tau+1})] = V_\tau(2S^\tau).$$

However, the decision set $(\hat{x}^\tau, \hat{y}^\tau)$ we used might not be optimal in state $1S^\tau$,
which means the best function value $V_{\tau}(1S^\tau) \leq \tilde{V}_{\tau}(1S^\tau)$. Combining these two inequalities, we have proved that $V_{\tau}(1S^\tau) \leq V_{\tau}(2S^\tau)$ holds for $\forall \tau \in \Gamma$.

From Lemma 4.2.1 we can see that the value function $V_{\tau}(S^\tau)$ is non-decreasing with every entry of the state $S^\tau$. It is therefore our aim to make a routing decision that results in a minimal increase in components of the state from $S^\tau$ to $S^{\tau+1}$. To make more qualifying statements we would need to know how to trade-off increases in the state between its entries. However, this is difficult due to the non-convexity of the model. In this section we assume that the increase of the value function from $S^\tau$ to $S^{\tau+1}$ is accounted for by the total increase in the state, i.e. $||S^{\tau+1} - S^\tau||_1 = \sum_{i \in I} \sum_{1 \leq j \leq \theta}(\hat{T}_i^{j,\tau+1} - \hat{T}_i^{j,\tau})$. Then we can make statements about the shape of the optimal routing policy which minimize the expectation of this increase.

First note that for network provider $i$ we have:

$$||S_i^{\tau+1} - S_i^\tau||_1 = \begin{cases} 0, & \text{if } new T_i^\tau \leq \hat{T}_i^{\theta,\tau} \\ new T_i^\tau - \hat{T}_i^{\theta,\tau}, & \text{otherwise} \end{cases}$$

Thus,

$$||S^{\tau+1} - S^\tau||_1 = \sum_{i \in I} ||S_i^{\tau+1} - S_i^\tau||_1 = \sum_{i \in I} \max\{new T_i^\tau - \hat{T}_i^{\theta,\tau}, 0\} \geq \max\{\sum_{i \in I} (new T_i^\tau - \hat{T}_i^{\theta,\tau}), 0\} \quad (4.2.1)$$

Let us define $T_{Add}(S^\tau) = \max\{\hat{T}^\tau - \sum_{i \in I} \hat{T}_i^{\theta,\tau}, 0\}$. We call $T_{Add}(S^\tau)$, the additional traffic, which represents the amount of traffic that cannot be sent without affecting the current $\theta$-th highest volume of traffic of any network provider. Actually, any allocation of less than $\hat{T}_i^{\theta,\tau}$ in time interval $\tau$ will not change the price charged by network provider $i$ since the cost is based on the $\theta$-th highest volume of traffic. According to the inequality (4.2.1), $T_{Add}(S^\tau)$ is a lower bound on $||S^{\tau+1} - S^\tau||_1$. 57
Lemma 4.2.2. Assume we are in state $S^\tau = \{ \hat{T}^i_j | j = 1, ..., \theta; i = 1, ..., n \}$ at time stage $\tau \in \Gamma$. There is a routing policy that minimises $E_{\omega^\tau} [||S^{\tau + 1} - S^\tau||_1]$, in which $y_i^\tau = \hat{T}^i_{\tau}, \forall i \in I$.

Proof. Firstly, it is obvious to see that with $y_i^\tau = \hat{T}^i_{\tau}, \forall i \in I$, for every single scenario $\omega^\tau \in \Omega^\tau$ we can guarantee $||S^{\tau + 1} - S^\tau||_1 = \lambda_{Add}(S^\tau)$.

Secondly, we prove that with any other choice of $y_i^\tau$, we can always find scenarios for which $||S^{\tau + 1} - S^\tau||_1 > \lambda_{Add}(S^\tau)$.

- Assume $\exists i_0 \in I$, $y_{i_0}^\tau < \hat{T}^i_{i_0}$. If the new traffic $\hat{T}^\tau$ satisfies $\hat{y}_{i_0}^\tau + \sum_{i \neq i_0} \hat{T}^i_{\tau} < \hat{T}^\tau < \sum_{i \in I} \hat{T}^i_{\tau}$, the amount of traffic sent to every network provider is given by

\[
\left\{ \begin{array}{l}
\text{new} T_{i_0}^\tau = \hat{y}_{i_0}^\tau + \hat{x}_{i_0}(\hat{T}^\tau - \hat{y}_{i_0}^\tau - \sum_{i \neq i_0} \hat{T}^i_{\tau}), \\
\text{new} T_i^\tau = \hat{T}^i_{\tau} + \hat{x}_i(\hat{T}^\tau - \hat{y}_{i_0}^\tau - \sum_{i \neq i_0} \hat{T}^i_{\tau}), \quad \text{for } i \neq i_0
\end{array} \right.
\]

As $\hat{T}^\tau < \sum_{i \in I} \hat{T}^i_{\tau}$, we have $\text{new} T_{i_0}^\tau = \hat{y}_{i_0}^\tau + \hat{x}_{i_0}(\sum_{i \in I} \hat{T}^i_{\tau} - \hat{y}_{i_0}^\tau - \sum_{i \neq i_0} \hat{T}^i_{\tau}) = \hat{y}_{i_0}^\tau + \hat{x}_{i_0}(\hat{T}^\tau - \hat{y}_{i_0}^\tau) \leq \hat{T}^\tau$, and therefore $\sum_{i \neq i_0} \text{new} T_i^\tau = \hat{T}^\tau - \text{new} T_{i_0}^\tau = \hat{T}^\tau - \hat{T}^\tau = \sum_{i \neq i_0} \hat{T}^i_{\tau}$. Thus under this scenario,

$$||S^{\tau + 1} - S^\tau||_1 = \sum_{i \neq i_0} (\text{new} T_i^\tau - \hat{T}^i_{\tau}) = \hat{T}^\tau - \sum_{i \neq i_0} \hat{T}^i_{\tau} = \lambda_{Add}(S^\tau).$$

- Assume $\exists i_0 \in I$, $y_{i_0}^\tau > \hat{T}^i_{i_0}$. If the new traffic $\hat{T}^\tau$ satisfies $\sum_{i = 1}^{i_0 - 1} \hat{T}^i_{\tau} < \hat{T}^\tau < \sum_{i = 1}^{i_0 - 1} \hat{T}^i_{\tau} + y_{i_0}^\tau$, the amount of traffic sent to every network provider is given by

\[
\left\{ \begin{array}{l}
\text{new} T_i^\tau = \hat{T}^i_{\tau}, \\
\text{new} T_{i_0}^\tau = \hat{T}^\tau - \sum_{i = 1}^{i_0 - 1} \hat{T}^i_{\tau}, \\
\text{new} T_i^\tau = 0, \quad \text{for } i = i_0 + 1, ..., n
\end{array} \right.
\]
As \( \hat{T}_\tau > \sum_{i=1}^{I_0} \hat{T}_i^{\theta,\tau} \), we have \( \text{new} T_i^\tau > \hat{T}_i^{\theta,\tau} \). For all other network providers, \( \text{new} T_i^\tau \leq \hat{T}_i^{\theta,\tau} \). Thus under this scenario,

\[
\|S^{\tau+1} - S^\tau\|_1 = \text{new} T_{i_0}^\tau - \hat{T}_{i_0}^{\theta,\tau} > 0 = T_{\text{Add}}(S^\tau).
\]

Thus for all scenario we cannot do better than \( T_{\text{Add}}(S^\tau) \), where \( \|S^{\tau+1} - S^\tau\|_1 \geq T_{\text{Add}}(S^\tau) \) always holds according to (4.2.1). Taking the expectation we can deduce that in the routing policy that minimizes \( E_{\omega^\tau}[\|S^{\tau+1} - S^\tau\|_1] \), the cut-off level is given by \( y_i^\tau = \hat{T}_i^{\theta,\tau}, \forall i \in I \).

In Lemma 4.2.2 we have proved \( y_i^\tau = \hat{T}_i^{\theta,\tau}, \forall i \in I \), in the optimal policy under the assumption that the increase in value function from \( S^\tau \) to \( S^{\tau+1} \) only depends on \( \|S^{\tau+1} - S^\tau\|_1 \). While obviously simplifying, it seems therefore reasonable to limit our choice of routing policies to those for which \( y_i^\tau = \hat{T}_i^{\theta,\tau} \). Note that once we fix \( y_i^\tau = \hat{T}_i^{\theta,\tau} \), the order of allocating traffic to network providers (i.e. the \( r_i^\tau \)) does not matter anymore. Thus when we drop out \( y_i^\tau \) from the decision set, we do the same on \( r_i^\tau \) as well. Therefore the decision set that we will consider is

\[
\chi^\tau = \{x_1^\tau, x_2^\tau, ..., x_n^\tau | 0 \leq x_i^\tau \leq 1, \forall i \in I, \sum_{i \in I} x_i^\tau = 1\}, \quad (4.2.2)
\]

with the understanding that decision \( x_i^\tau \) means we send at most \( T_{i,\text{add}}^\tau = \hat{T}_i^{\theta,\tau} + x_i^\tau T_{\text{Add}}(S^\tau) \) to provider \( i \) during \( \tau \). In the later part of this chapter, we fix \( y_i^\tau = \hat{T}_i^{\theta,\tau} \) and use \( \chi^\tau \) as the feasible decision set for time interval \( \tau \) in the SDP model. Namely when we implement a feasible decision \( x^\tau \), we allocate the random traffic \( T^\tau \) according to the following **Implementation Rule**:

1. If \( \sum_{j=1}^{\tilde{i}} \hat{T}_j^{\theta,\tau} \leq \hat{T}_\tau < \sum_{j=1}^{\tilde{i}+1} \hat{T}_j^{\theta,\tau} \) for some \( \tilde{i} \in I \), we send:
   - \( \text{new} T_i^\tau = \hat{T}_i^{\theta,\tau} \) to network provider \( 1 \leq i \leq \tilde{i} \),
   - \( \text{new} T_{\tilde{i}+1}^\tau = \hat{T}_\tau - \sum_{j=1}^{\tilde{i}} \hat{T}_j^{\theta,\tau} \) to network provider \( \tilde{i} + 1 \),
   - \( \text{new} T_i^\tau = 0 \) to network provider \( i > \tilde{i} + 1 \).
2. If $\hat{T}^\tau \geq \sum_{j \in I} \hat{T}^{\theta,\tau}_j$, we send:

- $\text{new} T_i^\tau = \hat{T}^{\theta,\tau}_i + x_i^\tau (\hat{T}^\tau - \sum_{j \in I} \hat{T}^{\theta,\tau}_j)$ to provider $i \in I$.

Namely as time progresses, firstly we route traffic to every network provider in turn until reaching its cut-off level $\hat{T}^{\theta,\tau}_j$. If more traffic is to be routed, we split the additional amount of traffic $T^\tau - \sum_{i \in I} \hat{T}^{\theta,\tau}_j$ according to fractional decisions $x_i^\tau$. This means to solve the SDP model, we need to find the best proportional amount $x^\tau$ of $T_{\text{Add}}(S^\tau)$, which leads to a minimum expected future cost.

### 4.2.4 Recurrence

We have introduced the Bellman’s equation in Section 4.1. In this section, we write the recurrence for the SDP model of TpTRP. Firstly, as traffic distribution in TpTRP is continuous, we have to discretize the traffic region into discrete levels. Assume that the traffic region for time interval $\tau$ is discretized into a set $\Omega^\tau$ of random realisations, where $pr(\omega_\tau)$ is the probability that $\hat{T}^\tau = T^\tau(\omega_\tau)$ occurs. Then we can write the recurrence function as:

$$V_\tau(S^\tau) = \min_{x^\tau \in \chi^\tau} \left( \sum_{\omega_\tau \in \Omega^\tau} pr(\omega_\tau) V_{\tau+1}(S_{\tau+1}^\tau | S^\tau, x^\tau, T^\tau(\omega_\tau)) \right),$$  \hspace{1cm} (4.2.3)

where $\chi^\tau$ is the feasible decision set we defined in (4.2.2). Note that in TpTRP there is no immediate cost indicated by taking decision $x^\tau$. Now $S_{\tau+1}^\tau$ is a function of the previous state $S^\tau$, the decision $x^\tau$ and the realisation of traffic $T^\tau$. The dynamic from state $S^\tau$ to $S_{\tau+1}^\tau$ given decision $x^\tau$ is as follows:

1. For every network provider $i$, implement the decision $x_i^\tau$ according to the Implementation Rule shown in Section 4.2.3, find the value of $\text{new} T_i^\tau$. Define:

$$\tilde{S}_{i,\tau+1}^\tau = \{ S_i^\tau, \text{new} T_i^\tau \}. \hspace{1cm} (4.2.4)$$

2. Reorder entries in $\tilde{S}_{i,\tau+1}^\tau$ into a non-increasing order and delete the traffic that is lower than the current $\theta$-th highest to obtain $S_i^{\tau+1}$.
3. Put them altogether to form $S^{\tau+1} = \{S^\tau_i|\tau = 1,...,n\}$.

In the final stage $|\Gamma|+1$ we know all the routing decisions and outcomes of traffic, then we compute the cost charged on the ISP as follows:

$$V_{|\Gamma|+1}(S^{\mid\Gamma\mid+1}) = \sum_{i \in I} c_i T_i^{\theta,|\Gamma|}.$$ 

So that the complete recurrence function is:

- For $\tau = 1,...,|\Gamma|$, 
  $$V_\tau(S^\tau) = \min_{x^\tau \in \chi^\tau} \left( \sum_{\omega^\tau \in \Omega^\tau} pr(\omega^\tau)V_{\tau+1}(S^{\tau+1}|S^\tau, x^\tau, T^\tau(\omega^\tau)) \right).$$

- For the final stage $\tau = |\Gamma| + 1$, 
  $$V_{|\Gamma|+1}(S^{\mid\Gamma\mid+1}) = \sum_{i \in I} c_i T_i^{\theta,|\Gamma|}.$$ 

### 4.3 SMIP model v.s. SDP model

#### 4.3.1 Problem size

The TpTRP possesses a continuous state space, in which the random volume of traffic can be any value within a non-negative interval. However, in order to build the deterministic equivalent of the mixed-integer stochastic programming (MISP) model or to conduct the dynamic programming calculation we have to discretize the traffic region. In this work we discretize the traffic region by allowing $T^\tau(\hat{\omega}^\tau), \tau \in \Gamma$ to be one of $L$ possible values and use $pr(\hat{\omega}^\tau)$ to represent the probability that $\hat{\omega}^\tau$ occurs.

Thus in the MISP model we get $\sum_{\tau=0}^{\mid\Gamma\mid} L^\tau = \frac{1-L^{\mid\Gamma\mid+1}}{1-L}$ nodes, each corresponding to a single routing decision to be made. However in the SDP model, state $S^\tau$ is a combination of the $\theta$ highest volume of traffic sent to every network.
provider up to now. Thus every entry $\hat{T}_i^{j,\tau}$ in the state variable can be one of $L$ possible values. Since $\hat{T}_i^{1,\tau} \geq \hat{T}_i^{2,\tau} \geq ... \geq \hat{T}_i^{\theta,\tau}, \forall i \in I$, this gives a total of $C_{\theta-1}^\theta \left( \frac{L + \theta - 1}{\theta} \right) \frac{1}{\theta}$ different states $S_i^\tau$ for provider $i$ and a total of $|\Gamma| \left( \frac{L + \theta - 1}{\theta} \right)^n$ different values for the complete model.

We can illustrate this comparison for a small instance of the TpTRP.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Parameters</th>
<th>Stochastic Information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Stochastic Information</td>
</tr>
<tr>
<td>Instance 2</td>
<td>10</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4.1: Parameters for TpTRP Instance 1

As shown in Table 4.1, we assume that in this small instance there are 2 network providers available to choose from, both of which divide the modelling period into 10 time intervals and charge based on the 3rd highest volume of shipped traffic. As all time intervals’ traffic follow a same uniform distribution, with a simple discretization we set the the potential realisation set $\Omega^\tau = \{6000 + 1000k | k = 0, 1, ..., 6\}$ (with $L = 7$) and $pr(6000) = pr(7000) = ... = pr(12000) = 1/7$. Then with the MISP model we have potentially up to $\frac{1-\frac{1}{7}}{1-\frac{1}{7}} = 32954457$ nodes, each of which requires the solution of a (continuous) linear program, whereas with the SDP model we have to examine only $10 \binom{9}{3}^2 = 70560$ nodes, each of which requires the evaluation of a simple recurrence. Of course an efficient implementation of a branch-and-bound scheme on the MISP search will be able to prune many of the nodes, however the principle argument of an exploding search space remains. Hence the SDP model is more preferable than the MISP model.

4.3.2 Solution difficulties

Stochastic programming problems are well known for being challenging both from a theoretical and a computational point of view, because they can lead to very large scale problems with a large number of outcomes of the random parameters, $1 \left( \frac{L + \theta - 1}{\theta} \right)$ is the number of possibilities which satisfies $\hat{T}_i^{j,\tau} \in \Omega^\tau$, $j = 1, ..., \theta$ and $\hat{T}_i^{1,\tau} \geq \hat{T}_i^{2,\tau} \geq ... \geq \hat{T}_i^{\theta,\tau}$. 
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especially in the multi-stage models. However, the difficulties we are facing are much more challenging than this, as our program is a stochastic program with integer constraints on the last stage. Only few algorithms are applicable to this type of problems due to the non-convexity introduced by the integer restrictions and one is usually forced to apply a general purpose integer linear programming solver (such as CPLEX). Overall, the multi-stage mixed-integer stochastic programming model of TpTRP is hard to solve.

However, solving the SDP model is conceptually trivial. Taking one stage at a time, starting from the last stage we can in each stage, find the optimal decision for all possible states, thereby calculating the optimal accumulated cost from then until the end of the time horizon. Namely, the deepest level sub-problems are first solved, followed by those that depend immediately on them and so on up to the top level problem. Sub-problems with the same state will have identical optimal solutions and so are equivalent as far as the optimisation is concerned. However, this process still requires the processing of many nodes, leading to large time and computer memory requirements.

In conclusion, the solution to the SDP model seems more straightforward than the MISP model.

4.4 Numerical results

4.4.1 Test problems

In this section we give some numerical results on several small instances of the TpTRP. For clarity, we firstly characterise and index these instances which are examined in the later part of this section.

Table 4.2 summarises the instances used. Instance 1(b) is the one that we failed to solve in the stochastic programming section, which is also the smallest one listed here. For the other instances, we assume that we divide the modelling region into 10 time intervals and costs are based on the time interval with the \( \theta = \lfloor q \times |\Gamma| \rfloor = 3 \text{rd (} q = 0.3 \text{)} \) highest volume of traffic. In all cases we use 2 network providers \((n = 2)\) with costs \( c_1 = 10, c_2 = 11, 12 \) or 15.
Apart from Instance 1(b), the other instances differ by the assumptions made on the random traffic. In Instances 2 and 4, the traffic in every period follows the same uniform ($U(6000, 14000)$ in Instance 2) or normal ($N(10000, 10^6)$ in Instance 4) distribution. Instances 3 and 5 on the other hand, use traffic distributed according to a time varying uniform or normal distribution, in which either the mean and the variance change with time. The parameter for each time interval are displayed in Figure 4.4.1a and Figure 4.4.1b. In addition to these, Instances 6 and 7 use a time varying uniform or normal distribution where the mean changes according to a cosine or sine function (see 4.4.2a and Figure 4.4.2b for detail). This type of traffic distribution is concluded from the analysis of data provided by a real-world ISP, which indicates the fact that time intervals for daytime are busy and for night are relatively free. Note that Instances 4, 5 and 7 use a truncated normal distribution in which traffic outside the 99.7% ($\pm 3\sigma$) confidence region is projected onto the boundary of the region.

![Figure 4.4.1: Traffic distribution used in testing Instances 3 and 5](image-url)
To obtain the routing policy given by the SDP model, we discretize the possible traffic volumes into a specific number of levels with equal size, and approximate the continuous distribution functions of random traffic by discrete ones. For example, if we discretize the traffic region $[0, 14000]$ equally into 14 levels, then we use $\Omega = \{6000, 7000, \ldots, 13000\}$ as the set of potential realizations of traffic. In case of Instance 2 where uniform distribution is considered, we approximate it by the discrete distribution $p(r(1000 \times i)) = 1/8, i \in \{6, 7, \ldots, 13\}$. Namely we always round the traffic down to the whole thousand.

With the discretization, we can solve the SDP model we built in Section 4.2.4 to get the SDP routing policy (SDPRP) of the TpTRP. By evaluating the minimisation problem (4.2.3), we get a decision on where to route the additional traffic at every time interval, proceeding backwards in time. Finally we end up with a routing table that gives for every stage and every state, the optimal routing decision for this period’s additional traffic.

To evaluate the quality of this routing policy, we examine it in a simulation of 1,000,000 random scenarios taken from the (original) continuous distribution. We obtain a routing decision by rounding the current (continuous) state down to the nearest tabulated discrete state.

Figure 4.4.2: Traffic distribution used in testing Instances 6 and 7
Mean cost

For every problem instance, we experiment with different discretization levels, to see how the discretization reflects the optimal routing policy. We also give results of the numerical test on SRP, TMRP and DRP as a comparison. Numerical results on mean cost with different per unit cost for network provider 2 (where $c_1 = 10$ in all cases) are summarised in Table 4.3, 4.4, 4.5 and Figure 4.4.3.

<table>
<thead>
<tr>
<th>Ins.</th>
<th>SRP</th>
<th>TMRP</th>
<th>L</th>
<th>SDPRP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 1(b)</td>
<td>99385.72±11.64</td>
<td>96316.78±11.56</td>
<td>6</td>
<td>93242.73±12.40</td>
<td>90393.41±12.04</td>
</tr>
<tr>
<td>Instance 2</td>
<td>118178.53±10.28</td>
<td>113335.54±11.93</td>
<td>7</td>
<td>107219.29±12.69</td>
<td>103637.95±11.50</td>
</tr>
<tr>
<td>Instance 3</td>
<td>114340.25±7.52</td>
<td>104294.38±7.86</td>
<td>28</td>
<td>105734.36±12.03</td>
<td>102303.09±6.99</td>
</tr>
<tr>
<td>Instance 4</td>
<td>106564.38±4.18</td>
<td>104727.88±4.48</td>
<td>14</td>
<td>105453.13±5.73</td>
<td>102303.09±6.99</td>
</tr>
<tr>
<td>Instance 5</td>
<td>112379.96±4.53</td>
<td>105986.18±4.95</td>
<td>7</td>
<td>105694.90±5.25</td>
<td>101226.33±3.89</td>
</tr>
<tr>
<td>Instance 6</td>
<td>113697.78±6.60</td>
<td>103859.41±6.28</td>
<td>28</td>
<td>102996.71±5.54</td>
<td>102690.17±5.32</td>
</tr>
<tr>
<td>Instance 7</td>
<td>113404.28±5.48</td>
<td>103307.22±5.67</td>
<td>14</td>
<td>103490.72±6.15</td>
<td>102690.17±5.32</td>
</tr>
</tbody>
</table>

Table 4.3: Numerical result (mean cost and standard deviation) of implementing SDPRP on 1,000,000 scenarios with $c_2 = 11$

<table>
<thead>
<tr>
<th>Ins.</th>
<th>SRP</th>
<th>TMRP</th>
<th>L</th>
<th>SDPRP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 1(b)</td>
<td>99385.72±11.64</td>
<td>96316.78±11.56</td>
<td>6</td>
<td>93650.80±12.51</td>
<td>90393.41±12.04</td>
</tr>
<tr>
<td>Instance 2</td>
<td>118178.53±10.28</td>
<td>113335.54±11.93</td>
<td>7</td>
<td>107811.61±12.90</td>
<td>103637.95±11.50</td>
</tr>
<tr>
<td>Instance 3</td>
<td>114340.25±7.52</td>
<td>104294.38±7.86</td>
<td>28</td>
<td>106203.10±12.17</td>
<td>102303.09±6.99</td>
</tr>
<tr>
<td>Instance 4</td>
<td>106564.38±4.18</td>
<td>104727.88±4.48</td>
<td>14</td>
<td>105453.13±5.73</td>
<td>101226.33±3.89</td>
</tr>
<tr>
<td>Instance 5</td>
<td>112379.96±4.53</td>
<td>105986.18±4.95</td>
<td>7</td>
<td>105694.90±5.25</td>
<td>101226.33±3.89</td>
</tr>
<tr>
<td>Instance 6</td>
<td>113697.78±6.60</td>
<td>103859.41±6.28</td>
<td>28</td>
<td>102996.71±5.54</td>
<td>102690.17±5.32</td>
</tr>
<tr>
<td>Instance 7</td>
<td>113404.28±5.48</td>
<td>103307.22±5.67</td>
<td>14</td>
<td>103490.72±6.15</td>
<td>102690.17±5.32</td>
</tr>
</tbody>
</table>

Table 4.4: Numerical result (mean cost and standard deviation) of implementing SDP routing policy (SDPRP) on 1,000,000 scenarios with $c_2 = 12$
Figure 4.4.3: Comparison of mean costs of SDP routing policies with different discretization levels

Note that in Figure 4.4.3, each sub-figure is corresponding to one instance and consisting of 3 groups of columns, which in order give the relevant results for $c_2 = 11$, $c_2 = 12$ and $c_2 = 15$. Each group consists of 3 columns, which show the performance of SDP routing policy with 7, 14 or 28 discretization levels in turn. Performance in these figures are given in a proportional manner, where the value of a column corresponding to routing policy $X$ is equal to $(X - DRP)/(TMRP - DRP)$. Namely 0 means $X$ works as well as DRP, while 1 means it works same as TMRP. Therefore, any routing policy that is above 1 (above the horizontal line) is obviously not desirable.

Looking at the numerical result we can see, generally speaking the SDP routing policy performs better (discretizing into 14 or 28 levels) than SRP and TMRP, and no more than 10% higher than the lower bound – the DRP. Mean costs of implementing SDP routing policies under different cost ratios $c_2/c_1$ follow almost the same pattern. And not surprisingly, the mean cost grows nearly linearly with per unit cost of $c_2$. Therefore, we have reason to believe that our SDP model is
Table 4.5: Numerical result (mean cost and standard deviation) of implementing SDPRP on 1,000,000 scenarios with $c_2 = 15$

<table>
<thead>
<tr>
<th>Ins.</th>
<th>SRP</th>
<th>TMRP</th>
<th>$L$</th>
<th>SDPRP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(b)</td>
<td>99385.72±11.64</td>
<td>96316.78±11.56</td>
<td>6</td>
<td>94023.69±12.42</td>
<td>90393.41±12.04</td>
</tr>
<tr>
<td>Instance 2</td>
<td>118178.53±10.28</td>
<td>113335.54±11.93</td>
<td>14</td>
<td>107432.60±12.60</td>
<td>103637.95±11.50</td>
</tr>
<tr>
<td>Instance 3</td>
<td>114340.25±7.52</td>
<td>104294.38±7.86</td>
<td>14</td>
<td>104197.98±7.92</td>
<td>102303.09±6.99</td>
</tr>
<tr>
<td>Instance 4</td>
<td>106564.38±4.18</td>
<td>104727.88±4.48</td>
<td>14</td>
<td>103736.17±4.98</td>
<td>101226.33±3.89</td>
</tr>
<tr>
<td>Instance 5</td>
<td>112379.96±4.53</td>
<td>105986.18±4.95</td>
<td>14</td>
<td>105837.72±4.89</td>
<td>105003.32±4.37</td>
</tr>
<tr>
<td>Instance 6</td>
<td>113697.78±6.60</td>
<td>103859.41±6.28</td>
<td>14</td>
<td>103444.19±5.58</td>
<td>102587.85±5.35</td>
</tr>
<tr>
<td>Instance 7</td>
<td>113404.28±5.48</td>
<td>103307.22±5.67</td>
<td>14</td>
<td>103547.28±6.24</td>
<td>102690.17±5.32</td>
</tr>
</tbody>
</table>

a good approximation of the original TpTRP.

In addition to this, the average cost is getting lower as the discretization is getting finer. This means firstly, the optimal routing policy is changing as the number of level changes, and secondly, the better results might be achievable from an even finer discretization. Thus, with adequate number of discretization levels (e.g. $L = 28$), the SDP model can provide us with routing policies which perform better than the TMRP. However, both computation time and memory use increase drastically with the use of more discretization levels, therefore a finer discretization might not be computable.

**Resource consumption**

Recall that in Section 4.3.1, we have discussed the fact that in the case where there are $n$ network providers and $|\Gamma|$ time intervals in the TpTRP instance, we have a state space with $|\Gamma|(C^\theta_{L+\theta-1})_n$ states in the underlying SDP model. Looking at the Bellman’s equation (4.2.3) we can see that in order to get the routing decision for stage $\tau$ at all states $S^\tau$, we need to compare the expected future cost $V_{\tau+1}(S^{\tau+1})$ for all states in the subsequent stage $\tau + 1$. After all routing decisions for stage $\tau$ have been computed, the costs $V_{\tau+1}(S^{\tau+1})$ are not required anymore.
Therefore it is sufficient to store the $V_{\tau}(S^\tau)$ value for two subsequent stages $\tau$ and $\tau+1$. For the routing decision $x_{\tau}$ we have two choices. In the simplest case, all routing decisions are computed (and stored) ahead of time. Implementing a routing policy then amounts to simply looking up the corresponding $x$ in a routing table. However, it calls for a great quantity of computer memory to keep the big decision matrix. For example in Instance 2 with 28 levels, the decision matrix has $10(C^3_{30})^2 = 164836000$ entries, it needs at least 628.80MB to store the decision matrix only, and at least 251.52MB to store the value $V_{\tau}(S^\tau)$ for two stages.

Also, running time is another important issue that we need to be concerned about. In Table 4.6 we give a summary of the running time (to get the decision table only) and the memory consumption (theoretical) in solving the SDP model to optimality for Instance 2. All experiments are done with Java, on a computer with 1GB RAM under Redhat Enterprise Linux system, 3.20GHz Intel Dual-Core Pentium processor (one core is used).

<table>
<thead>
<tr>
<th>Levels</th>
<th>Problem Size</th>
<th>Resource Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Level Length</td>
<td>No. of States</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>7056</td>
</tr>
<tr>
<td>14</td>
<td>1000</td>
<td>313600</td>
</tr>
<tr>
<td>28</td>
<td>500</td>
<td>16483600</td>
</tr>
</tbody>
</table>

Table 4.6: Comparison of problem size and resource consumption - original model for Instance 2

From Table 4.6 we can see that the number of state variables and thus the memory consumption grows sharply with the number of discretization levels of the traffic region. Namely, as quality of the routing policy improves with the increasing of number of levels, we have to pay for this enhancement.

Alternatively, apart from storing all the decisions in a big matrix, we can regenerate the routing decisions $x_{\tau}$ for a given stage only when needed. As the SDP model is solved backwards, keeping one decision (say at $\tau$) means dropping all decisions that we have made for time stages $\{\tau+1, ..., |\Gamma|\}$. Thus, when we move into time interval $\tau+1$ we need to resolve the system to generate $x_{\tau+1}$. Hence to implement a routing policy requires running the SDP model for $|\Gamma|$ times. This costs us a great deal of time. Table 4.7 gives a summary of running time and memory consumption in this case. Note that as we need to know the current state to decide which decision to generate at every time stage, we follow a single
scenario in this experiment. The running time shown in the table consists both
the decision generating time and the implementing time on this scenario. (Al-
though compared to the time to generate the decision, the implementation time
is small.)

<table>
<thead>
<tr>
<th>Levels</th>
<th>Problem Size</th>
<th>Resource Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level Length</td>
<td>No. of States</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>7056</td>
</tr>
<tr>
<td>14</td>
<td>1000</td>
<td>313600</td>
</tr>
<tr>
<td>28</td>
<td>500</td>
<td>16483600</td>
</tr>
</tbody>
</table>

Table 4.7: Comparison of problem size and resource consumption - alternative
model for Instance 2

Looking at Table 4.7 we can see that although the memory consumption is re-
duced to about 1/4 of the previous amount, we have to spend much more time
on getting the decision for a single run. Moreover, this alternative model maybe
challenging to implement in reality. As shown in Figure 2.1.1, we know the cu-
mulative value of $T_{\tau-1}$ at the end of time stage $\tau - 1$, where we can run the SDP
model to get the routing decision for time stage $\tau$. However, the end of time
stage $\tau - 1$ is also the beginning of time stage $\tau$, where we need to implement
the decision $x_{\tau}$ at once. So that we have no time to wait for the decision $x_{\tau}$ been
generated, although it needs a significant amount of time to do.

In general, there is a trade-off between running time and computer memory con-
sumption. No matter which of these two is the critical issue, it does prevent the
use of the SDP model for finer discretization levels or larger problem instances.
This is the well known ‘curse of dimensionality’ in dynamic programming. In con-
clusion, the SDP model can provide us with routing policies which are superior to
the TMRP and close to the lower bound DRP (optimal cost in the deterministic
case). However, the huge number of states prevents the use of the SDP model on
larger problem instances.

4.4.3 Decision rule by classification

As shown above, the optimal routing policy given by the SDP model is represented
by a large discrete look-up table (7-dimensional with $n = 2, \theta = 3$). This is caused
by the fact that, in order to apply the traditional SDP technique on the TpTRP,
we discretize the continuous traffic space into a discrete one. The discretization brings not only some errors within the discretization step, but also a large decision table which consumes a great amount of computer memory. Though in Section 4.4.2 we have seen that the SDP routing policy performs better than the TMRP, we did not actually know what the SDP routing policy looks like. In order to figure out what does the SDP decision rule look like and why it gives better routing policy than the TMRP, in this section we try to investigate the discrete decision table to identify the conditions under which the more expensive provider (provider 2) should be used from the routing table.

By looking through the decision table for Instance 2 with 7 levels, we find that generally the SDP routing decisions can be simplified in the following way (assuming we have 2 network providers with $c_1 = 10$ and $c_2 = 12$):

- For time intervals $\{1, 2, 3\}$, send everything to network provider 1;
- For time intervals $\{4, 5, 6, 7\}$ where $S^\tau = (\hat{T}_1^{1,\tau}, \hat{T}_1^{2,\tau}, \hat{T}_1^{3,\tau}, \hat{T}_2^{1,\tau}, \hat{T}_2^{2,\tau,\tau}, \hat{T}_2^{3,\tau})$,
  1. if $\hat{T}_2^{2,\tau} - \hat{T}_1^{3,\tau} \geq 1500$ and $\hat{T}_2^{1,\tau} \leq 2000$, send the additional traffic $T_{Add}(S^\tau)$ to network provider 2;
  2. otherwise send the additional traffic $T_{Add}(S^\tau)$ to network provider 1.
- For time intervals $\{8, 9, 10\}$,
  1. if $\hat{T}_2^{2,\tau} \leq 1500$, send the additional traffic $T_{Add}(S^\tau)$ to network provider 2;
  2. otherwise send the additional traffic $T_{Add}(S^\tau)$ to network provider 1.

This decision rule means, we prefer to send most time intervals’ traffic by the cheapest network provider and no more than the additional amount of traffic by network provider 2. Only in case where the difference between $\hat{T}_1^{2,\tau}$ and $\hat{T}_1^{3,\tau}$ is high enough (say e.g. 1500 for Instance 2) and at the same time, the expected $\hat{T}_2^{3,[\tau]}$ (which might be $\hat{T}_2^{2,\tau}$ or $\hat{T}_2^{3,\tau}$ currently at time interval $\tau$) is low (e.g. $\leq 1500$ for Instance 2), then sending the additional traffic to network provider 2 is better.

Of course this classification rule depends on the setup of traffic distributions. We take Instance 2 only for example. Implementing this classified decision rule (CDR) on the instances, we get the following result:
Table 4.8: Numerical result (mean cost and standard deviation) of implementing CDR routing policy on 1,000,000 scenarios with $c_2 = 12$

From Table 4.8 we can see, the classified decision rule performs only a little worse than the SDP for Instance 2, but still works better than the TMRP. Observing this, we can develop an ad-hoc routing policy for instances with more time intervals. For example, in case where we extend the Instance 2 to 4320 time intervals and both network providers charge the ISP based on the 216th highest volume of traffic, the following decision rule was investigated:

- For time intervals $\{1, 2, ..., 216\}$, send everything to network provider 1;
- For time intervals $\{216, 217, ..., 4014\}$,
  1. if $T_{215,\tau} - T_{216,\tau} \geq 1500$ and $T_{214,\tau} \leq 2000$, send the additional traffic $T_{Add}(S_\tau)$ to network provider 2;
  2. otherwise send the additional traffic $T_{Add}(S_\tau)$ to network provider 1.
- For time intervals $\{4105, 4106, ..., 4320\}$,
  1. if $T_{215,\tau} \leq 1500$, send the additional traffic $T_{Add}(S_\tau)$ to network provider 2;
  2. otherwise send the additional traffic $T_{Add}(S_\tau)$ to network provider 1.

Table 4.9: Numerical result (mean cost and standard deviation) of implementing CDR routing policy on 1,000,000 scenarios with $c_2 = 12$ for 4320 time intervals example

This routing decision was tested on 1,000,000 random scenarios (where all time intervals’ traffic follow the same uniform distribution $U(6000,14000)$ as in Instance 2), the result is shown in Table 4.9. The extended routing policy performs slightly better than the TMRP, although it is still much higher than the lower bound.
Of course, the classified routing policy should depend on both the setup of traffic
distribution and the cost of network providers. Though the one we give performs
well in our case, it is not necessarily applicable on instances with arbitrary dis-
tributions. Here we just show the possibility of developing a crude decision rule
for large size instance out of the investigation of its smaller counterpart’s decision
table, in case where the SDP model is definitely too large to be manageable.

4.5 Conclusions

The above experiments on the SDP routing policy show that, the TpTRP can
be solved by our SDP model for small instances. We demonstrate a good routing
policy which can obtain better results than the TMRP. For instances with uniform
or normal traffic distributions, our corresponding SDP model gives routing polices
whose numerical result on random data is just slightly greater than the lower
bound (given by DRP). However, for the realistically sized problem (4320 time
intervals and 5%-percentile pricing), modelling by the exact SDP yields too many
states which consumes too much computer memory to run. As an alternation,
we abstract a decision rule from the small size instances, which can be applied to
realistically sized problems and the numerical test shows that it still outperforms
the naive routing policies.

In conclusion, the DP model is a promising model for small scale TpTRP. How-
ever, more work should be done in order to make the SDP model available for
realistically sized problems. For example the Approximate Dynamic Program-
ming (ADP) as suggested by Powell [45] is a promising avenue to avoid the curse
of dimensionality. In next chapter we will follow the basic SDP structure, develop
an ADP model for the TpTRP.
Chapter 5

Approximate Dynamic Programming Model

In Chapter 3, we have shown that solving the TpTRP as an SMIP is intractable for all but the smallest instances, due to the fact that modelling of the top-percentile cost requires the introduction of integer variables within the final time stage. On the other hand, in Chapter 4 we suggested a Stochastic Dynamic Programming (SDP) model based on a discretization of the state space, which provides well performing routing policies for small sized instances. However due to the curse of dimensionality caused by discretization, the huge size of the state space prevents the use of this SDP model on larger problem instances.

It has been suggested by Powell [45] that Approximate Dynamic Programming (ADP) is a promising technique to avoid the curse of dimensionality. The focus of this part is on the application of ADP to solve the TpTRP.
5.1 Introduction to Approximate Dynamic Programming

5.1.1 Curse of dimensionality

All dynamic programs can be written in terms of a recursion that relates the value \( V_\tau(S^\tau) \) of being in a particular state \( S^\tau \) at \( \tau \) to the value of the states that we are carried into at time stage \( \tau + 1 \). In the discrete SDP model given in Chapter 4, we use a look-up table representation of \( V_\tau(S^\tau) \). That is we discretize the state \( S^\tau = \{ \hat{T}^i_{j,\tau} | i = 1, ..., n; j = 1, ..., \theta \} \) by restricting \( \hat{T}^i_{j,\tau} \) to be one of \( L \) possible values. Since \( \hat{T}^i_{1,\tau} \geq \hat{T}^i_{2,\tau} \geq ... \geq \hat{T}^i_{\theta,\tau}, \forall i \in I \), this gives a total of \( C^\theta_{L+\theta-1} = \binom{L + \theta - 1}{\theta} \) different states \( S_i^\tau \) for provider \( i \) and a total of \( \binom{L + \theta - 1}{\theta} \) different values for \( S^\tau \).

Traditional SDP calculates and tabulates a value \( V_\tau(S^\tau) \) for each possible state and time period, resulting in a total time and memory complexity of

\[
|\Gamma| \binom{L + \theta - 1}{\theta}^n.
\]

The resulting exponential increase with \( \theta \) and \( n \) is referred to in Powell [45] as the 'first curse of dimensionality' – the dimensionality in state space.

5.1.2 Main concepts in ADP

The SDP model in Chapter 4 is hit by the curse of dimensionality in two ways: first we need to evaluate \( V_\tau(S^\tau) \) for an exponential (in \( \theta \) and \( n \)) number of states and then we need to store these values. Approximate Dynamic Programming (ADP) avoids these by two modifications:

\[
\binom{L + \theta - 1}{\theta}^n \] is the number of possibilities which satisfies \( \hat{T}^i_{j,\tau} \in \Omega^\tau, j = 1, ..., \theta \) and \( \hat{T}^i_{1,\tau} \geq \hat{T}^i_{2,\tau} \geq ... \geq \hat{T}^i_{\theta,\tau} \).
Value function approximation

Instead of a look-up table, ADP approximates the value function $V_\tau(S^\tau)$ by a continuous surrogate model with a small number of parameters that need to be estimated.

Step forward in time

The other important difference is that ADP is based on an algorithmic strategy that steps forward through time, rather than backward in SDP. Let $\hat{V}_\tau^{(m)}$ represent the value function approximation for time interval $\tau$ after being trained through $(m)$ iterations. To solve ADP we choose a sample scenario for every iteration and step forward in time. At time interval $\tau$, we solve the decision problem (see equation (5.1.1) for detail) based on $\hat{V}_\tau^{(m-1)}$. Let $\hat{v}_\tau^{(m)}$ denote the optimal solution of the decision problem (5.1.1). As it is a sample estimation of $\hat{V}_\tau^{(m-1)}$, we can then update $\hat{V}_\tau^{(m-1)}$ with the value of $\hat{v}_\tau^{(m)}$. By repeating these steps, parameters of the surrogate model converge to a stable estimation of the value function.

The stochastic gradient algorithm is an optimization method for estimating the mean of a random variable over a set of random observations, which is first brought into use by Robbins and Monro [46]. It works in an iterative way, such that every time one get a sample observation on the random event, the expected value is updated according to its gradient. Generally speaking, the stochastic gradient method is observed to converge to a local minimum even when the objective function is non-convex. In ADP, we use the stochastic gradient method to estimate the value of being in a state from random samples. The process can be interpreted as applying the stochastic gradient method to the problem of finding an optimal regression function $\hat{V}_\tau(S^\tau)$ for $V_\tau(S^\tau)$.

Note that with a continuous regression model representation of the value function, although we follow a single scenario during every iteration we effectively update the value function approximation for all states when changing its coefficients. This makes the process more efficient than traditional dynamic programming, in which by each computation we obtain the value for a single, discrete state. In addition, ADP focuses computational effort on the states which are more likely to be visited, rather than treating all possible states as equally important.
5.1.3 Main procedure of ADP

The basic approximate dynamic programming algorithm is summarised below: (Powell [45])

**Step 0. Initialisation:**

**Step 0a.** Build an initial value function approximation $\bar{V}^{(0)}(S^\tau)$ for all time intervals $\tau$.

**Step 0b.** Choose an initial state $S^{1}_{(1)}$.

**Step 0c.** Set $m = 1$.

**Step 1.** Choose a sample path $\omega(m) = (\omega_{(m)}^{1}, \ldots, \omega_{(m)}^{|\Gamma|})$.

**Step 2.** For $\tau = 0, 1, 2, \ldots, |\Gamma|$ do:

**Step 2a.** Solve

$$\hat{v}_{\tau}^{(m)}(\omega_{\tau}) = \min_{x^{\tau} \in \chi^{\tau}} (E_{\omega_{\tau} \in \Omega^{\tau}} \bar{V}^{(m-1)}_{\tau+1}(S^{\tau+1}_{(m)}, \omega^{\tau}, x^{\tau})). \quad (5.1.1)$$

**Step 2b.** Update the value function approximation $\bar{V}^{(m-1)}_{\tau}(S^{\tau})$ with the value of $\hat{v}_{\tau}^{(m)}$ by stochastic gradient method (see section 5.2.3 for detail).

**Step 2c.** Compute $S^{\tau+1}_{(m)}(S^{\tau}_{(m)}, \omega^{\tau}_{(m)}, \hat{x}^{\tau})$, where $\hat{x}^{\tau}$ is the optimal solution of (5.1.1).

**Step 3.** If we have not met our stopping rule, let $m = m + 1$ and go to step 1.

5.2 ADP model for TpTRP

5.2.1 Value function approximation – regression model

As discussed in Section 5.1.1, the traditional look-up-table representation of the value function suffers from the curse of dimensionality. To estimate the value function with as few parameters as possible, in ADP we use a regression model on a continuous state space to approximate the value function. In order to get a good fit to the real value function, we need to use a form that is suited to the shape of the true value function if possible. Thus before discussing an appropriate regression model we examine several examples of value functions given by the SDP...
model in Chapter 4, to investigate their structure.

Figure 5.2.1: Examples of how function value $V_\tau(S_\tau)$ changes with a single entry of state variable (i.e. $\hat{T}_{i,\tau}^{j}$)

Figure 5.2.1 shows four examples of how the value function varies with a single entry of the state that are experimentally obtained from the SDP model. Although the value of $V_\tau(S_\tau)$ shown in these figures might not be exact since the SDP model itself is an approximation of the original problem (resulting from a discretization of the state space and restrictions on the decision space), we can still get some insight of the basic character of the value function. From these four specific examples we can see that the value function is in general neither a convex nor a concave function, sometimes it is not even smooth. Using the observation that some states (e.g. very extreme ones) in the SDP model are much less important than others, as they are rarely visited, we should focus more on the central part of the value functions.

In Lemma 4.2.1 we have proved that the value function is non-decreasing in every entry of the state. In this work we use the simplest model, linear regression to approximate the value function. Namely at state $S_\tau$, we approximate $V_\tau(S_\tau)$ by:

$$V_\tau(S_\tau) = \beta_0^\tau + \sum_{i \in I} \sum_{1 \leq j \leq \theta} \beta_{i,j}^\tau \hat{T}_{i,\tau}^{j}.$$  (5.2.1)
Although there may be more sophisticated choices, e.g. quadratic regression models which include \((T_{i,j}^\tau, T_{i,j}^\tau)\) and \((T_{i,j}^\tau, T_{\tilde{i},j}^\tau)\), \(\forall i \neq \tilde{i}\), it is non-obvious to decide which cross-terms are significant while which others are not. Simply including all cross-terms leads to far too many parameters. Therefore, we feel that the linear model will give a good trade-off between providing a satisfactory approximation, maintaining computability and avoiding the risk of over-fitting. It also provides robustness against possible spurious behaviour (locally decreasing approximations) exhibited by complex value function approximations. Actually, although it is very hard to numerically examine \(\beta\) values for all time intervals \(\tau\) and indexes \(i, j\), we can still expect that values of \(\beta_{i,j}^\tau\) are comparatively higher (impact more) than their counterpart \(\beta_{i,j}^\tau, 1 \leq j \leq \theta - 1\), particularly for time intervals toward the end of charging period. This property of \(\beta\) values can be justified with numerical results given in Section 5.3, which also justifies the choice of linear regression model.

5.2.2 Decision problem

Step 2a of the ADP algorithm requires the solution of the decision problem. In the \(m\)-th iteration, the decision problem at time interval \(\tau\) is

\[
\hat{v}^{(m)}_\tau = \min_{x^\tau \in \chi^\tau} \left( \mathbb{E}_{\omega^\tau \in \Omega^\tau} \bar{V}^{(m-1)}_{\tau+1}(S^\tau_{\tau+1} | S^\tau_{(m)} , \omega^\tau, x^\tau) \right),
\]

(5.2.2)

where \(\bar{V}^{(m-1)}_{\tau+1}\), as given by (5.2.1), is the approximation of the value function \(V_{\tau+1}\) built with the estimated coefficients after \(m - 1\) iterations. The decision problem (5.2.2) is a minimisation problem, whose objective is an expectation of the value function estimation in the next time stage. The feasible decision set \(\chi^\tau\), as discussed in the end of Section 4.2.3, consists of only the proportional decision \(x^\tau\) made on the routing of the additional traffic, while the cut-off level \(y^\tau\) is determined by Lemma 4.2.2.

It is worth investigating the exact form of this objective function. As given in (5.2.1), \(\bar{V}_{\tau+1}\) is a linear function of the state \(S^{\tau+1} = \{\hat{T}^\tau_i\}\). Further \(\bar{V}_{\tau}\) decomposes by network provider, that is if we define \(\bar{V}_{\tau,i}(S^\tau_i) = \sum_{1 \leq j \leq \theta} \beta_{i,j}^\tau \hat{T}^\tau_i\), then we can write \(\bar{V}_{\tau}(S^\tau) = \beta^\tau_0 + \sum_{i \in I} \bar{V}_{\tau,i}(S^\tau_i)\). On the other hand, the state \(S^\tau_{i+1}\) is obtained from the state \(S^\tau_i\), the decision \(x^\tau\) and the realisation of random
traffic $\hat{T} = T(\omega)$ by applying the implementation rule given in Section 4.2.3 to obtain the new traffic for network provider $i$, $\text{new} T_i$ and then reordering entries in non-increasing order. It is easy to see that for every given realisation $\hat{T}$, $\bar{V}_{\tau+1,i}(S_{i}^{\tau+1}|S_{i}^{\tau},\omega^{\tau},x_{i}^{\tau})$ is a piecewise linear function of $x_{i}^{\tau}$. In principle it is possible to give an analytic expression for $\bar{V}_{\tau+1,i}$, as in

$$
\bar{V}_{\tau+1,i}(S_{i}^{\tau+1}|S_{i}^{\tau},\omega^{\tau},x_{i}^{\tau}) = \begin{cases} 
\sum_{i \leq j \leq 0} \beta_{i}^{j+1} x_{i}^{j+1} & \text{for } T^{\tau}(\omega) \leq \sum_{i \leq j \leq 0} x_{i}^{j+1} \\
\sum_{i \leq j \leq -1} \beta_{i}^{j+1} x_{i}^{j+1} + \beta_{i}^{j+1} (x_{i}^{j+1} + s_{i}^{j+1}(T^{\tau}(\omega) - \sum_{i \leq j \leq 0} x_{i}^{j+1})) & \text{for } \sum_{i \leq j \leq 0} x_{i}^{j+1} < T^{\tau}(\omega) \leq \sum_{i \leq j \leq -1} x_{i}^{j+1} + \frac{x_{i}^{j+1} - x_{i}^{j}}{x_{i}^{j+1}} \\
\sum_{i \leq j \leq -2} \beta_{i}^{j+1} x_{i}^{j+1} + \beta_{i}^{j+1} (x_{i}^{j+1} + s_{i}^{j+1}(T^{\tau}(\omega) - \sum_{i \leq j \leq 0} x_{i}^{j+1})) + \sum_{2 \leq j \leq 1} \beta_{i}^{j+1} x_{i}^{j+1} & \text{for } \sum_{i \leq j \leq 0} x_{i}^{j+1} < T^{\tau}(\omega) \leq \sum_{i \leq j \leq -1} x_{i}^{j+1} + \frac{x_{i}^{j+1} - x_{i}^{j}}{x_{i}^{j+1}} \\
\sum_{i \leq j \leq -2} \beta_{i}^{j+1} x_{i}^{j+1} + s_{i}^{j+1}(T^{\tau}(\omega) - \sum_{i \leq j \leq 0} x_{i}^{j+1}) & \text{for } \sum_{i \leq j \leq 0} x_{i}^{j+1} < T^{\tau}(\omega) \leq \sum_{i \leq j \leq -1} x_{i}^{j+1} + \frac{x_{i}^{j+1} - x_{i}^{j}}{x_{i}^{j+1}} \end{cases}
$$

With this the objective function of the decision problem becomes:

$$
E_{\omega^{\tau}}(\bar{V}_{\tau+1}(S_{i}^{\tau+1}|S_{i}^{\tau},\omega^{\tau},x_{i}^{\tau})) = \int_{\omega^{\tau}} f(\omega)\beta_{0}^{T} d\omega^{\tau} + \sum_{i \leq j} \int_{\omega^{\tau}} f(\omega)\bar{V}_{\tau+1,i}(S_{i}^{\tau+1}|S_{i}^{\tau},\omega^{\tau},x_{i}^{\tau}))d\omega^{\tau},
$$

(5.2.3)

which is difficult to simplify further due to the complex form of $\bar{V}_{\tau+1,i}(S_{i}^{\tau+1}|S_{i}^{\tau},\omega^{\tau},x_{i}^{\tau}))$. This means, we cannot generally write down an analytical expression (like what we did for $\bar{V}_{\tau+1,i}(S_{i}^{\tau+1}|S_{i}^{\tau},\omega^{\tau},x_{i}^{\tau}))$ for the expectation (5.2.3), as a piecewise function of $x_{i}^{\tau}$.

In the solution of the ADP model, decision problem (5.2.2) changes from iteration to iteration, according to the current estimation of regression parameters. This has been confirmed numerically by Monte Carlo simulation. In addition, it is obvious that $\bar{V}_{\tau+1,i}(S_{i}^{\tau+1}|S_{i}^{\tau},\omega^{\tau},x_{i}^{\tau}))$ is continuous and monotone in $x_{i}^{\tau}$ for every single network provider $i$. Nevertheless, combining them together (on the subspace given by $\sum_{i \leq j} x_{i}^{\tau} = 1$) and taking the expectation over random traffic, there is no reason to expect the resulting objective function of the decision problem (5.2.3) to be either monotone, or convex. Therefore an algorithm based on cutting planes as suggested by Powell [45] cannot be used. In addition, since the objective is given by an expectation (5.2.3) which we are unable to evaluate
analytically, any function or gradient evaluations are expensive and inexact.

As we need to solve the decision problem at every time stage for every iteration, we require an optimisation method that is efficient (solves the problem in reasonable time) and reliable (finds the optimal or near optimal solution). We have settled to solving this problem by a simple discretization of the decision space, i.e., generating several discrete decisions (for example $\chi^\tau_i = \{0.0, 0.1, 0.2...1.0\}$), calculating their objective value according to expression (5.2.3) and choosing the best one. Although we cannot find the exact optimal solution of the decision problem with this method, it gives a good compromise between speed and accuracy. We can see from the numerical results given in Section 5.3.2 that the practical advantage from solving the decision problem more accurately is minimal.

**Computational complexity analysis**

To train the ADP model, we need to solve the decision problem (5.2.2) for every time stage during every iteration (with different parameters). This forms a crucial part in the ADP scheme. It is worthwhile to discuss the computational complexity of it.

As said above, the decision problem is solved by simple enumeration. The number of discrete decisions to evaluate increases exponentially with $n$, the number of network providers available to use. With the same number of discretizations in every provider (where in this work we use $|D| = 11$ in all experiments, namely we numerically examine $x^\tau_i \in D = \{0.0, 0.1, 0.2...1.0\}$ and select the one with minimum objective as the final decision), instances with $n$ network providers possess a decision pool with $|D|^{n-1} = 11^{n-1}$ feasible decisions (as $\sum_{i \in I} x^\tau_i = 1$ restricts the freedom in one dimension of $n$). Nevertheless, the difficulty of searching for a solution does not increase exponentially with the number of network providers. This is caused by the fact that, the solution of the decision problem consists of two parts: evaluating expectations for all feasible decisions and comparing them to find the best solution. We discuss them separately.

1. Evaluating expectations for all feasible decisions:

   In our problem the state decomposes by provider: $S^\tau = \{S^\tau_i | i = 1,..., n\}$, where $S^\tau_i = \{\hat{T}^\tau_{i, j} | j = 1,..., \theta\}$. According to the state dynamic we discussed
in Section 4.2.4, we can see that Bellman’s equation which connects \( V_{\tau+1} \) to \( V_\tau \) is separable by network providers as well. Thus for every \( i \in I \) and all entries in \( D \), we can calculate

\[
\mathbb{E}_{\omega^\tau}(\bar{V}_{\tau+1,i}(S_i^{\tau+1}|S_i^\tau, \omega^\tau, x_i^\tau)) = \int_{\omega^\tau} f(\omega^\tau) \bar{V}_{\tau+1,i}(S_i^{\tau+1}|S_i^\tau, \omega^\tau, x_i^\tau))d\omega^\tau.
\]

(5.2.4)
The integrand \( \bar{V}_{\tau+1,i}(S_i^{\tau+1}|S_i^\tau, \omega^\tau, x_i^\tau)) \) is a piecewise linear function of \( x_i^\tau \) (due to the reordering of traffic volumes in the enlarged state (4.2.4)) consisting of \( \theta \) pieces, where the integral over each piece requires \( \theta \) multiplications. Thus to evaluate the expectation in (5.2.3), it requires a computational complexity of \( \mathcal{O}(\theta^2) \). For a problem with \( n \) network providers and \( |D| \) discrete decisions to evaluate, this step introduces a total complexity of \( n|D|\mathcal{O}(\theta^2) \).

2. Comparing the expected cost of all feasible decisions to find the best solution:

Given values of \( \mathbb{E}_{\omega^\tau}(\bar{V}_{\tau+1,i}(S_i^{\tau+1}|S_i^\tau, \omega^\tau, x_i^\tau)) \) for all \( i \in I \), finding the expectation corresponding to decision \( x^\tau = \{x_i^\tau| \sum_{i \in I} x_i^\tau = 1, i \in I\} \in |D|^n \) requires a summation of \( \mathbb{E}_{\omega^\tau}(\bar{V}_{\tau+1,i}(S_i^{\tau+1}|S_i^\tau, \omega^\tau, x_i^\tau)) \) over \( i \). Comparing all feasible decisions we select the best one as the solution. While this step has a complexity of \( \mathcal{O}(n|D|^{n-1}) \), the calculations involved are trivial, and for reasonable numbers of network providers (\( n < 5 \)) computation time is dominated by step 1 with linear complexity. (Numerical experiments show that the expectation calculation step takes around 90% of the time in solving the decision problem for \( n = 2 \) instances and 89% for \( n = 3 \) instances). Numerical results on instances with 2 and 3 network providers in Section 5.3.3 confirm that indeed the solution time grows linearly with \( n \).

**Consideration of the post-decision state**

It is strongly recommended by Powell [45] to use post-decision states, in order to avoid the difficulty of computing the expectation within the decision problem (5.2.2). Unlike the current state variable \( S^\tau \) which we are using, the post-decision state variable \( \tilde{S}^\tau \) is defined as the state immediately after we make a decision \( x \). Let \( \tilde{V}^\tau_\tau(\tilde{S}^\tau) \) be the value of being in state \( \tilde{S}^\tau \), we have:
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\[ V_\tau(S_\tau) = \min_{x^\tau \in \chi^\tau} (C_\tau(S_\tau, x^\tau) + \tilde{V}_x^\tau(\tilde{S}_x^\tau)), \quad (5.2.5) \]

where \( C_\tau(S_\tau, x^\tau) \) indicates the immediate cost by taking action \( x^\tau \) at state \( S_\tau \).

Note that in the TpTRP there is no such term. This formulation is for the general case of ADP. We also have:

\[ \tilde{V}_x^\tau(\tilde{S}_x^\tau) = \mathbb{E}_{\omega^\tau}(V_{\tau+1}(S_{\tau+1}+1)|\tilde{S}_x^\tau). \quad (5.2.6) \]

Substituting (5.2.4) into (5.2.5), we obtain the optimality equation around the post-decision state variable:

\[ \hat{\nu}_\tau^{(m)} = \min_{x^\tau \in \chi^\tau} (C_\tau(S_{\tau(m)}, x^\tau) + \tilde{\nu}_x^{\tau(m)}(\tilde{S}_x^{(\tau-1)}(m))). \quad (5.2.7) \]

Thus the decision problem is now a deterministic optimization problem, which should be computationally easier to solve. On the other hand, every time we solve (5.2.6) to optimality, the optimal objective \( \hat{\nu}_\tau^{(m)} \) forms a sample of the value of being in state \( \tilde{S}_x^{(\tau-1)}(m) \). Thus we can update the post-decision value function approximation according to it.

Unfortunately, it seems that the use of post-decision states is not beneficial in the given setup of TpTRP. The reasons are as follows:

- We can find no better choice for the post-decision state than the augmented state \( (S_\tau, x^\tau) \), since the decision \( x^\tau \) can provide no valuable information on the current state variable without knowing the traffic realisation.

- As we choose to define the post-decision state as the augmented state, the problem becomes a Q-learning problem (as discussed in Chapter 8 in
But the structure of the TpTRP (namely that only the final stage contributes to cost) means there is no immediate cost \( C_\tau(S_\tau, x_\tau) \) for any stage \( \tau = 1, \ldots, |\Gamma| - 1 \). Thus, the Q-factor \( Q_\tau^x = \bar{V}_x(\tau, S_\tau, x_\tau) \) which is minimised by the decision problem is solely described by the type of function used to approximate \( \bar{V}_x \) around the post-decision state \((S_\tau, x_\tau)\). The proper choice of regression model for \( \bar{V}_x(S_\tau, x_\tau) \) is crucial now for success. In particular our linear model cannot be used anymore.

- Of course, we can still attempt to find a ‘proper’ type of function which can catch all the features of the value function around the post-decision state, though it will be very difficult and dangerous. Any choice for \( \bar{V}_x(S_\tau, x_\tau) \) that is separable (i.e. \( \bar{V}_x(S_\tau, x_\tau) = \bar{V}_x(S_\tau) + \bar{V}_x(x_\tau) \)), in particular our original linear model, would result in optimal decisions \( x \) that are independent of the current state, which is clearly not desirable. The regression model would therefore need to include non-separable terms (such as \( T^j_{i_\tau}x_{i_\tau}^\tau; \forall i, \tilde{i} \in I; \forall 1 \leq j \leq \theta \)), the choice of which is non-obvious. Simply including all cross-terms leads to far too many parameters.

With the above arguments, we think the post-decision state is not making the problem easier to solve, thus we keep our current model with the pre-decision state.

### 5.2.3 Recursive methods for regression model – parameter estimation

We assume we are given an initial approximation \( \bar{V}_x^{(0)}(S_\tau) \) of \( V_\tau(S_\tau) \) for all \( \tau \). In iteration \( m \), we update \( \bar{V}_x^{(m)} \) from its previous estimate \( \bar{V}_x^{(m-1)} \). As in the parametrised model (5.2.1), the value function approximation after \( m \) iterations can be written as \( \bar{V}_x^{(m)}(S_\tau) = \bar{V}_x(S_\tau, \beta_{\tau,(m)}) \), where \( \beta_{\tau,(m)} = \{\beta_{0,\tau,(m)}, \beta_{i,j,\tau,(m)} \mid i \in I; j = 1, \ldots, \theta\} \). To find the optimal parameters for the regression model, for every time interval \( \tau \) we want to find \( \beta_\tau \) that solve:

\[
\min_{\beta_\tau} \mathbb{E}_{\omega_\tau}[(\bar{V}_\tau(S_\omega_\tau, \beta_\tau) - \hat{v}_{\tau}^{(m)}(S_\omega_\tau))^2],
\]

where \( \hat{v}_{\tau}^{(m)}(S_\omega_\tau) \) is the sample estimate of the real function value \( V_\tau(S_\tau) \) obtained
by solving (5.2.2). In ADP model however, we approximate the optimal solution of (5.2.8) using an iteratively updating scheme, which is known as the stochastic gradient algorithm by Robbins and Monro [46]:

$$\beta^{\tau,(m)} = \beta^{\tau,(m-1)} - \alpha_{m-1} [\nabla_{\beta^{\tau,(m-1)}} V_{\tau}(S^T_{\omega_{\tau,(m)}}, \beta^{\tau,(m)}) - \hat{v}_{\tau}^{(m)}(S^T_{\omega_{\tau,(m)}})] \nabla_{\beta^{\tau,(m-1)}} V_{\tau}(S^T_{\omega_{\tau,(m)}}, \beta^{\tau,(m)}).$$  

(5.2.9)

The value $\alpha_m$ in formula (5.2.9) is the updating step-size from iteration $m$ to $m+1$, which tells us how far we should go in the direction of $\nabla_{\beta^{\tau,(m-1)}} V_{\tau}(S^T_{\omega_{\tau,(m)}}, \beta^{\tau,(m)})$. Finding the proper step-size $\alpha_m$ is one of the challenges in ADP. Theoretical analyses of the stochastic gradient algorithm (see Kushner and Yin [34], Wasan [59]) requires step-sizes satisfying $\sum \alpha_m = \infty, \sum \alpha_m^2 < \infty$ for convergence. However, in the given situation where the target $\hat{v}_{\tau}$ is changing with each iteration, which is the case in ADP as in ADP $\hat{v}_{\tau}^{(m)}$ denotes the sample estimation of value function which is also defined over time, the typical $1/n$ rule puts too large a weight to the earlier iterations, leading to the premature convergence (termed “apparent convergence” in Powell [45]). In this work we use McClain’s formula [39]:

$$\alpha_{MC}^{m} = \frac{\alpha_{MC}^{m-1}}{1 + \alpha_{MC}^{m-1} - \bar{\alpha}},$$

where $\bar{\alpha}$ is a specified parameter. This step-size is a typical deterministic step-size suggested by W.B. Powell in [45] Chapter 6, which avoids dropping to zero too quickly. Steps generated by McClain’s formula satisfy $\alpha_{MC}^{m} > \alpha_{MC}^{m+1} > \bar{\alpha}$. McClain’s rule combines the features of the $1/n$ rule which is ideal for stationary data and constant step-sizes for non-stationary data.

In addition to the 'smoothing factor’ ($0 < \alpha_m \leq 1$), an important practical problem is the scaling of units of the left hand side and the right hand side in the updating equation (5.2.9). Since the value of $\beta^{\tau,(m-1)}$ and the gradient $\nabla_{\beta^{\tau,(m-1)}} V_{\tau}(S^T_{\omega_{\tau,(m)}}, \beta^{\tau,(m)})$ (which is actually $\hat{T}_{i,j}$ according to (5.2.1)) may possess completely different scale, we follow the suggestion of Powell [45] to use an adaptively chosen $\alpha_0$ to cover this difference. Thus our step-size consists of two components, which means $\alpha_m = \alpha_0 \alpha_{MC}^{m}$. As we expect the $\beta^{\tau,(m)}$ to move monotonically at the beginning of the algorithm and start to alternate near convergence, we will increase $\alpha_0$ as long as we observe monotonic behaviour in the
\( \beta^{\tau,(m)} \) for the first few iterations and decrease it otherwise.

### 5.2.4 Stopping criterion

As in ADP we update the value function estimation iteratively, the question of when to stop becomes an important practical issue. Generally speaking, in ADP we expect to end up with a converged set of coefficients for our regression model. However, as we introduced many parameters in the value function estimation, it is hard to define a single guideline for convergence which works well for all coefficients. In addition, stochastic gradient algorithms typically converge rapidly at the beginning and then vibrate with noise. As we are interested primarily in a sensible routing policy rather than the exact optimal regression model, we use a heuristic that numerically evaluates the mean cost over every 10,000 runs and stops once we observe alternating values rather than monotonic increase or decrease. For more detail please see Section 5.3.1.

### 5.2.5 ADP algorithm for TpTRP

Thus the complete ADP algorithm for our TpTRP is summarised below:

---

**Step 0.** Initialisation:

**Step 0a.** Build value function approximation

\[
\hat{V}_\tau(S_\tau, \beta^{\tau}) = \beta^{0}_{\tau} + \sum_{i \in I} \sum_{1 \leq j \leq \theta} \beta^{\tau}_{i,j} \hat{T}^{j,\tau}_{i},
\]

with initial choice \( \beta^{0}_{\tau,0} = 0, \beta^{\tau}_{i,j}(0) = 0, 0 \leq j \leq \theta, \forall i \in I, \forall \tau \in \Gamma. \)

**Step 0b.** Choose an initial state \( S^{\tau}_{(1)} \), set \( m = 1 \).

**Step 1.** Choose a sample path \( \omega^{(m)} = (\omega^{(m)}_1, ..., \omega^{(m)}_{\Gamma}) \).

**Step 2.** For \( \tau = 0, 1, 2, ..., \Gamma \) do:

**Step 2a.** Solve

\[
\hat{v}^{(m)}_{\tau}(S^{\tau}_{(m)}) = \min_{x^{\tau} \in \chi^{\tau}} (E_{\omega^{\tau} \in \Omega^{\tau}} \hat{V}^{(m-1)}_{\tau+1}(S^{\tau+1}_{(m)}|S^{\tau}_{(m)}, \omega^{\tau}, x^{\tau}))
\]

by selecting the best one from \( \chi^{\tau} = \{x^{\tau} \in \{0.0, 0.1, 0.2...1.0\}| \sum_{i \in I} x^{\tau}_i = 1\} \).

**Step 2b.** Let \( \beta^{\tau,(m)} = \{\beta^{\tau,0}_{0}, \beta^{\tau,j}_{i} \mid i \in I; j = 1, ..., \theta\} \) indicate the \( \beta \) values...
after \( m \) iterations, update \( \bar{V}_\tau^{(m-1)} \) by stochastic gradient algorithm:

\[
\beta_{\tau,(m)} = \beta_{\tau,(m-1)} - \alpha_{m-1} \left[ \nabla_{\beta_{\tau,(m-1)}} \bar{V}_\tau(S^{\tau}_{(m)}, \beta_{\tau,(m)}) - \hat{v}^{(m)}_\tau(S^{\tau}_{(m)}) \right] \nabla_{\beta_{\tau,(m-1)}} \bar{V}_\tau(S^{\tau}_{(m)}, \beta_{\tau,(m)})
\]

with \( \alpha_m = \alpha_0 \frac{a_m}{\alpha_{m-1} - \alpha_0} \).

**Step 2c.** Compute \( S^{\tau+1}_{(m)}(S^{\tau}_{(m)}, \omega^{\tau}_{(m)}, \hat{x}^{\tau}) \), where \( \hat{x}^{\tau} \) is the solution of (5.2.10).

**Step 3.** If we have not met our stopping rule described in Section 4.4, let \( m = m + 1 \) and go to step 1.

---

### 5.3 Numerical results

#### 5.3.1 Numerical results on TpTRP instances with 10 periods

In this section we give numerical results on several small instances of the TpTRP which we used to test the SDP model in Chapter 4. We use the same instance index system as before.

**Mean cost**

To evaluate the quality of the routing policy obtained from the ADP model, we examine it in a simulation of 1,000,000 random scenarios taken from the original distribution on all the instances shown in Section 4.4.1. As before we compare the results against the following benchmarks:

- **SRP** - Single-homing Routing Policy, i.e. send everything to the cheapest network provider – provider 1;
- **TMRP** - Trivial Multi-homing Routing Policy, i.e. send traffic volumes in the \( \theta - 1 \) periods with highest expected mean to the expensive provider and all the rest to the cheaper one. In this way the ISP is only charged by the cheapest network provider, but uses the free time intervals of all network providers;
- SDPRP - Stochastic Dynamic Programming Routing Policy given as a discrete look-up table by solving the SDP model in Chapter 4, which requires discretization of the traffic region. We repeat the model with different number of discretization levels ($L$ in Table 5.1) used;

- DRP - Deterministic Routing Policy, i.e. assuming we know all traffic volumes in advance. The optimal routing policy (as proved in Section 2.3.1) is to send the $\theta - 1$ highest traffic volumes to the expensive provider and the rest to the cheaper one. Note that as we assume that we have full knowledge of the traffic ahead in time, the DRP is not implementable. It provides us with lower bound on all the stochastic routing policies.

Numerical results on mean cost and standard deviation with different cost ratios $c_2/c_1$ are summarised in Table 5.1, 5.2, 5.3 and Figure 5.3.1. In Figure 5.3.1, each sub-figure is corresponding to one instance and consisting of 3 groups of columns, which in order give the relevant results for $c_2 = 11$, $c_2 = 12$ and $c_2 = 15$. Each group consists of 4 columns, 3 in green and 1 in yellow. Green columns
<table>
<thead>
<tr>
<th>Instance</th>
<th>SRP</th>
<th>TMRP</th>
<th>L</th>
<th>SDPRP</th>
<th>ADPRP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>118178.53±10.28</td>
<td>113335.54±11.93</td>
<td>7</td>
<td>107219.29±12.69</td>
<td>106909.86±12.18</td>
<td>103637.95±11.50</td>
</tr>
<tr>
<td></td>
<td>113440.25±7.52</td>
<td>104294.38±7.86</td>
<td>14</td>
<td>108743.12±7.53</td>
<td>103254.88±7.45</td>
<td>102303.09±6.99</td>
</tr>
<tr>
<td></td>
<td>106564.38±4.18</td>
<td>104727.88±4.48</td>
<td>14</td>
<td>102868.01±4.51</td>
<td>102470.25±4.30</td>
<td>101226.33±3.89</td>
</tr>
<tr>
<td></td>
<td>113697.78±6.60</td>
<td>103859.41±6.28</td>
<td>14</td>
<td>103536.49±6.10</td>
<td>103450.85±6.15</td>
<td>102587.85±5.35</td>
</tr>
<tr>
<td></td>
<td>113404.28±5.48</td>
<td>103307.22±5.67</td>
<td>14</td>
<td>103170.72±6.15</td>
<td>103082.86±5.77</td>
<td>102690.17±5.32</td>
</tr>
</tbody>
</table>

Table 5.1: Numerical results (mean cost ± s.d.) of implementing routing policies on 1,000,000 random scenarios with $c_2 = 11$

<table>
<thead>
<tr>
<th>Instance</th>
<th>SRP</th>
<th>TMRP</th>
<th>L</th>
<th>SDPRP</th>
<th>ADPRP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>118178.53±10.28</td>
<td>113335.54±11.93</td>
<td>7</td>
<td>107219.29±12.69</td>
<td>106909.86±12.18</td>
<td>103637.95±11.50</td>
</tr>
<tr>
<td></td>
<td>113440.25±7.52</td>
<td>104294.38±7.86</td>
<td>14</td>
<td>108743.12±7.53</td>
<td>103254.88±7.45</td>
<td>102303.09±6.99</td>
</tr>
<tr>
<td></td>
<td>106564.38±4.18</td>
<td>104727.88±4.48</td>
<td>14</td>
<td>102868.01±4.51</td>
<td>102470.25±4.30</td>
<td>101226.33±3.89</td>
</tr>
<tr>
<td></td>
<td>113697.78±6.60</td>
<td>103859.41±6.28</td>
<td>14</td>
<td>103536.49±6.10</td>
<td>103450.85±6.15</td>
<td>102587.85±5.35</td>
</tr>
<tr>
<td></td>
<td>113404.28±5.48</td>
<td>103307.22±5.67</td>
<td>14</td>
<td>103170.72±6.15</td>
<td>103082.86±5.77</td>
<td>102690.17±5.32</td>
</tr>
</tbody>
</table>

Table 5.2: Numerical results (mean cost ± s.d.) of implementing routing policies on 1,000,000 random scenarios with $c_2 = 12$

show the performance of SDP routing policy with 7, 14 or 28 discretization levels in turn, while the yellow column shows the performance of ADP routing policy. Performance in these figures are given in a proportional manner, where the value of a column corresponding to routing policy $X$ is equal to $(X-DRP)/(TMRP-DRP)$. Namely 0 means $X$ works as well as DRP, while 1 means it works same as TMRP. Therefore, any routing policy that is above 1 (above the horizontal line) is obviously not desirable.
Table 5.3: Numerical results (mean cost ± s.d.) of implementing routing policies on 1,000,000 random scenarios with $c_2 = 15$

We can see that the ADP routing policy outperforms the TMRP in most cases and works better than the SDP routing policy using a coarse discretization (e.g. $L = 7$ and 14). Sometimes, the ADP routing policy can be even better than SDP with $L = 28$ (e.g. in Instance 5), which is the finest model for which SDP could be solved. We think the reason for ADP outperforming SDP is due to the fact that, in SDP the new random traffic is rounded to the nearest tabulated value before taking a decision. However, the ADP model approximates the value function with a continuous linear regression model, thus the decision is made based on the real value of the state. Apart from this, ADP focuses attention on the states that are actually visited. As in normally distributed instances the traffic is more clustered around the mean, we get more updates, and thus coefficients that better represent the states that are more likely to occur. We think this is why for the normally distributed traffic (i.e. Instances 4, 5 and 7) the ADP routing policy seems to perform better compared to the uniformly distributed cases (Instances 2, 3 and 6). In conclusion, the ADP model gives very promising results with the linear regression model.

Convergence and resource usage

Apart from the mean cost, another important practical issue is running time of a model, specifically the convergence time in the ADP model. As notified in
Section 5.2.4, we justify the convergence of our model by evaluating the mean cost of implementing the routing policy derived from the current coefficients over every 10,000 iterations.

![Graphs showing mean cost variation with iterations for different instances.](image)

Figure 5.3.2: Mean cost varies with iterations (x-axis unit is 10,000 iterations) – convergence

Figure 5.3.2 shows how the mean cost varies with time (x-axis is an units on the 10,000 iterations) for each instance. We see that initial convergence is fast (within 100,000 iterations or so), and after which, it varies almost purely with noise. We try to identify by a heuristic the onset of noise and stop the algorithm then. The resulting numbers of iterations until convergence was determined are given in Table 5.4.

In addition to the running time, the ’curse of dimensionality’ in the SDP model
also manifests itself in high memory use. In Table 5.4 we summarise the running time and the memory consumption (theoretical) in the solution of the ADP and SDP model.

<table>
<thead>
<tr>
<th>Instance</th>
<th>ADP model</th>
<th>SDP model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iterations</td>
<td>Time</td>
</tr>
<tr>
<td>Instance 2</td>
<td>80,000</td>
<td>9.391s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 3</td>
<td>70,000</td>
<td>7.481s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 4</td>
<td>130,000</td>
<td>170.824s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 5</td>
<td>120,000</td>
<td>130.022s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 6</td>
<td>180,000</td>
<td>16.108s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 7</td>
<td>120,000</td>
<td>131.606s</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: Comparison of problem size and resource consumption

In Table 5.4, the first column shows the number of iterations needed to see the convergence of the ADP model, while the second column shows the running time. We can see that in Instances 2, 3 and 6 the solution times of ADP are comparable with the 14-level SDP model, while for Instances 4, 5 and 7 the latter runs faster. This is caused by the fact that, in ADP we need to calculate the expected function value over continuous region when solving the decision problem, for normal distribution it takes much more time than for the uniform distribution.

However, the most significant advantage of ADP model is that it does not require to discretize the traffic region, but works with a continuous state space. Thus instead of needing to record all decisions explicitly at every node in the DP tree, we need to store only the coefficients of the regression model, thus requiring much less memory. In fact the memory requirements of the ADP model are increasing linearly with the top-percentile parameter $\theta$ and the number of network providers $n$. This solves the ‘curse of dimensionality’ of the SDP model.
5.3.2 Solving the decision problem to higher accuracy

As stated above, the decision problem (5.2.2) is not convex, thus not easy to solve quickly to optimality. So far the decision problem has been solved by trying all decisions \{0.0, 0.1, 0.2, ..., 1.0\} and choosing the one which leads to the best objective. In Table 5.5 we investigate the effect of solving the decision problem to a higher accuracy, by choosing from decisions \{0.00, 0.01, 0.02, ..., 1.00\}.

<table>
<thead>
<tr>
<th>Instance</th>
<th>ADPRP_0.1</th>
<th>ADPRP_0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Cost</td>
<td>Running Time</td>
</tr>
<tr>
<td>Instance 2</td>
<td>107335.60±12.35</td>
<td>9.391s</td>
</tr>
<tr>
<td>Instance 3</td>
<td>103361.52±7.50</td>
<td>7.481s</td>
</tr>
<tr>
<td>Instance 4</td>
<td>102561.69±4.31</td>
<td>170.824s</td>
</tr>
<tr>
<td>Instance 5</td>
<td>105418.83±4.78</td>
<td>130.022s</td>
</tr>
<tr>
<td>Instance 6</td>
<td>103553.42±5.97</td>
<td>16.108s</td>
</tr>
<tr>
<td>Instance 7</td>
<td>103130.13±6.11</td>
<td>131.606s</td>
</tr>
</tbody>
</table>

Table 5.5: Comparison of mean cost (± s.d.) and resource consumption of ADPRP_0.1 and ADPRP_0.01, \(c_2 = 12\)

We can see that this does not enhance the quality of ADP solution (differences in mean cost are not statistically significant), while of course increasing solution time. We therefore argue that our primitive but fast method to solve the decision problem is justified.

5.3.3 43-period TpTRP instances with more network providers

To justify the argument on computational analysis in Section 5.2.2, we examine the ADP model on several 43-period testing instances with 2 or 3 network providers, in which all network providers use top-5 percentile pricing (charge based on the 3rd highest volume of traffic). Every time interval’s traffic follows uniform distribution in Instances 2, 3 and 6 (i.i.d for Instance 2 and time-varying for Instances 3 and 6), or normal distribution in Instances 4, 5 and 7 (i.i.d for Instance 4 and time-varying for Instances 5 and 7). The parameter for this time varying pattern (assuming every group of \([T/10]\) time intervals follow a same distribution) is displayed in Figures 4.4.1 and 4.4.2.

For every one of these instances, we build an ADP model and then train it to get the converged value function estimations. Then we generate the routing
decision using the estimated value function when testing the ADP routing policy (ADPRP) on a simulation of 1,000,000 random scenarios. Numerical results for instances with 2 and 3 network providers are given in Table 5.6 and 5.7. Note that here we only consider the case where $c_2 = 12$.

<table>
<thead>
<tr>
<th>Instance</th>
<th>SRP</th>
<th>TMRP</th>
<th>ADPRP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 2,43 $n=2$</td>
<td>134547.77±3.00</td>
<td>134289.64±3.14</td>
<td>132346.89±3.87</td>
<td>130914.21±3.78</td>
</tr>
<tr>
<td>Instance 2,43 $n=3$</td>
<td>134547.77±3.00</td>
<td>134003.29±3.29</td>
<td>130611.56±3.89</td>
<td>127277.11±4.36</td>
</tr>
<tr>
<td>Instance 3,43 $n=2$</td>
<td>131378.26±4.34</td>
<td>130284.84±4.75</td>
<td>127333.51±5.34</td>
<td>125797.11±4.88</td>
</tr>
<tr>
<td>Instance 3,43 $n=3$</td>
<td>131378.26±4.34</td>
<td>128895.05±5.21</td>
<td>124412.87±5.42</td>
<td>120829.20±4.48</td>
</tr>
<tr>
<td>Instance 4,43 $n=2$</td>
<td>115540.86±3.01</td>
<td>115301.25±3.03</td>
<td>113381.16±2.89</td>
<td>112457.28±2.54</td>
</tr>
<tr>
<td>Instance 4,43 $n=3$</td>
<td>115540.86±3.01</td>
<td>115040.92±3.06</td>
<td>111703.39±2.84</td>
<td>110246.16±2.31</td>
</tr>
<tr>
<td>Instance 5,43 $n=2$</td>
<td>122388.79±3.15</td>
<td>122115.87±3.59</td>
<td>120204.57±3.47</td>
<td>119283.57±3.00</td>
</tr>
<tr>
<td>Instance 5,43 $n=3$</td>
<td>122388.79±3.15</td>
<td>120424.92±3.36</td>
<td>117650.93±3.03</td>
<td>116255.73±2.51</td>
</tr>
<tr>
<td>Instance 6,43 $n=2$</td>
<td>133510.15±2.41</td>
<td>132967.80±2.50</td>
<td>131955.83±2.97</td>
<td>130639.33±2.56</td>
</tr>
<tr>
<td>Instance 6,43 $n=3$</td>
<td>133510.15±2.41</td>
<td>132350.95±2.59</td>
<td>130548.17±2.73</td>
<td>128161.59±2.62</td>
</tr>
<tr>
<td>Instance 7,43 $n=2$</td>
<td>130054.11±3.27</td>
<td>129985.05±3.29</td>
<td>127448.02±2.92</td>
<td>126584.66±2.77</td>
</tr>
<tr>
<td>Instance 7,43 $n=3$</td>
<td>130054.11±3.27</td>
<td>129913.40±3.31</td>
<td>127061.02±2.58</td>
<td>124060.68±2.51</td>
</tr>
</tbody>
</table>

Table 5.6: Numerical result (mean cost ± s.d.) of implementing routing policies on 1,000,000 random scenarios

<table>
<thead>
<tr>
<th>Instance</th>
<th>ADPRP $n=2$</th>
<th>ADPRP $n=3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Iterations</td>
<td>Running Time</td>
</tr>
<tr>
<td>Instance 2,43</td>
<td>200,000</td>
<td>99.674s</td>
</tr>
<tr>
<td>Instance 3,43</td>
<td>300,000</td>
<td>134.272s</td>
</tr>
<tr>
<td>Instance 4,43</td>
<td>700,000</td>
<td>3697.362s</td>
</tr>
<tr>
<td>Instance 5,43</td>
<td>400,000</td>
<td>2187.375s</td>
</tr>
<tr>
<td>Instance 6,43</td>
<td>600,000</td>
<td>276.695s</td>
</tr>
<tr>
<td>Instance 7,43</td>
<td>200,000</td>
<td>1264.290s</td>
</tr>
</tbody>
</table>

Table 5.7: Comparison of running time of ADPRP $n=2$ and ADPRP $n=3$

From Table 5.6 we can see that the ADP routing policy performs better than trivial routing policies (SRP and TMRP) and close to the lower bound given by the deterministic model (DRP). The data shown in Table 5.7 indicates the number of iterations required by the ADP model to converge and the corresponding running time. We can see that it needs around 1.5 times longer solution time (per iteration) than the model with 2 network providers, which justifies the argument that difficulty in solving the ADP model grows linearly with the number of network providers.
5.3.4 Solving realistically sized instances with aggregation method

Despite the improvement in terms of time and memory consumption of the ADP model over the SDP model, we are still not in a position to solve the realistically sized problem instances with thousands of time intervals directly. Rather we suggest to aggregate time periods, such that one model $V_\tau(S^\tau)$ is used for 100 time periods. Straightforward application of ADP to such a model would result in updating the parameters $\beta^\tau_i$ for one particular $V_\tau(S^\tau)$ for 100 consecutive times before moving on to $V_{\tau+1}(S^\tau)$, resulting in slow convergence. To speed up convergence we instead aggregate each scenario $\omega_m \in \mathbb{R}^{|\Gamma|}$ into a compact sample with $|\Gamma|/100$ components and use this to update in effect a $|\Gamma|/100$-time period model.

Table 5.8 gives the performance for this approach on a 4320-time period model (the information on running time is given in Table 5.7 for $n = 2$).

<table>
<thead>
<tr>
<th>Instance</th>
<th>SRP</th>
<th>TMRP</th>
<th>ADPRP</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 2</td>
<td>136000.08±26.32</td>
<td>135789.57±27.54</td>
<td>134335.36±37.21</td>
<td>132008.21±36.92</td>
</tr>
<tr>
<td>Instance 3</td>
<td>133874.68±19.03</td>
<td>133022.12±24.19</td>
<td>129956.59±31.54</td>
<td>127791.87±21.00</td>
</tr>
<tr>
<td>Instance 4</td>
<td>116466.16±32.85</td>
<td>116216.75±33.28</td>
<td>114318.44±42.26</td>
<td>112840.00±25.99</td>
</tr>
<tr>
<td>Instance 5</td>
<td>124737.71±37.47</td>
<td>123666.23±38.71</td>
<td>121618.19±42.35</td>
<td>120235.63±30.27</td>
</tr>
<tr>
<td>Instance 6</td>
<td>134780.66±22.90</td>
<td>134302.58±23.59</td>
<td>133008.55±35.81</td>
<td>131646.65±25.19</td>
</tr>
<tr>
<td>Instance 7</td>
<td>130453.99±33.93</td>
<td>130375.86±34.34</td>
<td>128668.28±41.70</td>
<td>126368.03±27.88</td>
</tr>
</tbody>
</table>

Table 5.8: Numerical results (mean cost ± s.d.) of implementing the 43-periods aggregated ADP routing policy on a realistically sized instance using 1,000 scenarios, $c_2 = 12$

Comparing with the numerical results for Instance 2 given by the ‘classified decision rule’ we developed in Section 4.4.3 (by implementing which the mean cost is 135792.52 ± 2.76 over 1,000,000 scenarios), we can see that the stated ADP-time aggregation method works much better. Generally speaking, the ADP-time aggregation model performs well on a 4320-period problem, consistently closing the gap between the TMRP and DRP by 40% – 60%.
5.4 Conclusions

In this chapter we have developed an ADP model to solve the TpTRP problem. Rather than using the discrete look-up table representation of the value function used in SDP, ADP approximates the value function by a proper regression model and updates its coefficients iteratively with fresh sample scenarios to get the final estimate. As all calculations are performed on a continuous state space, ADP overcomes the curse of dimensionality present in the SDP model which prevented larger instances to be solved.

ADP compares favourable to the SDP model in the solution of small instances (10-periods ones). Routing policies derived from ADP model are no worse than those generated from 14-levels SDP model and sometimes even outperform the SDP routing policy with 28-levels, while the running time is much smaller. By combining ADP with time aggregation we can solve realistically sized instances with thousands of time periods in a reasonable time. The routing policies obtained consistently outperform the TMRP on realistically sized problem instances.
Chapter 6

ADP Model with Bézier Curve/Surface Approximations

In the original ADP model given in Chapter 5, we approximate the value function for every time interval $\tau$ by a linear regression model:

$$\bar{V}_\tau(S_\tau) = \beta^\tau_0 + \sum_{i \in I} \sum_{1 \leq j \leq \theta} \beta^\tau_{i,j} \hat{T}^j_{i,\tau},$$

(6.0.1)

which means that we have separate value function estimation $\bar{V}_\tau$ to approximate $V_\tau$ for every time interval $\tau$. With this ‘discrete’ ADP model (where the regression parameters are discrete in time), TpTRP instances up to 86 periods can be trained (achieving convergence of the $\beta$ weights) within reasonable time (see Table 6.1).

<table>
<thead>
<tr>
<th>Instance</th>
<th>Parameters</th>
<th>No. of $\beta$s</th>
<th>Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>I</td>
<td>$</td>
</tr>
<tr>
<td>Instance 2,43</td>
<td>43</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Instance 2,86</td>
<td>86</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Instance 2,432</td>
<td>432</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>Instance 2,4320</td>
<td>4320</td>
<td>216</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6.1: Size of the ADP model and its regression information

However, larger sized instances are still challenging. Though the curse of dimensionality is avoided in the discrete ADP model, the speed of achieving convergence depends on the number of parameters to estimate. From Table 6.1 we can see
that the number of regression parameters required in the discrete ADP model for Instance 2 (for detailed traffic distribution we assumed on this instance, please refer to Section 4.4.1) grows quadratically with the number of time intervals. This means it will take several hours to achieve convergence for the 432-period model.

To solve this problem, we suggest aggregating the regression coefficients $\beta_0^\tau$ (which are currently discrete in $\tau$) and $\beta_{i,j}^\tau$ (which are currently discrete in directions $i$, $j$ and $\tau$) over time intervals, namely to replace the $\beta_0^\tau$, $\beta_{i,j}^\tau$ by functions $\beta_0(\tau)$, $\beta_{i,j}(\tau)$ to reduce the number of parameters to estimate.

\section*{6.1 Time-Aggregated ADP model}

To guide the choice of good approximating functions $\beta_0(\tau)$, $\beta_{i,j}(\tau)$, firstly we have a look at the optimal $\beta_0^\tau$, $\beta_{i,j}^\tau$ for an example of the discrete ADP model.

Figure 6.1.1: Regression parameters in an example of the discrete ADP model

Figure 6.1.1 shows how the optimal $\beta_0^\tau$, $\beta_{i,j}^\tau$ vary with time $\tau$ for a 86-period
instance. Every point corresponds an estimation of $\beta_0$, $\beta_{i,j}$ at some time point $\tau$ in the trained model. It is obvious that every single $\beta_0^\tau$, $\beta_{i,j}^\tau$ is smooth (or near smooth) as a function of time, therefore it should be possible to approximate it with less parameters.

### 6.1.1 Bézier Curve

In this work we suggest using Bézier Curves approximating functions. Bézier curves were widely publicised in 1962 by the French engineer Pierre Bézier [20], who used them to design automobile bodies. A Bézier Curve is a parametric polynomial curve depending on a number of control points that is frequently used to produce curves which appear reasonably smooth. Given a large enough number of properly selected control points, any smooth function can be approximated by Bézier Curve to arbitrary accuracy (see Farin [24] for details).

The Bézier Curve of degree $K$ can be generated as follows. Given control points $\mathbf{P}_0, \mathbf{P}_1, ..., \mathbf{P}_K \in \mathbb{R}^2$, the Bézier Curve is the set of points:

$$B(u) = \sum_{k=1}^{K} \binom{K}{k} (u)^k (1-u)^{K-k} \mathbf{P}_k$$

$$= (1-u)^K \mathbf{P}_0 + \binom{K}{1} (1-u)^{K-1} u \mathbf{P}_1 + ...$$

$$... + \binom{K}{K-1} (1-u)(u)^{K-1} \mathbf{P}_{K-1} + u^K \mathbf{P}_K,$$

for $u \in [0,1]$, where $\binom{K}{k}$ is the binomial coefficient.

### 6.1.2 An example

In our model, we use Bézier Curves in $(\tau, \beta)$-space to estimate the regression parameters $\beta_{i,j}(\tau)$. Given a (fixed) set of $\tau$-components of the control points
\{\hat{\tau}^k_{i,j}, k = 1, ..., K\} and parameters \(\beta^k_{i,j}\), the Bézier Curve model for \(\beta_{i,j}(\tau)\) is

\[
\left( \begin{array}{c}
\tau \\
\bar{\beta}_{i,j}(\tau)
\end{array} \right) = \sum_{k=1}^{K} \binom{K}{k} (u)^k (1-u)^{K-k} \left( \begin{array}{c}
\hat{\tau}^k_{i,j} \\
\beta^k_{i,j}
\end{array} \right),
\]

(6.1.1)

With this model, in order to find \(\bar{\beta}_{i,j}(\tau)\), for any given \(\tau\) we need to solve a \(K\)-th degree polynomial equation to find its root \(u_{\tau} \in [0,1]\), then calculate the value of \(\beta_{i,j}(\tau)\) with \(u_{\tau}\).

![Bezier Curve estimation](image)

Figure 6.1.2: Comparison of original discrete values and the Bézier Curve approximation with \(K = 5\)

Figure 6.1.2 shows an example of the 5-degree Bézier Curve in the estimation of \(\beta_{1,3}(\tau)\), taken from the instance shown in Figure 6.1.2. We can see that for the given choice of \(\{\hat{\tau}^k_{i,j}, k = 1, ..., K\}\), the 5-degree Bézier Curve can approximate the discrete set of \(\beta^k_{1,3}\) visibly well by a continuous curve with a maximum error 0.1809, which amounts to 21.71% of the original value. (Note that though the error for this example seems relevantly high, the real test on whether Bézier Curve is a good choice depends on the performing of routing policies generated by the ADP-Bézier-Curve model, which are given in Section 6.2.2.) With Bézier Curve, we can replace the original discrete regression model (with 86 coefficients to estimate: \(\beta^k_{1,3}, \tau = 1, ..., 86\)) by a continuous function with only 5 parameters (\(\beta^k_{1,3}, k = 1, ..., 5\)). This reduces the size of the problem, thus speeding up the convergence of the ADP model.
6.1.3 ADP-Bézier-Curve model

We give a more detailed description of the aggregated ADP-Bézier-Curve algorithm. Specifically, we point out several modifications of the general ADP algorithm below in parameter structure and formulations.

The original ADP model

The basic Approximate Dynamic Programming algorithm (Powell [45]) is summarised below:

\begin{itemize}
  \item \textbf{Step 0.} Initialisation:
    \begin{itemize}
      \item \textbf{Step 0a.} Build an initial value function approximation \( \bar{V}^{(0)}_{\tau}(S_{\tau}) \) for all time intervals \( \tau \).
      \item \textbf{Step 0b.} Choose an initial state \( S_{\tau}^{(1)} \).
      \item \textbf{Step 0c.} Set \( m = 1 \).
    \end{itemize}
  \item \textbf{Step 1.} Choose a sample path \( \omega_{(m)} = (\omega_{1(1)}, ..., \omega_{\Gamma(1)}) \).
  \item \textbf{Step 2.} For \( \tau = 0, 1, 2, ..., \Gamma \) do:
    \begin{itemize}
      \item \textbf{Step 2a.} Solve
        \[ \hat{v}_{\tau}^{(m)}(m) = \min_{x_{\tau} \in \chi_{\tau}} \left( \mathbb{E}_{\omega_{\tau} \in \Omega_{\tau}} \bar{V}_{\tau+1}^{(m-1)}(S_{\tau+1}^{\tau}|S_{\tau}(m), x_{\tau}, \omega_{\tau}) \right). \] (6.1.2)
      \item \textbf{Step 2b.} Update the value function approximation \( \bar{V}_{\tau}^{(m-1)}(S_{\tau}) \) with the value of \( \hat{v}_{\tau}^{(m)} \).
      \item \textbf{Step 2c.} Compute \( S_{\tau+1}^{\tau}(m), \hat{x}_{\tau}, \omega_{\tau}(m) \), where \( \hat{x}_{\tau} \) is the optimal solution of (6.1.2).
    \end{itemize}
  \item \textbf{Step 3.} If we have not met our stopping rule, let \( m = m + 1 \) and go to step 1.
\end{itemize}

Initialisation – Step 0a.

We use a Bézier Curve model with fixed values \( \{\hat{\tau}^k, k = 1, ..., K\} \), while updating values \( \{\beta_{i,j}^k, k = 1, ..., K\} \) iteration by iteration. Note that the set of \( \{\beta_{i,j}^k, k = 1, ..., K\} \) is dependent on indexes \( i \) and \( j \) while \( \{\hat{\tau}^k, k = 1, ..., K\} \) is not. Given \( K \) control points, as initialisation we set \( \{\hat{\tau}^k, k = 1, ..., K\} \) equally among the
charging period $[0, |\Gamma|]$:

$$\hat{r}^k = \frac{k}{K}|\Gamma|, k = 1, ..., K,$$

and all the unknown $\beta^k_{i,j}$ are initialised to 0.

As the set $\{\hat{r}^k, k = 1, ..., K\}$ does not change with the iterations, we can calculate the solution $u_\tau$ of the polynomial equation:

$$\tau = \sum_{k=1}^{K} \binom{K}{k} (u_\tau)^k (1 - u_\tau)^{K-k} \hat{r}^k$$

before the updating scheme, to find the roots $u_\tau \in [0, 1]$ for all time intervals $\tau$.

**Decision problem – Step 2a.**

During the ADP algorithm, at time interval $\tau$ we need to solve the decision problem based on the current value function estimation to generate the optimal routing decision for this time interval’s traffic. In the ADP-Bézier-Curve model, the value function estimation (6.0.1) is still a linear function of the state. The only difference from before is that the regression parameters $\beta^{\tau+1}_{i,j}$, are now approximated by Bézier Curves (6.1.1). Thus to evaluate the value function estimation as required in Step 2a of the ADP algorithm, we firstly need to calculate all the current estimates (after $m-1$ iterations) of the $\beta^{\tau+1}_{i,j}$ using

$$\bar{\beta}^{(m-1)}_{i,j}(\tau + 1) = \sum_{k=1}^{K} \binom{K}{k} (u_{\tau+1})^k (1 - u_{\tau+1})^{K-k} \beta^{k, (m-1)}_{i,j}.$$  
(6.1.3)

Substituting these $\bar{\beta}^{(m-1)}_{i,j}(\tau + 1)$ into (6.0.1) we get the current value function estimation for time interval $\tau + 1$ and then solve the decision problem (6.1.2). This step introduces the computational complexity of $O(n^3)$ during every time interval to compute $\bar{\beta}^{(m-1)}_{i,j}$, in addition to the solution of the decision problem (discussed in Section 5.2.2).
Updating scheme – Step 2b.

The parameter update in Step 2b now becomes:

\[
\beta_{k,i,j}^{(m)} = \beta_{k,i,j}^{(m-1)} - \alpha_{m-1} [\bar{V}_{\tau}^{(m-1)}(S^\tau) - \hat{v}_{\tau}^{(m)}] \nabla_{\beta_{k,i,j}^{(m-1)}} \bar{V}_{\tau}^{(m-1)}(S^\tau) \nabla_{\beta_{k,i,j}^{(m-1)}} \bar{\beta}_{k,i,j}^{(m-1)}
\]

\[
= \beta_{k,i,j}^{(m-1)} - \alpha_{m-1} [\bar{V}_{\tau}^{(m-1)}(S^\tau) - \hat{v}_{\tau}^{(m)}] \cdot \hat{T}_{i,j}^{\tau} \cdot \left( \begin{array}{c} K \\ k \end{array} \right) (u_\tau)^k (1 - u_\tau)^{K-k},
\]

for all \( k = 1, ..., K \).

Thus in the aggregated ADP model every time we get an estimate of the value function \( \hat{v}_{\tau} (\forall \tau \in [0, |\Gamma|]) \), we can update all \( \beta_{k,i,j}^{(m)} \), \( i \in I, j = 1, ..., \theta, k = 1, ..., K \) at once. Comparing with the original ADP model where \( \hat{v}_{\tau} \) can update \( \beta_{i,j}^{(m)} \), \( i \in I, j = 1, ..., \theta \) only, the ADP-Bézier-Curve model accelerates the convergence speed significantly. Consequently, the ADP-Bézier-Curve model needs a much lower number of iterations to be trained, thus is more efficient than the original ADP model.

**ADP-Bézier-Curve algorithm for TpTRP**

Thus the complete ADP-Bézier-Curve algorithm for our TpTRP is summarised below:

**Step 0.** Initialisation:

**Step 0a.** Build value function approximation \( \bar{V}_{\tau}(S^\tau) = \beta_0(\tau) + \sum_{i \in I} \sum_{1 \leq j \leq \theta} \beta_{i,j}(\tau) \hat{T}_{i,j}^{\tau} \), where \( \beta_0(\tau) / \beta_{i,j}(\tau) \) is decided by

\[
\left( \begin{array}{c} \tau \\ \beta_0(\tau) / \bar{\beta}_{i,j}(\tau) \end{array} \right) = \sum_{k=1}^{K} \left( \begin{array}{c} K \\ k \end{array} \right) (u)^k (1 - u)^{K-k} \left( \begin{array}{c} \hat{\tau}_{i,j}^k \\ \beta_{i,j}^{k} / \bar{\beta}_{i,j}^{k} \end{array} \right).
\]

**Step 0b.** Set control points equally among the charging period \([0, |\Gamma|] \):

\[
\hat{\tau}^k = \frac{k}{K} |\Gamma|, k = 1, ..., K,
\]
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and initialize $\beta_0^k = 0, \beta_{i,j}^k = 0, \forall i \in I, 1 \leq j \leq \theta, k = 1, ..., K$.

**Step 0c.** Compute the solution $u_\tau$ of the polynomial equation:

$$\tau = \sum_{k=1}^{K} \binom{K}{k} (u_\tau)^k (1 - u_\tau)^{K-k}$$

for all $\tau \in \Gamma$.

**Step 0d.** Choose an initial state $S_1^1$, set $m = 1$.

**Step 1.** Choose a sample path $\omega_{(m)} = (\omega_{(m)}^1, ..., \omega_{(m)}^\Gamma)$.

**Step 2.** For $\tau = 0, 1, 2, ..., \Gamma$ do:

**Step 2a.** Find the current estimation of $\beta$ values using:

$$\bar{\beta}_{i,j}^{(m-1)}(\tau + 1) = \sum_{k=1}^{K} \binom{K}{k} (u_\tau + 1)^k (1 - u_\tau + 1)^{K-k} \beta_{i,j}^{k,(m-1)}$$

**Step 2b.** Solve

$$\hat{v}_\tau^{(m)} = \min_{x_\tau \in \chi^\tau} (\mathbb{E}_{\omega^\tau \in \Omega^\tau} \tilde{V}_\tau^{(m-1)}(S_{(m)}^\tau, \omega_\tau^\tau, x_\tau))$$

by selecting the best one from $\chi^\tau = \{x_\tau^i \in \{0.0, 0.1, 0.2...1.0\} | \sum_{i \in I} x_\tau^i = 1\}$.

**Step 2c.** Update the weights $\beta_{i,j}^{k,(m)}$ by the stochastic gradient algorithm:

$$\beta_{i,j}^{k,(m)} = \beta_{i,j}^{k,(m-1)} - \alpha_{m-1} [\tilde{V}_\tau^{(m-1)}(S_\tau) - \hat{v}_\tau^{(m)}] \nabla_{\beta_{i,j}^{k,(m-1)}} \tilde{V}_\tau^{(m-1)}(S_\tau) \nabla_{\beta_{i,j}^{k,(m-1)}} \bar{\beta}_{i,j}^{(m-1)}$$

$$= \beta_{i,j}^{k,(m-1)} - \alpha_{m-1} [\tilde{V}_\tau^{(m-1)}(S_\tau) - \hat{v}_\tau^{(m)}] \cdot \hat{T}_{i}^{-1} \cdot \binom{K}{k} (u_\tau)^k (1 - u_\tau)^{K-k}$$

for all $k = 1, ..., K$.

**Step 2c.** Compute $S_{(m)}^\tau(S_{(m)}^\tau, \omega_{(m)}^\tau, \hat{x}_\tau^\tau)$, where $\hat{x}_\tau^\tau$ is the solution of (6.1.4).

**Step 3.** If we have not met our stopping rule described in Section 4.4, let $m = m + 1$ and go to step 1.
6.2 Numerical results for ADP-Bézier-Curve model

6.2.1 Test problems

In this section we discuss the numerical results of applying the ADP-Bézier-Curve algorithm.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Parameters ( \Gamma )</th>
<th>( \theta )</th>
<th>( \alpha )</th>
<th>Stochastic Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 2_86</td>
<td>86</td>
<td>5</td>
<td>2</td>
<td>( U(6000, 14000) ) i.i.d.</td>
</tr>
<tr>
<td>Instance 2_216</td>
<td>216</td>
<td>11</td>
<td>2</td>
<td>uniform see Fig. 6.2.1a</td>
</tr>
<tr>
<td>Instance 2_432</td>
<td>432</td>
<td>22</td>
<td>2</td>
<td>truncated ( N(10000, 10^6) ) i.i.d.</td>
</tr>
</tbody>
</table>

| Instance 3_86 | 86 | 5 | 2 | uniform |
| Instance 3_216 | 216 | 11 | 2 | truncated normal see Fig. 6.2.1b |
| Instance 3_432 | 432 | 22 | 2 | uniform see Fig. 6.2.2a |

| Instance 4_86 | 86 | 5 | 2 | truncated normal |
| Instance 4_216 | 216 | 11 | 2 | truncated normal see Fig. 6.2.2b |
| Instance 4_432 | 432 | 22 | 2 | |

| Instance 5_86 | 86 | 5 | 2 | uniform |
| Instance 5_216 | 216 | 11 | 2 | truncated normal |
| Instance 5_432 | 432 | 22 | 2 | |

| Instance 6_86 | 86 | 5 | 2 | uniform |
| Instance 6_216 | 216 | 11 | 2 | truncated normal |
| Instance 6_432 | 432 | 22 | 2 | |

| Instance 7_86 | 86 | 5 | 2 | uniform |
| Instance 7_216 | 216 | 11 | 2 | truncated normal |
| Instance 7_432 | 432 | 22 | 2 | |

Table 6.2: List of TpTRP Instances

![Figure 6.2.1: Traffic distribution used in testing instances](image_url)

(a) Upper and lower bounds for uniform distributions in Instance 3
(b) Mean and 99.7% (±3σ) confidence region for normal distributions in Instance 5

Table 6.2 summarises the instances used. In all instances, we assume that we have 2 network providers, where network provider 1 is cheaper than network provider 2 \( (c_1 = 10, c_2 = 12) \). All network providers use pure top-percentile pricing to charge
the ISP, based on the top-5% time interval. Thus for example when the charge period is divided into 86 time intervals, we are charged on the time interval with the 4-th highest volume of traffic. The instances differ by the assumptions made on the random traffic. In Instances 2 and 4 the traffic in every period follows the same uniform ($U(6000, 14000)$ in Instance 2) or normal ($N(10000, 10^6)$ in Instance 4) distribution. Instances 3, 5, 6 and 7 on the other hand, use traffic distributed according to a time varying uniform or normal distribution. The parameter for this time varying pattern (assuming every group of $|\Gamma|/10$ time intervals follow a same distribution) is displayed in Figures 6.2.1 and 6.2.2. Note that Instances 4, 5 and 7 use a truncated normal distribution in which traffic outside the 99.7% ($\pm 3\sigma$) confidence region is projected onto the boundary of the region to avoid negative traffic volumes.

### 6.2.2 Numerical results on 86-period TpTRP instances

For every instance we build an ADP-Bézier-Curve model, train this model with random scenarios until convergence of the $\beta$ weights, then test the resulting routing policy on a simulation of 1,000,000 random scenarios taken from the original distribution. The routing policy given by this model is indicated by ADPRP$_{BC}$ in the following tables, where parameter $K$ denotes the number of control points used in the ADP-Bézier-Curve model. All the results are compared with the original discrete ADP model developed in Chapter 5, and the SRP, TMRP and DRP developed in Section 2.3.2.

Table 6.3 and Figure 6.2.3 compare the mean cost of implementing several routing
Figure 6.2.3: Comparison of mean cost between SDP and ADP routing policies. Like before, each sub-figure in Figure 6.2.3 is corresponding to one instance. Each column shows the performance of ADPRP_BC with \( K = 3, 4 \) or 5 in turn. Performance in these figures are given in a proportional manner, where the value of a column corresponding to routing policy \( X \) is equal to \((X-\text{DRP})/(\text{TMRP-DRP})\). Namely 0 means \( X \) works as well as DRP, while 1 means it works same as TMRP. Therefore, any routing policy that is above 1 (above the horizontal line) is obviously not desirable.

Generally speaking, the routing policies generated by the ADP-Bézier-Curve model perform well. In almost all cases the ADPRP_BC routing policy outperforms the trivial routing policies; sometimes it is even better than the ADPRP. Specifically, the ADPRP_BC with \( K = 4 \) works best for Instances 2, 3, 4 and 6, while \( K = 5 \) seems better for Instances 5 and 7.

It is worthwhile to point out that the performance of ADP-Bézier-Curve model is not necessarily improving monotonically with the number of control points \( K \) (For example \( K = 5 \) performs worse than \( K = 4 \) for Instances 2, 3, 4 and 6), due to our use of equidistant control points in \( \tau \)-direction, which can result in
Table 6.3: Comparison of mean cost (± s.d.) of discrete ADPRP and ADP with Bézier Curve

<table>
<thead>
<tr>
<th>Instance</th>
<th>SRP</th>
<th>TMRP</th>
<th>ADPRP</th>
<th>K</th>
<th>ADPRP_{BC}</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 2</td>
<td>135404.34 ± 1.98</td>
<td>135181.68 ± 2.08</td>
<td>132902.35 ± 2.71</td>
<td>3</td>
<td>131727.00 ± 2.60</td>
<td>132739.81 ± 2.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>132809.52 ± 2.68</td>
<td></td>
</tr>
<tr>
<td>Instance 2</td>
<td>135945.63 ± 1.19</td>
<td>135749.71 ± 1.25</td>
<td>-</td>
<td>4</td>
<td>132902.35 ± 2.71</td>
<td>132258.12 ± 1.60</td>
</tr>
<tr>
<td>Instance 2</td>
<td>135935.86 ± 0.84</td>
<td>135725.89 ± 1.08</td>
<td>-</td>
<td>4</td>
<td>132902.35 ± 2.71</td>
<td>132258.12 ± 1.60</td>
</tr>
<tr>
<td>Instance 3</td>
<td>132585.86 ± 3.00</td>
<td>131588.78 ± 3.35</td>
<td>129071.22 ± 3.57</td>
<td>3</td>
<td>126686.15 ± 3.64</td>
<td>126408.82 ± 3.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>129645.63 ± 3.67</td>
<td></td>
</tr>
<tr>
<td>Instance 3</td>
<td>133663.71 ± 1.77</td>
<td>132835.35 ± 1.98</td>
<td>-</td>
<td>4</td>
<td>132902.35 ± 2.71</td>
<td>132258.12 ± 1.60</td>
</tr>
<tr>
<td>Instance 3</td>
<td>133770.80 ± 1.24</td>
<td>132930.47 ± 1.39</td>
<td>-</td>
<td>4</td>
<td>132902.35 ± 2.71</td>
<td>132258.12 ± 1.60</td>
</tr>
<tr>
<td>Instance 4</td>
<td>116459.93 ± 1.44</td>
<td>116319.57 ± 2.46</td>
<td></td>
<td>4</td>
<td>113631.76 ± 2.16</td>
<td>112833.05 ± 1.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>113680.34 ± 2.11</td>
<td></td>
</tr>
<tr>
<td>Instance 4</td>
<td>116454.96 ± 1.02</td>
<td>116212.32 ± 1.03</td>
<td>-</td>
<td>4</td>
<td>113844.21 ± 1.07</td>
<td>112989.46 ± 0.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>113850.12 ± 2.95</td>
<td></td>
</tr>
<tr>
<td>Instance 5</td>
<td>123039.58 ± 2.33</td>
<td>121757.78 ± 2.40</td>
<td>121002.27 ± 2.38</td>
<td>4</td>
<td>122405.06 ± 2.72</td>
<td>119310.87 ± 1.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>120947.46 ± 2.22</td>
<td></td>
</tr>
<tr>
<td>Instance 5</td>
<td>123705.80 ± 1.50</td>
<td>122966.99 ± 2.54</td>
<td>-</td>
<td>5</td>
<td>122918.74 ± 1.40</td>
<td>118876.49 ± 1.25</td>
</tr>
<tr>
<td>Instance 5</td>
<td>123720.58 ± 1.05</td>
<td>122906.68 ± 1.08</td>
<td>-</td>
<td>5</td>
<td>122906.23 ± 1.32</td>
<td>118904.31 ± 0.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>123631.76 ± 2.16</td>
<td></td>
</tr>
<tr>
<td>Instance 6</td>
<td>135627.09 ± 1.12</td>
<td>135348.61 ± 1.15</td>
<td>135127.54 ± 1.20</td>
<td>4</td>
<td>134938.52 ± 2.14</td>
<td>134197.79 ± 1.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>135289.44 ± 1.55</td>
<td></td>
</tr>
<tr>
<td>Instance 6</td>
<td>137720.17 ± 0.90</td>
<td>137669.83 ± 0.62</td>
<td>-</td>
<td>4</td>
<td>138363.12 ± 0.71</td>
<td>135876.84 ± 0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>138663.53 ± 0.55</td>
<td>135966.52 ± 0.57</td>
</tr>
<tr>
<td>Instance 6</td>
<td>137906.85 ± 0.42</td>
<td>137860.15 ± 0.44</td>
<td>-</td>
<td>5</td>
<td>124537.80 ± 2.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>124275.53 ± 2.58</td>
<td>120600.96 ± 1.93</td>
</tr>
<tr>
<td>Instance 7</td>
<td>131956.24 ± 1.46</td>
<td>131725.41 ± 1.47</td>
<td>-</td>
<td>5</td>
<td>116574.50 ± 1.70</td>
<td>115949.01 ± 1.19</td>
</tr>
<tr>
<td>Instance 7</td>
<td>117824.85 ± 1.02</td>
<td>117605.21 ± 1.03</td>
<td>-</td>
<td>5</td>
<td>114841.45 ± 1.13</td>
<td>114256.64 ± 0.83</td>
</tr>
</tbody>
</table>

Table 6.4 compares the statistics on solution time of the ADP-Bézier-Curve model with the original discrete ADP model with four 86-period instances. The columns denoted by $\beta$s show the number of regression parameters to be estimated in either model. We can see that the ADP-Bézier-Curve model reduces this value by a factor of around 20 for the 86-period instances. In addition to this, in the ADP-Bézier-Curve model the number of $\beta$s increases linearly with the number of time periods (given the same number of control points used), as opposed to quadratically in the discrete ADP model. Consequently, the ADP-Bézier-Curve model can be trained in a fraction of the time required for the discrete ADP model, despite the fact that a single iteration (given in column T/M) takes around twice
### Table 6.4: Comparison of running time of ADPRP and ADPRP-BC

<table>
<thead>
<tr>
<th>Instance</th>
<th>ADP\text{discrete}</th>
<th>ADP\text{BC}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>Iterations</td>
</tr>
<tr>
<td>Instance 2,6</td>
<td>4968</td>
<td>500,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 3,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 3,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 4,6</td>
<td>946</td>
<td>800,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 4,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 4,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 5,6</td>
<td>946</td>
<td>800,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 5,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 5,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 6,6</td>
<td>946</td>
<td>1,000,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 6,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 6,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 7,6</td>
<td>946</td>
<td>1,200,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 7,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 7,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 8,6</td>
<td>946</td>
<td>1,000,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instance 8,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 8,32</td>
<td>19440</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>ADP\text{discrete}</th>
<th>ADP\text{BC}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>Iterations</td>
</tr>
<tr>
<td>Instance 2,6</td>
<td>4968</td>
<td>500,000</td>
</tr>
<tr>
<td>Instance 3,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 3,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 4,6</td>
<td>946</td>
<td>800,000</td>
</tr>
<tr>
<td>Instance 4,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 4,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 5,6</td>
<td>946</td>
<td>800,000</td>
</tr>
<tr>
<td>Instance 5,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 5,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 6,6</td>
<td>946</td>
<td>1,000,000</td>
</tr>
<tr>
<td>Instance 6,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 6,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 7,6</td>
<td>946</td>
<td>1,200,000</td>
</tr>
<tr>
<td>Instance 7,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 7,32</td>
<td>19440</td>
<td>-</td>
</tr>
<tr>
<td>Instance 8,6</td>
<td>946</td>
<td>1,000,000</td>
</tr>
<tr>
<td>Instance 8,16</td>
<td>4968</td>
<td>-</td>
</tr>
<tr>
<td>Instance 8,32</td>
<td>19440</td>
<td>-</td>
</tr>
</tbody>
</table>

The time of the discrete ADP model.

Results of mean cost and running time on larger instances are summarised in Table 6.3 and 6.4 as well. We can see that TpTRP instances up to 216 periods can be solved within reasonable time (around 10 minutes in the longest case). However, for larger instances (e.g. 432-period) the running time is still long (though the routing policies generated performs equally well), which prevents the application of the ADP-Bézier-Curve model to larger problems.
6.3 Two dimensional approximation with Bézier Surface

From Table 6.4 we can see that even when the number of control points \( K \) stays the same with increasing problem size, the number of \( \beta \)s still increases linearly with \( \theta \). For the realistically sized instances which possesses \( n \) network providers, \( \Gamma = 4320 \) time intervals and \( \theta = 215 \), it requires \( K \cdot n(\theta + 2) = 217nK \) regression parameters. Thus for larger instances, the current ADP-Bézier-Curve model is still not compact enough to be efficient. To reduce the problem size further, we extend the aggregation to two dimensions with Bézier Surfaces.

A higher dimensional Bézier Curve is called a Bézier Surface. Figure 6.3.1 gives a two dimensional view of Figure 6.1.1(b), which shows how the \( \beta_{\tau,j}^{(i)} \) change in direction \( \tau \) and \( j \) (\( j \) is the index of traffic while traffic volumes are in non-decreasing order). Comparing with Figure 6.1.1(b), we see that the surface is smooth in \( j \)-direction as well, thus should be well approximated with less than \( \theta \) parameters.

In this part, we intend to approximate the surface shown in Figure 6.3.1 with a Bézier Surface, and then integrate it into the ADP model. We call this model, the ADP-Bézier-Surface model. The control points in the Bézier Surface model are now defined as \( (\tau, j, \beta) \) and given by a (fixed) coordinate \( (\hat{\tau}_{i}^{k}, \hat{j}_{i}^{r}) \) in \( (\tau, j) \)-space and a corresponding parameter \( \beta_{i}^{kr} \). Assuming that we use control points
\{\hat{\tau}_k^i, k = 1, ..., K\} for \(\tau\)-direction and \{\hat{j}_r^j, r = 1, ..., R\} for \(j\)-direction which are arranged in a grid layout, the Bézier Surface approximation to \(\tilde{\beta}_i(\tau, j)\) is given by

\[
\left( \begin{array}{c}
\tau \\
j \\
\beta_i(\tau, j)
\end{array} \right) = \sum_{k=1}^{K} \sum_{r=1}^{R} \left( \begin{array}{c}
K \\
k \\
r
\end{array} \right) (u_\tau)^k (1 - u_\tau)^{K-k} \left( \begin{array}{c}
R \\
r
\end{array} \right) (v_j)^r (1 - v_j)^{R-r} \left( \begin{array}{c}
\hat{\tau}_k^i \\
\hat{j}_r^j \\
\beta_k^i r
\end{array} \right),
\]

where \(u_\tau \in [0, 1]\) is the root of equation

\[
\sum_{k=1}^{K} \left( \begin{array}{c}
K \\
k \\
r
\end{array} \right) (u_\tau)^k (1 - u_\tau)^{K-k} \hat{\tau}_k^i = \tau
\]

and \(v_j \in [0, 1]\) is the root of

\[
\sum_{r=1}^{R} \left( \begin{array}{c}
R \\
r
\end{array} \right) (v_j)^r (1 - v_j)^{R-r} \hat{j}_r^j = j.
\]

Similarly to the ADP-Bézier-Curve model, we fix the values of \(\{\hat{\tau}_k^i, k = 1, ..., K\}\) and \(\{\hat{j}_r^j, r = 1, ..., R\}\) for all iterations:

\[
\begin{align*}
\hat{\tau}_k^i &= \frac{k}{K} |\Gamma|, k = 1, ..., K, \\
\hat{j}_r^j &= \frac{r}{R} \theta, r = 1, ..., R,
\end{align*}
\]

and iteratively update the values of \(\beta_k^i r\) (which are initialised to 0) to approximate \(\beta_i(\tau, j)\). The updating formulation is thus:

\[
\beta_k^i r (m) = \beta_k^i r (m-1) - \alpha_{m-1} \left[ V_r^i (m-1) (S^\tau) - \hat{v}_r^i (m) \right] \left[ \sum_{j=1}^{\theta} (\nabla \beta_{i,j} (m-1) V_r^i (m-1)) \nabla \beta_k^i r (m-1) \beta_{i,j} (m-1) \right]
\]

\[
\beta_k^i r (m) = \beta_k^i r (m-1) - \alpha_{m-1} \left[ \hat{V}_r^i (m-1) (S^\tau) - \hat{v}_r^i (m) \right]
\]

\[
\cdot \left( \begin{array}{c}
K \\
k \\
r
\end{array} \right) (u_\tau)^k (1 - u_\tau)^{K-k} \cdot \left( \begin{array}{c}
R \\
r
\end{array} \right) (v_j)^r (1 - v_j)^{R-r} \left( \begin{array}{c}
\hat{\tau}_k^i \\
\hat{j}_r^j
\end{array} \right),
\]

for all \(k = 1, ..., K; r = 1, ..., R\).
6.4 Numerical results for ADP-Bézier-Surface model

6.4.1 Numerical results on 432-period TpTRP instances

Numerical results on instances with 432 periods are shown in Table 6.5 and 6.6.

<table>
<thead>
<tr>
<th>Instance</th>
<th>SRP</th>
<th>TMRP</th>
<th>ADPRP_BC</th>
<th>ADPRP_BS</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 2</td>
<td>432</td>
<td>135935.06±0.84</td>
<td>135727.89±0.88</td>
<td>132965.84±1.28</td>
<td>132931.12±1.26</td>
</tr>
<tr>
<td>Instance 5</td>
<td>432</td>
<td>123720.58±1.05</td>
<td>122900.68±1.08</td>
<td>120934.34±1.32</td>
<td>120966.23±1.36</td>
</tr>
<tr>
<td>Instance 6</td>
<td>432</td>
<td>117824.85±1.02</td>
<td>117605.21±1.03</td>
<td>114811.45±1.13</td>
<td>115012.38±1.10</td>
</tr>
</tbody>
</table>

Table 6.5: Comparison of mean cost (± s.d.) of ADPRP_BC and ADPRP_BS on 432-period instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>ADPRP_BC</th>
<th>ADPRP_BS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance 2</td>
<td>432</td>
<td>4 180 3,000 252.951s 0.0843s</td>
</tr>
<tr>
<td>Instance 3</td>
<td>432</td>
<td>4 180 3,000 211.739s 0.0706s</td>
</tr>
<tr>
<td>Instance 4</td>
<td>432</td>
<td>4 180 4,000 2349.898s 0.5875s</td>
</tr>
<tr>
<td>Instance 5</td>
<td>432</td>
<td>5 225 3,000 1810.346s 0.6034s</td>
</tr>
<tr>
<td>Instance 6</td>
<td>432</td>
<td>5 225 6,000 606.538s 0.1011s</td>
</tr>
<tr>
<td>Instance 7</td>
<td>432</td>
<td>5 225 3,000 1645.930s 0.5486s</td>
</tr>
</tbody>
</table>

Table 6.6: Comparison of running time of ADPRP_BC and ADPRP_BS on 432-period instances

We can see that the routing policies generated with the ADP-Bézier-Surface model are comparable to their counterparts from the ADP-Bézier-Curve model, which are all better than the TMRP. However, Table 6.6 shows that the ADP-Bézier-Surface model saves around 2/3 of the training time of the model, thus making TpTRP instances with 432 periods solvable within reasonable time.

6.4.2 Realistically sized instances

In realistic sized instances, network providers divide the modelling period, i.e. a month, into 4320 time intervals with a length of 10 minutes each. If top 5-percentile pricing is used, the cost is based on the traffic volume of the top 216th interval. Although we perform the above aggregation to reduce the number of
regression parameters, it is still hard to solve the realistically sized problem with the current ADP-Bézier-Surface model. We can see from Table 6.6 that the number of iterations we need to train the model is significantly reduced from the original ADP model. The only problem left is the long running time it requires to go through every iteration, where we have to solve $|\Gamma|$ (which in realistically sized instances is 4320) decision problems and then update the value function estimation.

As an alternative, we can simplify the solution step by reducing the time to solve decision problems. Instead of solving the decision problem for every time interval, for the realistically sized problem we solve one decision problem for every 10 time intervals and use this decision for all these 10 time intervals. As the regression parameters change smoothly with time, this simplification will not introduce large errors.

![Figure 6.4.1: Mean of traffic distributions for realistically sized instance – one day long](image)

Analysis data provided by a real-world ISP suggests that, generally speaking, every time interval’s traffic follows a normal distribution, where the mean changes according to a sine function day by day (where time intervals for daytime is busy and for night is respectively free). The detailed distribution we used for one day’s time intervals (which amounts to 144 with the length of 10 minutes) is shown in Figure 6.4.1. Numerical results on this instance with either 2 ($c_1 = 10, c_2 = 12$) and 3 ($c_1 = 10, c_2 = 12$ and $c_3 = 13$) network providers (tested on 100 random scenarios) are shown in Table 6.7 and 6.8.

With the ADP-Bézier-Surface model and a simple decision aggregation step, realistically sized TpTRP instances are solvable, providing very good routing policies that improve significantly on the TMRP and close 54% (for $n = 2$) or 26% (for $n = 3$) of the gap between TMRP and the (unachievable) DRP. Due to the small number of control points we used in the ADP-Bézier-Surface model, it can be
Table 6.7: Comparison of mean cost (± s.d.) of ADPRP_BS on 4320-period instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>SRP</th>
<th>TMRP</th>
<th>ADPRP_BS</th>
<th>DRP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance R_{4320,n=2}</td>
<td>127764.78±31.28</td>
<td>126194.29±34.65</td>
<td>124358.81±36.96</td>
<td>122822.98±26.30</td>
</tr>
<tr>
<td>Instance R_{4320,n=3}</td>
<td>127764.78±31.28</td>
<td>124387.26±36.89</td>
<td>123031.42±41.43</td>
<td>119228.71±27.81</td>
</tr>
</tbody>
</table>

Table 6.8: Comparison of running time of ADPRP_BS on 4320-period instances

<table>
<thead>
<tr>
<th>Instance</th>
<th>K</th>
<th>R</th>
<th>β/s</th>
<th>Iterations</th>
<th>Time</th>
<th>T/M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance R_{4320,n=2}</td>
<td>5</td>
<td>6</td>
<td>65</td>
<td>400</td>
<td>3261.112s</td>
<td>8.1528s</td>
</tr>
<tr>
<td>Instance R_{4320,n=3}</td>
<td>5</td>
<td>6</td>
<td>95</td>
<td>650</td>
<td>7634.665s</td>
<td>11.7456s</td>
</tr>
</tbody>
</table>

trained after several hundred iterations taking around 1 hour for the instance with \( n = 2 \) and 2 hours for \( n = 3 \), while calculating the optimal routing policy from the trained model for a given set of observed traffic required 8 – 12 seconds, comparable to one training iteration. Indeed, while applying the trained model as a routing oracle, the \( \beta \) update can be left in place at (virtually) no extra cost to continually improve the model.

6.5 Conclusions

In this chapter, we modified the original discrete ADP model for the TpTPR by aggregating regression coefficients \( \beta \) over both time interval \( \tau \) and index of traffic order \( j \) using Bézier Surfaces. This reduces the number of parameters in the ADP model, thus drastically improves the model. The TpTPR instances up to 432-period are tractable with this ADP-Bézier-Surface model, giving routing policies which perform better than all naive routing policies. For realistically sized problem (with 4320 time intervals), we suggested aggregating decision problems, thus accelerating the iteration speed and make it solvable with the ADP-Bézier-Surface model.
Chapter 7

Conclusions and future work

7.1 On the TpTRP

In this work, we investigated a traffic routing problem (TpTRP) under multi-homing setup. Network providers charge the ISP using Top-percentile pricing, where the modelling period, say a month, is divided equally into $|\Gamma|$ time intervals on which the cumulative volumes of traffic are recorded. The cost is calculated at the end of the month, according to the volume of traffic in the $\theta$-th highest time interval. The volume of traffic that is to be sent during every time interval is a random event for the ISP, for which the probabilistic distribution is assumed to be known beforehand. Thus the problem is a stochastic problem, where the routing decision for every time interval’s traffic is required to be made under uncertainty.

We tried to solve the TpTRP using both stochastic programming and (stochastic) dynamic programming techniques. The stochastic programming model of TpTRP is a multi-stage, mixed-integer linear system. An effective solution method is hard to find due to the non-convexity (introduced by the top-percentile pricing) and large scale (introduced by the stochastic nature) of the model. Although for extremely small instances (e.g. Instance 1(a)) we can find the optimal solution using a stated C-BAC method, it is useless for the realistically sized TpTRP instances.

On the other hand, due to the recursive manner of the traffic routing problem,
Stochastic dynamic programming is a better choice than multi-stage stochastic programming. We begin the investigation with a classic SDP model with a simple discretization of the state space, which solves the small sized TpTRP instances (e.g. Instances 2-7 with 10 periods) approximately but effectively. Then we exploit the well known Approximate Dynamic Programming algorithm (Powell [45]) to deal with the curse of dimensionality arising from the discretization in state space, developed an ADP model for the medium sized TpTRP (e.g. Instances 2-7 with up to 86 periods).

As the numerical results suggest that the ADP model is a good approximation of the original TpTRP, we follow the work on the ADP by an aggregation of its regression parameters, where the aggregation is done by Bézier Curves/Surfaces. This aggregation captures the smoothly varying feature of the regression parameters, and therefore forms a better approximation than simply combining several time intervals together and treat them indifferently in the aggregated model. At the same time, the Bézier Curves/Surfaces aggregation allows the ADP procedure to update the regression parameters more efficiently than in the discrete ADP model, thus makes the realistically sized TpTRP instances (with 4320 periods) solvable within reasonable time.

7.2 On the generalized TpTRP

The current work deals with traffic routing problems under pure top-percentile pricing policy, where if a provider is used for no more than $\theta - 1$ periods, no payment needs to be made. However in practice, network providers might combine top-percentile pricing with other pricing policies such as an additional start up cost. We can cover this extension by the presented ADP-Bézier-Curves/Surfaces model, with a trick in the value function approximation. Assuming that we use $I^\tau_u$ to indicate the set of network providers which have been used in previous time periods and $I^\tau_0$ to indicate those which has not until time interval $\tau$. Then we have generally $I^\tau_u \cup I^\tau_0 = I, I^\tau_u \cap I^\tau_0 = \emptyset$. The value function approximation then consists of two parts, one is the same as before which approximates the pure top-percentile cost, while the other accounts for the start up cost $c^0_i$ if network provider $i$ is used.
\[ \bar{V}_\tau(S^\tau) = \sum_{i \in I_0^\tau} c_0^i + \tilde{V}_\tau(S^\tau), \]

where \( \tilde{V}_\tau(S^\tau) \) accounts for the pure top-percentile pricing cost, as defined in (5.2.1). The Bellman’s equation is thus

\[ \hat{v}_\tau^{(m)} = \min_{x^\tau, z^\tau \in \chi^\tau} \left( \mathbb{E}_{\omega^\tau \in \Omega^\tau} \tilde{V}_{\tau+1}^{(m-1)}(S^{\tau+1}|S^{(m)}; \omega^\tau; x^\tau, z^\tau) \right), \tag{7.2.1} \]

where the feasible decision set \( \chi^\tau \) is now defined as:

\[ \chi^\tau = \{(x_i^\tau, z_i^\tau)|z_i^\tau = 1, \forall i \in I_u^\tau; z_i^\tau \in \{0, 1\}, \forall i \in I_0^\tau; 0 \leq x_i^\tau \leq z_i^\tau, \forall i \in I; \sum_{i \in I} x_i^\tau = 1\}. \]

Namely the adding of start up cost results in an additional discrete decision for every network provider, which indicates whether we start to use this network to send data or not. When the start up cost \( c_0^i \) is not paid, network \( i \) is assumed to be unavailable in the model when we make further routing decisions. Note that this modification will not complicate the decision problem too much as the current decision problem is solved approximately by an enumeration on several discrete choices of \( x_i^\tau \). Once we get the (near) optimal value of decision problem (7.2.1), we can update the regression parameters as before with

\[ \beta^{(m)} = \beta^{(m-1)} - \alpha_{m-1}[\tilde{V}_{\tau}^{(m-1)}(S^\tau) - (\hat{v}_\tau^{(m)} - \sum_{i \in I_u^\tau} c_0^i)] \nabla \beta_{(m-1)} \tilde{V}_{\tau}^{(m-1)}(S^\tau). \tag{7.2.2} \]

Note that as the \( \hat{v}_\tau^{(m)} \) given by (7.2.1) is a sample estimation of \( \tilde{V}_\tau(S^\tau) \), we need to take the start up cost \( \sum_{i \in I_u^\tau} c_0^i \) off from it to obtain a sample estimation of \( \bar{V}_\tau \). Therefore, the extension of TpTRP with start up cost for using one network provider can be covered by the ADP-Bézier-Curves/Surfaces model we stated in this work.

To deal with the situation of possible network failures, the presented framework could be adapted by introducing failure events as an additional random variable on top of the observed traffic. The interpretation of the value functions and the ADP algorithm would remain valid in this case. If the ADP model is trained using
the random events with failures considered, the resulting parameters should be able to account for the affect of failures.

Another interesting extension to the current TpTRP is if network providers use different lengths of time intervals. In this case there is no inherent one-to-one correspondence of time periods and DP stages, which forms another difficulty of the problem. For example, if network provider 2 divide a month into 8640 time intervals while network provider 1 divide it into 4320, then the period for network provider 1 is twice the length as it for network provider 2. Thus if we define the DP stage the same as time intervals for network provider 2, we need to revise the state dynamic and the decision making problem for network provider 1 to fix for the enlarged stage space. Fortunately, this can be achieved by adding artificial state variables for stage $\tau$, if $\tau$ is not an end of a time interval for network provider 1. In detail, if $\Gamma$ denotes the set of time intervals used by network provider 2 ($|\Gamma| = 8640$), for an arbitrary $\tau \in \Gamma$:

- If the beginning of $\tau$ is at the beginning of a time interval for network provider 1 (i.e. $\tau$ is even), then the artificial state $\tilde{S}^\tau$ and the state dynamic are defined as

$$\tilde{S}^\tau(S^{\tau-1}, \omega, x) = \{S^{\tau-1}, newT^\tau_1, newT^\tau_2\},$$

where $newT^\tau_i$ is defined as

$$newT^\tau_i = \begin{cases} \hat{T}^\tau, & \text{if } \hat{T}^\tau \leq \frac{1}{2}\hat{T}_1^{\theta,\tau}, \\ \frac{1}{2}\hat{T}_1^{\theta,\tau}, & \text{if } \frac{1}{2}\hat{T}_1^{\theta,\tau} < \hat{T}^\tau \leq \frac{1}{2}\hat{T}_1^{\theta,\tau} + \hat{T}_2^{\theta,\tau}, \\ \frac{1}{2}\hat{T}_1^{\theta,\tau} + x^1_1(\hat{T}^\tau - \frac{1}{2}\hat{T}_1^{\theta,\tau} - \hat{T}_2^{\theta,\tau}) & \text{if } \hat{T}^\tau > \frac{1}{2}\hat{T}_1^{\theta,\tau} + \hat{T}_2^{\theta,\tau} \end{cases}$$

and

$$newT^\tau_2 = \begin{cases} 0, & \text{if } \hat{T}^\tau \leq \frac{1}{2}\hat{\theta}_1^{\rho,\tau}, \\ \hat{T}^\tau - \frac{1}{2}\hat{\theta}_1^{\rho,\tau}, & \text{if } \frac{1}{2}\hat{\theta}_1^{\rho,\tau} < \hat{T}^\tau \leq \frac{1}{2}\hat{\theta}_1^{\rho,\tau} + \hat{\theta}_2^{\rho,\tau}, \\ \hat{\theta}_2^{\rho,\tau} + x^2_2(\hat{T}^\tau - \frac{1}{2}\hat{\theta}_1^{\rho,\tau} - \hat{\theta}_2^{\rho,\tau}) & \text{if } \hat{T}^\tau > \frac{1}{2}\hat{\theta}_1^{\rho,\tau} + \hat{\theta}_2^{\rho,\tau} \end{cases}$$

- If the end of $\tau$ is at the end of a time interval for network provider 1 (i.e. $\tau$ is odd), then firstly we find the artificial state $\tilde{S}^\tau(S^{\tau-1}, \omega, x) = \{S^{\tau-1}, newT^\tau_1, newT^\tau_2\}$, where $newT^\tau_i$ is defined as
\[
newT_1^\tau = \begin{cases} 
newT_1^{\tau - 1} + \hat{T}^\tau & \text{if } \hat{T}^\tau \leq 1, \\
newT_1^{\tau - 1} + \frac{1}{2}\tilde{T}_1^{\theta,\tau} & \text{if } \frac{1}{2}\tilde{T}_1^{\theta,\tau} < \hat{T}^\tau \leq \frac{1}{2}\tilde{T}_1^{\theta,\tau} + \tilde{T}_2^{\theta,\tau}, \\
newT_1^{\tau - 1} + \frac{1}{2}\tilde{T}_1^{\theta,\tau} + x_1^\tau(\hat{T}^\tau - \frac{1}{2}\tilde{T}_1^{\theta,\tau} - \tilde{T}_2^{\theta,\tau}) & \text{if } \hat{T}^\tau > \frac{1}{2}\tilde{T}_1^{\theta,\tau} + \tilde{T}_2^{\theta,\tau}, 
\end{cases}
\]

and
\[
newT_2^\tau = \begin{cases} 
0 & \text{if } \hat{T}^\tau \leq \frac{1}{2}\tilde{T}_1^{\theta,\tau}, \\
\hat{T}^\tau - \frac{1}{2}\tilde{T}_1^{\theta,\tau} & \text{if } \frac{1}{2}\tilde{T}_1^{\theta,\tau} < \hat{T}^\tau \leq \frac{1}{2}\tilde{T}_1^{\theta,\tau} + \tilde{T}_2^{\theta,\tau}, \\
\tilde{T}_2^{\theta,\tau} + x_2^\tau(\hat{T}^\tau - \frac{1}{2}\tilde{T}_1^{\theta,\tau} - \tilde{T}_2^{\theta,\tau}) & \text{if } \hat{T}^\tau > \frac{1}{2}\tilde{T}_1^{\theta,\tau} + \tilde{T}_2^{\theta,\tau}. 
\end{cases}
\]

Then for both network providers, reorder entries in \(\{S_i^{\tau - 1}, newT_1^\tau\}\) into a non-increasing order and delete the current \((\theta + 1)\)-th highest volume of traffic to obtain the real state \(S_i^\tau\). This is the same as if, we divide one time interval for network provider 1 into two to fix for the stage defined by network provider 2, and set the cut-off decision \(y_1^\tau = \frac{1}{2}\tilde{T}_1^{\theta,\tau}\). Routing decisions for the additional traffic at one time interval for network provider 1 however, is split into \(x_1^\tau\) and \(x_1^{\tau + 1}\). With this structure, if working on the enlarged state space \(\tilde{S}^\tau = \{S_i^{\tau - 1}, newT_1^\tau, newT_2^\tau\}\), the presented ADP-Bézier-Curves/Surfaces model should be applicable as well. Although this might not be optimal, it provides an easy and reasonable way to deal with the different setup of time intervals.

### 7.3 On the ADP-Bézier-Curves/Surfaces solution method

To the best of our knowledge, the use of Bézier Curves/Surfaces to approximate the time-varying pattern of regression parameters in the ADP model is introduced in this work for the first time. It has been proved to be effective and efficient in solving the TpTRP, but the applicability of this technique is not restricted to this particular problem. Indeed, the aggregation using Bézier Curves/Surfaces within ADP should be applicable to the (vast) majority of problems in which the number of modelling parameters increases sharply with a/several particular dimension(s) while the value of those parameters changes smoothly over time. For example, in a vehicle assignment problem, as an often cited example in Powell [45] which can be solved by ADP, where state is represented by the 3-digit zip code of the location. As the zip code is naturally assigned according to the geographical
location, we have reason to believe that the value function can be assumed to be smooth and thus can be approximated by a 2-dimensional Bézier Surface.

Apart from this, multi-stage stochastic problems (integer or not) in which decisions should be made repeatedly for a number of periods can generally be solved by the presented ADP based approximation algorithm. For instance, consider a dynamic portfolio management problem, in which the investor can re-balance the portfolio at finite dates over a finite horizon (For a review of discrete time dynamic portfolio management models, see [32]). The uncertainty is forced on the price of risky assets. At the beginning of each period, the decision maker observes the current market prices for the risky assets and revises the portfolio composition, while the corresponding transaction costs have to be paid. Key features of the dynamic portfolio model are the non-linear risk averse utility function, and the rapidly increasing size of the problem resulting from the description of the uncertainty.

Although in Barro and Canestrelli [7] the authors have proved that the dynamic portfolio management problem can be solved efficiently by a clever application of stochastic programming approaches, the multi-period and clear dynamic features of the resulting stochastic programming model make it looks very similar to the TpTRP. The only difference is that, the stochastic programming model of TpTRP is hard to solve due to the integer variables used to count for the top-percentile time interval, while the dynamic portfolio management problem is hard due to the non-linear risk averse utility function in the objective. Therefore, it is reasonable to expect that the dynamic portfolio management problem can be solved efficiently using the presented ADP-Bézier-Curves/Surfaces model, if stage is naturally defined by the time period, and state is a combination of asset amounts that we currently hold in the portfolio. The value function approximation, although it might not be linear due to the non-linear risk averse utility function, should be well approximated by a quadratic regression model. In case where the number of time period is high enough, we can expect that the regression parameters change smoothly over time thus can be nicely approximated by Bézier Curves.
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