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Abstract

Circadian clocks are biological signalling networks which have a period of ~24 hours under constant environmental conditions. They have been identified in a wide range of organisms, from cyanobacteria to mammals and through the temporal co-ordination of biological processes are believed to increase individual fitness. The mechanisms which generate these self-sustained rhythms, the pathways of entrainment and the target outputs of the clock are all areas of great interest to circadian biologists.

The plant circadian clock is believed to comprise of interlocking feedback loops of transcription and translation. The morning MYB-transcription factors CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATED HYPOCOTYL (LHY) bind to the promoter of TIMING OF CAB2 1 (TOC1) and repress its expression, as well as their own. As levels of CCA1 and LHY fall, TOC1 is expressed and activates the expression of its repressors. This is a simplified version of the known clock components and the current model contains this core loop as well as an interlocked morning and evening loop, which also incorporates some post-translational modification (Chapter 1).

Understanding the plant circadian network and its entrainment are the topics of this thesis. The study has focused on two plant species, the land plant Arabidopsis thaliana and the picoeukaryotic marine algae Ostreococcus tauri. In both of these species light-mediated entrainment of the clock has been investigated (Chapter 8), as well as the core circadian mechanism. In A. thaliana the role of a circadian associated gene, EARLY FLOWERING 3 has been a particular focus for investigation, through both experimentation and mathematical models (Chapters 4 and 5). In O. tauri the responses to light signals have been tested, as have the circadian responses to pharmacological manipulation (Chapters 6, 7 and 8).

The work presented identifies a role for ELF3 in the repression of circadian genes and also links it with the regulation of protein stability. Likewise, in O. tauri the regulation of protein stability is identified to be a key mechanism for sustaining circadian rhythms. As well as investigating the clock in plants, certain photoreceptors have been characterised in S. cerevisiae with the aim of linking them to a synthetic oscillator.

Together the work presented in this thesis provides evidence for the circadian community to aid with the understanding of circadian rhythms in plants, and possibly other organisms.
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Chapter 1

Introduction

1.1 What is a circadian oscillator?
A circadian oscillator is a regulatory network which has an innate period under constant environmental conditions, of approximately 24 hours. These oscillations have been observed in a wide range of organisms from cyanobacteria (*Synechococcus elongatus*), to plants and animals [1]. In plants circadian rhythms were first observed in 1729 through the rhythmic movement of leaves [2]. Subsequent study has added to the list of physiological, behavioural and molecular processes which the clock network directly controls or influences. These include; hypocotyl elongation and growth rates [3, 4], flowering time [5], gene expression [6, 7, 8, 9], protein stability [10, 11], stomatal regulation [12], tropisms [13], cell division [14], defence against pathogens [15], hormone regulation [16, 17, 18, 19, 20] and chromatin stability [21]. The clock is believed to be cell autonomous [22] but its function can be observed at every level of the plant, from whole organism to subcellular (Figure 1.1). Furthermore, the plant clock, like its animal counterparts, shows organ specificity [23]. In mammals the suprachiasmatic nucleus (SCN) in the brain is the central oscillator which entrains peripheral oscillators in other organs [1]. In plants, the leaves may form the driving oscillator that entrains a reduced clock network in dark-grown roots, possibly through photosynthetic output [23].
Figure 1.1: Circadian clocks affect all levels of plant physiology
Schematic representing four biological levels which the circadian clock influences of; whole organism (circadian regulation in growth and flowering) [24], organs (leaf movement occurs with an approximately 24 hour rhythmicity), cellular (differential expression patterns (Chapter 5)) and molecular (nuclear speckling of clock component ELF3 tagged with YFP (Chapter 5)).

The circadian oscillator forms part of a signalling network which has environmental signals as inputs and then, as described, a variety of outputs which link certain biological functions to specific phases. However, the pathway is not linear as components can be both inputs and outputs of the clock and therefore feedback to the clock’s regulation (Figure 1.2). This is illustrated in plant clocks through the effects of Calcium [25]. Sensing environmental cues and adjusting accordingly is an essential aspect of the clock and is referred to as entrainment [26]. The components of the innate oscillator and the mechanism of entrainment are the topic of this thesis.
Figure 1.2: Generalised scheme for circadian networks
The multiple levels of signalling feedback in the circadian system are represented through arrows. Entrainment refers to the external entraining signals, including light, temperature and nutrients, as well as the pathways required to link these stimuli to the oscillator mechanism. The oscillator mechanism is depicted as two separate loops of nuclear and metabolic oscillators.

Circadian oscillators have been classified to meet three particular specifications; they must have an innate rhythm, with a period of approximately 24 hours which persists in the absence of environmental stimuli, they must be entrainable to environmental stimuli and they must be temperature compensated across a biological temperature range [27]. Colin Pittendrigh, whose work focused on the study of *Drosophila pseudoobscura*, posed five questions which the wider field of circadian biology has ultimately been trying to answer for over 40 years. These questions were “(1) What is the nature of the driving oscillation? (2) What is the mechanism of entrainment by environmental cycles? (3) How is it coupled to the peripheral subsystems which it drives? (4) What functions does the oscillation serve in the economy of the total system (cell or organism)? (5) Are the circadian oscillations in diverse organisms alike and historically related, or are their similarities the product of evolutionary convergence?” [28] Although a lot of progress has been made, not a single question has been fully answered in, and across, all organisms. A summary of the progress made in answering each of these questions is outlined
below, with a particular focus on the plant circadian clock.

1.1.1 What is the nature of the driving oscillation?
The characterised structure of circadian oscillators, in all organisms studied show a mechanism involving regulatory feedback loops [1]. These loops are based on transcriptional and translational processes with the pace of the oscillator being, at least in part, regulated through post-translational modifications [29]. All of the feedback mechanisms identified have both positive and negative elements (as shown in Figure 1.3). In mammals, Figure 1.3A, the bHLH-PAS transcription factors BMAL1 and CLOCK (which also has histone acetyltransferase (HAT) activity) form heterodimers which positively regulate the expression of their own negative regulators, PERIOD (PER1 and 2) and CRYPTOCHROME (CRY1 and 2). BMAL1 is also regulated positively by RORA and negatively by Rev-Erbα, which are orphan nuclear receptors. The activity of BMAL1 and CLOCK are central to the mammalian clock as they target a number of output genes [reviewed in 29]. The BMAL/CLOCK heterodimer mediates regulation through modification to the chromatin state, with activation being associated with methylation of histone 3 and repression with histone acetylation [30, 31]. As Figure 1.3A shows phosphorylation is important in the regulation of protein stability. The core network is very similar in *Drosophila melanogaster* with bHLH-PAS transcription factors CLOCK (CLK) and CYCLE (CYC) forming the positive regulating heterodimer which activates the expression of their own repressor PERIOD (PER) and TIMELESS (TIM), (Figure 1.3C) [reviewed in 29]. The stability of both PER and TIM is regulated through phosphorylation [32]. In the fungus, *Neurospora crassa* (Figure 1.3D) a complex between the PAS domain transcription factors WHITE COLLAR 1 and 2 (WC1 and 2) which form an active white collar complex (WCC) activates transcription of FREQUENCY (FRQ) and VIVID (VVD). VVD and WCC form a complex and
WC1 and WC2 expression is repressed ([33] and reviewed in [29]). In plants, Figure 1.3B, TIMING OF CAB2 1 (TOC1) is the positive regulator of the MYB-transcription factors CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATED HYOCOTYL (LHY). CCA1 and LHY repress the expression of evening-phased clock genes, including TOC1 as well as other core clock genes such as GIGANTEA (GI), EARLY FLOWER 3 and 4 (ELF3 and 4) and LUX ARRHYTHMO (LUX). CCA1 and LHY expression is also repressed by the PSEUDO RESPONSE REGULATORS 7 and 9 (PRR7 and 9) (reviewed in [26]). The regulation of CCA1’s association with DNA is mediated through phosphorylation [10]. The stability of TOC1 is mediated through association with a putative blue-light photoreceptor and F-box protein, ZEITLUPE (ZTL) [11]. Further details of the plant circadian clock are provided in section 1.2.1.
Figure 1.3: Schemes outlining the signalling networks for mammalian, plant, fly and fungi circadian clocks.

A. A simplified mammalian circadian network comprises of CLOCK and BMAL forming a heterodimer which activates the transcription of PERIOD (PER1/2) and CRYPTOCHROME (CRY1/2), the proteins of which are phosphorylated by casein kinase Iε (CKIε) and glycogen synthase kinase 3 (GSK3) and go on to repress CLOCK and BMAL function. B. A simplified Arabidopsis circadian network comprising of a core loop (Loop A) of CIRCADIAN CLOCK ASSOCIATED 1/ LATE ELONGATED HYPOCOTYL (CCA1/LHY) repression of evening genes, specifically TIMING OF CAB2 EXPRESSION 1 (TOC1) and GIGANTEA (GI)/Y in the evening loop (Loop B). TOC1 is degraded through its interaction ZEITLUPE (ZTL), an interaction which is antagonised by PSEUDO RESPONSE REGULATOR 3 (PRR3), (Loop D). CCA1/LHY expression is repressed through PSEUDO RESPONSE REGULATORS 9 and 7 (PRR9 and 7) in the morning loop (Loop C). C. In a simplified representation of the Drosophila clock, CLOCK and CYCLE activate the transcription of PERIOD (PER) and TIMELESS (TIM) which are phosphorylated by shaggy (SGG), double-time (DBT) and casein kinase II (CKII) and go on to repress CLOCK and CYCLE function. D. In a simplified scheme of the Neurospora clock network WHITE COLLAR COMPLEX (WCC) activates FREQUENCY (FRQ) transcription. FRQ protein either represses WCC (morning) via binding with RNA helicase (FRH) and casein kinase phosphorylation (CKI and CKII) or stabilises WCC (evening) through hyperphosphorylation of FRQ. Recent evidence has identified an important role for the VIVID protein which is discussed in the text. P, phosphorylation. Schemes A, C and D are taken from [29] and scheme B from [26].
The co-regulation of the components within these transcriptional/translational feedback loops (TTFL’s) is sufficient to drive circadian oscillations. This is verified through mutant and over-expressor phenotypes. In both mammals and flies certain mutations in the CLOCK gene, clock^brk in Drosophila and Clock^{△19/△19} in mice, cause a period lengthening [34, 35] as does a mutation in the DNA-binding domain of WC2 in Neurospora [36]. Interestingly, regarding the CLK null mouse the effects of its mutation are tissue specific. In the SCN the CLK mutant is believed to be compensated for by the closely related factor NPAS2; this however, does not occur in the peripheral organs where CLK is required for rhythmicity [37, 38, 39]. In all cases, the mutations affect the DNA binding and transcriptional activity of the proteins and therefore regulation of the TTFL [40]. In Neurospora the constitutive expression of FRQ stops the majority of circadian oscillations [41]. In Arabidopsis the TTFL captures many of the observed circadian phenotypes. The constitutive expression of CCA1 causes clock arrhythmia [42] demonstrating the important role CCA1 plays in regulating both morning transcription (through regulation of its own promoter) and evening transcription (through its direct binding to evening-elements) [43]. The toc1-1 mutant is short period, again linking this gene to the regulation of the oscillator [44]. Furthermore, through the modelling of the TTFL, specifically in Arabidopsis, it is clear that TTFL regulation is sufficient to capture a lot of experimental data and through this modelling method even make predictions about what is required, such as an evening Y component to allow regulation on TOC1 and the requirement for a protein which directly binds to the promoter of CCA1/LHY to activate expression [45, 46, 47, 48]. Recent work is also incorporating the roles of LUX/ELF3/ELF4 [49] to the clock, which in Arabidopsis, are the only two genes (LUX and ELF4) which have mutant arrhythmic phenotypes [50, 51] and therefore must be part of a core clock mechanism. Protein interactions and stability are also important in the TTFL’s, with the most recent Arabidopsis model including the putative blue-light
photoreceptor ZTL regulating TOC1 stability [48, 11]. In mice mutations in Fbx13, a protein which mediates ubiquitination of other proteins (specifically Cry1 and Cry2) via recruiting them to SCF ubiquitin E3-ligase complex, show a lengthening in circadian period [52]. However, it is also becoming apparent, as more multiple genetic mutations are generated and the molecular tools develop, that a wider array of biochemical mechanisms contributes to circadian regulation. These include kinase and phosphatase activity, histone acetylation and methylation, sumoylation, redox regulation, metabolic inputs and light-dependent protein stability [53 (Appendix A), 54, 55, 56, 57]. In particular, it seems that the post-translational modifications provide a mechanism to add more than just delay into the TTFL’s. Further to this it is has been demonstrated that rhythmic transcription of clock associated genes is not required for circadian clocks to maintain rhythmicity. In flies, constitutive over-expression of CLK or expression which pushes CLK protein to its antiphasic interval still permits normal clock function [58]. In both mammals and flies constant expression of the PER does not affect circadian rhythms [59, 60]. Also, the over-expression of CLK/BMAL [40] or CRY1 [61] does not cause arrhythmia in mouse fibroblasts. In plants, oscillations can still be measured in TOC1 and CCA1/LHY mutants [45, 46, 47]. In Neurospora there is a wide array of oscillations measured without FRQ expression [62, 63]. The global inhibition of transcription in mouse fibroblasts only had a very minor effect on the circadian network [64], an observation which was also seen in the picoeukaryotic alga Ostreococcus tauri ([53] (Appendix A)). This data supports the now classical observations from the single-celled marina alga Acetabularia where circadian rhythmicity continues in enucleated cells [65]. These results suggest that the TTFL can not completely account for cellular circadian rhythmicity as in the TTFL the timing of both gene expression and protein degradation is essential to maintain rhythms. In combination, it highlights that our understanding of the circadian mechanism needs to become more integrated with knowledge of the cellular physiology [63]. This is particularly supported through a set of
experiments in the cyanobacteria *Synechococcus elongatus* where the circadian regulation can be reconstructed in a test-tube with the three central proteins KaiA, KaiB and KaiC and adenosine triphosphate (ATP). KaiC has both autophosphorylation and autodephosphorylation activity with the autophosphorylation being enhanced by KaiA and KaiA’s effects inhibited by KaiB. Through assaying KaiC phosphorylation self-sustained, 24 hour, temperature-compensated rhythms were measured [66, 67]. This demonstrated that a three protein system, with ATP, could generate circadian rhythms, without rhythmic input [68]. Therefore, currently the mechanism which creates a circadian rhythm remains unclear in most organisms. The original TTFL’s now need to be incorporated and merged with the increasing number of physiological results to form a clock network which is sensitive to the cells and organisms physiology [1].

1.1.2 *What is the mechanism of entrainment by environmental cycles?*

In most species studied more than one interlocking loop has been identified to form part of the circadian network [1], (Figure 1.3). These multiple loops are thought to exist to enable the oscillator mechanism to be flexible and responsive to entrainment signals [69]. This allows the phase of components within the oscillator to change, or entrain, relative to environmental input. The ability of the oscillator to respond to environmental signals, and regulate when this response occurs (gating), is what makes the oscillator mechanism biologically relevant [70]. Entrainment signals differ slightly between organisms but light and temperature are the dominant ones. Defining the mechanism of entrainment is hampered by its close proximity to the potential central oscillator and because the effects of entrainment often feedback to the entrainment mechanism itself. Therefore, it is technically and conceptually difficult to separate entrainment and many of the clock inputs and outputs from the oscillator mechanism [70]. In fact, it may not
be possible or meaningful to do so in organisms which are largely dependent on light signalling for physiological requirements, most notably plants.

In *A. thaliana* plants bearing single mutations in clock components show light signalling phenotypes, as light and clock responses are very closely linked. Light entrainment to the plant clock is through at least three types of photoreceptor [71, 72, 73, 74] as well as potentially through the photosynthetic chain, as observed in *Synechococcus elongatus* [75]. The photoreceptors are the red/ far-red-light sensing phytochromes (phyA-E) with phyA and phyB playing the predominant role in circadian entrainment [71]. The blue-light sensing cryptochromes (CRY1-3) [76], the role of *A. thaliana* CRY3 has yet to be investigated but it is localised to the mitochondria and chloroplasts, and the blue-light sensing LOV (Light Oxygen Voltage) domain proteins ZTL, FLAVIN-BINDING, KELCH REPEAT, F-BOX 1 (FKF1) and LOV KELCH PROTEIN 2 (LKP2) (notably not the phototropins) [74, 77, 78, 79]. These photoreceptors relay light-signalling to the clock through a variety of methods, from direct interaction to modulating secondary messenger levels. These routes of entrainment will be discussed below.

Members of each of these photoreceptors families have direct interactions with circadian components. PhyB has been shown to have a direct interaction with ELF3 [80] and TOC1 [70], GI has been shown to interact with ZTL [81], FKF1 [82] and PhyA [83], TOC1 and PRR5 also interact with ZTL [11, 84] and finally through COP1 interaction, ELF3 and GI are regulated by the CRYs [85, 86]. Not all of these interactions have been shown to affect the clocks entrainment [83] but the potential remains. The LOV domain proteins, ZTL, LKP2 and FKF1 are believed to function by similar mechanisms and in a redundant fashion [87]. For ZTL, it has been shown that under blue-light the protein is more stable and therefore its light-interactions with other proteins increases their stability [11, 81], whilst the dark interaction enables targeting of the proteins for degradation, as ZTL also contains an F-box domain [88]. These direct
interactions offer an immediate mechanism for entrainment of the circadian clock. Furthermore, the clock regulates the levels of Phytochromes and Cryptochromes as they all exhibit circadian regulation at the transcriptional level [89, 90]. However, only PHYA, PHYB and PHYC have shown oscillations at the protein level in constant conditions [91]. The protein levels of ZTL are believed to be reciprocally regulated through its interaction with clock components [11, 81].

A number of light-signalling intermediates have also been identified to be involved with entrainment. These include the PHYTOCHROME INTERACTING FACTORS (PIF’s) which are bHLH transcription factors shown to bind light signalling domains (G-boxes) in gene promoters [92]. Following light perception it is known that PhyB translocates to the nucleus where it can interact with PIFs which are bound to the promoters of light responsive genes [93, 94], including CCA1 and LHY. A number of reports show that photo-activated Phytochromes target PIF’s for degradation [95, 96, 97]. Likewise PIF’s also regulate the stability of Phytochromes [98]. Through this mutual regulation the proportion of light signalling is relayed to light-responsive promoters, activating expression of CCA1 [42], LHY [94], PRR9 [47, 99, 100] and GI transcripts [45]. This is important for clock entrainment but also light-signalling responses, such as photomorphogenesis [101, 102]. This however, is not the only method of light activation of CCA1 and LHY [103]. Entrainment redundancy to clock is particularly apparent when considering the PIF3 null mutant has no effect on the clock [104]. Other proteins which have been shown to be involved with entrainment include FAR RED ELONGATED HYPOCOTYLS 3 (FHY3) and ELF3 [105, 106]. Beyond this SENSITIVITY TO RED LIGHT REDUCED (SRR1) is also implicated in light signalling to the clock. It is required for full phyB function as the srr1 mutant has long hypocotyls in red light. SRR1 may actually be very close to the core circadian network as srr1 has a short period in white light [107]. CONSTITUTIVELY PHOTOMORPHOGENIC 1 (COP1) is also a light-signalling intermediate to the entrainment of
the clock. COP1’s interaction with the Cryptochromes, which reciprocally mediate protein stability [86], has been linked with the protein regulation of ELF3 and GI [85] (further discussed in Chapter 5).

The examples above show how light signalling links to transcriptional regulation and protein stability, still there are a number of other points of entry to the clock mechanism. These include translational regulation observed for LHY [108], as well as LHY’s light responsive targeted degradation by DET1 [109] and the regulation of CCA1 mRNA stability [110]. Also there is the potential for light regulation to the clock through miRNA’s [111]. Other light signalling intermediates such as calcium/calmodulin and cGMP have also been linked with entrainment and clock regulation [112]. Therefore the specific points of entry of light signals to the circadian mechanism are numerous and the phenotype responses from clock mutants to different light fluence rates and wavelengths often very involved, ELF3 and GI in particular show an array of different light-dependent phenotypes [80, 113, 114, 83]. In the current TTFL model [48] not a single component is uninfluenced by light signalling at some point, a feature which has as much to do with the interlocking loops as acute light response.

Mutants in photoreceptors which entrain the circadian clock can be expected to have a long circadian period; this is in accordance with Aschoff’s Rule, which links perceived light intensity and clock period. In diurnal organisms higher light intensity causes the clock to run faster, as observed in A. thaliana [115]. The phytochrome single and multiple mutants all show long periods, with phyA phyB phy D and phyA phyB phyE showing longer periods than the phyA phyB double mutants, which indicates that both PHYD and E are involved with circadian entrainment, but the effects are largely additive [71, 116]. Entrainment mediated by PHYA and PHYB appears to be over different fluence ranges with PHYA, a light-labile phytochrome, having a stronger mutant phenotype at red-light fluence rates below 5 μE/m², whilst PHYB, a light-stable phytochrome, mutants had a stronger effect above 5 μE/m² [71]. Cryptochrome mutants also
have long period phenotypes, again with the *cry1 cry2* mutant showing a longer period than either of the single mutants [72]. Interestingly the *cry2* mutant alone has only a very small effect on period. Both *cry1* and *cry2* have phenotypes in red light conditions. Under low fluence rates of red and blue light *cry2* shows a small period shortening [72]. In low fluence red-light alone *cry1* shows a period lengthening [71]. Protein-protein interactions have been identified between CRY1/PHYA and CRY2/PHYB [117, 118] which may suggest a mechanism for the mixed light phenotypes. Interestingly, the quadruple mutant of *phyA phyB cry1 cry2* does not have any effect on leaf movement rhythms [119] and the quintet *phyA phyB phyC phyD phyE* mutant can still entrain [120]. This highlights that other entrainment pathways must also be able to set the circadian phase. Like the phytochromes and cryptochromes, *ZTL* mutants also have a long period. *ZTL* over-expression causes arrhythmia, probably through causing a very short period, long hypocotyls in red light and delayed flowering [121, 77]. The over-expression of LKP2 also results in similar phenotypes [78]. The data presented shows that the phytochromes, cryptochromes and LOV domain F-box proteins have a role in entrainment. It also highlights that other factors are involved in the light entrainment of the clock, possibly through the photosynthetic chain and secondary metabolism [122].

Light signals are not the only entrainment cue to circadian clocks; temperature signalling is also important [123]. Interestingly, temperature input to clock has been linked with PSEUDO RESPONSE REGULATORS 7 and 9 (PRR7 and 9), which are also points for light entrainment to the clock [124, 125]. Mammalian oscillators have been shown to also be entrained by feeding times [1]. Nutrients also have a role in plant circadian entrainment [126, 127], with sucrose being involved, with circadian regulation, in the regulation of diurnal gene expression [127]. The role of nutrients is investigated in Chapters 6 and 8.
1.1.3 How is the oscillator coupled to the peripheral oscillator subsystems which it drives?

The plant circadian oscillator, like its animal counterparts, is believed to have an oscillator mechanism in every cell and the oscillator regulation differs at the level of organs. Through split entrainment of leaves on the same plant the existence of a cell autonomous oscillator can be inferred [22]. Single and detached leaf imaging has indicated that there may be some kind of communication between cells but also shows that there is cell type specificity in the plant clock [128]. The imaging work indicated that the rhythms of the vein preceded the rhythms in the blade of a leaf [128]. Further to this it has been observed that CAB2 promoter activity and \([\text{Ca}^{2+}]_{\text{cyt}}\) levels run with different, approximately circadian, periods when measured in whole seedlings [129] and two oscillators can be distinguished through differences in temperature sensitivity [130]. This observation may suggest either different tissues have different clocks or that certain cells contain two clocks with slightly different periods. The latter has been observed for *Lingulodinium polyedra* (was *Gonyaulax polyedra*) which has been identified to contain two distinct oscillators within the same cell, both with an approximately circadian period [131, 132]. Work by James *et al* [23] showed that the plant clock differed significantly between shoots and dark-grown roots. In shoots a multiple interlocking loop mechanism existed (Figure 1.3 and section 1.2.1) whereas in the root a single morning loop appeared to function. This single loop regulated a significantly reduced number of transcripts, as observed in dark-grown seedlings [133], but was sufficient to sustain oscillations. Oscillations in the evening components (Figure 1.3 and section 1.2.1) could be observed under diurnal conditions or with the addition of sucrose suggesting that the root clock is entrained via a metabolic signal from the shoots. Furthermore, this entrainment response was disrupted by the photosynthetic inhibitor DCMU which blocks the plastoquinone binding site on photosystem II, suggesting that the role of sucrose and possibly redox is important in entraining the root clock [23]. Such an idea has
parallels with the mechanism of entrainment identified for the *S. elongatus* clock which is not entrained through proteins with a specific photoreceptor function but through the state of the quinone pool, which is controlled through the photosynthetic apparatus [75].

Other work is beginning to show the close link between plant hormones and the clock network [134]. Hormone signals, the levels of which are also closely linked to the metabolic state of the cell, would offer one mechanism for coupling and entrainment of different oscillators between plant cells [135]. Such regulation would also link with circadian regulation of plant-pathogen defence [15].

### 1.1.4 What functions does the oscillation serve in the economy of the total system (cell or organism)?

Circadian oscillators have been identified in eukaryotes and prokaryotes and seem to form a fundamental part of signalling control for these organisms. In plants the oscillator controls a huge range of biological processes, outlined above, and co-ordination of this innate 24 hour period with the environment has been shown to increase the plants overall fitness [136, 137].

The effects of clock mutations, which can cause either long or short periods of the innate oscillator, can be overcome through growing the plants in the respective long or short period photoperiods [136]. The oscillator mechanism could also enable the temporal separation of incompatible biochemical events along with the most advantageous phasing of biological processes, relative to the environmental signals. This includes DNA replication, hormone production and starch regulation [122]. No allele of an *A. thaliana* clock mutant identified shows a lethal phenotype, this may simply be because lethal and semi-lethal clock mutants are not selected for genetic analysis. However, the known mutations in clock components do seriously affect the biomass of plants. A number of mutations such as *toc1*-1 and *ztl* cause dwarf phenotypes, whilst *gi-11* plants have a much greater biomass at flowering. Some of the clock
mutations also affect the flowering regulation in plants, with EARLY FLOWERING 3 (ELF3), EARLY FLOWERING 4 (ELF4) and LUX ARYTHMO (LUX) being early flowering and GIGANTEA (GI) and PSEUDO RESPONSE REGULATOR (PRR7) being late flowering [138, reviewed in 26]. Such mutations will affect the plants viability, especially if they are diclinous. Furthermore, photosynthesis is under circadian regulation. Rhythms in stomatal conductance, net carbon assimilation and thylakoid membrane assembly have all been recorded [136, 139]. This shows that one of the most important mechanisms in life, carbon fixation and the production of oxygen is under circadian regulation. Therefore, understanding how this regulation is achieved will be very powerful in future developments in agriculture.

As the oscillator affects so many biological processes understanding its basic structure and the mechanism of entrainment may lead to advances in understanding how plants co-ordinate these processes. This understanding could be used in a number of practical applications including the application of disease resistance compounds and the movement of species or varieties between latitudes. Understanding the circadian mechanism is also highly relevant to understanding and ultimately manipulating flowering regulation. The combination of internal and external coincidence already identified to regulate CONSTANS (CO) levels, as well as the differential regulation at the transcriptional and translational level, gives some indication of the complexity of this process [82]. Through temporal regulation the timing of flowering onset could be adjusted, which has significant agricultural implications.

Furthermore, the identification of a possible common aspect to the circadian mechanism [53 (Appendix A) and 140] makes the study of the clock network in plants relevant to understanding the mammalian clock. In particular, a number of genetic and long-term experiments are possible in plants which are not possible in mammals. Therefore insights from plant research will remain directly applicable to the mammalian clock, as has previously been demonstrated through the identification of the Cryptochromes [141].
1.1.5 Are the circadian oscillations in diverse organisms alike and historically related, or are their similarities the product of evolutionary convergence?

Since the first molecular components of circadian oscillators were identified it seemed clear that although the structure of the oscillator, the transcriptional/translational feedback loops (TTFL's), was conserved the components of the oscillator showed very little conservation between organisms. This suggested that the circadian oscillator was a product of convergent evolution [reviewed in 142 and 143]. In trying to address whether the circadian clock mechanism is a product of convergent evolution the similarities at protein level both within and between taxonomic groups needs to be considered. The three protein clock of *Synechococcus elongatus*, which if it is true to its first form must be the earliest circadian mechanism, is also observed in Archaea [144, 145, 146] but putative *Kai C* genes have not been identified in land plants. This does not mean that the *Kai C* genes do not exist in these species; it could be that the genomic sequence is now very divergent and so is not detected through homology searches but the catalytic or other relevant domains are conserved at the level of protein structure. However, first analysis suggests that the cyanobacterial clock was not inherited by land plants. Some of the kinases and phosphatases involved in circadian regulation are conserved in plants, flies, fungi and mammals ([29], [53] and Appendix A). In particular, Casein Kinase II is involved with clock function, either protein stability or affinity to bind DNA, in mammals, *Drosophila, Neurospora* and *Arabidopsis* [29] and the protein phosphatase PP2A is also involved in clock regulation in mammals, *Drosophila* and *Neurospora* [29]. However, the identified canonical clock proteins (section 1.1.1) are not always observed within different species of the same taxonomic group, for example LUX is only found in *A. thaliana* and rice [147]. This may suggest that the core genes being compared are not actually central to the evolved mechanism. The common recruitment of the kinases and phosphatases starts to suggest that there could be a conserved aspect to the clock mechanism. Some components do show some similarity between species such as *tej* [148],
JMJD5 [149] and FIO1 [150] (see section 1.2.1 for details) but these proteins have only been linked to the clock in one species *Arabidopsis* and notably mostly have a biochemical function. It has been observed that the circadian mechanism in plants enhances plant fitness, and therefore would suggest that there should be a relatively strong evolutionary pressure to maintain the clock network. The two genes to form the first identified loop in the *A. thaliana* circadian clock, *CCA1* and *TOC1*, are quite well conserved and have been identified to be functioning in the same manner from the picoeukaryotic alga (*Ostreococcus tauri*, more details section 1.2.2) through to Popular trees [151]. Yet, between different plant species some of the core clock components do not appear to be strongly conserved. *LUX, ELF3, ELF4* and *ZTL* have only been identified in a few other plant species and often have different circadian phenotypes, in fact *LUX* in rice, lacks a circadian phenotype [151]. Such a level of continual convergent evolution seems incredible, but not impossible. It is possible that the TTFL may be part of the circadian mechanism which was recruited to a more cytosolic or metabolic oscillator network. Therefore, a level of divergence, particularly between the plastic and polyploid genomes of many plant species does not seem so incredible.

Recent work, in *Ostreococcus tauri* (section 1.2.2) has shown that another common aspect to the clock mechanism could be based on redox regulation ([53] (Appendix A)). This is supported through the measurement of peroxiredoxin suphonilation rhythms in mature red blood cells, which are naturally anucleate [140]. The identification of a conserved rhythmic post-translational marker in two eukaryotic lineages, plants and mammals removes some of the focus from a TTFL mechanism to one which incorporates cytosolic and metabolic events [1]. If this common aspect of circadian clocks can be identified it will combine the metabolic and genetic aspects already studied and offer functional insights between clock mechanisms. Of interest to evolutionary biologists would be how the peripheral oscillators were recruited, possibly including TTFL’s, as well as gaining more understanding of the early endosymbiotic events.
However, much more work is required to detail the mechanism of this aspect of the oscillator.

1.2 Green circadian networks

1.2.1 Arabidopsis thaliana

*Arabidopsis thaliana* has been the model research plant species for around 20 years, over this time its genome has been sequenced and a wealth of bioinformatic and experimental tools developed. By virtue of these tools many components involved with the *Arabidopsis* clock have been identified. Most of the components were first identified through either genetic screens for changes in flowering time (such as EARLY FLOWERING 3 (ELF3), LATE ELONGATED HYPOCOTYL (LHY) and EARLY FLOWERING 4 (ELF4) [5]) or through changes in *CAB*:LUC expression, a promoter fragment for the Chlorophyll A and B binding protein which is rhythmically expressed (such as TIMING OF CAB2 EXPRESSION 1 (TOC1), ZEITLUPE (ZTL), TIME FOR COFFEE (TIC) and *tej* [9]). TOC1 has homology to the bacterial response regulators but lacks the vital aspartate required for phospho-transfer [44]. CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) is a MYB-related transcription factor which is expressed early in the day and believed to be part of the central clock [42] as is LHY [4]. The REVEILLE (RVE1-8) [26] family members show close homology to CCA1 and LHY with a number of them being involved with clock regulation and linking the clock to hormone pathways [20, 134]. With the anti-phase expression patterns of *CCA1/LHY* and *TOC1*, the low levels of CCA1 in *toc1-1* and high levels of TOC1 in *cca1-11* mutants and the direct binding of CCA1 to the *TOC1* promoter, a minimal clock network was developed [43]. In this single loop, CCA1/LHY represses the expression of *TOC1* and TOC1 indirectly activates the expression of *CCA1/LHY* [43], Figure 1.3B. This single TTFL could reproduce oscillations (confirmed through mathematical modelling [45]) and capture the correct phases of the included components. However, it was not
sufficient to capture all of the known phenotypes associated with mutant and over-expressor plants of CCA1 and TOC1. Most notably in a single loop network removal of any of the clock components would result in arrhythmia. This is not observed experimentally with the lhy-21 cca1-11 and toc1-1 mutants showing a short period phenotype [152, 44]. More of the experimental phenotypes have been captured through the addition of other components to the network; these include GIGANTEA (GI), ZEITLUPE (ZTL) and the PSEUDO RESPONSE REGULATORS (PRR9, PRR7 and PRR5) as well as two hypothetical components X and Y [45, 46, 47, 48]. More recent work has identified a link to the network for EARLY FLOWERING 3 (ELF3) ([153] Appendix B and Chapter 4), EARLY FLOWERING 4 (ELF4) and LUX ARRHYTHMO (LUX) ([154] and [49]), (Figure 1.4). The most recent modelled version of the network shown in Figure 1.4 [48] can not only capture the correct phase of the clock components and a large number of the mutant phenotypes but understanding is now also being gained regarding light-pulse responses and entrainment to skeleton photoperiods. Therefore, the modelled TTFL are certainly complex enough to allow for most of the clocks behaviour.

Through the experimental characterisation of double and triple mutants, in clock components which show a high level of redundancy, specifically the PSEUDO RESPONSE REGULATORS (PRR’s) mechanistic understanding is being gained. The PRR’s appear to act as repressors to the clock network [155] and possibly provide timing information through their sequential phosphorylation [156]. PRR9 is the first to be expressed and therefore protein product phosphorylated, followed by PRR7, PRR5, PRR3 and finally PRR1 or TOC1 [157]. Through a variety of double mutant analysis it is clear that the PRR’s are partially redundant but also that they have a non-trivial relationship with light-signalling, flowering control and circadian regulation [138].
Current experimental evidence shows that part of the *Arabidopsis thaliana* circadian clock network is formed of transcription, translational and post-translational feedback loops. First identified was the repression by CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATED HYPOCOTYL (LHY) MYB-domain transcription factors of the pseudo response regulator TIMING OF CAB 1 (TOC1) and its activation, most probably indirect (represented as a modified form of TOC1 protein, TOC1*) of CCA1 and LHY expression. This interaction is now believed to be antagonised by the TCP-domain transcription factor CCA1 HIKING EXPEDITION (CHE). Subsequently it was identified that CCA1 and LHY were repressing the expression of a number of evening expressed genes, including GIGANTEA (GI), EARLY FLOWERING 3 (ELF3), EARLY FLOWERING 4 (ELF4) and LUX ARRHYTHMO (LUX). In turn GI and another potential clock component (denoted Y [46]) acted to activate TOC1 expression, forming an evening loop. Additionally, CCA1 and LHY are believed to activate the expression of PSEUDO RESPONSE REGULATORS 9 and 7 (P RR9 and P RR7) which then function to repress the expression of CCA1 and LHY, forming a morning loop. From work presented in this thesis ([153] and Chapter 4) and through other publications [154, 49] an additional loop involving the formation of an ELF3, ELF4, LUX complex which represses PRR9 and PRR7 has been included. Further to this two post-translational regulatory loops have been included. The first is blue-light dependent stabilisation of GI by ZEITLUPE (ZTL) and ZTL dependent degradation of TOC1, which is antagonised by PSEUDO RESPONSE REGULATOR 3 (PRR3). The second post-translational loop (Chapter 5) involved the regulation of protein stability via the dark-activated E3-ligase CONSTITUTIVELY PHOTOMORPHOGENIC 1 (COP1) of ELF3 and GI and the dependence of GI interaction with ELF3 for COP1 interaction [85]. It also includes negative regulation of COP1 by the blue-light photoreceptors CRYPTOCHROME 1 and 2 (CRY1 and CRY2). In this diagram translation is represented through black dashed arrows, activation through solid green arrows and inhibition through solid red arrows. Background colours identify the separate loops identified in the narrative. Light signalling directly or indirectly affects all of the species. Figure in style of [26].
Still a number of genes known to affect circadian function are not linked, at a specific point, to the TTFL clock network. These include the poly(ADP-ribose) glycohydrolase tej [148], TIME FOR COFFEE (TIC) [152], PESUDO RESPONSE REGULATOR 3 (PRR3) [158], a DUF890 domain protein with similarity to methyltransferases, FIONA (FIO1) [150], the TCP21 transcription factor, CCA1 HIKING EXPEDITION (CHE) [159], the small GTPase LIGHT INSENSITIVE PERIOD 1 (LIP1) [160] as well as a number of close homologues to circadian components which show redundant phenotypes (FKF1, LKP2) [78, 79]. A number of these genes, tej, TIC, FIO1 and LIP1, have links either with metabolism (TIC [152], LIP1 [160] and tej [148]) or biochemical processes which are not currently included in the plant clock mechanism (LIP1 and FIO1). As such they provide an indication that further regulation at the metabolic level may be very important in circadian regulation. Furthermore, linking with other observations that histone acetylation and dimethylation at the CCA1, LHY, GI and TOC1 promoters positively links with expression levels [21, 3], and through drawing parallels with the animal clocks, understanding chromatin modification and regulation will also become more fundamental in deciphering circadian timing.

Further to this the mechanisms of post-transcriptional and post-translational regulation are largely not included, none of the circadian associated kinases and phosphatases are normally depicted in current clock models but this level of regulation is essential for correct clock function. Two kinases have been directly linked with the regulation of the Arabidopsis network. Casein kinase II has already been discussed in section 1.1.1. Its specific modification to CCA1 and not LHY is essential to enable CCA1 to bind DNA. The second kinase linked with the clock network is WITH NO LYSINES 1 (WNK1) [161]. WNK kinases are putative Ser/Thr kinases which have similarity to MAPKKKS and the WNK kinases of man and rat [162]. In plants the WNK family contains 9 members, with WNK1, 2, 4 and 6 having circadian regulated transcripts.
WNK1 has been identified to associated with and phosphorylate PRR3 [161]. Of the other WNK kinase family members only WNK4 was shown to also interact with a clock protein, PRR5 [163]. Other members of this kinase family could also be associated with regulation of the clock. Figure 1.4 includes two post-translational loops both relating to proteasome mediated protein degradation. One loop relates to the regulation of TOC1 abundance through its blue-light dependent interaction with ZTL. This interaction is antagonised, in vasculature tissues, through the action of PSEUDO RESPONSE REGULATOR 3 (PRR3) [158]. The second post-translational loop depicted in Figure 1.4 is the blue-light dependent stabilisation of GI through interaction again with ZTL but also ELF3 and the ubiquitin E3-ligase CONSTITUTIVELY PHOTOMORPHOGENIC 1 (COP1) [85]. However, a number of other clock components are also known to be regulated by the proteasome including; LHY [109], CKB4 [20], ZTL [121], GI [164], PRR5 [156], PRR7 [165] and PRR9 [166] and protein degradation is essential for sustained clock function (Chapter 6, detailed in O. tauri). Recent studies have added more substance to the existence of a redox-associated oscillator which will also need to be incorporated into our current understanding [53, 140].

Beyond the structure and mechanism of the central circadian oscillator our understanding of its applications and functions to plant physiology has also undergone dramatic changes in recent years. As a TTFL the clock network was identified to have direct outputs on the regulation of gene expression, such as the CAB2 gene which was used to identify clock components. More systematic approaches identified that a large proportion of gene expression was under circadian regulation and that the processes being controlled were extremely diverse [7]. Notably, it was not just regulatory components such as transcription factors but also proteins involved in hormone regulation and plant-pathogen defence [167]. Subsequent analysis has identified the number of transcripts which are under circadian control with an enhancer trap analysis with ~36% of transcripts to show rhythmic expression [6], this will also include micro and other non-
coding but regulatory RNAs - the significance of which remains largely unknown [111, 167]. The physiological role of the plant circadian clock has also been studied and shown to increase plant fitness [136, 137], regulate growth [3] and plant defence [15]. Combined with the known regulation of photosynthesis [136] all of the key processes for plant survival are under circadian regulation.

1.2.2 *Ostreococcus tauri*

The circadian clock’s importance for plant survival is becoming increasingly apparent and yet the phenotypes of most of the clock mutants are quite weak, with only ELF3, ELF4 and LUX showing single mutation arrhythmia. This could be due to at least two reasons firstly, other loops of the clock (identified or otherwise) can take the role of the mutant gene or secondly close homologues of the mutant gene can assume their function. Therefore, understanding the circadian network in *Arabidopsis thaliana* is hampered through redundancy. To try and minimise this problem the single-celled alga *Ostreococcus tauri* (*O. tauri*) (Figure 1.5A) has been used in this study (Chapter 6, 7 and 8).
Figure 1.5: Ostreococcus tauri and a representation of its circadian network

*Ostreococcus tauri* is a picoeukaryotic alga (image from http://genome.jgi-psf.org/Ostta4/Ostta4.home.html) (A) which contains a reduced plant circadian network (B). The network is represented in Systems Biology Graphical Notation (SBGN). TOC1 (green boxes) and CCA1 (pink boxes) are connected through arrows in blue for synthesis, red for degradation and black for conversion or transport. TOC1 exists in two states, with light-regulated conversion from (act@0) to active (act@1). Degradation of TOC1 is light-induced and only acts on the active form. CCA1 protein exists in the cytosol (nuc@0) and the nucleus (nuc@1), and is subject to light-induced degradation at the same rate in both compartments. The light accumulator which regulates *TOC1* transcription links the overall gene expression levels to the amount of light received by the organism (yellow acc) ([168], Appendix C).

*O. tauri* is the smallest known eukaryote cell and is naturally found in sea-water environments; as such it plays an important role as a primary carbon producer [169]. *O. tauri*’s genome was sequenced in 2005 and through comparison with *A. thaliana*’s sequence some TTFL clock components have been identified. Notably, all of the clock components found existed in a single copy, removing one of the redundancy issues experienced with *A. thaliana* (Table 1.1). Work by Corellou et al established *O. tauri* as another model plant species for the study of the circadian clock through the development of transgenic methods in this alga [170]. In particular transcriptional and translational luciferase tagged lines were developed for the components in the first minimal loop identified in *A. thaliana*, TOC1 and CCA1. In *O. tauri* the interaction between CCA1 and TOC1 appears to be the same as in *A. thaliana* but analysis of this loop suggests that it is not sufficient for the observed oscillations [170]. Mathematical modelling of the network has proposed a mechanism through which this loop could maintain circadian time.
This model requires another protein form (denoted modified TOC1) and 5 light inputs, including a light accumulator function to provide the correct delay between CCA1 and TOC1 expression (Figure 1.5B). A second model of the O. tauri network has been developed but this focuses on the robustness of oscillations under varying light intensities [171].

<table>
<thead>
<tr>
<th>Gene Family Members</th>
<th>Arabidopsis thaliana</th>
<th>Ostreococcus tauri</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRY</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>PHY</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>PRR/TOC1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>LHY/CCA1</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>ELF4</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>bHLH TF's</td>
<td>~154</td>
<td>1</td>
</tr>
<tr>
<td>ELF3</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 1.1: Comparison of numbers of members of gene families between A. thaliana and O. tauri

The translational lines are particularly powerful to investigate the circadian network as no translational luciferase lines exist for plant clock components, only florescent or tag markers which do not easily allow real-time continual monitoring of protein abundance. Its ease of genetic manipulation and compact genome make O. tauri a more appealing organism for study of the fundamentals of circadian biology than the more complex alga Chlamydomonas reinhardtii. C. reinhardtii has a larger genome, of ~120 Mbp compared to the ~12.5 Mbp of O. tauri and is also a larger cell with a ~10 μM diameter versus the tiny ~ 0.8 μM diameter of an O. tauri cell [169, 13]. However, currently more is known about C. reinhardtii, it has two flagella which enable cell motility and a number of genetic mutants have been characterised. Notably the Channel Rhodopsin proteins (ChR1 and ChR2) are from C. reinhardtii (Chapter 3) and ChR2 in particular has proven to be very useful in controlling neuron networks [172]. Furthermore, the similarities C. reinhardtii has with both animals and plants will make it a very
useful organism for understanding common aspects of the circadian network [13]. Apart from *C. reinhardtii* studies of circadian rhythms in algae has largely used physiological markers. Most of this work has focused on *Lingulodinium polyedra* which has been identified to contain two distinct oscillators within the same cell, both with an approximately circadian period [131]. This raises the question as to whether the components identified which form the plant circadian oscillator are indeed forming a single oscillator or if they form multiple oscillators which are tissue or biochemically specific.

Through use of the transcriptional and translational markers a comparison can be made, under different photoperiodic conditions, to try and identify the importance of post-translational mechanisms to the circadian clock. This analysis can also enable a comparison between the single-loop *O. tauri* clock and the multi-loop *A. thaliana* clock to add to understanding about flexibility and robustness of the clock structure (Chapter 7). Cell based assays, such as the pharmacological studies used in mammalian cells can be used to start to identify mechanisms for the post-translational and cytosolic aspect of the clock (Table 2, Chapter 6 and 8). Furthermore, the ability to test large numbers of compounds simultaneously offers a quick way to identify possible target mechanisms in circadian regulation. Such an approach was used in [53] and has been continued in Chapters 6 and 8.
Table 1.2: Sequence similarity between *O. tauri* and *H. sapiens* for components involved with circadian regulation.
The * regarding Adenylyl cyclase is because *O. tauri* contains two proteins (CAL50189.1 and CAL54153.1) which are annotated as members of the class III nucleotidyl cyclase superfamily but they show very little sequence similarity with mammalian adenylyl cyclases (also class III), further details in [53] and Appendix A.

### 1.3 Simplification of circadian oscillators

Circadian rhythms were first observed through physiological outputs, such as fly eclosion, plant leaf movement and rodents sleep/wake cycles. These outputs are robust and led to the identification of the circadian rhythm and the formalisation of its properties; that is the rhythm must continue under constant conditions, be entrainable to stimuli and be temperature compensated (within a biological range). With the development of molecular tools the components at a cellular level started to be identified and linked to form the TTFL’s which are now common in circadian biology. With the identification of the transcriptional components the importance of their regulation, and not just the circadian regulation of transcription, became apparent. Phosphorylation and small metabolites started to be incorporated into some of the clock models [173, 174, 29] and the complexity of all systems seemed to be continually expanding. However, two different approaches to circadian biology identified that this highly complex multiple interlocking network may not be required for the generation of circadian
rhythms. This does not suggest that TTFL’s are not required or important in the systems studied; animal, plant and fungi, just that other mechanisms are possible and quite probably complementary for the generation of circadian rhythms. Firstly the work conducted on *Synechococcus elongatus* identified a 3 protein clock which could, with the addition of ATP, maintain circadian rhythms in phosphorylation in a test tube [66, 67, 68]. This amazing discovery suggested that the TTFL’s were not essential for circadian rhythms. Furthermore, work on *S. elongatus* identified that its entrainment via light is indirect, that is the redox state of the photosynthetic quinone pool is sensed [75]. This is distinctly different to the classical photoreceptor pathways which are believed to be involved in the entrainment of the *A. thaliana* circadian clock. This observation could also indicate that the quinone state in plants is likely to be important for the entrainment of the clock. This close link is particularly reasonable when considering the effects of nutrients, specifically carbohydrates on clock networks (Chapter 6 and 8). The second intriguing observation was made in synthetic biology. The development of synthetic oscillators, with a period much shorter than circadian oscillators, has been popular. This is mainly because these networks offer a mechanism to finely control much larger gene networks. A number of different types of oscillator networks were developed, one of which was based on metabolic regulation [175]. The metabolic oscillator showed temperature compensation, a key feature of circadian oscillators but one whose mechanism has remained largely elusive. Two recent publications have made a link between Casein kinase regulation and temperature compensation in plants and fungi [176, 177]. The observation from the synthetic network indicates that the metabolic component of circadian oscillators may be responsible for some of their key properties, specifically temperature compensation, and so have a larger role in the generation of oscillations than first thought.
1.4 **Aims and outline of thesis**
The work which will be presented in this thesis aims to provide further understanding of the plant circadian clock and its entrainment. To achieve this, a number of different approaches have been employed.

### 1.4.1 Synthetic Biology
Firstly, synthetic biology has been used to characterise a number of light-signalling components and link them to a genetic framework (Chapter 3). This work aimed to be linked with a synthetic oscillator to enable the reconstruction of entrainment and hopefully understand some of the design principles required for a network which can be robust to daily fluctuations but also entrainable to daily changes in photoperiod. A synthetic oscillator offers simplification as the number of unknowns in such a network should be greatly reduced and all of the key reactive species would be available for easy modification. Through the characterisation of both red (PHYTOCHROME A, PHYA) and blue (CRYPTOCHROME 2, CRY2, *D. melonogasta* CRYPTOCHROME, CRY, human MELANOPSIN, OPN4 and *C. reinhardti* CHANNEL RHODOPSIN 1, ChR1) light photoreceptors a suite of photoreceptors are now available for this function.

### 1.4.2 Arabidopsis thaliana circadian network
In *A. thaliana* the mechanism of light input, and therefore entrainment, is highly complex. As described above, a number of photoreceptors are known to be involved and their inter-relation is quite complex and largely not understood. Furthermore, other entrainment signals such as temperature, which is normally reasonably warm in experimental set-ups and so could be considered as a constant on signal, and nutrients, again normally abundant in the experimental set-up, need to be considered. One gene which has been identified to have a constant light
arrhythmia, circadian phenotype and to be a negative regulator of light signalling [106] is EARLY FLOWERING 3 (ELF3). The role of ELF3 in the plant circadian network has been unclear as it appeared to have a positive input to the morning transcription factors CCA1 and LHY but a negative input to light signalling to the clock [178]. Furthermore, its function at the protein level was unknown as it has a number of protein interacting partners each with diverse biological roles; interacting partners include GI, PHYB, COP1, SHORT VEGETATIVE PHASE (SVP) and ELF4 [80, 85, 179]. Through a combination of experimental and mathematical modelling work the role of EARLY FLOWERING 3 (ELF3) was investigated (Chapter 4 and 5). Through comparative genetic analysis of elf3-4, cca1-11 lhy-21 and cca1-11 lhy-21 elf3-4 ELF3 appeared to have a repressor function in the dark. As ELF3 has some structural similarity to transcription factors ChIP was conducted to see if ELF3 associated with any clock promoter regions. Through this, and an acute light signalling response experiment it suggests that ELF3 does function as a repressor, entering the clock network via PRR9 and PRR7 promoter regulation. This work unified the functions of ELF3 such that it now simply has a repressor role to the circadian network and in light signalling (Chapter 4). However, its function at the protein level remained unclear, as a ChIP association with promoter fragments does not mean ELF3 has transcriptional activity. To try and understand ELF3’s protein function a mathematical model was developed of a sub-network of the interacting partners for ELF3 (Chapter 5). From this network, previously published material and through microscopy imaging, a role for ELF3 in the regulation of protein stability was developed. This idea is consistent with ELF3 being associated with promoter regions and having a diverse array of protein interacting partners, as if ELF3 functioned to regulate other proteins stability it could be localised to promoter fragments and interact with a number of substrates. A similar function has already been observed relating to circadian and floral regulation, with the formation of a trimer complex between GI, FKF1 and CYCLING DOF FACTOR 1 (CDF1) [82].
1.4.3 Ostreococcus tauri circadian network

The work presented in Chapter 4 and 5 proposes two entry points for the function of ELF3 in the clock network; it is also the 11th protein species to be included in this network. As such understanding phenotypes and the principles of a basic circadian system can be easily lost in the complexity. To try and minimise some of this a plant species with a naturally reduced clock has been employed (Chapter 6, 7 and 8). *O. tauri* has been used firstly to investigate the properties of circadian oscillators which are not so easily studied in a multi-cellular plant, such as nutrient and drug responses. Through this specific pathways can be investigated, such as the contribution of transcription and translation [53] and the role of proteasome mediated degradation (Chapter 6). Drug based assays have also been utilised to show that the clock in *O. tauri* responds to specific drugs in the same way as the clock of mammals, insects and fungi [53]. From this *O. tauri* has been used in a chemical screen of approximately 1,600 bioactive compounds (Chapter 7). This high-throughput approach offers the potential to identify new compounds which affect the circadian network and light-signalling mechanism in plants. *O. tauri* has also been used in a comparative study with *A. thaliana* to try and understand the contributions of multiple loops to the flexibility and robustness of the circadian network (Chapter 8). Most circadian research is conducted primarily in constant conditions, or under a single photoperiodic condition. The data presented in Chapter 8 is from luciferase imaging of *O. tauri* and *A. thaliana* from a range of changing photoperiodic conditions and shows that the links to light signalling and the circadian mechanism are extremely close. It also raises the question as to how to classify the circadian components and whether TOC1 is part of a central mechanism in *O. tauri*.

Finally, this work is drawn together and perspectives for future studies are considered in Chapter 9, Discussion. Throughout the thesis time is shown in Zeitgeber time (ZT) where 0 is the start of data collection.
Chapter 2

Materials and Methods

Unless otherwise stated all supplies and reagents were provided by Sigma, U. K.

2.1 Arabidopsis thaliana growth conditions

2.1.1 Growth rooms

Plants of Arabidopsis thaliana (A. thaliana) required for bulking of seed stocks and for genetic crossing were grown to maturity on soil under 100 μE/m² white light in 16:8 Light:Dark cycles at constant 22°C, in temperature-controlled growth rooms. To avoid cross-contamination, plants were individually staked and bagged, following primary floral bolting in plastic baguette bags. Seeds were harvested once plants had dried.

2.1.2 Growth medium

A. thaliana plants for all assays were grown in sterile culture on solid agar media containing Murashige and Skoog (MS) salts [180] and either (a) 3% sucrose or (b) no sucrose. Lighting conditions are given for each assay type. Media batches of multiples of 400 ml were made with the MS basal salt mixture (Melford, Ipswich, Suffolk) being dissolved in dH₂O, and for 3% sucrose media, sucrose (Fisher) added, taken to pH 5.8 with addition of 1M KOH and then made up to final volume. 400 ml was dispensed into 500 ml bottles and agar powder added. The media was then autoclaved at 116°C for 20 minutes.

2.1.3 Seed sterilisation and stratification

To minimise fungal and bacterial infection seeds were surface sterilised before use. This follows a standard protocol [181], comprising one rinse in 70% ethanol, followed by 10 minutes treatment with 10% commercial Bleach, and 8-10 washes with dH₂O. To ensure synchronised germination, seeds were stratified for 4 days at 4°C prior to plating on solid media.
2.1.4 Entrainment conditions
The entrainment of plants for luciferase imaging and RNA time-courses was for at least 5 days under light conditions specified for each experiment. All plants were grown at constant 22°C, on media detailed in (2.1.2) with specified sucrose concentrations in Petri dishes of defined size in each experiment, sealed with gas-permeable tape. If plants were required to have a change in entrainment, the new entrainment regime was applied for at least 7 days before samples were harvested. White light, for entrainment, was provided by cool white fluorescent bulbs, at 50-65 μE/m² measured at the level of the samples. Blue light entrainment was provided by light-emitting diode arrays (λ_{max} 450 nm), at 40-60 μE/m² measured at the level of the samples.

2.1.5 Selection of transgenic plants
ELF3::ELF3::YFP transgene expression was confirmed through Polymerase Chain Reaction (PCR) with amplification primers (Table 2.1) directed across the ELF3 to YFP join. Selection of homozygous, single insert line was performed on 10μg/ml DL-phosphinothricin (PPT) (Melford) MS plates (2.1.2). Under these conditions plants containing the resistance gene grow normally whilst those lacking the gene can germinate but are extremely small, have bleached cotyledons and rarely form first leaves.

<table>
<thead>
<tr>
<th>Primer name</th>
<th>Primer pair</th>
<th>Primer sequence</th>
<th>Tm °C</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELF3YFP F</td>
<td>ELF3YFP R</td>
<td>GCCACAGGGGAATCTCTCTGGTA</td>
<td>55</td>
<td>4</td>
</tr>
<tr>
<td>ELF3YFP R</td>
<td>ELF3YFP F</td>
<td>GAACTCCAGCAGGACCATGT</td>
<td>55</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2.1: Primers used in selection of elf3-4 ELF3::ELF3::YFP

2.1.6 Plant lines used
The work described in this thesis relies on the use of previously published and unpublished plant lines. The plant lines are outlined in Table 2.2 along with the relevant reference and thesis chapter.
<table>
<thead>
<tr>
<th>Genotype</th>
<th>Background</th>
<th>Publication</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wild type</td>
<td>Ws</td>
<td></td>
<td>4, 5</td>
</tr>
<tr>
<td>\textit{ELF3::ELF3::YFP}</td>
<td>\textit{Ws elf3-4}</td>
<td>Dixon \textit{et al}, 2011 [153, Appendix B]</td>
<td>4, 5</td>
</tr>
<tr>
<td>\textit{35S::ELF3::YFP}</td>
<td>\textit{Ws elf3-4}</td>
<td>Dixon \textit{et al}, 2011 [153, Appendix B]</td>
<td>4, 5</td>
</tr>
<tr>
<td>\textit{35S::ELF4::YFP}</td>
<td>\textit{Ws elf4-1}</td>
<td>Dixon \textit{et al}, 2011 [153, Appendix B]</td>
<td>4, 5</td>
</tr>
<tr>
<td>\textit{cca1-11 lhy-21}</td>
<td>Ws</td>
<td>Hall \textit{et al}, 2003 [152]</td>
<td>4</td>
</tr>
<tr>
<td>\textit{ELF3::LUC}</td>
<td>Ws</td>
<td>Edwards \textit{et al}, 2010 [182]</td>
<td>5, 8</td>
</tr>
<tr>
<td>\textit{CCA1::LUC}</td>
<td>Ws</td>
<td>Doyle \textit{et al}, 2002 [51]</td>
<td>8</td>
</tr>
<tr>
<td>\textit{LHY::LUC}</td>
<td>Ws</td>
<td>McWatters \textit{et al}, 2007 [181]</td>
<td>5, 8</td>
</tr>
<tr>
<td>\textit{TOC1::LUC}</td>
<td>Ws</td>
<td>McWatters \textit{et al}, 2007 [181]</td>
<td>5, 8</td>
</tr>
<tr>
<td>\textit{PRR9::LUC}</td>
<td>Ws</td>
<td>Edwards \textit{et al}, 2010 [182]</td>
<td>5, 8</td>
</tr>
<tr>
<td>\textit{CAB2::LUC, elf3-4}</td>
<td>Ws</td>
<td>McWatters \textit{et al}, 2000 [106]</td>
<td>4, 8</td>
</tr>
<tr>
<td>\textit{CCR2::LUC}</td>
<td>Ws</td>
<td>Doyle \textit{et al}, 2002 [51]</td>
<td>8</td>
</tr>
<tr>
<td>\textit{35S::LUC}</td>
<td>Ws</td>
<td>Edwards \textit{et al}, 2010 [182]</td>
<td>8</td>
</tr>
<tr>
<td>\textit{elf3-4}</td>
<td>Ws</td>
<td>Hicks \textit{et al}, 2001 [185]</td>
<td>4, 5</td>
</tr>
</tbody>
</table>

**Table 2.1: Plant genotypes used in this study**

2.1.7 **Luciferin, required for Luciferase assays**

A number of the real time assays in both \textit{Arabidopsis thaliana} and \textit{Ostreococcus tauri} rely on luciferase imaging, as this allows continuous, non-destructive real-time imaging. In all cases D-Luciferin (Biosynth, A.G., Switzerland) dissolved in 0.1M triphosphate buffer (pH8.0) was used, to give a final stock concentration of D-Luciferin of 50 mM. For \textit{Arabidopsis} imaging this stock is diluted in 0.01% Triton-X to a final concentration of 5 mM and filter sterilised (0.22µm pore size) before use. For the alga, \textit{Ostreococcus tauri}, the luciferin stock is diluted in artificial sea water (ASW) supplemented with Keller salts (2.5.1) to a final concentration of 33 µM.
2.2 Real-time assays, A. thaliana, in vivo

2.2.1 Luciferase imaging (time-course)
For real-time imaging of luciferase reporters in A. thaliana, seeds were surface-sterilised and stratified, as in (2.1.3), and grown in entrainment conditions (as described in 2.1.4) in 9 cm square tissue culture dishes (Fisher) for 6 days. Seedlings were then sprayed with 5 mM D-luciferin in 0.01% Triton-X, to ensure an even distribution of luciferin. Tissue culture dishes were re-sealed with gas-permeable tape and returned to entrainment conditions. Before the first dawn on the first day of imaging, tissue culture dishes were moved to the imaging chamber under the light conditions required for the particular assay. Images were captured by a low-light digital camera (Hamamatsu, Welwyn Garden City, U. K.) under the control of Wasabi software (Hamamatsu) with an exposure time of 30 minutes. The software controls a delay (when the chamber lights can be on) of 1.25 h between exposures. Within the imaging chamber the blue and red LED arrays (NIPHT, Edinburgh, U.K.), total 10 μE/m², are also controlled through the Wasabi software.

2.2.2 Delayed fluorescence imaging
200μl of solid culture media (2.1.2) was added to the wells of a white 96-well plate (Greiner Bio One) in rows 1 and 7, and 200μl of dH₂O to wells in row 2, 6 and 8, to minimise desiccation of the adjacent samples. To each well containing media, surface-sterilised and stratified (2.1.3) seeds were added (between 2 to 6 per well) and the plate was sealed with a gas permeable film. Plants were germinated and entrained under cool white light (60-70 μE/m²) for 7 days. On the 7th day the plastic lid was removed and replaced with a clear adhesive film (Topseal, Perkin Elmer). The film above each well containing a plant was pierced with a needle to allow gas exchange to the plants. Plates were then moved to continuous red and blue light (NIPHT LIMITED, Edinburgh, U.K.) for data collection in scintillation counter. Each plate was stacked between
mirror plates to allow light to reach all wells, and fluorescence was measured following no count
delay, with each well being read for 2 seconds [186].

2.3 Single time-point assays, A. thaliana

2.3.1 Confocal imaging
Seeds were surface sterilised and stratified (2.1.3) and plated to 4.5 cm petri dishes on solid agar
media (2.1.2). Plants were grown under entrainment conditions in Percival cabinets for 6 days. 3
plants were used for each timepoint. Plants were laid flat on a microscope slide and 70µl of
water was added to the slide and a coverslip placed on top, ensuring no air bubbles formed.
Mounted slides were kept under humid, dark conditions for transport from the laboratory to
microscope. A Leica SP5 confocal microscope was used for all confocal imaging. For
timecourse imaging of ELF3::ELF3::YFP, starting at the upper epidermis cell layer of the first
true leaves, were imaged using a 63x water-immersion objective, with a 1024x1024 scanning
resolution. Raw data were processed - with 8x line averaging over a depth of approximately
11µm. Illumination was provided by 20% of an argon laser and fluorescence signals were
filtered monochromated for YFP (excitation band width 525-560), Chlorophyll (excitation band
width 640-715).

2.3.2 High-resolution imaging of luciferase reporter lines
Promoter::Luciferase lines had been previously constructed (Table 2.2) and were used in this
assay. The seeds were sterilised and stratified as (2.1.3) and grown on solid agar media (2.1.2),
for 6 days in white-light 70 µE/m² 12:12 Light:Dark cycles. On day 5 of growth 5 mM D-
Luciferin in 0.1% Triton-100 was added to the roots of the plants on agar media and the
following day, at the time when maximal expression of the clock-gene promoter luciferase was
expected, whole plants were removed and placed on a microscope slide. 70µl of dH₂O was
added to cover the plant and a microscope coverslip was placed over the plant, taking care not to
crush the plant. The plant was imaged using a 2.5x objective of a Zeiss fluorescence Microscope.
Correct focus in the camera rather than the eyepiece was confirmed under green light-illumination, using a 2 second exposure of the low-light sensitive cooled camera (Hamamatsu). Luciferase luminescence was collected with a 30 minutes exposure on the same camera. 3 separate plants were imaged at each time point.

2.3.3 Hypocotyl measurements
Plants were grown under Short Day (6L:18D) or Long Day (18L:6D) white-light (70-100 μE/m²) photoperiod conditions on MS, 1% agar media, with or without 3% sucrose, for 6 days. Hypocotyls, with a centimetre ruler were imaged using a digital camera. Measurement of hypocotyl length was performed by Image J [187] with hypocotyl length being defined as from V in hypocotyls-cotyledon formation to hypocotyls-root junction.

2.4 Molecular Biology, A. thaliana

2.4.1 DNA extraction
The components and concentrations for DNA extraction buffer are shown in Table 2.5.

<table>
<thead>
<tr>
<th>Components</th>
<th>[Stock solution]</th>
<th>Final [extraction buffer]</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaCl</td>
<td>5 M</td>
<td>0.25 M</td>
</tr>
<tr>
<td>Tris pH 7.5</td>
<td>1 M</td>
<td>0.2 M</td>
</tr>
<tr>
<td>EDTA</td>
<td>0.5 M</td>
<td>0.025 M</td>
</tr>
<tr>
<td>SDS</td>
<td>10%</td>
<td>0.5%</td>
</tr>
</tbody>
</table>

Table 2.2: A. thaliana DNA extraction buffer
For genotyping PCR’s a crude DNA preparation was used. A single leaf was harvested from 20-30 day old, soil grown, Arabidopsis thaliana plants, into a 1.5 ml tube and ground with a mini-pestle. 200μl of extraction buffer , above, was added and mixed, samples were then centrifuged at 13.5 xg for 3 minutes and 150μl of the supernatant was transferred to a 1.5 ml tube containing
150µl of isopropanol. This solution was gently mixed by pipetting and then centrifuged at 13.5 xg for 5 minutes and the supernatant discarded. The pellet is air-dried and re-suspended in 150µl of dH₂O. From this 1µl is used in subsequent polymerase chain reactions.

2.4.2 Polymerase Chain Reaction (PCR)
Genotyping PCRs were conducted using Taq polymerase (NEB) with 10x Taq polymerase buffer (NEB) a dNTP mix was made containing ATP, TTP, GTP and CTP such that each dNTP was at 10µM, following standard protocol [188]. Amplified DNA products were visualised on 1% agarose gel with Ethidium Bromide under UV-light, using 1 Kbp or 100 bp DNA ladder (NEB) as reference.

2.4.3 RNA extraction and cDNA synthesis
Arabidopsis thaliana seeds were surface-sterilised and stratified as (2.1.3) and then plated onto MS solid media (2.1.2) in 4.5 cm petri dishes (Plastiques Gosselin). To ensure an even distribution of seeds across each plate 1 ml of water agar was added to the surface of each plate and 150µl of seeds, re-suspended following stratification, in water agar. The plates were then gently agitated left open, in a sterile flow hood, to allow the evaporation of the water agar, this is important to gain synchronised germination of the seeds. Plates were sealed using gas permeable tape and seedlings grown for 6 days under the specific experiments entrainment conditions. All plants from one plate were harvested using tweezers into 1 ml of RNAlater (Ambion) in 1.5 ml tubes at ZT’s specified by the experiment. Samples were then stored for 24 hours at 4°C. Following this total RNA was extracted using Qiagen Plant RNA extraction kit (Qiagen, 74106) with QIAshredders (Qiagen) according to manufacturer’s instructions for the mini-centrifuge protocol with the following modifications. Firstly, ensuring all RNAlater is dried from the tissue sample through blotting on paper towel and secondly, an additional wash step before elution of RNA was added to ensure complete removal of ethanol from the sample.
The amount of RNA from the extraction was quantified using a 1.5 µl sample on Nanodrop (Nanodrop, ND-1000 spectrophotometer). Following this cDNA was synthesised from 1 µg of total RNA and random hexamer primers using a cDNA synthesis kit (Fermentas, K1622).

2.4.4 Q-PCR

Q-PCR primer pair sequences were either used from previous publications, *ELF3, GI, LUX, TOC1, ZTL, PRR9, PRR7, CCA1* and *LHY* [182], or were designed to be specific for cDNA through Perl Primer (http://perlprimer.sourceforge.net/) [189]. *IPP2* was identified as a gene with constant expression and has been used in [159] to normalise expression.

<table>
<thead>
<tr>
<th>Primer name</th>
<th>Sequence</th>
<th>Primer name</th>
<th>Sequence</th>
<th>Tm (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELF3 F</td>
<td>GGAAAGCCATTG CCAATCAA</td>
<td>ELF3 R</td>
<td>ATCCGGTGATGC AGCAATAAGT</td>
<td>60</td>
</tr>
<tr>
<td>GI F</td>
<td>TATTGAAGTGTCCGTCTACCAG</td>
<td>GI R</td>
<td>GAGCTTTTGTTTCAATGATATCAC</td>
<td>60</td>
</tr>
<tr>
<td>CRY1 F</td>
<td>GTATGATCCATTGTCTTTGGTG</td>
<td>CRY1 R</td>
<td>TTGAATGATCGAACGCT</td>
<td>60</td>
</tr>
<tr>
<td>CRY2 F</td>
<td>CTTATCTCAATCTCTTGAAGGCTC</td>
<td>CRY2 R</td>
<td>GAAACAGGATC ATAGAGGTGG</td>
<td>60</td>
</tr>
<tr>
<td>COP1 F</td>
<td>CAGAGTCTTATGGAGTGATGAAGAG</td>
<td>COP1 R</td>
<td>CCAAACTTTAATCTTGCAGTC</td>
<td>60</td>
</tr>
<tr>
<td>LUX F</td>
<td>TGCTCATCATCTTCACA AA</td>
<td>LUX R</td>
<td>CTTACTCTCCC ATTTCAA ACTC</td>
<td>60</td>
</tr>
<tr>
<td>TOC1 F</td>
<td>ATCTTGCAGCAGA GTCCCTGTGATA</td>
<td>TOC1 R</td>
<td>GCACCTAGCTTCAAAGC AATTTACA</td>
<td>60</td>
</tr>
<tr>
<td>IPP2 F</td>
<td>GTATGAGTTGGCTTCTCCAGCAAAG</td>
<td>IPP2 R</td>
<td>GAGGATGGCTGCAACAAGTGT</td>
<td>60</td>
</tr>
</tbody>
</table>
Table 2.3: Q-PCR primers used in this study

<table>
<thead>
<tr>
<th></th>
<th>Forward Primer</th>
<th>Reverse Primer</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZTL</td>
<td>GGAGACGATGAT ACTATTACCC</td>
<td>TTGAAGATCCAA GAAACGGGTC</td>
<td>60</td>
</tr>
<tr>
<td>PRR9</td>
<td>GATTGGTGGAAT TGCAAAGC</td>
<td>TCCTCAATCTTTG AGAAGGC</td>
<td>60</td>
</tr>
<tr>
<td>PRR7</td>
<td>CTTTCTCAAGGT ATAATCCAGCC</td>
<td>ACAATCATATGC TGCTTCAGTC</td>
<td>60</td>
</tr>
<tr>
<td>LHY</td>
<td>CAACAGCAACAA CAATGCAAACC</td>
<td>AGAGAGCCTGAA ACGCTATACGA</td>
<td>60</td>
</tr>
<tr>
<td>CCA1</td>
<td>CTGTGTCTGACGA GGTCGAA</td>
<td>ATATGTAAAACCTTT GCGGCAATACCT</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 2.3: Q-PCR primers used in this study

cDNA was diluted 1:5 in RNase-free dH2O into clear 96-well skirted plates (Agilent Technologies, 401334), with the first column containing the dilution series standard, 1 to 1:10000 of cDNA taken from random samples in the experiment, and negative controls of no cDNA, no enzyme and water. The addition of reagents to Q-PCR plates (LightCycler 480 multiwell Plate 384, white, Roche) was by a Tecan Freedom EVO robot controlled by EVOware standard software. Mastermix containing Roche SYBR Green, gene-specific primers (sequences in table 2.4) at 3μM and RNase-free dH2O was first plated followed by cDNA. Set-up plates were sealed with Roche sealing foils (supplied with 384-well plates, Roche) and centrifuged for 1 minute at 1000 rpm (Grant Bio LMC-3000) to settle the reagents. The Q-PCR was conducted in a Roche LightCycler 480 (Roche) controlled by LightCycler 480 SW1.5 software.

2.5 Ostreococcus tauri materials and growth conditions

2.5.1 Growth medium

*Ostreococcus tauri* cells were cultured in sterile 250 ml tissue culture flasks (Sarstedt) in 100 ml of supplemented artificial sea water (ASW), salinity of 30 ppm (Instant Ocean, Aquarium
Artificial sea water is supplemented with Keller salts (Sigma) and f/2 Vitamin solution (Table 2.7). The components of Keller salts [190, 191, 192, 193] are detailed in Table 2.5 and 2.6 and the f/2 vitamin solution in Table 2.7.

<table>
<thead>
<tr>
<th>Component</th>
<th>Stock solution</th>
<th>Quantity (ml)</th>
<th>Final concentration (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaNO₃</td>
<td>75.00g/L dH₂O</td>
<td>1</td>
<td>8.82x10⁻⁴</td>
</tr>
<tr>
<td>NH₄Cl</td>
<td>2.67 g/L dH₂O</td>
<td>1</td>
<td>5.00x10⁻³</td>
</tr>
<tr>
<td>Na₂b-glycerol-phosphate6H₂O</td>
<td>2.16 g/L dH₂O</td>
<td>1</td>
<td>1.00x10⁻⁵</td>
</tr>
<tr>
<td>Na₂SiO₃·9H₂O</td>
<td>15.35 g/L dH₂O</td>
<td>1</td>
<td>5.04x10⁻⁴</td>
</tr>
<tr>
<td>H₂SeO₃</td>
<td>1.29mg/L dH₂O</td>
<td>1</td>
<td>1.00x10⁻⁸</td>
</tr>
<tr>
<td>Tris-base (pH 7.2)</td>
<td>121.10 g/L dH₂O</td>
<td>1</td>
<td>1.00x10⁻³</td>
</tr>
<tr>
<td>Trace metal solution</td>
<td>See Table 2.6</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Vitamin solution</td>
<td>See Table 2.7</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.4: Keller salts

<table>
<thead>
<tr>
<th>Component</th>
<th>Stock solution</th>
<th>Quantity</th>
<th>Final medium (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na₂EDTA·2H₂O</td>
<td>37.22 g</td>
<td>1.00x10⁻⁴</td>
<td></td>
</tr>
<tr>
<td>Fe-Na-EDTA·3H₂O</td>
<td>4.93 g</td>
<td>1.17x10⁻⁵</td>
<td></td>
</tr>
<tr>
<td>FeCl₃·6H₂O</td>
<td>3.15 g</td>
<td>1.17x10⁻⁵</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.5: Trace metal solution

f/2 vitamin solution was made separately and from this stock solution 1:2000 final dilution.

<table>
<thead>
<tr>
<th>Component</th>
<th>Stock solution</th>
<th>Quantity</th>
<th>Final medium (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>thiamine· HCl</td>
<td>200 mg</td>
<td></td>
<td>2.96x10^{-7}</td>
</tr>
<tr>
<td>biotin</td>
<td>0.1 g/L dH₂O</td>
<td>10 ml</td>
<td>2.05x10^{-9}</td>
</tr>
<tr>
<td>cyanocobalamin</td>
<td>1.0 g/L dH₂O</td>
<td>1 ml</td>
<td>3.69x10^{-10}</td>
</tr>
</tbody>
</table>

Table 2.6: f/2 vitamin solution

The artificial sea water also contains the antibiotics ampicillin (50 μg/ml) from 50 mg/ml stock in dH₂O, kanamycin (50 μg/ml) from 10 mg/ml stock in dH₂O and neomycin (40 μg/ml) from 40 mg/ml stock in dH₂O, to reduce bacterial infection.

As *Ostreococcus tauri* is an obligate phototroph a modified artificial sea-salt medium was used to culture and image cells which would be experiencing very low light intensity (1-2 μE/m²) or over 24 hours of darkness. This media was supplemented with carbohydrate sources such that the final media contained 0.4% glycerol and 200 mM D-sorbitol [53 and Appendix A].

The enriched ASW and the carbohydrate-supplemented enriched ASW was filter sterilised, 0.22μM pore size (Vacuum-driven filtration, Stericup and Steritop, Millipore) and stored for a maximum of 7 days in darkness.
2.5.2 **Culturing conditions**

*Ostreococcus tauri* cells were cultured in 100 ml ASW (2.5.1) in 500 ml flasks in temperature and light controlled Sanyo incubators. Cells were grown at 20°C under white light from cool white fluorescent bulbs passed through one-layer of Ocean Blue filter (Rosco filters, UK) with a fluence rate of 10 μE/m². Cells were split (1:100) into fresh artificial enriched sea-water every 10 days for the maintenance of all cultures. 96-well plates were also entrained under the same conditions.

2.5.3 **Transgenic O. tauri lines used in this study**

<table>
<thead>
<tr>
<th>Genotype</th>
<th>Background</th>
<th>Published</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>pCCA1::LUC</em></td>
<td><em>O. tauri</em></td>
<td>Corellou et al, 2009 [169]</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td><em>CCA1::CCA1::LUC</em></td>
<td><em>O. tauri</em></td>
<td>Corellou et al, 2009 [169]</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td><em>pTOC1::LUC</em></td>
<td><em>O. tauri</em></td>
<td>Corellou et al, 2009 [169]</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td><em>TOC1::TOC1::LUC</em></td>
<td><em>O. tauri</em></td>
<td>Corellou et al, 2009 [169]</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td><em>pCAB::LUC</em></td>
<td><em>O. tauri</em></td>
<td>Corellou et al, 2009 [169]</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td><em>pP12::LUC</em></td>
<td><em>O. tauri</em></td>
<td>Corellou et al, 2009 [169]</td>
<td>6, 7, 8</td>
</tr>
<tr>
<td>WT</td>
<td><em>O. tauri</em></td>
<td>Corellou et al, 2009 [169]</td>
<td>6, 7, 8</td>
</tr>
</tbody>
</table>

Table 2.7: *O. tauri* lines used in this study

2.6 **Real-time assays, O. tauri**

2.6.1 **Scintillation counter (Topcount) assay LL**

*O. tauri* cells are simultaneously diluted (1:5, 160 μl fresh ASW, 40 μl cells) and plated into 96-well white microplates (Greiner Bio One) and sealed with clear lids (Greiner Bio One) with gas
permeable film. These plates are entrained for 6 days (2.5.2) and on day 6 the media is refreshed and luciferin added (150 μl media removed and keller/luciferin added (2.1.8)). This is possible, as during the entrainment period the *O. tauri* cells drop to the base of the plate wells. Following refreshing media and the addition of luciferin the plates are sealed with a clear adhesive Topseal (Perkin Elmer) and returned to entrainment conditions. Imaging starts the following day under the specific light cycles required for the experiment. All Topcount (Perkin Elmar adapted microplate scintillation and luminescence counter) imaging is conducted under red and blue vertical lights (NIPHT LIMITED, Edinburgh, U.K.) with mirror plates in between each imaging plate to provide a gradient in light intensity across the plate. Within Topcount, plates are moved into a dark chamber for reading, there is a 2 minute count delay to reduce the levels of auto-fluorescence before total luminescence is recorded. For pharmacological assays, including the ‘wedge’, compounds were diluted to the required stock concentration and 20 μl added per well. Control vehicle wells were on the same plate where 20 μl of the compound solvent was added per well. The specific compound concentrations are provided with the results (Chapter 6). Data are shown as luminescence collected in counts per second (cps) or normalised luminescence.

### 2.6.2 Degradation assay (Chapter 6)

*O. tauri* cells were plated as described in (2.5.1) and entrained at a constant 20°C, under white light from cool white fluorescent bulbs passed through one-layer of Ocean Blue filter (Rosco filters, UK) with a fluence rate of 10 μE/m² to the photoperiodic conditions specified in Table 2.9.
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Entrainment conditions</th>
<th>Assay conditions</th>
<th>Lines used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous</td>
<td>12:12 L:D</td>
<td>LL</td>
<td>TOC1::TOC1::LUC, CCA1::CCA1::LUC</td>
</tr>
<tr>
<td>Short day (SD)</td>
<td>6:18 L:D</td>
<td>6:18 L:D</td>
<td>TOC1::TOC1::LUC, CCA1::CCA1::LUC</td>
</tr>
<tr>
<td>Long day (LD)</td>
<td>18:6 L:D</td>
<td>18:6 L:D</td>
<td>TOC1::TOC1::LUC, CCA1::CCA1::LUC</td>
</tr>
<tr>
<td>12:12</td>
<td>12:12 L:D</td>
<td>12:12 L:D</td>
<td>TOC1::TOC1::LUC, CCA1::CCA1::LUC</td>
</tr>
</tbody>
</table>

**Table 2.8: Degradation assay entrainment and assay conditions (Chapter 6)**

At each timepoint (given in Chapter 6), 5 wells had 20 µl of drug (MG132 or epoximycin) (suspended in dimethyl sulfoxide (DMSO) and diluted in keller containing luciferin (2.1.8)) added and 3 wells had the vehicle, DMSO, added. All assays were conducted under red and blue light with a two minute count delay and each well being counted for 3 seconds.

### 2.6.3 Photoperiod switches (Chapter 8)

*O. tauri* cultures of *pCCA1::CCA1::LUC, pCCA1::LUC, pTOC1::TOC1::LUC* and *pTOC1::LUC* were plated as described in (2.5.1) and assayed in the Topcount with a count delay of 2 minutes and each well being read for 3 seconds.
<table>
<thead>
<tr>
<th>Experiment</th>
<th>Entrainment conditions</th>
<th>Assay conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHLLHH</td>
<td>12:12 L:D</td>
<td>12:12 L:D</td>
</tr>
<tr>
<td>LLHH</td>
<td>12:12 L:D</td>
<td>12:12 L:D</td>
</tr>
<tr>
<td>SD</td>
<td>8:16 L:D</td>
<td>8:16 L:D</td>
</tr>
<tr>
<td>LD</td>
<td>16:8 L:D</td>
<td>16:8 L:D</td>
</tr>
<tr>
<td>SDLD (Dusk)</td>
<td>8:16 L:D</td>
<td>2x(8:16 L:D)4x(16:8 L:D)</td>
</tr>
<tr>
<td>LDSD (Dusk)</td>
<td>16:8 L:D</td>
<td>2x(16:8 L:D)4x(8:16 L:D)</td>
</tr>
<tr>
<td>SDLD (Dawn)</td>
<td>8:16 L:D</td>
<td>2x(8:16 L:D)4x(16:8 L:D)</td>
</tr>
<tr>
<td>LDSD (Dawn)</td>
<td>16:8 L:D</td>
<td>2x(16:8 L:D)4x(8:16 L:D)</td>
</tr>
</tbody>
</table>

Table 2.9: Photoperiod switch assays
Photoperiodic switch assay conditions, where H=High light intensity of ~10 μE/m² and L=Low light intensity of 1 μE/m². SD= Short Day, LD=Long Day and L:D refers to Light:Dark cycles, t=transient photoperiod which is inserted when the photoperiods are switched at dawn.

2.6.4 Pharmacological Screening (Chapter 7)
*O. tauri* cultures of *CCA1::CCA1::LUC* are plated (1:5, 80μl keller, 20μl cells) into fresh artificially enriched sea-water in 96-well white microplates (Greiner Bio One) as described in (2.5.1). Cells are entrained for 6 days in 12:12 blue Light:Dark cycles and on day 6 cells are refreshed in fresh ASW which contains 33μM luciferin. Plates are returned to entrainment conditions and on Day 7 compounds are added at 2 μM, plates are then transferred to the Topcount for data recording under one Light:Dark cycle followed by continuous light. All plating manipulations are conducted by a Tecan liquid handling robot.
2.7 Yeast methods

2.7.1 Strains used and culturing
All yeast strains were cultured at a constant 30°C. Cultures on solid media were grown for 3 days and liquid cultures overnight. Dropout media and agar required for selecting mutant strains were made following standard protocols [188] using reagents from Foremedium (Hunstanton, U.K.). Induction of galactose-inducible promoters (for OPN4 constructs) followed overnight culture in glucose-based media, the media was then changed (yeast pelleted at 3,000rpm and washed 2x in dH2O) to raffinose-based media for a further 16 hours incubation with a subsequent addition of galactose to a final concentration of 2%. With induction, samples were transferred to a temperature-controlled dark suite and all-trans-retinal, 1µM final concentration, dissolved in DMSO was added, light treatments and sampling started 1 hour after induction.

For the yeast-2-hybrid LexA based assays the yeast was cultured in liquid media overnight at 30°C in the dark and a quantitative β-galactosidase assay (Clontech, Mountain View, U.S.A.) was conducted according to the manufactures instructions in the dark.

2.7.2 Cloning
OPN4 cDNA was received from E. Tarttelin (University of Manchester), dCRY and PER plasmids from Dr. E. Rosato (University of Leicester) [194] and CRY2 and COP1 plasmids were as described in [86]. Gateway compatible destination vectors pAG315GAL-ccdB and pAG306GAL-ccdB were purchased from the Lindquest collection [195] via Addgene (Cambridge, U.S.A.). All cloning was conducted using the Gateway technology (Invitrogen, Paisley, U.K.) to enable the construction of 2, 3 and 4 component constructs and for the efficient cloning of further constructs. All polymerase chain reactions (PCR's) were conducted using the high-fidelity polymerase Phusion (Finnzymes, NEB, Ipswich, U.S.A.) according to manufacturers’ instructions. Bacterial transformations followed standard heat shock protocol
into chemically competent Mach1 or DH5α *E.coli* with cells being plated onto LB agar plates containing the appropriate selecting antibiotic. Due to the unknown toxicity level of OPN4 in *S.cerevisiae* the constructs were expressed from a weak Gal1 promoter (GalS) which contained mutations in a number of the Gal binding sites, plasmid p413 GalS (ATCC-87670). An N-terminal localisation sequence, as used in [196], was attached to the N-terminal domain of OPN4 from yeast pheromone receptor STE2 to ensure localization to the plasma-membrane. Primer sequences used in cloning are listed in Table 2.11.

<table>
<thead>
<tr>
<th>Primer name</th>
<th>Sequence 5’-3’</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATTB1Gal</td>
<td>GGGGACAAGTTTTGTACAAAAAAGCAGGGCTTAACGGATTAGAAGCCGCCG</td>
</tr>
<tr>
<td>ATTB5rGal</td>
<td>GGGGACAACCTTTGTATACAAAAAGTTGATGTTTCCTCTTGACG</td>
</tr>
<tr>
<td>ATTB5Ste2</td>
<td>GGGGACAACCTTTGTATACAAAAAGTTGATGTTTCCTCTTGACG</td>
</tr>
<tr>
<td>ATTB4Ste2</td>
<td>GGGGACAACCTTTGTATACAAAAAGTTGATGTTTCCTCTTGACG</td>
</tr>
<tr>
<td>ATTB4rGFP</td>
<td>GGGGACAACTTTCTATACAAAAAGTTGATGTTTCCTCTTGACG</td>
</tr>
<tr>
<td>ATTB3rGFP</td>
<td>GGGGACAACTTTCTATACAAAAAGTTGATGTTTCCTCTTGACG</td>
</tr>
<tr>
<td>ATTB1Gal</td>
<td>GGGGACAAGTTTTGTACAAAAAAGCAGGGCTTAACGGATTAGAAGCCGCCG</td>
</tr>
<tr>
<td>ATTB5rGal</td>
<td>GGGGACAACCTTTGTATACAAAAAGTTGATGTTTCCTCTTGACG</td>
</tr>
<tr>
<td>ATTB2OPN4</td>
<td>GGGGACCACTTTGTACAAAAAGCTGGGTAAATAACCGGTACGTCA</td>
</tr>
<tr>
<td>ATTB3OPN4</td>
<td>GGGGACCACTTTGTACAAAAAGCTGGGTAAATAACCGGTACGTCA</td>
</tr>
</tbody>
</table>

Table 2.10: Primers used in photoreceptor cloning (Chapter 3)
2.7.3 Transformation and selection
OPN4 constructs were transformed into strain BY1172 from GlaxoSmithKline (Brentford, U.K.). Yeast-2-hybrid constructs (dCRY/PER and CRY2/COP1) were transformed into LexA yeast (Kevin Hardwick, U.K.). All yeast transformations followed the standard LiOAc-PEG protocol [188] and were plated to appropriate synthetic drop-out media. Results shown are from at least 2 independent transformations.

2.7.4 Beta-galactosidase assays
For the wave-length specificity assay 5 minute light treatments were applied to yeast suspension in 1.5 ml tubes. Blue-light treatments were from a light-emitting diode source ($\lambda_{\text{max}}$ 450 nm), at 40-60 $\mu$E/m$^2$, red-light treatment used cool white fluorescence bulbs filtered with 2 layers of red plastic film (E027 medium red, Rosco, Black Light, Edinburgh, U.K.), green-light treatment used cool white fluorescence bulbs filtered with 2 layers of green plastic film (EO90 Dark yellow/green, Rosco, Black Light, Edinburgh, U.K.), and yellow-light was provided by yellow LED’s (LED module yellow 56-3044, Rapid Electronics Ltd, Colchester, U.K.). For the treatment duration assay, blue-light at the fluence rate of the photoreceptors maximum response, as given by the fluence rate assays, was applied for durations indicated and samples then taken. For the fluence rate assay, 5 minute blue-light treatments were applied to yeast suspension, (OD600=0.6) in 1.5 ml tubes at the required fluence levels. All manipulations were conducted under dim red safe-light (cool white fluorescence bulbs wrapped in 2 layers of E027 medium red, Rosco, Black Light, Edinburgh, U.K.) with a fluence rate of less than 1 $\mu$E/m$^2$.

2.7.5 Luciferase assays
1 ml of yeast culture was used in each luciferase assay with the addition of luciferin at a final concentration of 5 mM, diluted in dH$_2$O. For the opsin proteins all-trans retinal was also added (as in previous assays). The first image taken, on a low-light sensitive digital camera (Hamamatsu) was a dark control. Then light treatments were applied according to specific
experimental condition, using the light sources described in section 2.8.4. For opsin imaging a 5 minute blue-light treatment was applied and images collected with a exposure of 20 minutes, controlled through Wasabi software. For phyA-FHL imaging the light treatments are described in Figure 6, Chapter 3. The images were then analyzed using Metamorph software to remove background and gain total light intensity.

2.7.6 Protein extraction and blots

Protein extraction and gel blots followed standard protocol [188], starting from 5 ml of yeast, OD600 = 0.6 for each sample. Protein extracts were separated on 4-12% Bis-Tris SDS gels (Invitrogen, Paisley, U.K.) using the Invitrogen See Blue (C5625) as the protein weight marker. For the Melanopsin blot the primary antibody was anti-melanopsin, sc-32870 (Santa Cruz Biothechnology, Santa Cruz, U.S.A.) and the secondary antibody goat anti-rabbit peroxidase, ab6721 (Abcam, Cambridge, U.K.). The blot was developed using ECL Plus (GE Healthcare, Amersham) and detected on Biomax Light Film (Kodak, Sigma-Aldrich, cat no. Z370398).

2.8 Data analysis and processing

2.8.1 Metamorph analysis for luciferase imaging timecourses

The software package, Metamorph version 7.7.1., was used for the image processing of all luciferase images. This software enables the measurement of the total light captured for specific regions of the image over time. The pattern of emitted light from plants treated with luciferin and containing the luciferase transgene, can be collected along with background levels in the imaging chamber, or from the camera noise. This background and noise can be subtracted from the total light collected. The numerical data collected from the images in Metamorph software was then processed in Microsoft Excel. Rhythmic properties were analysed using BRASS and an imaging macro run through excel [182].
2.8.2 Metamorph for confocal imaging timecourses
For each time point, three separate plants were imaged across an approximately 11µm leaf section. All confocal image data analysis was conducted in Metamorph version 7.7.10. Each 4-D image stack was condensed to a single projection in the Z-plane. A background threshold was set to minimise background noise. The total signal intensity above threshold was then measured for a 500x400 Voxel region. The threshold was then raised to capture only fluorescence in the nuclear speckle formation and total speckle intensity was measured. This gave the amount of YFP in the nuclear speckles. These values were then averaged for each timepoint (an average of three plants) and plotted as a time series.

2.8.3 BRASS analysis
Time-course data either from Metamorph processing of plant luciferase imaging or from Topcount files was analysed using Biological Rhythm Analysis Software System (BRASS) Version 3.0 (available from www.millar.org) [182].

2.8.4 Noise analysis peak and phase value determination (Chapter 8)
Peak and trough values from noise data were determined by two independent methods; firstly using the FFT-NLLS analysis from BRASS (2.7.3) and secondly through a peak finding programme (available from http://www.billauer.co.il/peakdet.html) and used in Matlab 2008b.

2.8.5 Chemical screen data analysis (Chapter 7)
Period estimates for the control compounds went from 24 hours to 120 hours and were made via BRASS (2.9.3). This provided an indication of the variability on each plate, within and between batches. Compound period estimates were taken across the entire timecourse (0-120 hours), due to the rapid damping in rhythms following addition of the compound. These period estimates were then paired with compound replicates and identified if the compound had a reliable effect on the period of the rhythm (either longer or shorter than the screen average). Those which had a reliable effect were then ordered by period length to identify the range of periods the
compounds produced on the cells. The specific compound for each of these consistent hits was also identified.

2.8.6 Q-PCR analysis
Q-PCR data was collected using the LightCycler 480 SW1.5 software and initial analysis of the melt curve, to check for secondary product formation or excessive primer dimerization was conducted on this software. Absolute quantification against the dilution series standards was also made in this software. Normalisation to the levels of the house-keeping gene IPP2 was then conducted in MS Excel and this data used for subsequent work.

2.9 Mathematical modelling
2.9.1 Forming of Ordinary Differential Equations (O.D.E.’s) and model simulations
Ordinary Differential equations were formed according to the model network. The model was written in Matlab2008b with separate files for the “Light” reactions (representing 12 hours of light) and the “Dark” reactions (representing 12 hours of dark) and the two files were combined with a script which allows the Light and Dark reactions to continuously loop after each other. The equations were solved in Matlab2008b using ODE23s.

2.9.2 Parameter fitting and constraining
Parameter values were constrained relative to each other, as much as possible, using data from the literature. However, data was not available for all of the kinetic parameters of the protein interactions, so the parameters have been constrained so rates and values are relative to each other. The parameters have then been manually fitted to experimental protein profiles, to give simulations that are close approximations of this data.
Chapter 3

Characterisation of Photoreceptors for use in Synthetic Biology

Sections of this chapter have been published in Sorokina et al, 2009 ([197] and Appendix D) or in preparation, Dixon and Millar, 2011

3.1 Introduction

Synthetic biology requires well-characterized components to design, model and build novel biological devices. The characterisation of these components needs to document the key features of their biological function, in a standard host, as well as to provide access to the component in a flexible and available form for practical use. Photoreceptors are one type of discrete unit which are known to link with a number of signalling systems [198]. The characterisation of a suite of photoreceptors would provide a resource from which the correct photoreceptor could be selected for specific network requirements. This chapter describes the characterisation of both blue-light, Cryptochromes and Opsins, and red-light photoreceptors, Phytochromes, for this purpose.

To characterise these photoreceptors the unicellular yeast Saccharomyces cerevisiae (S. cerevisiae) has been used as a host. S. cerevisiae is widely used in the yeast-2-hybrid system [199] to identify protein interactions using gene transcription as the reporter, and therefore is appropriate for recording signalling function from synthetic networks. S. cerevisiae is also an ideal host for the heterologous expression of membrane bound G-protein coupled receptors (GPCR). In its haploid form yeast contains only one GPCR that signals through the yeast mating pathway which is well characterised, mathematically modelled and controls an array of
transcriptional outputs [200]. This transcriptional output can enable the utilisation of a number of available reporter genes to provide both qualitative and quantitative information, such as lacZ [201]. As both the yeast-2-hybrid and G-protein coupled cascade result in a change in transcription these two systems lend themselves for use in synthetic biology networks.

3.1.1 Synthetic Biology

Synthetic Biology aims to use the wealth of molecule techniques which have been developed over the last 30 years to create new assemblies of biological components. This can be with the aim of gaining greater understanding of a system, such as a circadian clock network with a shorter period and so more amenable to real-time studies, or to create a new biological function, an organism which can degrade plastics. In order to create these networks in a safe and reliable fashion it is proposed that each component should be well characterised in a host, normally heterologous, organism [202]. This characterisation should be such that the biological properties of each component in this host can be used to create an accurate, predictive mathematical model when many of the components are associated [197]. With such a model the requirement to try all variations of a network and the identification of unwanted biological functions should largely be accounted for before actual biological construction of this network occurs. This study describes such a characterisation, based on the work of Shimizu-Sato [207], for photoreceptor proteins with the ultimate aim that these components could be used in the formation of a light-entrainable oscillating network in S. cerevisiae.

3.1.2 Red/Far-red light photoreceptors

The GAL based yeast-2-hybrid system was used in the characterisation of the Arabidopsis thaliana red-light photoreceptor PHYTOCHROME A (PHYA) through its light dependent interaction with FAR-RED ELONGATED HYPOCOTYL 1-LIKE (FHL) [197]. PHYA is a
member of a large family of red/far-red light absorbing photoreceptors. In *Arabidopsis thaliana* there are 5 PHY’s (PHYA-E), all of which covalently bind the chromophore phytochromobilin [203]. On absorption of red-light ($\lambda_{\text{max}} = 660$ nm) the protein undergoes a conformational change to its physiologically active state (Pfr). In this conformation phytochromes are able to absorb far-red light ($\lambda_{\text{max}} = 730$ nm) which causes a reversal of conformation to the P, form [203]. The balance between these forms gives a measure of the ratio of red:far-red light in a plant’s environment and so signals the plant’s physiological growth responses, such as shade avoidance [101]. A number of interacting signalling factors have been identified to associate with Phytochromes, in particular the transcription factors PHYTOCHROME INTERACTING FACTORS (PIF’s) [204], to which FHL has similarity to [205, 206]. The interaction between Phytochromes and PIF’s enables light-regulated transcriptional control and also provides a mechanism for the regulation of PHY and PIF protein stability [95, 96, 97, 98]. It is this interaction which has been used for heterologous signalling pathways [207] and subsequently to control light mediated switching of forms in more complex pathways [208]. It is also this interaction which provides the signalling mechanism described in [197] and in Figures 3.6 and 3.7 of this Chapter.

### 3.1.3 Blue light photoreceptors

The LexA based yeast-2-hybrid system was utilised for controlling signalling through the blue-light photoreceptors CRYPTOCHROME (CRY from *Drosophila melanogaster* and CRY2 from *Arabidopsis thaliana*) interacting with PERIOD (PER) (Figure 3.2) or CONSTITUTIVELY PHOTOMORPHOGENIC 1 (COP1) (Figure 3.3) respectively. Cryptochromes were first identified in plants and show structural similarity to either of the two types of DNA photolyase [141]. In *Arabidopsis* three CRYPTOCHROMES have been identified (CRY1-3), with CRY2 containing a positively charged groove though which it could bind directly to DNA [209]. The
chromophore binding domain of CRYPTOCHROMES is similar to that found in photolyases and in Arabidopsis this N-terminal photolyase related (PHR) domain is known to non-covalently interact with the flavin (FADH) chromophore and possibly with a second chromophore pterin (methenyltetrahydrofolate, MTHF) [209]. CRYPTOCHROMES have a distinct 2-peak action spectrum which shows absorption of light in the UV-A (~320-400nm) and blue-light (400-500nm) regions [209]. In Arabidopsis, CRYPTOCHROMES are involved with photomorphogenic responses and entrainment of the circadian clock, the interacting protein COP1 is also involved in these responses [71, 210, 86]. In Drosophilia CRYPTOCHROMES are believed to be part of the core circadian clock network (Chapter 1), as is the interacting protein used in this study for the yeast-2-hybrid response, PERIOD (PER) [194].

For the investigation and characterisation of GPCR blue-light photoreceptors S. cerevisiae which lacked its GPCR (STE2, in the specific strain used in this study) and contained a humanised form of the Ga-subunit (summary diagram of the modified GPCR network [211]) was used. Human Melanopsin (OPN4) [212, 213] has been shown to have an important role in the entrainment of the mammalian circadian network [214]. OPN4 has a $\lambda_{\text{max}} = \sim 480\text{nm}$ and is structurally similar to Rhodopsin, both contain 7-membrane spanning domains and form a classic GPCR structure. Also both bind the chromophore all-trans retinal which undergoes an isoform change to 13-cis retinal following the absorption of light. OPN4 is believed to signal through the Ga$_q$ subfamily of Ga subunits [215] and so the yeast stain used in this study contained a humanised Ga subunit, similar to the Ga$_q$ structure [216].

Two other blue-light absorbing opsins were investigated which have greater structural similarity to microbial-like opsins. These were the Channel Rhodopsin proteins CHANNEL RHODOPSIN 1 (ChR1) and CHANNEL RHODOPSIN 2 (ChR2) from Chlamydomonas
reinhardtii [217, 218]. The in vivo structure assumed by these proteins and the downstream signalling mechanism is less well characterised but they do contain 7 membrane spanning domains, like other opsins, and form non-specific cation channels which undergo blue-light induced conformational changes. The conducting state of ChR2 is twice as long as that of ChR1 and as such has been utilised in neurobiological applications [172, 219]. Like OPN4, ChR1 and ChR2 have a $\lambda_{\text{max}} = 480\text{nm}$ and bind the chromophore all-trans-retinal which, following absorption of a photon undergoes an isoform change to 13-cis-retinal, and it is this change which causes conformational change in the protein structure [220]. The pathways used for the characterisation of the CRYPTOCHROMES and OPSINS are represented in schematic form in Figure 3.1.

![Figure 3.1: Schematic of blue-light photoreceptor signalling pathways used in this study.](image-url)

Pathways represented using the Systems Biology Graphical Notation (SBGN) [221]. A) Photoreceptors in LexA yeast-2-hybrid system; represents dCRY (photoreceptor-LexA) and PER (binding protein-AD) interaction, or CRY2 (photoreceptor-LexA) with COP1 (binding protein-AD). Compartments are not shown. B) Photoreceptors linking to the yeast pheromone signalling pathway; represents OPN4 as opsin. Yeast component names as in [200]. EYNLV represents the modified (humanized) amino acid sequence of the $\alpha$ subunit used.

C = conformational change, Ts = transcription, Tl = translation, P = phosphorylation
3.2 Results

The characterisation of the photoreceptors described used three separate, genetically modified, yeast strains as described in Chapter 2. For the reporting of light-induced photoreceptor activity the LexA yeast-2-hybrid strain contained an integrated LacZ reporter, whilst the GAL4-based yeast-2-hybrid strain contained an integrated Luciferase reporter gene. Two separate strains were used for the characterisation of opsins photoreceptors, one containing an integrated \textit{FUS1}:LacZ reporter and the other an integrated \textit{FUS1}:Luciferase reporter. The photobiological assay results on these strains are described below, for each photoreceptor. All experimental procedures used in this section can be found in Chapter 2.

3.2.1 \textit{dCRY-PER} characterisation

Protein formation and the specificity of a blue light-dependent interaction and signalling response between \textit{dCRY} and \textit{PER} [194] were confirmed though wavelength specific assays, Figure 3.2A. Neither \textit{dCRY} or \textit{PER} alone showed activation of LEXA-promoted transcription of the LacZ reporter as determined on X-gal plates, and the expression of \textit{PER} protein was confirmed by protein gel blots (data not included). The signalling response shows a low background level of activation and saturation of response after a 1 minute blue light treatment, Figure 3.2C. The interaction between \textit{dCRY} and \textit{PER} was fluence-rate dependent with the strongest response being observed with the highest fluence rates, Figure 3.2B.
Figure 3.2: Characterisation of dCRY-PER blue-light signalling in *S. cerevisiae*. *S. cerevisiae* LexA with integrated LacZ reporter was transformed with dCRY and PER constructs. The beta-galactosidase activity (Miller Units, M.U.) of liquid cultures containing the dCRY2-PER system was assayed after the light treatments shown. A) Wavelength dependence of dCRY-PER interaction, for 5 minute treatments of 100 μE/m² fluence rate. B) dCRY-PER fluence-rate response curve, for 5 minute treatments of blue light, with background activity subtracted. C) dCRY-PER duration response for blue light of 100 μE/m² fluence rate, with background activity subtracted. All results are averages from 3 biologically independent experiments with error represented as S.E.M.

3.2.2 CRY2-COP1 characterisation

Specificity of a blue light-dependent interaction between CRY2 and COP1 [86] was confirmed through wavelength specific assays, Figure 3.3A. This interaction shows a higher background level than the dCRY-PER interaction and there is a low signalling response to green and red light treatments. Single transformation of the plasmids (either CRY2 or COP1) did not show activation of LEXA-promoted transcription of LacZ, determined on X-gal plates. In contrast to
dCRY, CRY2 showed a strong low-fluence rate response this signalling response decreased for intermediate fluence rates, Figure 3.3B. However, at higher fluence rates the response showed variability, ranging from very low levels up to the maximal levels observed for the low fluence rate responses. Like the dCRY-PER system saturation of the response is observed after 1 minute, Figure 3.3C.

Figure 3.3: Characterisation of CRY2-COP1 blue-light signalling in S. cerevisiae. S. cerevisiae containing LexA and integrated LacZ reporter was transformed with CRY2 and COP1 constructs. The beta-galactosidase activity (Miller Units, M.U.) of liquid cultures containing the dCRY2-PER system was assayed after the light treatments shown. A. Wavelength dependence of CRY-COP1 interaction, for 5 minute treatments of 10 μE/m² fluence rate. B. CRY-COP1 fluence-rate response curve, for 5 minute treatments of blue light, with background activity subtracted. C. CRY-COP1 duration response for blue light of 10 μE/m² fluence rate, with background activity subtracted. All results are averages from 3 biologically independent experiments with error represented as S.E.M.
The two cryptochrome proteins investigated here offer a major advantage over many photoreceptors as their chromophores, FAD and pterin are both naturally synthesized within the yeast cell and so no external chromophore application is required. Furthermore, their photoreceptor activity, using the described reporter system, can be assayed in both liquid and solid cultures.

### 3.2.3 OPN4 characterisation

Melanopsin was characterized through the utilization of yeast’s pheromone signalling cascade, which was modified to activate LacZ transcription. The strain used in this study lacks the yeast pheromone receptors and contains a humanised Gα subunit, as an integrated modification to the N-terminus of the Gpa1 sequence. This modification has enabled signalling from human GPCR through the yeast pheromone pathway in a previous study [216]. The modification used made the yeast Gα subunit more similar to human Gqα, OPN4 is believed to signal through the Gqα family [215]. To avoid cell cycle arrest, which is normally activated as an output of this signalling cascade [200], the FAR1 gene was knocked out in the strain. Finally the reporter genes LACZ and HIS3 were both expressed from different integrated copies of the FUS1 promoter.

OPN4 expression from the weak galactose promoter was confirmed through protein blot (Figure 3.4D). Assays with OPN4 were conducted from fresh yeast stocks, as prolonged culture appeared to have an effect on the proteins function regarding its blue-light signalling. This could be due to a number of individual and compounding factors, including protein toxicity and the viability of the highly modified yeast strain used. OPN4 showed a low level of background activity. A clear blue-light response was observed, Figure 3.4A, with an approximately 10-fold
change in signalling response when exposed to blue light compared with darkness. The fluence response (Figure 3.4B) of OPN4 is intermediate to that of the two cryptochromes and again shows a maximal response after 1 minute blue-light pulse, Figure 3.4C.

![Figure 3.4: Characterisation of OPN4 blue-light signalling in S. cerevisiae.](image)

*S. cerevisiae* harbouring humanised Gaq and lacking any GPCR’s (strain BY1172) was transformed with OPN4 construct which contained an N-terminal membrane localisation domain. The beta-galactosidase activity (Miller Units, M.U.) of liquid cultures was assayed after the light treatments shown. A) Wavelength dependence of OPN4 signalling, for 5 minute treatments of 10 μE/m² fluence rate. B) OPN4 fluence-rate response curve, for 5 minute treatments of blue light, with background activity subtracted. C) OPN4 duration response for blue light of 10 μE/m² fluence rate, with background activity subtracted. All results are averages from 3 biologically independent experiments with error represented as S.E.M. D) Protein blot confirming OPN4 expression in BY1172 yeast.
3.2.4 Channel Rhodopsin 1 but not Channel Rhodopsin 2 links to the native G-protein coupled signalling mechanism in S. cerevisiae

Like OPN4 it was proposed that ChR1 and ChR2 may be characterised through coupling to the yeast pheromone G-protein coupled receptor pathway. Both Channel Rhodopsins are known to form non-specific cation channels in the plasma membrane in *Chlamydomonas reinhardtii* [217, 218] and through structure predictions [220] it is apparent that ChR1 is very similar to that of classical GPCR’s. To test this hypothesis ChR1 and ChR2 constructs were transformed and expressed in the BY1172 strain used for the successful expression of OPN4. The reporter *FUS1*:LUC was used as it allows a non-destructive assay of the ChR’s activity which could be utilised in a synthetic network. Reporting through the luciferase reporter in yeast was confirmed with the constitutive expression of luciferase from the ADH (ALCOHOL DEHYDROGENASE) promoter (Figure 3.5A, *(ADH*:LUC+)). The background level of expression through the GPCR activated promoter *FUS1* without a GPCR, but with luciferin, is shown in Figure 3.5A (*FUS1*:LUC+). Also, the background level of luminescence from the *FUS1*:LUC strain, with the addition of luciferin and all-trans-retinal or the vehicle for retinal, DMSO, are shown in Figure 3.5A (Gq RET and Gq DMSO respectively) and are of extremely low levels.

For three separate transformations ChR1 signals through the GPCR pathway whilst ChR2 does not (Figure 3.5B). This shows that in *S. cerevisiae* ChR1 can link to the GPCR pathway and suggests that this could be a signalling mechanism used in its native host. Furthermore, this result also indicates that signalling networks of ChR1 and ChR2 are different in *Chlamydomonas reinhardtii*. As ChR2 could not be linked to the transcriptional output associated with GPCR signalling it has no clear applicable function for use in genetic synthetic networks. However, ChR1 can be easily and reliably linked to the GPCR signalling network and therefore a transcriptional output and so could be used for blue-light dependent control of gene expression in a synthetic network. However, due to its channel properties it would not be so easy to control
levels of secondary messenger as changes in internal ion concentration are known to have significant and relevant effects on signalling pathways in yeast [222].

Figure 3.5: Channel Rhodopsin 1 links with the G-protein coupled signalling cascade

*S. cerevisiae* containing humanised G<sub>aq</sub> and lacking any GPCR’s (strain BY1172) was transformed with either ChR1 or ChR2 constructs which contained an N-terminal membrane localisation domain. The beta-galactosidase activity (Miller Units, M.U.) of liquid cultures was assayed after the light treatments shown. A) Signalling from the FUS1:LUC reporter did not occur without the presence of a GPCR (FUS1:LUC), nor was signalling detected with the addition of all-trans retinal (Gq RET) or DMSO (Gq DMSO) (vehicle for retinal). The use of luciferase as a reporter in yeast is demonstrated through luminescence from the constitutively expressed *ADH1*:LUC reporter. B) Signalling following the expression of ChR1 (with the addition of all-trans retinal) was detected in three separate transformed lines but not ChR2. Background subtracted from each strain.
3.2.5 Using red and far-red light to control Phytochromes for light switchable regulation in S. cerevisiae

Using a system constructed and developed by collaborators in Szeged, Hungary, the PHYA-FHL interaction was confirmed as red-light dependent and far-red light reversible (Figure 3.6). This light-dependent protein interaction, when linked to the yeast-2-hybrid system and with the application of various combinations of red and far-red light pulses could provide fine regulation of downstream signalling. A representative graph is shown in Figure 3.6 where yeast cultures containing the \( GALI::LUC \) reporter are imaged on solid cultures. Luciferin is added 17 hours before the light treatments start as luminescence needs to reach a steady state. A 10 minute red-light pulse is given at \( T=17.30 \) hours to all cultures, then following either a 1 minute, 30 minute or 1 hour delay a 10 minute far-red light pulse is applied. The cultures exposed only to a red-light pulse show an acute induction in gene expression, and therefore luminescence read-out, and a broad-peak in expression (Figure 3.6, red squares). The cultures which are then exposed to far-red light show a clear inhibition in signalling through this pathway with the 1 minute delay between light pulses showing a much lower level of induction than the cultures with the 30 minute or 1 hour delay (Figure 3.6, filled red diamonds, triangles and crosses respectively). This indicates that the PHYA-FHL interaction is working in a very similar mechanism in yeast as to that in plants [223, 224], with phytochrome undergoing a far-red light reversion from its active form. Further to this it was confirmed that for the strain used, but with independent transformations, light-dependent signalling (originally seen in Szeged) occurred without the addition of the phytochrome chromophore, phytochromobilin [225, 226, 227]. This observation makes the system very attractive for Synthetic Biology as it offers a light-dependent switch, with real time reporting and no requirement for the addition of chromophore.
Figure 3.6: PHYA-FHL is a light switchable unit
GAL4 yeast-2-hybrid strain, containing the integrated reporter *GAL1::LUC* was transformed with PHYA and FHL constructs and the light dependent interaction measured in real-time on CCD-cameras. Luciferin was added at T=0 and a 10 minute red-light pulse were given to all strains, except the dark control (black diamonds). No further light-pulses were applied to the red-light control (red squares), and a 10 minute far-red light pulse was applied following either a 1 minute delay (red diamonds), a 30 minute delay (red triangles) or a 1 hour delay (red crosses). Images were collected every 15 minute and background subtracted.

3.2.6 Experimental constraint of parameters for the modelling of the PHYA-FHL interaction
The light switchable properties of PHYA-FHL interaction make it particularly attractive for use in synthetic biology as it provides a mechanism to control the level of induction in a spatial and temporal fashion. Therefore, this system was investigated and characterised further, with O. Sorokina constructing a mathematical model to include the PHYA-FHL signalling properties [197 and Appendix D]. The use of luciferase as the biological marker and the requirement for imaging over prolonged periods of time (potentially days) meant that the liquid culturing of cells was not optimal for this system. This is specifically due to the requirement for agitation of the cells in liquid media to ensure they do not settle on the base of the culturing vessel and enter an
anaerobic state of metabolism. Therefore, growth and imaging on agar plates was used. This experimental set-up requires an additional, experimentally measureable, parameter for the modelling of the system (please see Sorokina et al for the details of the model) which is the diffusion rate of the substrate for luciferase, luciferin, away from its point of application on the yeast colony.

The diffusion rate was measured through spacing yeast patches on agar plates 1 cm apart and then applying luciferin to a well in the centre of the plate (Figure 3.7). Continual imaging of the plate enabled the rate of luciferin diffusion through agar to be determined by the time taken for more distant yeast patches to start to emit light (due to luciferase activity). From this the diffusion rate was calculated to be around 3-10 mm/h [197 and Appendix D].

Figure 3.7: Determining parameters for biological modelling of the PHYA-FHL light switchable unit
A) The rate of luciferin diffusion through 1% agar plates was determined by measuring the time taken for ADH1::LUC expressing yeast patches spaced 1cm from a central luciferin source and with 1cm between each patch to emit light. Images were captured on a low-light detecting camera every 15 minute for 16 hours. Schematic below the timecourse shows the yeast patch spacing on the agar plates.
3.3 Discussion

This chapter presents the characterisation of a number of heterologously expressed photoreceptors in the eukaryote host *S. cerevisiae*. Photoreceptor activity is confirmed in *S. cerevisiae* and the properties of each photoreceptor characterised with respect to light responses and connection to a heterologous genetic network (Figures 3.2-3.7). The host, *S. cerevisiae*, was chosen as it has a number of advantages compared to prokaryote and multi-cellular eukaryotic hosts. As a single-celled eukaryote the cellular organisation and signalling mechanisms are broadly similar to that of multi-cellular eukaryotes, normally the donors of proteins being investigated, and so the folding and possible modification of proteins is more likely to occur in a similar way. Beyond this *S. cerevisiae* is amenable to genetic and biochemical manipulation and, importantly for this study, can be easily and reliably cultured on agar plates. This offers the potential for temporal and spatial regulation and has enabled the measurement of parameters for mathematically modelling the system (Figure 3.7). Furthermore, the aim for the synthetic oscillator was to build it in a eukaryotic host and therefore the photoreceptors needed to be characterised in the same host.

The characterisation presented in this chapter provides a clear basis for application to synthetic networks and the development of more accurate mathematical models. The investigation has identified a previously unknown signalling pathway used by ChR1 (Figure 3.5) as well as characterised some of the photoreceptor properties of opsins, cryptochromes and phytochrome in *S. cerevisiae*. The different properties seen between the two CRY proteins further highlights the importance of this type of characterisation to enable the development of accurate mathematical models. As the characterisation of components for a eukaryotic oscillator is very limited, most synthetic oscillators are constructed in prokaryotic hosts [228], the kinetics identified through the photoreceptor characterisation will be important for constraining models to biologically relevant parameter space.
The characterisation of the photoreceptors was intended for use in the design and construction of a synthetic oscillator based on the principles of circadian clocks (reviewed in [228]). One of the principles of circadian oscillators is that they can maintain self-sustaining oscillations under constant conditions [1]. However, for a circadian oscillator to be biologically useful it must be able to be informed or entrained by environmental conditions, most commonly via light or temperature cycles [70]. Therefore, the properties and kinetics of the photoreceptors used, in a synthetic oscillator, must be such that they enable entrainment within a biologically relevant timeframe. This timeframe would ideally be less than 24 hours for ease of experimentation, as has been observed in the prokaryotic oscillators [228]. For this aspect, in particular, an accurate and predictive model would be extremely useful. The model for PHYA-FHL interaction matches the dynamics observed experimentally very well (Figure 3.8) and has been used to identify sensitive parameters as well as predict the dynamics of the interaction [197 and Appendix D].

![Figure 3.8: Example of model simulation and prediction](image)

The model simulations for varying time intervals between red and far red light pulses as presented in [197]. The Green curve simulates the response for 10 hours between red light (RL) and 5 hours between far-red light (FRL) pulses, the black curve has 24 hours between RL and 5 hours between RL and FRL pulses, the blue curve has 10 hours between RL and 2 minutes between RL and FRL pulses, and the red curve has 24 hours between RL and 2 minute between RL and RHL pulses.
As such, it provides a strong basis to develop and implement an oscillator model. Known circadian oscillators, see Chapter 1 for more detailed information regarding *Arabidopsis thaliana*, are entrained through multiple light inputs, of different wavelengths. Therefore, to try and understand the relative function of these multiple light inputs to a clock network the development of a synthetic oscillator entrained by multiple light inputs would be a powerful tool. It may also aid understanding regarding the relative importance of other entraining factors in natural networks, such as nutrients [126] and possibly light entrainment through non-photoreceptor mediated pathways, as observed in the cyanobacterial circadian clock [75].

Each of the photoreceptor systems investigated has different properties to be considered before application to a synthetic network and these are summarised in Table 3.1.

<table>
<thead>
<tr>
<th>Photoreceptor</th>
<th>dCRY</th>
<th>CRY2</th>
<th>OPN4</th>
<th>ChR1</th>
<th>ChR2</th>
<th>PHYA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Links to genetic network</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Low background activity</td>
<td>✓</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Inducible expression</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Stable expression from plate cultures</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Requires addition of chromophore</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of characterised photoreceptor properties

Generally, the yeast-2-hybrid based systems were more reliably expressed, none of the photoreceptors required the addition of chromophore and there was a direct link with the genetic network. The opsin based systems did require the addition of chromophore, at a relatively high concentration, and so added a further step of manipulation. This is particularly noticeable when using luciferase as an output, as the addition of luciferin is also required. Both of these
compounds alter the pH of the media and therefore the properties of the yeast and specifically the opsin properties as the G-protein coupled cascade is known to be pH sensitive [222]. Further to this opsins are transformed into a highly modified yeast strain which may not be the most suitable platform for further synthetic networks. Whilst the yeast-2-hybrid systems require a co-transformation, these could be made as stable chromosome insertions and therefore the strain is more suitable for further genetic manipulations.

The PHYA-FHL system provides an additional level of control through the switching of PHY forms. Such regulation is attractive for the control of a synthetic oscillator as it provides the possibility of pulse experiments and unusual entrainment regimes. However, such pulse experiments would limit the properties of the synthetic oscillator as the oscillator would have to have a longer period than the switch kinetics of phytochrome in *S. cerevisiae*.

The characterisation presented in this chapter can aid the development of future synthetic networks which require control of genetic networks via light-signalling. Specifically these photoreceptors could be used in the deciphering of mechanisms and properties of entrainment to circadian networks.
Chapter 4

ELF3 has a role in the repression of circadian controlled gene expression

Parts of this work have been published in Current Biology, Dixon et al, 2011. The ChIP and light-pulse experiment (Figures 4.7 and 4.8) were conducted by Dr. K. Knox and the imaging experiment (Figure 4.9) by A. Thomson.

4.1 Introduction

The circadian clock mechanism provides robust, ~24 hour biological rhythms throughout the eukaryotes. This core signalling mechanism is entrained through environmental signals, most notably light and temperature (Chapter 1). The circadian clock enables the temporal division of biological processes and has been shown to increase overall plant fitness [136], [137]. The circadian gene circuit in plants is believed to comprise of interlocking transcriptional feedback loops, reviewed in [26], whereby the morning-expressed transcription factors CIRCADIAN CLOCK-ASSOCIATED 1 (CCA1) and LATE ELONGATED HYPOCOTYL (LHY) repress the expression of evening genes, notably TIMING OF CAB EXPRESSION 1 (TOC1). However, in mutants of these genes circadian rhythms are maintained suggesting that this single loop is not sufficient to explain the clock network. The gene network has been expanded to include a number of the other components, including GIGANTEA (GI) and PSEUDO-RESPONSE REGULATORS 9 and 7 (PRR9 and PRR7 respectively) and is currently formed of three proposed loops [45], [46], and [47] with some post-translational regulation [48]. There are a number of other genes, not currently included in this network, the mutants of which confer a strong arrhythmic circadian phenotypes, these include EARLY FLOWERING 3 and 4 (ELF3 and
ELF4 respectively) [229, 51], TIME FOR COFFEE (TIC) [152] and LUX ARRHYTHMO (LUX) [50].

ELF3 encodes a plant-specific protein of unknown function which was first identified through a mutant screen for altered flowering time [5]. elf3 plants flower early under long and short days and show arrhythmia only under constant light conditions [230], [185]. ELF3 has been identified to have a role in light signalling to the clock; it acts to repress light signalling during the evening light to dark transition and has therefore been suggested to act as a zeitnehmer [106]. This hypothesis is supported through the light-specific phenotypes elf3 showed relating to period length and acute light signalling [113]. Furthermore, the ELF3 protein binds to the red-light photoreceptor PHYTOCHROME B (PHYB) [80]. Quantitive Trait Locus (QTL) analysis has also linked ELF3 with the shade avoidance response, an observation which connects well with the PHY based ELF3 phenotypes as it is the ratio of PHY conformations which signal shade avoidance strategies in plants [231, 232].

ELF3 has also been shown to interact with the ubiquitin E3-ligase CONSTITUTIVE PHOTOMORPHOGENIC 1 (COP1) to regulate the stability of GI [85]. Another ELF3 based pathway has been proposed which links the clock and flowering regulation through CCA1, ELF3 and a MADs-box transcription factor SHORT VEGETATIVE PHASE (SVP), signalling to the flowering activator FLOWERING LOCUS T (FT) [179]. In addition to the light and flowering phenotypes ELF3 has been shown to be required for temperature entrainment of the circadian clock, and to function as a repressor of temperature signals in this mechanism. Specifically, ELF3 is involved with the repression of PRR7 and PRR9 at high temperature [233]. A role for ELF3 in the thermal regulation of flowering pathways has been identified [234] which could link with ELF3’s direct interaction with SVP, as SVP also has temperature and flowering associated phenotypes.
Generally this data suggests ELF3 has a role as a repressor but the expression of \textit{CCA1} and \textit{LHY} is greatly reduced in \textit{elf3} backgrounds, suggesting ELF3 acts as an activator of these light-inducible genes [4], [178].

In this chapter \textit{cca1-11 lhy-21 elf3-4} plants are used to separate the repressive function of ELF3 from its downstream targets \textit{CCA1} and \textit{LHY}. Through collaborative work with K. Knox we demonstrate that ELF3 associates physically with the promoter of \textit{PSEUDO-RESPONSE REGULATOR 9 (PRR9)}, a repressor of \textit{CCA1} and \textit{LHY} expression, in a time-dependent fashion. The repressive function of ELF3 is thus consistent with indirect activation of \textit{LHY} and \textit{CCA1}, in a double-negative connection \textit{via} a direct ELF3 target, \textit{PRR9}. This mechanism reconciles the functions of ELF3 in the clock network during the night, and points to further effects of ELF3 during the day.

This direct link with the circadian clock has been further supported through a subsequent publication [154] and presentation [49] providing evidence for an ELF3/ELF4/LUX complex with LUX also showing association with the \textit{PRR9} promoter by ChIP analysis [154]. The number of protein interacting partners now identified for ELF3 is the largest for any of the plant circadian proteins and strongly suggests that ELF3 is functioning at a signalling hub within this network. Furthermore, it suggests that ELF3’s regulation and role in regulation at the post-translational level is of at least equal interest to its regulation by the transcriptional/ translational loops. It is the role of ELF3 at the post-translational level which is investigated in detail in Chapter 5.

4.2 Results

4.2.1 \textbf{elf3-4 mutation is linked with a distinct set of circadian phenotypes}
Hypocotyl growth is a circadian output and can be used as an indicator of clock function [235]. \textit{elf3-4} seedlings show abnormally elongated hypocotyls as the clock-controlled repression of
hypocotyl growth is lost in these plants [185, 229]. To study the interaction between ELF3 and CCA1/LHY the hypocotyl length in loss of function mutant backgrounds was examined. Seedlings were grown under long day (LD) or short day (SD) conditions (18h light:6h dark or 6h light:18h dark cycles respectively) for 6 days on either no-sucrose (black bars Figure 4.1A and 4.1B) or 3% sucrose media (white bars Figure 4.1A and 4.1B) and hypocotyl length was measured on day 7. Hypocotyl lengths are much shorter under LD than SD, as hypocotyl elongation is a physiological response to low light conditions. Generally in LD the presence of sucrose in the media has no effect, the one exception to this is that the cca1-11 lhy-21 seedlings are slightly shorter on sucrose media, consistent with previous observations on sucrose media [152]. In LD conditions elf3-4 showed an elongated hypocotyl phenotype, as did cca1-11 lhy-21 elf3-4 whilst the wild-type ecotype, Wassilewskija (Ws) and cca1-11 lhy-21 showed hypocotyls of similar length. Under SD conditions this general trend was more apparent. Ws and cca1-11 lhy-21 seedlings showed hypocotyls of similar length on no-sucrose media and cca1-11 lhy-21 elf3-4 and elf3-4 seedlings had very elongated hypocotyls (Figure 4.1B). The presence of sucrose had no effect on the length of cca1-11 lhy-21 hypocotyls in SD whilst Ws hypocotyls were slightly longer. This slight increase in hypocotyl length relative to no-sucrose in the media was also observed for both the elf3-4 and cca1-11 lhy-21 elf3-4. Images of example seedlings (Figure 4.1C) show the elongated hypocotyl phenotype of elf3-4 and cca1-11 lhy-21 elf3-4 compared to Ws and cca1-11 lhy-21. This data shows that CCA1 and LHY are not required for the long hypocotyl phenotype of elf3-4. It also shows that the effect of sucrose on hypocotyl growth is masked under conditions when seedlings do not experience low-light conditions.
Figure 4.1: Hypocotyl phenotypes of *cca1-11 lhy-21 elf3-4* seedlings
Hypocotyl length of 7-day old seedlings was measured and is shown as an average length of the population with error being represented as SEM. A. Seedlings grown under white light Long Day (18hrs light, 6hrs dark) cycles on either MS media (black bars) Ws n= 15, *elf3-4* n= 11, *cca1-11 lhy-21* n= 18, *cca1-11 lhy-21 elf3-4* n= 12, or MS supplemented with 3% sucrose (white bars) Ws n= 13, *elf3-4* n= 17, *cca1-11 lhy-21* n= 15, *cca1-11 lhy-21 elf3-4* n= 15. B. Seedlings grown under white light Short Day (6hrs light, 18hrs dark) cycles on either half MS media (black bars) Ws n=12, *elf3-4* n= 18, *cca1-11 lhy-21* n= 19, *cca1-11 lhy-21 elf3-4* n= 23 or half MS supplemented with 3% sucrose (white bars) Ws n= 16, *elf3-4* n= 16, *cca1-11 lhy-21* n= 15, *cca1-11 lhy-21 elf3-4* n=18. C. Example images of 7-day seedlings grown under SD white light cycles on half MS media. Data is from and representative of two biologically independent experiments.
To investigate if the elf3-4 mutation affected the core circadian network, and was not limited to just a hypocotyl growth phenotype, delayed chlorophyll fluorescence imaging in constant light was used as another circadian marker. Delayed fluorescence allows real-time, non-destructive collection of data from plants which contain no transgenic markers. The method collects the amount of delayed fluorescence light emitted from light-absorbing pigments within the seedling. This delayed fluorescence is under circadian control [236], as can be seen from the rhythmic trace from Ws (Figure 4.2A). Under constant light conditions it is known that cca1-11 lhy-21 have a short period phenotype [46], this was confirmed through delayed fluorescence imaging (Figure 4.2A) and FFT-NLLS analysis of the traces (Figure 4.2B). The imaging confirmed that like elf3-4 mutants, cca1-11 lhy-21 elf3-4 plants were arrhythmic for this physiological marker in constant light (Figure 4.2A, B and C). Data has been plotted as estimated period, from FFT-NLLS, against Relative Amplitude Error (R. A. E.) as this gives an indication of the confidence in robustness of the rhythms. Ws had low R. A. E. values, and therefore robustly rhythmic and the single trace which gave a rhythm to elf3-4 had a high R. A. E. showing that the rhythm measured is not very robust (Figure 4.2B).
Figure 4.2: Seedlings carrying the elf3-4 mutation are arrhythmic in constant light

Delayed fluorescence imaging starting on 6-day old seedlings, entrained in 12:12 white light:dark cycles and transferred to constant red and blue light showed that plants with the elf3-4 mutation are arrhythmic in constant light.  A. Example traces of delayed fluorescence imaging for Ws (filled triangles), cca1-11 lhy-21 (filled diamonds), elf3-4 (crosses) and cca1-11 lhy-21 elf3-4 (filled squares) following transfer to constant light at ZT0.  For each genotype n=16 wells imaged, each well containing 4-8 seedlings.  B. Period analysis vs relative amplitude error (R.A.E.) determined by FFT-NLLS from the Brassv3 software package from delayed fluorescence imaging.  Ws n= (filled triangles), cca1-11 lhy-21 n= (filled diamonds), elf3-4 n= (cross) and cca1-11 lhy-21 elf3-4 n= (filled squares)  C. Summary table showing the number and percentage of rhythmic seedlings from the delayed fluorescence imaging.  Results are a combination of 2 independent experiments.
4.2.2 CCA1/LHY and ELF3 are involved in reciprocal regulation of transcription

The MYB-transcription factors CCA1 and LHY, form a core part of the current circadian transcriptional/translational network in *Arabidopsis* (Figure 4.3A). CCA1 and LHY RNA expression levels were shown to be very low in elf3 mutant seedlings, suggesting a mechanism for their arrhythmia [178]. This was confirmed through QPCR analysis on 7 day old seedlings under 12:12 white light:dark cycles (LD) (Figure 4.1), consistent with previous data on plants transferred from 12:12 red LD to constant red light (LL, [153, Appendix B]). The high amplitude of CCA1 and LHY expression rhythms in wild type (100 to 1000-fold in LD, 10-fold in LL) collapsed in the elf3-4 plants, which became arrhythmic in LL. The light-arrhythmic phenotype is supported by original observations that elf3 was arrhythmic under constant light [185].
Figure 4.3: Influence of ELF3 and CCA1/LHY on reciprocal gene expression

A. Scheme showing the current hypothesis for the plant circadian network. Activation indicated by arrows, and inhibition indicated by bars. CCA1/LHY and PRR9/PRR7 make a morning loop and GI and TOC1 form an evening loop, the two are joined through CCA1/LHY repression of TOC1 and TOC1’s activation of CCA1/LHY. B. QPCR measurements for gene expression of ELF3 in Ws (filled triangle) and cca1-11 lhy-21 double mutant (filled diamond) and C. CCA1 and D. LHY in Ws (filled triangle) and elf3-4 (cross) mutant are normalised between QPCR experiments and against IPP2 expression. Graphs are an average of two to three biologically independent experiments, with normalised data being used to generate S.E.M. error bars. Seedlings were grown in 12:12 white light:dark and samples taken every 2 hours across a 12:12 cycle starting at ZT=0.

Further to this, although clock function is impaired in the elf3-4 background (Figure 4.1 and 4.2) this mutant was able to respond relatively normally to light entrainment (Figure 4.4). Figure 4.4 shows that under short day and long day conditions elf3-4 CAB2::LUC expression are very similar to Ws CAB2::LUC expression, with only the transient responses at changing light conditions which showed differences.
Figure 4.4: elf3-4 plants are able to entrain to light/dark cycles.

Imaging of $CAB2::LUC$ (filled squares) and elf3-4 $CAB2::LUC$ (open diamonds) starting on 6-day old seedlings under either A. LD or B. SD conditions. Seedlings were grown in imaging photoperiods under white light and transferred to red and blue lights for imaging. Data has been normalised within each genotype to allow comparison of waveform between the genotypes and is an average of $n=20$ (SD), $n=13$ (LD) seedlings for $CAB2::LUC$ and $n=23$ (SD), $n=12$ (LD) seedlings for elf3-4 $CAB2::LUC$. Data is representative of 2 biologically independent experiments.

This luciferase imaging experiment highlighted that there is still information regarding circadian time in the elf3-4 mutant under light:dark conditions where any impaired oscillator is being strongly driven. Therefore, transcript analysis under light:dark cycles was more informative than that in constant light conditions where the mutants lost all timing. The low-amplitude rhythm in both $CCA1$ and $LHY$ transcripts ([153, Appendix B]) showed that the clock’s morning functions were severely impaired in the elf3-4 mutant, though a rhythm could still be driven by the LD cycle. $ELF3$ RNA levels had a lower-amplitude rhythm in the wild type (at most 10-fold in LD), whereas in cca1-11 lhy-21 mutants $ELF3$ RNA showed little or no rhythmicity under LD and arrhythmia under LL (Figure 4.1B and Appendix B). Circadian control of $ELF3$ expression [178] requires the morning loop components CCA1 and LHY. $ELF3$ in turn regulates these clock genes, as well as gating entrainment signals [106].
4.2.3 ELF3 is involved in the dark regulation of circadian controlled genes

An evening loop, involving at least TOC1 and GIGANTEA (GI) and possibly LUX ARRHYTHMO (LUX), is proposed to generate the short-period rhythms observed in lhy cca1 double mutants [46]. Through the comparison of clock gene expression in Ws, elf3-4, cca1-11 lhy-21 and cca1-11 lhy-21 elf3-4 plants, the role of ELF3 in this proposed evening loop was investigated. Plants were grown under 12:12 light:dark cycles for 6 days, sampled on day 7, and tested for expression of PRR9, PRR7, GI, LUX and TOC1 (Figure 4.5). In cca1-11 lhy-21 plants the evening genes (TOC1, LUX and GI) showed an early morning peak of high amplitude (Figure 4.5C, 4.5D, 4.5E). This is in agreement with previously published data [46, 237, 238] and also supports the hypothesis that CCA1 and LHY act to repress evening gene expression in the early morning. In the double mutant, PRR9 showed a lower amplitude rhythm, probably due to loss of expression activation from CCA1 and LHY (Figure 4.3A). The elf3-4 mutant showed a lower amplitude rhythm in gene expression for all measured genes, with notably higher levels (over ten-fold increase compared to wild type) of PRR9, PRR7 and GI expression in the night, as reported in [184] for GI, as well as slightly higher night-time expression of LUX and TOC1. The aberrant gene expression continued into the early morning, when CCA1 and LHY should be active in the wild type (Figure 4.3C and 4.3D).
Figure 4.5: ELF3 is a regulator of the expression of core circadian genes.
QPCR measurements for A. PRR9, B. PRR7, C. GI, D. TOC1, E. LUX normalised between experiments and against IPP2 in Ws (filled triangles), elf3-4 (cross), cca1-11 lhy-21 (filled diamonds) and cca1-11 lhy-21 elf3-4 (filled squares). Graphs are an average of three biologically independent experiments each containing a triplicate of samples. Normalised data used to generate S.E.M. error bars. Seedlings were grown in 12:12 white light/dark cycles and samples were taken every 2 hours starting at ZT0 for one cycle. The Figure is shown on a logarithmic scale in Appendix B.

Such results are consistent with a combination of indirect and direct mechanisms, whereby CCA1 and LHY repress evening gene expression in the morning (Zeitgeber time (ZT) 0-4, where ZT0 is defined as the time of lights-on) and ELF3 represses many genes at night (ZT 12-
20), before *CCA1* and *LHY* are expressed. From this it could be expected that the *cca1-11 lhy-21 elf3-4* triple mutant would show high expression of certain clock genes throughout the light:dark cycle. This was not observed. Instead in the triple mutant, all genes were expressed at intermediate levels, without strong responses to the ongoing LD. *PRR9* and *PRR7* expression was higher than in *cca1-11 lhy-21*, but lower than in *elf3-4*. Evening genes (*TOC1*, *LUX* and *GI*) lost the early peak observed in *cca1-11 lhy-21*, but then had the higher night-time expression characteristic of *elf3-4*. This suggests that ELF3 influences the circadian network at more than one point and thus affects both morning and evening loops.

### 4.2.4 ELF3 binds in vivo to the promoter of PRR9 in the early night.

As *ELF3* shows some sequence homology with transcription factors [80] and affects gene expression, ELF3’s ability to physically associate with circadian-controlled promoters was investigated. Chromatin Immunoprecipitation (ChIP) experiments were conducted using transgenic *elf3-4* plants that expressed an *ELF3::YFP* fusion protein from either the native *ELF3* promoter or from the 35SCaMV promoter. Period analysis, from delayed fluorescence imaging of these lines under constant light, showed that *ELF3* expression was complementing the *elf3-4* mutant phenotype and that in 35S::ELF3::YFP over-expression did cause a slight increase in period length (Figure 4.6).
Figure 4.6: Characterisation of ELF3::YFP lines used in ChIP

A. Delayed florescence imaging of Ws, elf3-4 ELF3::ELF3::YFP and elf3-4 35S::ELF3::YFP, 6 day old seedlings entrained in 12.12 white light:dark cycles and released into constant red and blue light. Data for each genotype is from 16 wells with each well containing 4-8 seedlings. Period analysis by FFT-NLLS confirms that elf3-4 ELF3::ELF3::YFP has a similar period to Ws and that the 35S::ELF3::YFP is slightly long period. B. Data rhythmicity assessed through Relative Amplitude Error (R. A. E.) plotted against period. Ws (open squares), elf3-4 ELF3::ELF3::YFP (grey triangles) and elf3-4 35S::ELF3::YFP (black diamonds). Data is an average of two biologically independent experiments and error is represented as SEM.
35S::ELF4::YFP was also used in the ChIP to investigate whether ELF3 and ELF4 act on the same promoters. *EARLY FLOWERING 4 (ELF4)* is a circadian controlled gene which shows similar gene expression patterns and clock phenotypes to ELF3 [51]. ELF3 and ELF4 were both able to associate with the *PRR9* promoter (Figure 4.7B and [153, Appendix B]). However, when ELF3 was expressed from its native promoter, it showed time-dependent affinity for the *PRR9* promoter, being bound at ZT14 but not significantly (by Students t-test) at ZT6 (Figure 4.7C). ELF3’s apparently rhythmic association with the *PRR9* promoter and the increased *PRR9* expression observed in the *elf3-4* mutant suggest that ELF3 acts as one of the repressors of *PRR9* gene expression. Association of ELF3 with the *PRR7* promoter was weak, as it was detected only in the 35S::ELF3::YFP plants (Appendix B). Association of ELF4 with *PRR7* was comparable to results for *PRR9* (Appendix B). Testing 1.3kbp of sequences upstream of the ATG codon of *CCA1* did not reveal any ELF3 or ELF4 association (data not shown), although this promoter fragment is sufficient for rhythmic transcription [181]. However, de-repression of the *PRR9* promoter is sufficient to explain low levels of *CCA1* and *LHY* expression in the *elf3-4* mutant (Figure 4.3C and 4.3D), because PRR9 is a known repressor of *CCA1* and *LHY* [106]. The promoter regions required for rhythmic expression of *PRR5, TOC1* and *GI* were also tested and ELF3 and ELF4 were not found to associate with these (data not shown), suggesting that ELF3 is involved in the regulation of their expression indirectly.
Figure 4.7: ELF3 binds in vivo to the promoter of *PRR9* in the early night but not during the day.

A. Scheme of the *PRR9* genomic region tested. The black bar indicates the position of the primers which amplified the ChIP DNA. B-C. Chromatin of 3 week old seedlings was immunoprecipitated using either no antibody (-) or anti-GFP antibody(+). Resultant DNA from 35S::GFP (B-C), 35S::ELF3::YFP (B) and *ELF3::ELF3::YFP* (C) was analysed by QPCR and each sample expressed as a percentage of the non-immunoprecipitated DNA (Input) extracted from the same tissue sample. Bars represent the mean of at least six samples taken from 3 independent ChIP experiments. Error bars represent the SEM. Significant differences, by Students t-test are indicated by the *.
4.2.5 A combination of repressors are required for the control of circadian regulated light responses

In order to investigate the role of ELF3, linking with its known function in light signalling, a 20 minute white-light pulse was applied to seedlings entrained in 12:12 white light:dark cycles and released into darkness. *PRR9* and *GI* were specifically investigated as they have both been implicated in light-signalling to the clock [99], [114], and showed mis-regulation of gene expression in the *elf3-4, cca1-11 lhy-21* and *cca1-11 lhy-21 elf3-4* mutants and represented the morning and evening loops of the circadian network. Wild-type plants showed strong light induction of *PRR9* (Figure 4.8A). In *cca1-11 lhy-21* double mutants, the expression levels of *PRR9* were very low and a clear acute response to light was observed, which was as large or larger than that in Ws during the predicted night, ZT38 (Figure 4.8A). In *elf3-4* and *cca1-11 lhy-21 elf3-4* seedlings, *PRR9* had a higher level of basal expression, consistent with Figure 4.5A.

Little change in expression was observed following a light pulse at either predicted day ZT30 or night ZT38 (Figure 4.8A). Notably, the *PRR9* expression level was not maximal compared to peak levels (Figure 4.5A), suggesting that another factor is involved in the gating of light responses in the dark. *GI* expression was not light-responsive at these times in Ws, showed light induction in *cca1-11 lhy-21*, but not in *elf3-4* and the triple mutant (Figure 4.8B). This again indicates that ELF3 affects clock gene expression both in darkness and in response to light, that ELF3 still controls clock genes in *cca1-11 lhy-21* seedlings, and that some repressive functions remain in the triple mutant.
Figure 4.8: ELF3 is required for the control of circadian regulated light responses in GI and PRR9

Acute light-induction of PRR9 (A) and GI (B) gene expression was measured by QPCR in Ws (black bars), elf3-4 (light grey bars), cca1-11 lhy-21 (white bars) and cca1-11 lhy-21 elf3-4 (dark grey bars). Seedlings were grown for 5 days under white light 12:12 L:D cycles and released into continuous dark from ZT12 on day 5. On day 6, samples were either treated with (+) or without (-) a white light pulse (20 minute, 80 μE/m²)1 hour before sampling in the predictive day at ZT30 (white background) and predictive night at ZT38 (grey background). Significance by Students t-test is indicated by *.
4.3 Discussion
This work aimed to further understand the role of ELF3 in the circadian network. ELF3 was known to affect \textit{CCA1/LHY} expression and this was investigated through measuring transcript levels in \textit{cca1-11 lhy-21 elf3-4} plants. To investigate a mechanism for this regulation, ELF3’s association with canonical clock components promoters was also tested. Figures 4.3 and 4.5 showed that ELF3 has repressive effects on several clock genes. The observed activation of \textit{CCA1} in \textit{elf3-4} mutants can be explained consistently with ELF3’s repressive function, by a double negative effect \textit{via} PRR9, the repressor of \textit{CCA1} and \textit{LHY} (Figure 4.9).

\begin{figure}[h]
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\caption{Scheme showing the current 3-loop plant circadian network with the addition of ELF3}
\end{figure}

Scheme showing a current hypothesis for the plant circadian network, activation is represented by arrows and repression by bars. \textit{CCA1/LHY} and PRR9/PRR7 make a morning loop and GI and TOC1 form an evening loop and the two are joined through \textit{CCA1/LHY} repression of \textit{TOC1} and TOC1’s activation of \textit{CCA1/LHY}. From work presented in this chapter ELF3 is proposed to repress the expression of \textit{PRR9} and possibly \textit{PRR7} and is represented in orange.

ELF3 protein associates with the \textit{PRR9} promoter (Figure 4.7). This finding has been supported by another recent publication [154] and presentation [49] which showed ELF3 forming a complex with EARLY FLOWERING 4 (ELF4) and LUX [49] and that LUX can associate with \textit{PRR9} promoter [154]. In \textit{elf3-4} the levels of \textit{PRR9} are high and so the repression of \textit{CCA1} and \textit{LHY} is greater. This logic can also be applied to the observed similarity between \textit{elf3} mutants and over-expression of CCA1. In both of these backgrounds it can be anticipated that the levels
of PRR9 are high and so the circadian mechanism becomes stalled around the same point [155, 238]. However, high PRR9 levels are not sufficient to explain the observed arrhythmia seen in these backgrounds under constant light (Figure 4.10). The arrhythmia in these lines could conceptually be linked with the role both of the proteins have in light signalling. In CCA1-ox the light signalling path could be considered to be over-activated and in elf3 under-repressed, resulting in the same output. This output would be the stalling of the clock through the evening phase.

![Figure 4.10: CCA1-overexpression and elf3-4 have similar CAB2::LUC expression](image)

7-day old seedlings entrained under the respective white light:dark cycles A. 3L:21D and B. 9L:15D were imaged under red and blue light for 3 days under photoperiod conditions before being released into constant light (LL). In A. CAB2::LUC (filled diamonds) n=18, CCA1-ox CAB2::LUC (open triangles) n=21 and elf3-4 CAB2::LUC (open squares) n= 23 and in B. CAB2::LUC (filled diamonds) n=23, CCA1-ox CAB2::LUC (open triangles) n=18 and elf3-4 CAB2::LUC (open squares) n=23. Data from experiments in Millar group database; conducted by A. Thomson.

The high expression of evening genes GI and TOC1 in elf3-4 mutants cannot simply be explained due to low levels of CCA1 and LHY, as this high baseline was not observed in cca1-11 lhy-21 mutants.
To investigate the role of ELF3 independently of the influence of CCA1 and LHY we generated $\textit{cca1-11 lhy-21 elf3-4}$ plants. These plants have a growth phenotype similar to the $\textit{elf3-4}$ plants (Figure 4.1). $\textit{cca1-11 lhy-21 elf3-4}$ mutants show high basal levels of clock gene expression in the dark period of 12:12 LD cycles, as in $\textit{elf3-4}$, but do not show the characteristic early peaks of $\textit{PRR7}$, $\textit{GI}$, $\textit{LUX}$ and $\textit{TOC1}$ expression observed in $\textit{cca1-11 lhy-21}$ (Figure 4.5). This high night gene expression is also observed in the acute light pulse responses (Figure 4.8). Thus through comparison of the $\textit{cca1-11 lhy-21}$ and $\textit{cca1-11 lhy-21 elf3-4}$ data it seems that ELF3 allows rhythmicity in the $\textit{cca1-11 lhy-21}$ double mutant. It also suggests that there maybe another, normally redundant factor which is able to take the role of CCA1/LHY in the early morning (ZT0-4) and repress the expression of circadian genes. This function is not observed in the $\textit{cca1-11 lhy-21}$ double mutant as the component is still being repressed by ELF3.

ELF3 is capable of binding to the $\textit{PRR9}$ promoter (Figure 4.7) and possibly $\textit{PRR7}$ promoter [153, Appendix B], and as the PRRs can function as repressors [155], proteins of this family can be considered candidates for the additional repression of $\textit{GI}$ and $\textit{TOC1}$ genes, in the $\textit{cca1-11 lhy-21 elf3-4}$ triple mutant.

Association with the $\textit{PRR9}$ promoter provides a mechanism for ELF3’s direct ($\textit{PRR9}$) and indirect ($\textit{CCA1/LHY}$) effects on the clock network. The fact that ELF3 affects the clock network beyond the times when ELF3 is detected at the $\textit{PRR9}$ promoter is consistent with the known complexity of the clock circuit.

ELF3 is known to have a number of binding partners, including the red-light photoreceptor PHYB, the ubiquitin E3-ligase COP1, and clock-related proteins GI, SVP, CCA1, ELF4 and LUX suggesting that ELF3 may function in large signalling complexes. In this setting, ELF3 could participate in protein degradation [85] or transcriptional control, through transcriptional complexes or histone/chromatin modifications. Such an interpretation is supported by the mild
phenotypic effect of the ELF3-overexpressor on the clock network ([26] and Figure 4.6) compared to the severe effect of the mutant: the ELF3 protein is required for correct clock function but its level might not be so important.

This work identifies ELF3 as repressing gene expression of clock components, resulting in widespread effects on the clock gene network. Thus ELF3 is essential for the operation of the circadian transcriptional/translational feedback loops in light-grown plants, as reported in dark-grown seedlings [233]. The mechanism of ELF3 action presented here (Figure 4.9) links to ELF3’s rhythmic repression of light signalling to the clock, as well as identifying ELF3’s direct link to the circadian network.
Chapter 5

Investigating the structure of protein networks involved in ELF3 regulation

The work presented in this chapter has been conducted under the supervision of and in collaboration with Dr. N. S. Savage (Duke University).

5.1 Introduction

EARLY FLOWERING 3 (ELF3) was one of the first genes to be associated with plant circadian rhythms but its function has remained unclear as introduced in Chapter 4. The results from Chapter 4 aid the understanding of where ELF3 links to the circadian network and also begin to indicate possible protein functions; those associated with DNA binding, including direct transcriptional regulation, proteolysis or chromatin regulation. Understanding ELF3 protein function has been hampered by its lack of sequence homology with any known protein families and by its occurrence only in lineages of flowering plants [185]. The threonine-serine rich domain suggests a possible role as a novel type of transcription factor, but this has yet to be supported experimentally [80]. Furthermore, during the past two years a large number of publications have identified protein interacting partners with ELF3, these include proteins involved in the clock (CCA1, GI, ELF4 and LUX), flowering regulation (GI, SVP, ELF4 and LUX) and protein degradation (COP1) [179, 239, 85, 49]. Given that some of these proteins also have a large number of interacting partners, the existence of multi-protein complexes involved in the temporal regulation of gene expression is looking increasingly probable. Thus, understanding the dynamics of complex formation and separation will be essential in understanding circadian rhythms.
To try and gain understanding of ELF3’s function an aspect of its interacting network has been investigated in this chapter using a dual approach of mathematical modelling and experimentation.

Mathematical modelling offers a variety of methods for investigating biological networks which are not available, or easily achievable, experimentally. Firstly, it enables the systematic investigation of a number of different networks. Such investigation, if possible in the lab, would be extremely laborious. Secondly, it enables complex networks, such as the circadian clocks interlocking negative feedback loops, to be understood at each stage through the ability to simultaneously track all of the modelled clock components as well as the behaviour of the oscillator. Modelling enables rigorous testing of ideas on a simplified representation of the organism under investigation, which, as long as the modelling assumptions are ‘reasonable’, can indicate at mechanisms and guide experimentation. As such, mathematical modelling provides a useful tool in the understanding of biological networks and has aided understanding of the plant circadian network [168, 45, 46, 47, 48, 240]. However, mathematical modelling does have limitations, most notably the flexibility of the network with increasing numbers of parameters and the setting of these parameters in the absence of experimental data [241].

The network developed and investigated in this chapter is based on work presented in Yu et al, 2008 [85] and extended to include the protein interactions from Wang et al, 2001 [86] and Kim et al, 2007 [81]. This provides a network of 6 protein species; ELF3, GI, COP1, CRYPTOCHROME 1 (CRY1), CRYPTOCHROME 2 (CRY2) and ZEITLUPE (ZTL). ELF3 has already been introduced in Chapter 4. GI is a large protein (137 kDa) of unknown function, but from genetic analysis it has a positive role in activating the photoperiodic flowering pathway and is central to the correct function of the circadian clock. GI protein levels do not simply track that of its rhythmic mRNA expression as when GI is over-expressed the GI protein is still rhythmic [164]. Evidence presented in [85] indicates that some of the rhythmicity of GI protein
levels occurs through its interaction with ELF3 and COP1. COP1 is an E3-ubiquitin ligase with RING-finger and WD-40 domains and functions to target proteins for degradation by the 26S proteasome [242]. In particular, proteins required for photomorphogenesis are targeted for degradation by COP1 [243]. CRY1 and CRY2 are blue-light photoreceptors (Chapter 3) believed to function in a partially redundant fashion in plants and are also important for flowering regulation and entrainment of the clock [71]. These photoreceptors have been shown to interact with COP1 and are believed to prevent it from functioning in the light [86]. In turn, COP1 is thought to degrade both CRY1 and CRY2 in the dark [86]. Finally, ZTL (ADO1 or LKP1) is a member of a small family of blue-light photoreceptors [74] that contain a PAS/LOV (Light Oxygen Voltage) domain which binds FMN (flavin mononucleotide) as its chromophore. ZTL also contains an F-box domain which enables function in proteasome mediated degradation via Skp/Cullin1/F-box-type E3-ligase complex, and 6 kelch repeats which are involved in protein-protein interactions [74]. ZTL has been shown to be a blue-light dependent regulator of protein stability for three circadian proteins TIMING OF CAB EXPRESSION (TOC1), PSEUDO RESPONSE REGULATOR 5 (PRR5) and GI [81, 11]. Through imaging of ELF3::ELF3::YFP fusion proteins and the development of a mathematical model, evidence is collected that suggests ELF3 has an important role in protein degradation. Linking this work with published data [85] suggests that ELF3-mediated protein degradation directly affects the clock mechanism.
5.2 Results

5.2.1 ELF3 is expressed throughout the plant

ELF3 expression is under clock control ([185] and Chapter 4); however, there is no information regarding ELF3 expression localisation patterns in planta. Using promoter::luciferase transgenic lines the tissue-specificity of ELF3 expression was investigated in comparison with other clock-controlled genes. As the circadian network is believed to exist in every cell it could be expected that the expression localisation patterns of the clock genes would be very similar. However, this was not observed. Luciferin was added at the roots of seedlings containing clock promoter::luciferase fusion tags and luminescence was collected for 20 minutes (Chapter 2). The intensity of luminescence is represented in a heat-map with red being high levels through to black which is low levels (Figure 5.1). The expression of ELF3::LUC (Figure 5.1D) is located predominately in the veins of the leaf whilst the expression of LHY::LUC (Figure 5.1B) is much more dispersed. ELF3::LUC expression is also different from PRR9::LUC (Figure 5.1A) which was observed to be less expressed in the leaf veins. The expression pattern of ELF3::LUC was similar to that of TOC1::LUC (Figure 5.1C) which showed very clear vein expression as well as expression in all other tissue types. The different expression patterns observed supports the future use of luciferase as a sub-cellular marker, which offers the notable advantages of being used in live plants. Expression patterns were not notably changed when plants had been grown under either blue or red light, for the resolution provided by this analysis.
Arabidopsis thaliana seedlings were entrained in 12:12 white light:dark cycles for 6 days and a single post-spray luminescence image was captured at times of expected peak expression for each of the following transgenic lines, A. ZT0 LHY::LUC, B. ZT0.30 PRR9::LUC, C. ZT10 ELF3::LUC, D. ZT12 TOC1::LUC on cooled CCD- camera attached to a Zeiss fluorescence microscope. 2.5x objective used for all images and scale bar is on each image, a pseudo colour map has been applied for ease of distinguishing gradients of expression ranging from purple for low expression to white for very high. Each image has at least two biologically independent repeats.

5.2.2 ELF3 protein is found in all plant tissues and forms distinct nuclear speckles

Previous protein work to measure ELF3 has required nuclei enrichment of the tissue samples and either a direct anti-ELF3 antibody [80] or incubation with the proteasome inhibitor MG132 [85]. As such, any information regarding tissue specificity of the protein or sub-cellular distribution is lost. To investigate the sub-cellular distribution of ELF3 an elf3-4 ELF3::YFP transgenic line was used which allows native expression of ELF3 tagged with YFP. The lines were confirmed to have normal clock behaviour through CCA1::LUC imaging in constant light (Figure 5.2).
Figure 5.2: Characterisation of ELF3::ELF3::YFP

ELF3::ELF3::YFP lines were used to identify the protein distribution and confirm sub-cellular localisation of ELF3. The lines were confirmed to have normal clock function through CCA1::LUC imaging starting with 7 day old seedlings entrained under 12:12 white light:dark cycles and released into constant light at ZT0. Two independent Ws CCA1::LUC lines were imaged (black crosses and black dashes) and two independent Ws elf3-4 ELF3::ELF3::YFP CCA1::LUC (red filled triangles and red open squares). Graphs represent the averaging of 15-30 individual plant traces and data is from two biologically independent experiments which show similar results. Free-running period of the elf3-4 ELF3::ELF3::YFP line also confirmed through delayed florescence imaging (Chapter 4).

7-day old ELF3::ELF3::YFP seedlings, which had been entrained in 12:12 white light:dark cycles, were mounted on microscope slides with the tissue to be imaged submerged in water beneath a coverslip. Images were collected between ZT10-14, using a 63x objective with 8x line averaging. For each tissue type, three separate plants were imaged from at least three biologically independent experiments. ELF3::ELF3::YFP was always observed to be localised to the nucleus and mostly in distinct nuclear-localised speckles (Figure 5.3). These speckles are found in all organs imaged; hypocotyl, root and leaf as well as at different developmental stages; cotyledon and leaf. However, the intensity and number of speckles can be seen to vary (Figure 5.3).
Figure 5.3: *ELF3::ELF3::YFP* localisation patterns

Localisation of *ELF3::ELF3::YFP* protein was assessed in 7 day old seedlings entrained in 12:12 white light:dark cycles and imaged between ZT10-14 by confocal microscopy. *ELF3::ELF3::YFP* shows nuclear localisation in all tissues investigated: hypocotyl (panel A), primary leaf (panel B), root (panel D) and cotyledons (panel E) but nothing in untransformed elf3-4 parent lines (panel F). Speckle formation occurs in all tissue types, a zoom example is from the primary leaf (panel C). Each image shows YFP (excitation band width 525-560) in yellow, Chlorophyll (excitation band width 640-715) in red and the bright field in grey scale with images having 1024x1024 pixels and each line had 8x averaging.
The speckle formation in the root is particularly faint, and can not be observed in all root cells. This may be a consequence of how faint the fluorescence of ELF3::ELF3::YFP is in this organ, as opposed to ELF3 not localising there. The aerial tissues have a higher level of ELF3 protein than the roots. In the leaf and hypocotyl the speckles are observed in nearly every cell and are highly dynamic. This links with ELF3 having a role in light signalling [80, 113] and its association with DNA [153]. Distinct speckle formation is very similar to that of other light and stress signalling proteins, listed in Table 5.1, which is consistent with ELF3’s known interacting partners [179, 239, 85, 49]. In response to stress stimulus and light signalling it is known that the transcriptome changes dramatically [244] and so it may be speculated that these speckles are involved with this. Molecularly this would suggest a role in chromatin modification, degradation or the formation of regulatory units on DNA.

<table>
<thead>
<tr>
<th>Protein</th>
<th>Function</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOC1</td>
<td>Component of circadian clock network</td>
<td>Strayer et al, 2000 [245]</td>
</tr>
<tr>
<td>PIF3</td>
<td>Transcription factor</td>
<td>Bauer et al, 2004 [248]</td>
</tr>
<tr>
<td>HEMERA/pTAC12</td>
<td>PHY interaction</td>
<td>Chen et al, 2010 [249]</td>
</tr>
<tr>
<td>COP1</td>
<td>Protein proteolysis</td>
<td>Ang, et al, 1998 [250], Stacey et al, 1999 [251]</td>
</tr>
<tr>
<td>COL3</td>
<td>Light signalling (B-box)</td>
<td>Datta et al, 2006 [252]</td>
</tr>
<tr>
<td>PIF7</td>
<td>Transcription factor</td>
<td>Leivar et al, 2008 [253]</td>
</tr>
<tr>
<td>BIT1</td>
<td>MYB transcription factor</td>
<td>Hong et al, 2008 [254]</td>
</tr>
<tr>
<td>CRY2</td>
<td>Blue-light photoreceptor</td>
<td>Mas et al, 2000 [118], Yu et al, 2009 [255]</td>
</tr>
<tr>
<td>STH3</td>
<td>B-box protein</td>
<td>Datta et al, 2008 [256]</td>
</tr>
<tr>
<td>ELF3</td>
<td>Light signalling and clock</td>
<td>This study</td>
</tr>
<tr>
<td>STH2</td>
<td>B-box protein</td>
<td>Datta et al, 2007 [257]</td>
</tr>
<tr>
<td>EID1</td>
<td>F-box protein</td>
<td>Marrocco et al, 2006 [258]</td>
</tr>
<tr>
<td>LAF1</td>
<td>MYB-like transcription factor</td>
<td>Ballesteros et al, 2001 [259]</td>
</tr>
<tr>
<td>SR45</td>
<td>Pre-mRNA splicing factor</td>
<td>Zhang et al, 2009 [260]</td>
</tr>
<tr>
<td>elf4-III</td>
<td>RNA helicase</td>
<td>Koroleva et al, 2009 [261]</td>
</tr>
</tbody>
</table>

Table 5.1: A number of light-signalling and stress-related proteins form similar nuclear speckles to those observed for ELF3
5.2.3 ELF3 protein levels vary in a temporal fashion

Using the ELF3::ELF3::YFP line and confocal microscopy it is possible to gain a high time resolution for imaging ELF3::ELF3::YFP over an extended period. 7-day old seedlings entrained in 12:12 white light:dark cycles were imaged; at each time point three separate plants were imaged over a z-stack, starting at the epidermis cell layer, of 11 μm. Protocol testing to develop a method which enabled continuous imaging of the same plant identified a number of problems. As the leaves provide the most reliable ELF3::ELF3::YFP signal (Figure 5.3) they were identified as the tissue to be imaged across the timeseries. However, constant submersion in water or nutrient-enriched water caused cell death. Keeping the plant hydrated without saturating the leaf tissue also caused cell death and caused the requirement for constant refocusing.

The method of imaging the primary leaf in different plants allows the real-time recording of protein levels and the identification of fluctuations which are missed in lower time-resolution protein blotting. This is of particular relevance to ELF3 as protein blotting often uses non-physiological plant growth conditions to enable detection of the protein. These protein blots [80, 85] have shown that ELF3 protein is detectable at all of the timepoints but its levels fluctuate, with a peak at ZT12 when plants have been entrained in 12:12 light:dark cycles. Figure 5.4 shows that, from quantification of microscope imaging, the protein levels fluctuate around the light to dark transition of 12:12 light:dark entrained plants and do not form a single, well-defined peak observed in protein blotting.
High temporal resolution data was acquired through a 12 hour imaging time-course from 12:12 white light:dark entrained 7 day old seedlings, across the light to dark transition. Each hour 3 different plants were imaged once through an 11 μm z-stack in the primary leaf. Total speckle intensity was divided by the number of nuclei and an average intensity from the three plants at each timepoint was then calculated. A. A complete time-series with error being presented as SEM and B. The time-points used in previous measurements of ELF3 protein [80] which confirms at this resolution the peak level is ZT12. Data presented in A and B is from one of two biologically independent experiments with similar results.

The imaging shows a first peak at ZT8-9 followed by a clear drop at ZT10 and a second peak at ZT12, but when represented at the same time resolution as the protein blots the single ZT12 peak is observed (Figure 5.4B). The error in these measurements is large and it is unclear if this error is comparable with protein blotting error levels. The differences in the imaging data maybe a reflection of the stochastic differences which occur at this resolution; that is the data is a
combined average from three plants and the oscillations may simply be different between different plants. Therefore, a small sample size will have a large variation. In protein blots a much larger number of seedlings (70-100 seedlings) are normally used and so the variation will appear smaller. Still, the trends identified from both methods are informative as to the dynamic nature of ELF3 protein regulation. The development of an assay system which enables a full 24 hours of continuous imaging on the same plant would be extremely powerful.

5.2.4 ELF3 speckle morphology changes over time
Imaging across a 12 hour timecourse identified that the structure of the speckles varies and that the speckles are highly dynamic. Figure 5.5 shows example images from the timecourses of Figure 5.4A at ZT 6, 9, 12 and 16. These images are representative of the general speckle dynamic at each timepoint. There is biological variation in the samples, most probably relating to stochasticity and light intensity during entrainment. The speckles are highly dynamic and through z-stack imaging there is a chance of over-representation of speckle number in each image. This is because each 11 μm z-stack takes about 5 minutes to be captured and the speckles observed in one plane could move to another during imaging. Therefore when the stack is compressed there is an over-representation. Generally, however, when the speckles appear distinct in the compressed stack they can probably be counted as individual.
At ZT6 speckle formation can always be seen but the number in each nucleus is low, approximately 1-4 (Figure 5.5A). At ZT9 speckle number is higher than ZT6 and the exclusion from the nucleolus region of the nucleus can be observed (Figure 5.5B). At ZT12 the peak in ELF3 speckle formation is at its highest, with multiple speckles being observed in most nuclei (Figure 5.5C). Then in the dark, speckle formation rapidly decreases and by ZT16 very few speckles are observed (Figure 5.5D). In all of the images it can be seen that not all of the
ELF3::YFP signal forms nuclear speckles, there is diffuse YFP signal in the background of most nuclei showing speckles. This more diffuse signal may relate to dynamic movement of ELF3::YFP between speckles, or if the speckle formation is linked with degradation ELF3::YFP being localised for degradation.

These dynamics suggest that ELF3 speckles are linked with light signalling components and that the speckles form in response to post-transcriptional signalling or circadian events. If speckle formation correlated with ELF3 abundance, then according to transcript levels [185] it would be expected that ELF3 speckle formation would still be abundant for a large proportion of the dark period. Instead, ELF3 levels fall rapidly at night.

5.2.5 Development of a protein interaction model to aid understanding of ELF3 function

5.2.5.1 Network structure
Protein regulation is important for sustained circadian rhythmicity (Chapter 6 and [56]), furthermore protein levels do not always follow that of their mRNA (Figure 5.4 and [164]). To understand protein regulation more thoroughly key components of ELF3’s regulation under blue-light have been identified and these interactions are represented symbolically in a mathematical model (Figure 5.6). The network of protein-protein interactions, centred on ELF3, was developed based on experimental evidence presented in [85], [86] and [81]. The data presented in [85] suggests ELF3 has a central role in the regulation of GI protein levels and the model investigates this observation in more detail.
Figure 5.6: Networks investigated through model simulations
The network diagrams show possible protein-protein interactions which can occur in this network. The ELF3/GI/COP1 complex interactions which are simulated in each respective network are highlighted in black, those absent from specific model network are faded out in grey. The ZTL, CRY1 and CRY2 loops are in dark grey as the topologies of these do not change between the simulations but are included in all simulations. ECG = ELF3/COP1/GI trimer, EC = ELF3/COP1 dimer, CC2 = COP1/CRY2 dimer, CC1 = COP1/CRY1 dimer, GZ = GI/ZTL, deg = degradation.
Through investigating this network with respect to possible combinations of protein interactions it was hoped that a mechanism for ELF3 mediated GI regulation could be proposed. The mutant data presented in [85] indicates that ELF3 has a more direct role in the regulation of GI stability than the ubiquitin E3-ligase COP1. This is shown as GI accumulates throughout the 24 hour cycle in elf3-8 mutant but only at the end of the night in the cop1-4 background, suggesting that COP1 is possibly not GI’s sole regulator.

5.2.5.2 Justification of network species
The network formed does not include all of the known protein interacting partners for the six protein species (Figure 5.7). Other components were not included in order to constrain the complexity of the interaction network, with the aim of extracting useful, mechanistic, interpretations.

![Figure 5.7: Experimentally observed protein interactions for species in model](image)

The network shows the interacting partners, identified experimentally but not always in vivo, of the 6 protein species (shown in orange as are the connecting lines) investigated in the model. The interactions represented are only 1 removed from the proteins of interest to enable the network to be limited.
The first simplification step taken in the formation of the network was to limit protein interactions to those observed under blue-light. This is a sensible limitation due to a number of factors. Firstly, the central part of the model, GI/ELF3/COP1, contains COP1 which is an ubiquitin E3-ligase known to target proteins involved in photomorphogenesis for degradation [examples in 262, 263, 264, 243]. Therefore, it has a huge array of interacting partners but only the CRY’s are known to regulate COP1’s activity [86]. Due to this, the CRY’s must be included to modulate the activity of COP1. CRY’s are blue-light photoreceptors and the only kinetic data available for their function is from blue-light conditions [265]. Secondly, ELF3, CRY2 and ZTL are known to interact with the red-light photoreceptor PHYB [80, 118 and 266 respectively]. However, the PHYB/ZTL interaction could not be detected in a different assay [267]. Furthermore, the nature, timing or roles of these interactions are unknown and therefore very hard to include in the model. This is also true for the CRY1-PHYA interaction [117]. By not including the major red-light photoreceptors and associated interactions, a simpler blue-light specific network is favoured. Finally, it has been shown that GI is stabilised under blue-light conditions through its interaction with the blue-light photoreceptor and F-box protein ZTL [81]. GI has also been shown to interact with the blue-light photoreceptor FKF1 and through this interaction have an important role in regulating the stability of the transcription factor CYCLING OF DOF 1 (CDF1) and floral transition [82]. However, this interaction has not been shown to regulate GI stability [82] and therefore was not included in the model. The additional sequestering of GI through the FKF complex is accounted for via the basal degradation rate placed on the free GI protein species. Other GI protein interacting partners have not been included as the interaction does not lend itself to understanding the stability and regulation of ELF3 and GI [268]. Similarly to this, ZTL’s interaction with CRY1 [117] has not been explicitly included in the model network as its function and role in protein stability is completely unknown. Finally the constraint of a blue-light network means that the PHY interacting factors
such as PIF’s and SPA’s can also be excluded from this particular network as no significant function has yet to be contributed to them under blue-light conditions.

### 5.2.5.3 Network development

With the protein species limited to six the formation of an informative model is possible. The data presented in [85] and summarised in Table 5.2 indicates that there are a number of feasible combinations of dimer and trimer interactions. Yu et al [85] investigated dimer interactions through \textit{in vivo} and \textit{in vitro} assays. The evidence presented strongly supports the formation of an ELF3/COP1 dimer with this interaction leading to the degradation of ELF3. Furthermore, through yeast-2-hybrid assays and microscope imaging (BiFC) the data suggests that GI/COP1 interaction can only occur following interaction with ELF3. As the data shows that ELF3 can interact, at the level of a dimer, with both COP1 and GI it suggests that an ELF3/GI/COP1 trimer could be formed.

<table>
<thead>
<tr>
<th>Complex</th>
<th>Experimental evidence</th>
<th>Experimental evidence</th>
<th>Experimental evidence</th>
<th>Experimental evidence</th>
<th>Experimental evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELF3/ COP1</td>
<td>Yeast-2-hybrid interaction (Fig4A)</td>
<td>Pull-down (Fig4C)</td>
<td>In vitro ubiquitin assay (Fig4D)</td>
<td>In \textit{cop1-4} ELF3 accumulates (Fig5C)</td>
<td>BiFC COP1/ ELF3 (dark + MG132) (Fig6C)</td>
</tr>
<tr>
<td>GI/ COP1</td>
<td>No Yeast-2-hybrid interaction (Fig4)</td>
<td>Fragments of GI and COP1 can interact in yeast-2-hybrid (Fig6B)</td>
<td>Immunoblots with COP1, GI is degraded (Fig6D)</td>
<td>GI altered accumulation in \textit{cop1-4} (Fig6F)</td>
<td>BiFC COP/GI when ELF3 co-infiltrated (dark+MG132) (Fig6C)</td>
</tr>
<tr>
<td>ELF3/ GI</td>
<td>Yeast-2-hybrid interaction (Fig6A)</td>
<td>Immunoblots with ELF3 GI is degraded (Fig6D)</td>
<td>GI accumulates in \textit{elf3-8} (Fig6F)</td>
<td>BiFC ELF3/GI (dark+MG132) (Fig6C)</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.2:** A summary of the experimental evidence used to form the dimer and trimer networks between ELF3, GI and COP1

The table outlines the varying types of experimental evidence used to inform and develop the model network, taken from Yu et al, 2008 [85] with figure references referring to the figures in Yu et al, 2008 [85]. BiFC is bimolecular fluorescence complementation, where separate parts of a fluorescence protein is attached to either of the proteins under assay meaning fluorescence is only observed when the two proteins come into close proximity.
To investigate the possible protein interaction networks, given the data in Table 5.2, three hypothetical networks were developed, outlined in Table 5.3 and Figure 5.6.

<table>
<thead>
<tr>
<th>ELF3/COP1</th>
<th>ECG</th>
<th>iECG</th>
<th>Network name</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>Network_01</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>Network_02</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>Network_03</td>
</tr>
</tbody>
</table>

Table 5.3: Summary of the networks investigated in this study
Three different protein networks were investigated and these are outlined in the Table. ECG represents direct ELF3/COP1/GI trimer formation and iECG represents indirect formation of the ELF3/COP1/GI trimer. A 0 represents none of this species and a 1 represents formation of this species. These networks are illustrated in Figure 5.6.

A main consideration in the formation of the protein interaction networks is that a direct COP1/GI dimer has not been observed. Only once GI has interacted with ELF3 can a COP1/GI dimer form. Assuming the sequential interactions resulting in the trimer, ELF3/GI/COP1, are fast, trimer formation can be estimated as a simultaneous binding of the three proteins (Network_01, Figure 5.6, Table 5.3). However, this is most probably a large assumption. As the ELF3/COP1 dimer is well verified through experimentation [85 and Table 5.2] alternative networks excluding GI/COP1 interaction could be envisaged containing a single ELF3/COP1 dimer (Network_02, Figure 5.6, Table 5.3) and its subsequent indirect trimer formation with GI (Network_03, Figure 5.6, Table 5.3)

5.2.5.4 Constraining the model
To enable light-dependent regulation of protein activity, which is required for the photoreceptors CRY1, CRY2 and ZTL the model was developed so light and dark parameters could be varied independently. Specifically, the model enables simulations over 12:12 light:dark cycles. The models parameters were set in accordance to information from the literature, such that even
though none of the parameters have been empirically measured they are all set within realistic limits relative to each other. As the network is simulating the dynamics of protein interactions most of the parameters, Table 5.4, are linked with rates of protein-protein association and disassociation, the kinetics of which are not known and therefore relative setting of parameters is the best approximation.

Parameter exploration was conducted manually from what was considered to be a good starting fit and then moving around local parameter state space. Therefore, it is quite possible that other parameter sets exist which can fit the data. In order to be able to make mechanistic interpretations about the ELF3/GI/COP1 interactions, parameters not directly involved in ELF3/GI/COP1 dimer and trimer formation were set at fixed values.

In the model networks protein which is not in a complex is subject to basal degradation levels (parameter d1-7) the rate of which remains constant between simulations.
<table>
<thead>
<tr>
<th>Reaction</th>
<th>Parameter</th>
<th>Supporting literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basal degradation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ELF3 → φ</td>
<td>(d_1)</td>
<td></td>
</tr>
<tr>
<td>ZTL → φ</td>
<td>(d_2)</td>
<td></td>
</tr>
<tr>
<td>GI → φ</td>
<td>(d_3)</td>
<td></td>
</tr>
<tr>
<td>COP1 → φ</td>
<td>(d_4)</td>
<td></td>
</tr>
<tr>
<td>CRY1 → φ</td>
<td>(d_5)</td>
<td></td>
</tr>
<tr>
<td>CRY2 → φ</td>
<td>(d_{6L}), (d_{6D})</td>
<td>Yu et al, 2007 [265]</td>
</tr>
<tr>
<td>GI/ZTL complex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GI + ZTL → GZ</td>
<td>(k_{2L}), (k_{2D})</td>
<td>Kim et al, 2007 [81]</td>
</tr>
<tr>
<td>GZ → GI + ZTL</td>
<td>(k_{2L}), (k_{2D})</td>
<td>Kim et al, 2007 [81]</td>
</tr>
<tr>
<td>COP1/CRY1 complex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COP1 + CRY1 → CC1</td>
<td>(k_1)</td>
<td>Wang et al, 2001 [86]</td>
</tr>
<tr>
<td>CC1 → CRY1</td>
<td>(k_{3L}), (k_{3D})</td>
<td>Wang et al, 2001 [86]</td>
</tr>
<tr>
<td>CC1 → COP1</td>
<td>(k_{4L}), (k_{4D})</td>
<td>Wang et al, 2001 [86]</td>
</tr>
<tr>
<td>COP1/CRY2 complex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COP1 + CRY2 → CC2</td>
<td>(k_5)</td>
<td>Wang et al, 2001 [86]</td>
</tr>
<tr>
<td>CC2 → CRY2</td>
<td>(k_{5L}), (k_{5D})</td>
<td>Wang et al, 2001 [86]</td>
</tr>
<tr>
<td>CC2 → COP1</td>
<td>(k_{6L}), (k_{6D})</td>
<td>Wang et al, 2001 [86]</td>
</tr>
<tr>
<td>ELF3/COP1 complex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ELF3 + COP1 → EC</td>
<td>(k_{1.2L}), (k_{1.2D})</td>
<td>Yu et al, 2008 [85]</td>
</tr>
<tr>
<td>EC → COP1</td>
<td>(k_{1.2L}), (k_{1.2D})</td>
<td>Yu et al, 2008 [85]</td>
</tr>
<tr>
<td>ELF3/COP1/GI complex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ELF3 + COP1 + GI → ECG</td>
<td>(k_1)</td>
<td>Yu et al, 2008 [85]</td>
</tr>
<tr>
<td>EC + GI → ECG</td>
<td>(k_{1.4L}), (k_{1.4D})</td>
<td>Yu et al, 2008 [85]</td>
</tr>
<tr>
<td>ECG → COP1</td>
<td>(k_{1L}), (k_{1D})</td>
<td>Yu et al, 2008 [85]</td>
</tr>
</tbody>
</table>

Table 5.4: Model parameters
Each model parameter and its corresponding biological function are shown in this table. \(k\) corresponds to kinetic parameters of association and dissociation (-) which may be different in light (L) and dark (D) conditions and \(d\) to basal degradation.
Basal degradation

With the exception of CRY2 \((d_{6L}, d_{6D})\) which has been shown to be light-labile [265] the basal degradation of protein, not associated in complexes, has the same rate in light and dark. The rates have been set at a level which enables the best fit of simulation data to experimental data, where available. COP1 could not be fitted due to the absence of experimental data.

GI/ZTL complex

Complex formation is based on the findings presented in [81] which show a blue-light dependent interaction between GI/ZTL that increases the stability of both of the proteins in blue-light. Therefore complex formation is higher in the light and disassociation higher in the dark. Proteins are not degraded in complexes.

CRY/COP1 complex

Complex formation occurs at the same rate in the light and the dark but the rate of disassociation is different between the two conditions. This regulation effectively means that COP1 is degraded in the light, through its interaction with the CRY’s targeting it for degradation and CRY’s are degraded in the dark through their interaction with COP1 [86].

COP1 mediated degradation

In the complex combinations described (Table 5.3) the parameters are set to ensure that proteins which are degraded via COP1 have always interacted with COP1 in the dark, and therefore in COP1’s biologically active state [242].

5.2.5.5 Model network formation

The networks outlined in Table 5.3 were converted to a set of Ordinary Differential Equations (O. D. E.’s), given below.
The production terms ($f_E, f_G, f_{C_1}, f_{C_2}, f_Z, f_{COP1}$) for the input to the six protein species are experimentally measured mRNA levels. This data was collected from 12:12 white light:dark
cycles (Figure 5.8) and is an average of two independent experiments, with error not being included in the model input.

**Figure 5.8:** Input plots measuring mRNA levels each of the components in the model QPCR measuring of mRNA levels in 7 day old seedlings grown in 12:12 white light:dark cycles. Samples harvested starting at ZT0 which is lights on, every 2 hours. The graphs represent an average from 2 – 4 independent experiments. A) ELF3, B) GI, C) ZTL, D) COPI, E) CRY1, and F) CRy2, with the bars above the plots representing light conditions.

The model assumes a direct and immediate conversion of mRNA to protein. The parameters controlling the rates of protein association, disassociation and degradation for each of the three networks are shown in Table 5.5. The equations are solved in Matlab ODE solver, ODE 23s.
<table>
<thead>
<tr>
<th>Reaction</th>
<th>01a</th>
<th>01b</th>
<th>02</th>
<th>03</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basal degradation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$ELF3 \rightarrow \phi$</td>
<td>$d_1$</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>$ZTL \rightarrow \phi$</td>
<td>$d_2$</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>$GI \rightarrow \phi$</td>
<td>$d_3$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$COP1 \rightarrow \phi$</td>
<td>$d_4$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$CRY1 \rightarrow \phi$</td>
<td>$d_5$</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$CRY2 \rightarrow \phi$</td>
<td>$d_{6L}$</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>$d_{6D}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

| **GI/ZTL complex** |     |     |    |    |
| $GI + ZTL \rightarrow GZ$ | $k_{2L}$ | 0.1 | 0.1 | 0.1 | 0.1 |
|                         | $k_{2D}$ | 0   | 0   | 0   | 0   |
| $GZ \rightarrow GI + ZTL$ | $k_{2L}$ | 0   | 0   | 0   | 0   |
|                         | $k_{2D}$ | 0.1 | 0.1 | 0.1 | 0.1 |

| **COP1/CRY1 complex** |     |     |    |    |
| $COP1 + CRY1 \rightarrow CC1$ | $k_3$ | 0.1 | 0.1 | 0.1 | 0.1 |
| $CC1 \rightarrow CRY1$ | $k_{3L}$ | 10  | 10  | 10  | 10  |
|                         | $k_{3D}$ | 0   | 0   | 0   | 0   |
| $CC1 \rightarrow COP1$ | $k_{4L}$ | 0   | 0   | 0   | 0   |
|                         | $k_{4D}$ | 1   | 1   | 1   | 1   |

| **COP1/CRY2 complex** |     |     |    |    |
| $COP1 + CRY2 \rightarrow CC2$ | $k_5$ | 0.1 | 0.1 | 0.1 | 0.1 |
| $CC2 \rightarrow CRY2$ | $k_{5L}$ | 10  | 10  | 10  | 10  |
|                         | $k_{5D}$ | 0   | 0   | 0   | 0   |
| $CC2 \rightarrow COP1$ | $k_{6L}$ | 0   | 0   | 0   | 0   |
|                         | $k_{6D}$ | 0.1 | 0.1 | 0.1 | 0.1 |

| **ELF3/COP1 complex** |     |     |    |    |
| $ELF3 + COP1 \rightarrow EC$ | $k_{1.2}$ | 0   | 0   | 0.7 | 0.7 |
| $EC \rightarrow COP1$ | $k_{1.2L}$ | 0   | 0   | 0   | 0   |
|                         | $k_{1.2D}$ | 0   | 0   | 0.5 | 5   |

| **ELF3/COP1/GI complex** |     |     |    |    |
| $ELF3 + COP1 + GI \rightarrow ECG$ | $k_1$ | 0.7 | 0.7 | 0   | 0   |
| $EC + GI \rightarrow ECG$ | $k_{1.4}$ | 0   | 0   | 0   | 0.7 |
| $ECG \rightarrow COP1$ | $k_{1L}$ | 0   | 0   | 0   | 0   |
|                         | $k_{1D}$ | 0.6 | 0.2 | 0   | 0.2 |

Table 5.5: Parameters set for each network
With the development of the networks minimal parameter changes have been made between sets in order to identify any characteristics of the network which are particularly sensitive. If the species is not in the network the parameter value is denoted as 0 in light grey.
5.2.6  Model simulations
In all of the networks outlined in Table 5.3 the structure of the CRY1, CRY2, COP1 interaction and ZTL/GI interaction remain unchanged and so for clarity these loops have been coloured dark grey in all network diagrams (Figure 5.6 and 5.9-5.12). The functional ELF3/GI/COP1 interactions for each model are highlighted in black, non-functional interactions are light grey. Simulations were run over two 12:12 light:dark cycles with the second cycle plotted, allowing the model to enter its periodic state. Simulation results are plotted at the same time-points as the experimental data to enable direct comparison. The networks will be discussed in order of increasing structural complexity.

5.2.6.1 Network_01 - Direct ELF3/GI/COP1 trimer formation
A function of the ELF3/GI/COP1 trimer is to mark both GI and ELF3 for degradation. This function is represented in the model by the disassociation of the ELF3/GI/COP1 trimer which results in COP1 only, i.e. ELF3 and GI are degraded instantly when released from the trimer. Thus, the degradation of GI and ELF3 is coupled. Simulation results identify that this coupling results in the inability to capture both the ELF3 and GI protein profiles. If trimer disassociation is ‘fast’ the simulation captures the ELF3 protein profile (Figure 5.9 and Appendix E, Figure E1), if trimer disassociation is ‘slow’ the simulation captures the GI protein profile (Figure 5.10 and Appendix E, Figure E1). This remains true for the intermediate degradation rates between 0.2 and 0.6 (Appendix E, Figure E2). To capture a reasonable ELF3 profile (Figure 5.9, Network_01a) trimer disassociation (which only takes place under dark conditions) is required to be faster than that which allows a good representation of the GI profile (Figure 5.10, Network_01b). The faster disassociation causes GI protein levels to fall rapidly shifting the peak into the light period (Figure 5.9).
Figure 5.9: Simulations of Network_01a
Biological data, network diagram and simulation results for model network 01a. The graphs in the first column show experimental data which has been taken from published literature (ELF3 [80], GI and ZTL [81], CRY1 and CRY2 [326]). In the second column are the simulation results showing total protein levels in the system for each species. On the right is the network diagram showing the ELF3/GI/COP1 complex interactions with the ZTL, CRY1 and CRY2 loops in dark grey and the network components absent from this simulation in light grey.
Figure 5.10: Simulations of Network_01b
Biological data, network diagram and simulation results for model network 01b. The graphs in the first column show experimental data which has been taken from published literature (ELF3 [80], GI and ZTL [81], CRY1 and CRY2 [326]). In the second column are the simulation results showing total protein levels in the system for each species. On the right is the network diagram showing the ELF3/GI/COP1 complex interactions with the ZTL, CRY1 and CRY2 loops in dark grey and the network components absent from this simulation in light grey.
This light peak is due to the frequency of data collection, which is the same as the experimental data. However, the peak actually occurs on the light to dark transition (Appendix E, Figure E1). Coupled GI, ELF3 degradation leads to too much ELF3 or too little GI, therefore to reproduce both the GI and ELF3 profiles simultaneously their degradation needs to be decoupled. Network_01 captures CRY and ZTL profiles very well.

5.2.6.2 Network_02 - ELF3/COP1 dimer formation
The formation of an ELF3/COP1 dimer which leads to ELF3 degradation is experimentally well supported (Table 5.2). In Network_02 there is no ELF3/GI/COP1 trimer so the degradation of ELF3 and GI are completely uncoupled (Figure 5.11). In the model ELF3 degrades instantly with the disassociation of the ELF3/COP1 dimer (which takes place in dark conditions) and through basal degradation. Simulation results show this network is sufficient to capture ELF3 protein profiles (Figure 5.11), as a high level of night degradation can be controlled through the ELF3/COP1 dimer. GI degradation only occurs via basal degradation, when GI is not in complex with ZTL. The GI/ZTL complex is formed in the light and disassociates in the dark. In Figure 5.11, the GI peak is in the light as there is no further dimer formation, which protects GI from degradation, and the GI transcription rate is negligible so no new protein is fed into the system.
Figure 5.11: Simulations of Network_02
Biological data, network diagram and simulation results for model network 02. The graphs in the first column show experimental data which has been taken from published literature (ELF3 [80], GI and ZTL [81], CRY1 and CRY2 [326]). In the second column are the simulation results showing total protein levels in the system for each species. On the right is the network diagram showing the ELF3-GI-COP1 complex interactions with the ZTL, CRY1 and CRY2 loops in dark grey and the network components absent from this simulation in light grey.
GI/ZTL dimer alone is not sufficient for the light regulation of ZTL, simulated protein levels accumulate faster than the experimental data. When in the dimer ZTL is protected from basal degradation, as without any other binding partners all of GI in Network_02 is available to bind with ZTL, causing ZTL’s accumulation. In Network_01 a proportion of GI is sequestered by binding ELF3 and COP1 during trimer formation, leaving ZTL more available to degradation and therefore reducing its light accumulation. With this, adding trimer formation to Network_02 should recapture the ZTL profile, Network_03.

5.2.6.3 Network_03 - ELF3/COP1 dimer formation and indirect trimer formation
In this network ELF3 degradation occurs via two complexes; ELF3/COP1 dimer and through ELF3/COP1 trimer formation with GI. GI degradation is now regulated through its coupling to the levels of ELF3 and COP1 through the trimer formation. This network is able to capture the correct peak times for all of the experimentally measured species (Figure 5.12). As expected the ZTL light profile is captured. In addition the GI peak is in the dark as a consequence of the continual trimer formation protecting GI from degradation. While trimer formation couples GI and ELF3 degradation, as in Network_01, its combination with the ELF3/COP1 dimer allows independent total degradation rates, resulting in the simultaneous capture of ELF3 and GI protein profiles. Therefore, the sequential formation of the ELF3/COP1/GI trimer allows the capture of the experimentally observed features.
Figure 5.12: Simulations of Network_03
Biological data, network diagram and simulation results for model network 03. The graphs in the first column show experimental data which has been taken from published literature (ELF3 [80], GI and ZTL [81], CRY1 and CRY2 [326]). In the second column are the simulation results showing total protein levels in the system for each species. On the right is the network diagram showing the ELF3-GI-COP1 complex interactions with the ZTL, CRY1 and CRY2 loops in dark grey and the network components absent from this simulation in light grey.
5.2.7 Model simulations of mutant backgrounds

From the simulation results of the wild-type networks (Figures 5.9-5.12) it suggests that the formation of the trimer enables a level of regulation which is more realistic to that observed experimentally. This is mainly due to the partial decoupling of ELF3 and GI degradation rates. Simulations were run to compare the model with mutant experimental profiles observed in Yu et al, 2008 [85], Figures 5.13A and 5.14A. These simulations are over 12:12 light:dark cycles. Therefore, for comparison between experimental and simulated data it is the profile shape and response after the light to dark transition that are the key features for determining the quality of fit.

In Yu et al the wild-type genotype (denoted Col in Figure 5.13A and 5.14A) is actually a transgenic 35S::GI line and so GI transcript levels in the model were set to a constant 500, rather than the rhythmic input (Figure 5.8). This level was chosen because it is the experimentally measured mid-point in GI transcript. In the mutant simulations only the input mRNA of the mutant genes were altered; the cop1-4 is a weak mutation, and so COP1 transcript was reduced to 1:10 of its original level. It is very unlikely that in plants over-expressing GI, and with a cop1-4 mutation, that the mRNA levels of the other genes will be unchanged. However, as a first approximation, this approached may uncover features of the network.

5.2.7.1 Simulated mutant profiles, GI

The experimental data presented in Yu et al measured GI levels under short day photoperiod, (SD). Under SD conditions, in the over-expressor of GI (35S::GI), GI peaks with the light:dark transition and has a trough at ZT16. In the over-exresser with cop1-4 mutation, the amplitude of the GI rhythm is greatly reduced, with a two small peaks one at ZT4 and the other at ZT16. Notably there is no peak with the light:dark transition and the profile could be approximated to be a flat line across the mid-point of 35S::GI levels. This is unexpected in a background where the protein of interest (GI) is over-expressed and its degrader (COP1) is reduced, (Figure 5.13A).
Figure 5.13: GI simulations in 35S::GI cop1-4 background
Biological data, network diagram and simulation results for model Networks_03, 05 and 07, in 35S::GI and 35S::GI cop1-4 backgrounds. A. Shows the experimental data which has been taken from [85]. B. The network diagrams which correspond to the horizontal simulations in C) 35S::GI background and D) 35S::GI cop1-4 background.

For the simulated GI profiles in the 35S::GI background (Figure 5.13C) a high amplitude rhythm of GI protein is observed even when transcript is constant, as seen experimentally (Figure 5.13A). Network_03 shows a significant decrease in amplitude in the GI rhythm this supports the idea that COP1 is not GI’s only regulator in degradation, ELF3 also has a function.

5.2.7.2 Simulated mutant profiles, ELF3
In the same transgenic backgrounds, 35S::GI and 35S::GI cop1-4, the levels of ELF3 have also been experimentally measured in both SD and long day (LD) conditions ([85] and Figure 5.14A). Under LD conditions the 35S::GI (denoted Col, Figure 5.14A) shows a peak during the light period, at around ZT14. In SD the ELF3 peak is now in the dark, at between ZT14-18. However, with the addition of cop1-4 mutation the profiles alter substantially. In LD the peak of ELF3 moves later, to around ZT18 whilst in SD it moves earlier to around ZT6. In both of these conditions the overall protein levels of ELF3 increase. These results show that photoperiod conditions do have a significant impact on the ELF3 protein profile. As such the results of the 12:12 light:dark simulations can not be expected to be exact replicates of either experimental data set as the model network is also sensitive to photoperiod.
The simulations for Network_03 show that in the 35S::GI background the peak levels of GI are earlier (at the light:dark transition) than in the 35S::GI cop1-4 background (in the dark period). These simulations re-iterate ELF3’s sensitivity to photoperiod. Furthermore, as the levels of ELF3 do not accumulate in any of the simulation profiles it suggests that ELF3 has an even higher rate of degradation than is allowed for through the partial decoupling of the ELF3 and GI degradation.

Together the simulation data indicate that the direct trimer formation is too great a simplification and that the rhythmicity of GI protein levels can be produced through mutual regulation by ZTL, ELF3 and COP1. The results support ELF3 having a function in regulating GI protein stability.

5.2.8 **ELF3 function is closely linked to that of the proteasome**

Combining the information from Yu et al and the modelling simulations it suggests that ELF3 does have a role in the regulation of protein stability. As there have been previous suggestions that the speckles formed by other light signalling components are linked to protein degradation seedlings containing the ELF3::ELF3::YFP were entrained in 12:12 light:dark cycles and at ZT6 seedlings were placed in a solution of either the proteasome inhibitor MG132 or its vehicle
DMSO. Following 4 hours incubation, which should be sufficient to allow infiltration of the chemicals, seedlings were imaged as previously described. These images show a general trend that with the addition of MG132 the speckle formation is dramatically reduced or abolished (Figure 5.15).

\[ \text{Figure 5.15: ELF3::YFP speckle formation is sensitive to proteosome function} \]

7 day old \( ELF3::ELF3::YFP \) seedlings were grown in 12:12 white light:dark cycles, on day 7 at ZT 6, 5 seedlings were placed in either 0.5% DMSO (vehicle) or 100 \( \mu \)M MG132 in 1ml of \( \text{dH}_2\text{O} \). These seedlings then remained in entraining conditions and were imaged at ZT 10. A) An example image of DMSO control, B-C) example images of MG132 treated plants.

The images do not always show a complete loss of speckle formation, this is most likely due to the duration of incubation. In protein blot work seedlings are incubated for 16 hours in MG132
This long incubation period was not used for imaging as the power of the microscope technique used is that the plants are still alive and in relatively normal physiological conditions. The images strongly suggest that the speckle formation by ELF3 requires an active proteasome.

5.3 Discussion
The work presented in this Chapter has investigated both the position and role of ELF3 protein in the Arabidopsis circadian clock network. It strongly supports the idea that ELF3 has a function as a mediator of protein stability which is influenced both by circadian regulation and photoperiod. The expression and protein localisation patterns of ELF3 show that it is found in all major tissue types (Figure 5.1 and 5.3), even in the roots where ELF3 had previously been reported to have a very low expression level [23]. ELF3 localisation in the root showed faint speckle formation (Figure 5.3), identifying that there is organ specificity regarding the levels of ELF3 protein. This specificity could be linked with light signalling components and it would be interesting to observe if the speckles co-localised with any of the photoreceptors, associated with clock regulation (Chapter 1), in the shoot.

ELF3 forms nuclear speckles in all the tissue types imaged and shows distinct differences in abundance which correlate with time and light condition (Figures 5.3 to 5.5). Under light conditions the speckles are, on average, more numerous and smaller than those observed from plants which are taken from dark conditions. This is quite similar to the speckle patterns observed for the red-light photoreceptors, Phytochromes. In general the ELF3 speckles are more similar to the later, larger phytochrome speckles [118]. This observation may also be linked with ELF3 expression patterns which also fall during the dark phase of a photoperiodic cycle. Analysis of nuclei speckle intensity over time shows that the peak levels in speckle intensity coincide with the peak levels of ELF3 measured in total protein blots (Figure 5.4B). However, the increased temporal resolution in microscope imaging shows that the single peak observed in
the protein blots may actually be a split peak, before and after the light to dark transition. This feature was also observed in some of the modelling simulations but is not presented due to the temporal resolution of the experimental data (Appendix E, Figure E1).

ELF3 is not the only protein observed to form nuclear speckles, many proteins involved in responses to a variety of stimuli, form nuclear speckles. As Table 5.1 highlights, the speckle formation is often observed in response to sudden changes in signalling pathways, and has been associated with protein degradation and chromatin re-modelling. Beyond plant responses, this type of speckle has also been observed in mammalian systems where it is linked with chromatin modification [269].

To investigate ELF3’s function in protein degradation a mathematical model was developed. This network aimed to investigate if ELF3’s role in protein degradation was substantial, as experimental data suggested that GI protein levels were not only regulated by COP1. The experimental results from Yu et al enabled a particular set of constraints on the network formation (Figure 5.6). The networks formed were able to capture a lot of the experimentally observed features, mainly through the separate regulation of light and dark conditions and the partial decoupling of ELF3 and GI degradation. This also highlights the likely importance of photoperiod control on these proteins, a feature which becomes particularly clear in the mutant simulations (Figures 5.13 and 5.14). Through comparison with experimental data in both wild type and mutant conditions a favoured network was identified. This network is the formation of an ELF3-COP1 dimer which then forms a trimer with GI (Figures 5.12, 5.13 and 5.14). This couples GI degradation tightly to ELF3 availability but ELF3 degradation is less tightly coupled to GI availability, as it can be degraded independently of GI through the ELF3-COP1 dimer. This network identifies at least two separate mechanisms of photoperiodic control on GI, directly via ZTL and indirectly via ELF3, which is reflected experimentally through GI’s sensitivity to photoperiodic cycles [164]. It also indicates that the sequential formation of complexes is
important for protein regulation as this enables separate regulation at each step of the complex formation. This explains why the direct trimer formation, which completely couples ELF3 and GI degradation, does not enable the simulation of both the GI and ELF3 profiles (Figures 5.9 and 5.10). Specifically, ELF3’s degradation rate must be higher than GI’s.

Whilst the model Network_03 is successful in capturing a number of the experimentally observed features it does not mean that the protein interactions proposed in the model network are the definite interactions which occur in planta. The modelling provides an overall topology of the network and indicates at possible biological mechanisms. The network, in combination with experimental evidence from Yu et al, indicates that ELF3 does have a role in protein degradation. This was further tested and supported experimentally through the incubation of plants in the proteasome inhibitor MG132 (Figure 5.15). The speckle formation of ELF3 was disrupted in the presence of MG132 which highlights two main points. Firstly that the formation of the ELF3 nuclear speckle is dependent on an active proteasome and therefore that the ELF3 speckles are functional, with ELF3 degradation as a possible function. It would be of great interest to identify which other proteins are found in these speckles. The work presented in Chapter 4 has identified that both ELF3 and EARLY FLOWERING 4 (ELF4) associate with DNA, and the data in Yu et al shows that ELF3 binds with COP1 and GI. GI has also been shown to associate with DNA [82]. These observations, along with the many other protein interacting partners of ELF3 and the fact that the ELF3 over-expresser plants only show a very mild period lengthening (Chapter 4) suggest that ELF3 could have a role in regulating protein degradation at the promoters of clock associated genes. This would provide both clock and photoperiodic regulation to these promoters and explain why ELF3 has an abundance of protein interacting partners. The model identifies that the sequential formation of such complexes is important and this is an area which would be worth further investigation.
Chapter 6

*Ostreococcus tauri* as a model organism for understanding circadian rhythms

Parts of this chapter have been published in Nature in O’Neill et al., 2011 and submitted for publication in van Ooijen et al. The degradation work was conducted in collaboration with Dr. Gerben van Ooijen and I am particularly grateful to Gerben for Figure 6.9.

6.1 Introduction

Understanding the circadian network in plants has focused on the use of *Arabidopsis thaliana* (Chapter 4 and Chapter 5). For fundamental plant research this terrestrial plant offers a number of technical advantages when compared to most crop species which include, its relatively small genome size (~119Mb), short life cycle (typically around 8 weeks) and ease to grow. Circadian biologists have very successfully utilised the small and tractable genome, using screens for changes in flowering time and pCAB2::LUC reporter imaging to identify clock mutants (reviewed in [270] and [167]). However, such screens become saturated and are only targeting part of the cellular physiology to identify the clock mechanism. Still, an array of clock genes were identified through this and associated approaches (Chapter 1) which form a basis for any circadian homology searches in other green lineages. These homology searches in plants have identified a number of the circadian components which are conserved, mostly MYB-based transcription factors similar to CCA1/LHY, found in *Oryza sativa* (rice), *Populus nigra* (popular), *Castanea sativa*, *Pisum sativum* (pea), *Glycine max* (soyabean), *Phaseolus vulgaris*, *Lemna gibba*, *Lemna paucicostata*, *Ostreococcus tauri*, *Mesembryanthemum crystallinum* (common ice plant) and *Physcomitrella patens*. Also the pseudo response regulator TOC1 is well conserved and found in, rice, *Castanea sativa*, pea, soyabean, *Brassica rapa*, *Ostreococcus tauri* and the common ice plant (reviewed in [151]). However, a number of the clock genes are not so well conserved with ZTL only being found in rice and the common ice plant and LUX only in rice [151]. Whilst the single CCA1/LHY, TOC1 loop is known not to be sufficient to
maintain oscillations [45], the homology analysis questions what the other factors could be. Further to this the clock mechanism, regarding the canonical transcription/translation feedback loops (TTFL) does not initially show conservation across taxa as the transcriptional components seem to have diverged but the loop structure remains [167]. This observation appears counter intuitive for a signalling network which must have evolved with life and is fundamental to the temporal compartmentalisation of processes in the majority of organisms studied to date [167].

Notably, when homology searches use circadian associated modifiers of proteins, conservation is much higher. This was strikingly demonstrated with the sequencing of the algae *Chlamydomonas reinhardtii* which initially seemed to lack the majority of plant circadian components but contained all of the circadian related kinases and phosphotases as well as the dark-dependent regulator of protein degradation COP1 [13]. This is particularly interesting as a number of studies have identified these post-translational modifiers in clock networks across taxa [1, 52, 56, 271-275]. Subsequent genome analysis in *C. reinhardtii* identified proteins similar to CCA1/LHY (ROC40) and LUX (ROC15/75) [13] but no TOC/PRR homologues. The sequencing of the unicellular algae *Ostreococcus tauri* again showed that a number of the circadian components identified through genetic screens in *Arabidopsis thaliana* were absent whilst the circadian kinases and phosphotases were present [Appendix A, 53]. OtTOC1 and OtCCA1 were shown to form a signalling loop which was required, although potentially not sufficient, for circadian rhythmicity [170]. Therefore, unlike in *C. reinhardtii*, *O. tauri* contains a naturally reduced (minimal) plant circadian transcriptional/ translational oscillator.

This identified that *O. tauri* was an ideal model organism to understand the fundamentals of circadian biology. *O. tauri* is the smallest free-living single-celled eukaryote currently identified and is naturally found in a number of the worlds seas (Mediterranean and Sargasso Seas and the English Channel) and oceans (North Atlantic, Indian and Pacific Oceans) [169]. Most likely due to its size *O. tauri* contains a single copy of the plastid, mitochondria and golgi organelles. *O.
tauri is easily cultured in the laboratory in enhanced artificial sea-water (ASW) and amenable to many cell-based assays, specifically as a platform for chemical biology. O. tauri contains a small, 12.5Mb, genome which is of comparable size to those of single-celled yeasts, S. pombe 12.5Mb and S. cerevisiae 13.5Mb. The genome, which was sequenced by Derelle et al, 2006, is extremely gene dense and there is little redundancy of genes. In comparison with A. thaliana, which has a genome size of 119Mb and ~25,000 genes only 35% exist as single copies due to genome duplication events. O. tauri contains a predicted 8,166 protein coding genes in its 12.5 Mb genome, making it the most gene dense eukaryote known to date [169]. This is mainly through less genetic redundancy, smaller intergenic space and gene compaction [169]. Such a reduction in redundancy means that in O. tauri it is may be easier to understand the functions of certain genes. This is particularly important to circadian biology where weak circadian phenotypes are often ascribed to the high level of redundancy within the gene families involved. Like C. reinhardtii, O. tauri has been shown to have circadian rhythmicity in cell division, an important physiological output for a single-celled organism [14]. O. tauri has also been transformed with transcriptional and translational reporter fusions to the two clock component genes (CCA1 and TOC1) as well as the clock output marker CAB and the constitutively expressed phosphate transporter marker (PPT) [170]. Over-expressing and anti-sense lines were created for the two clock component genes, which were used to show that the rhythms observed in O. tauri are indeed endogenous oscillations [170].

For circadian research O. tauri offers a further advantage of being a single cell. As introduced in Chapter 1, circadian rhythms are observed at the organism, organ, cell, and molecular level in multi-cellular organisms. A single cell system offers the potential to understand some of the complexities observed in circadian responses, such as those relating to metabolism, without tissue-specific complications. Furthermore, work on a single-celled alga, which is amenable to pharmacological and genetic manipulation, offers the potential to understand some intriguing
observations in the circadian field. These include the two circadian oscillations observed in the single celled *Lingulodinium polyedra* [131] and the oscillations in *Acetabularia* which persist without nuclear input [65]. Finally, this reduced but conserved clock is the perfect system to ask how the known transcriptional/translational feedback loops link with the post-translational and metabolic mechanisms.

This chapter will outline the development of *O. tauri* as laboratory tool for use in understanding circadian biology. The work finds its foundations in the approaches used in the study of *Lingulodinium polyedra* and pharmacological approaches which have been utilised by mammalian circadian biologists.

The results presented here and in the two associated publications [Appendix A [53] and Appendix F] show that the circadian clock in *O. tauri* is very similar to that in other green lineages [26]. In *O. tauri* delayed fluorescence can be used as a circadian output (Figures 6.1 and 6.2), as seen in *A. thaliana* [236]. The rhythms in *O. tauri* were identified as nutrient sensitive (Figures 6.3 to 6.6), as are those in *Lingulodinium polyedra* [126], and a cytosolic component to the circadian network could be identified through the development of an assay which enabled *O. tauri* to remain alive in constant darkness. Following its release from darkness, where no transcription or translation was occurring, the circadian rhythms measured were not simply re-started with the transfer to light. This indicated that timing must be continuing in these near dormant cells and highlighted the possibility that part of the circadian mechanism is conserved at a more fundamental biological level than that of transcription/translation. Testing of previously validated pharmacological compounds which are known to affect circadian rhythms in other species on *O. tauri*, identified that *O. tauri* showed the same responses (Appendix A, [53] and Chapter 7). This supported the idea of a conserved mechanism. Redox-based regulation was identified as a possible mechanism through the use of peroxiredoxin sulphonylation as a rhythmic marker for this non-transcription/translational rhythm [53, 140].
Furthermore it re-emphasises previous observations that the circadian clock is highly regulated at the level of protein function [177].

The importance of protein regulation was confirmed in *O. tauri* through the use of degradation based assays. These identified that unlike transcription and translation, although clearly required for rhythms, the degradation of proteins is fundamental for sustaining circadian rhythms (Figure 6.9). In *O. tauri* only CCA1’s degradation was circadian regulated (Figure 6.7), whilst TOC1’s degradation regulation occurs in response to darkness, but some circadian gating does appear to be involved (Figure 6.7). Testing the response of the more conserved oscillator through measuring peroxiredoxin sulphonylation, when protein degradation is inhibited even this rhythm is lost [Appendix F]. This highlights that protein regulation is absolutely essential for sustained circadian oscillations. It also shows that the clock components identified in *A. thaliana* may not be as central as first assumed in the *A. thaliana* or *O. tauri* clock mechanisms. Furthermore, TOC1’s strong regulation by light:dark signalling indicates that the control of at least one of these core clock components is as much through photoperiodic cues as the clock itself (this idea is further explored in Chapter 8).
6.2 Results

6.2.1 Circadian markers in O. tauri

Previous reports of circadian rhythms in alga have shown that a number of aspects of their physiology are under circadian control [276]. In *Lingulodinium polyedra* oscillations in nitrate assimilation and depth in a water column are under circadian control, but the oscillator itself may be different as these two particular rhythms have a different period [131]. In *C. reinhardtii* circadian regulation of phototaxis, chemotaxis, cell division, UV sensitivity and adherence to glass have been characterized [13]. As mentioned above in *O. tauri* the circadian rhythms in cell division and of central clock components CCA1 and TOC have already been characterized [14, 170]. However, using cell division or clock genes as markers requires either extensive sampling followed by the extraction of RNA, or genetic manipulation and transformation. To avoid this requirement in *A. thaliana* delayed fluorescence can be measured [236]. This is the fluorescence collected from light harvesting pigments and has been identified to be under circadian regulation ([236] and Chapter 4). *O. tauri* also shows circadian oscillations in delayed chlorophyll fluorescence (Figure 6.1A). Delayed fluorescence was collected from cells entrained under 12:12 light:dark cycles and released into constant light. The period of the rhythms measured is slightly short of 24 hours (around 22 hours on average) (Figure 6.1B and C), as seen in *Arabidopsis* [236].
Figure 6.1: Delayed fluorescence rhythms in *O. tauri* cells

*O. tauri* wild type (OTTH0595) cells were entrained in 12:12 blue light:dark cycles for 7 days and then transferred to constant red and blue light during data collection by the Topcount. Delayed fluorescence was measured for 2 seconds following no count delay. A. Example traces of wild type cells delayed fluorescence rhythms. B. Period vs Relative Amplitude Error (R.A.E.) analysis for two independent experiments, wild type 1 (filled diamonds) and wild type 2 (filled squares). C. The number of wells imaged and percentage rhythmic.
In the transformed lines the delayed fluorescence shows sensitivity to the additional copy of the proteins. In the protein lines CCA1 has a delayed fluorescence pattern very similar to that of wild type (Figure 6.2A, open squares) whilst the TOC1 line shows no observable rhythms (Figure 6.2A, black rectangles) and has few rhythmic traces following FFT-NLLS analysis (Figure 6.2B and C). This is most probably related to an output function of the TOC1 protein and chlorophyll/chloroplast regulation as the TOC1 line is still rhythmic at the level of gene expression and TOC protein [170].
Figure 6.2: Delayed fluorescence rhythms in transformed *O. tauri* cells

*O. tauri* cells transformed with either *TOC1*:TOC1::LUC or *CCA1*:CCA1::LUC were entrained in 12:12 blue light:dark cycles for 7 days and then transferred to constant red and blue light during data collection by the Topcount. Delayed fluorescence was measured for 2 seconds following no count delay. A. Example traces of wild type cells delayed fluorescence rhythms (filled diamonds), *TOC1*:TOC1::LUC (filled rectangles) and *CCA1*:CCA1::LUC (open squares). B. Period vs R.A.E. analysis for both lines, *TOC1*:TOC1::LUC (filled diamonds) and *CCA1*:CCA1::LUC (filled squares). C. The number of wells imaged and percentage rhythmic. Data is representative of three independent experiments.
6.2.2 Metabolic contributors to circadian rhythms in O. tauri

6.2.2.1 The effects of carbohydrate levels on circadian rhythms in O. tauri

*O. tauri* can be cultured in either real sea water or enhanced artificial sea water (ASW). The advantage of ASW is that contamination is lower, there is no requirement to have a ready supply of sea water and the components of the sea water can be modified and regulated according to requirement. As *O. tauri* is an obligate phototroph one of the first tests was to identify a carbohydrate source which would enable *O. tauri* to survive in darkness [53]. The carbohydrate source identified was D-sorbitol and glycerol (Chapter 2). With the addition of D-sorbitol and glycerol *O. tauri* was able to remain competent for as long as 5 days in constant darkness. However, under these conditions *O. tauri* is not conducting transcription or translation [53] and therefore most probably not undergoing cellular division. *O. tauri* circadian rhythms are affected when cells are kept in this carbohydrate supplemented media. Under constant light, the oscillations in the *CCA1::CCA1::LUC* line, are not observed to damp as rapidly compared to cells in ASW (Figure 6.3A). This reduction in damping of the rhythms is not likely to be a reflection of cell count as the cells are entrained for 7-days, in the respective media, in 96-well plates. In the 96-well plates cell division is believed not to be occurring [53]. Therefore, the more robust rhythms are either a product of the increased nutrients affecting energy via the luciferase output and/or through increased or more sustained synchronisation of rhythms. The additional carbohydrate source also has a mild effect on the period length of the rhythm, showing a period lengthening of almost 1 hour (Figure 6.3A and B).
Figure 6.3: Addition of carbohydrate affects the amplitude and period of rhythms

*O. tauri* cells containing the *CCA1::CCA1::LUC* marker were entrained for 7 days in 12:12 blue light:dark cycles on either artificial sea water (ASW) (black lines) or ASW containing 200 mM D-sorbitol and 0.4% glycerol (red lines). Cells had 0.5% DMSO added at ZT0 and were released into constant red and blue light during data collection by the Topcount, n=8.
In constant darkness a single peak is observed during the first 24 hours in darkness from the translational reporters (Figure 6.4A, B, C black, closed rectangles) before the cells enter a non-transcriptional/translational state. This single peak is also observed when cells are released into constant light with the photosynthetic chain inhibitor DCMU being applied at ZT0 (Figure 6.4A red crosses) but not when either transcription or translation are partially inhibited (Figure 6.4B and C respectively). The same single peak is observed for all three drugs when cells are released into constant darkness (Figure 6.4A, B, C red rectangles). DCMU functions through binding the plastoquinone (PQ) binding site on photosystem II (PSII). This will not only disrupt photosynthesis but will also cause a significant change in redox signalling from PQ. This data suggests that the photosynthetic chain, either through photosynthate or redox, is essential for the circadian oscillations in *O. tauri* as the cells are still viable to survive on the high carbohydrate media.
Figure 6.4: Photosynthesis is a requirement for circadian rhythms in *O. tauri*

*O. tauri* cells were entrained in ASW with 200 mM D-sorbitol and 0.4% glycerol for 7 days in 12:12 blue light:dark cycles. Cells were then either treated as vehicle controls (black lines) or with non-saturating drug treatments (red lines), where vehicle trace obscured by treated there is no change by treatment. Treatments DCMU (1 nM) for photosynthetic inhibition (A), cordycepin (0.5 μg/ml) for transcriptional inhibition (B) or cycloheximide (0.5 ng/ml) for translational inhibition (C). Luminescence was then collected by the Topcount under constant light (LL, crosses) or constant dark (DD, bars), n=8 for all experiments. Data is representative of two independent repeats.
6.2.2.2 The effects of nitrate levels on circadian rhythms in O. tauri

Nitrate has been identified as a non-photic entrainment signal to the circadian system in *Lingulodinium polyedra* [126]. In this system the addition of nitrate to nitrate-starved cells caused phase delays. These delays, and therefore the effect of nitrate could be blocked through the dual addition of nitrate and the glutamine synthase inhibitor MSX (L-methionine sulfoximine). Glutamine synthase is the final enzyme in the pathway which converts nitrate into glutamine. Also in this pathway is nitrate reductase, an enzyme which is known to be under circadian regulation [132, 277, 278]. The study in *L. polyedra* used its physiological circadian markers of bioluminescent glow and aggregation as outputs to this response [126]. In *O. tauri* the transcriptional and translational CCA1 lines are used. In response to increasing nitrate levels being added to nitrate-starved cells there is a clear dose-dependent rise in luminescence level and rhythm amplitude for both CCA1 and pCCA1 lines (Figure 6.5A and C respectively). There is a slight phase advance in both lines but only pCCA1 shows a change in period length (Figure 6.5C and D), notably these changes in circadian response are not dose-dependent (Figure 6.5B and D).
Figure 6.5: Circadian rhythms in *O. tauri* are sensitive to the level of nitrate

*O. tauri* cells were cultured in a modified ASW with 2.2x10⁻⁴ M NaNO₃ as the only source of nitrogen and entrained in 12:12 blue light:dark cycles. All medium was refreshed the day before imaging started and cells had either no more nitrate (black), 300 μM NaNO₃ (light green), 700 μM NaNO₃ (mid-green) or 1 mM NaNO₃ (dark green) added to either *CCA1*::CCA1::LUC (A) or *pCCA1*::LUC (C). At ZT 0 recording of luminescence levels by the Topcount started, n=8 for all experiments. Rhythmicity was assessed by FFT-NLLS on BRASSv3 software and a summary is presented for *CCA1*::CCA1::LUC (B) and *pCCA1*::LUC (D). Data is representative of two independent repeats.
The amplitude based response shows that the *O. tauri* oscillator is sensitive to nitrate levels, this is not surprising given that nitrate is a scarce nutrient in marine environments. In response to the dual addition of nitrate and MSX *O. tauri* did not respond like *L. polyedra* as *O. tauri* does not show phase shifts with the addition of nitrate. Again only amplitude was affected. In nitrate starved cells the circadian oscillations are very low amplitude (Figures 6.5 and 6.6), the addition of nitrate recovers the amplitude of the rhythms (Figure 6.6) but they also damp or lose amplitude very quickly.
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*Figure 6.6: Nitrate metabolism affects the circadian waveform in *O. tauri**

*O. tauri* cells were cultured in a modified ASW with 2.2x10^{-4} NaNO_3 as the only source of nitrogen and entrained in 12:12 blue light:dark cycles. At ZT 0 data collection started by the Topcount and cells were either refreshed in low NaNO_3 (black), had 700 μM NaNO_3 added (green) or 700 μM NaNO_3 and 40 μM MSX (red) with vehicle to either CCA1::CCA1::LUC (A) or pCCA1::LUC (B), n=8. Rhythmicity was assessed by FFT-NLLS on BRASSv3 software. Data is representative of two independent repeats.

With the addition of MSX, at a non-saturating level, the amplitude damps more slowly. This indicates that nitrate is affecting circadian rhythms in *O. tauri* but not as significantly as it
affects the rhythms in *L. polyedra*, this could be because the *O. tauri* data measures gene and protein response whilst in *L. polyedra* the output was physiological. These assays, and the results from [53], identify that *O. tauri* is perfect to investigate the links between the TTFL and other factors influencing the oscillator. Developing on work from [53] the importance of protein degradation was next investigated.

### 6.2.3 Protein degradation of CCA1 but not TOC1 is under circadian regulation

To investigate the role of protein degradation in circadian rhythms the translational fusion lines (*CCA1::CCA1::LUC* and *TOC1::TOC1::LUC*) were used in a constant light (LL) pharmacological assay. *De novo* protein synthesis was blocked by applying saturating levels of cycloheximide (CHX) [53] at 2 hour intervals across 24 hours. From the luciferase luminescence recorded from these lines the degradation rate could be calculated through curve fitting to the initial exponential decay of these traces (analysis conducted by Dr. Carl Troein). In constant light TOC1 degradation remained relatively stable whilst CCA1 showed a clear peak in degradation around ZT6, which is the middle of the subjective day (Figure 6.7A). This strongly indicates that CCA1 protein degradation is under circadian control. As noted in Appendix F the absolute rates show slight variability between experiments but the peak rate of *CCA1::CCA1::LUC* degradation is about 2-3 times higher than that of the trough. Further to this using actual molecule numbers, measured by Gerben, the actual number of *CCA1::CCA1::LUC* molecules being degraded at the peak is around 100 molecules per cell per hour [Appendix F].
6.2.4 TOC1 protein degradation is under light:dark regulation

Whilst TOC1 protein degradation was not under circadian regulation it was clear from the 

\textit{TOC1::TOC1::LUC} traces in light:dark cycles that the protein was subject to degradation control (Examples shown in Chapter 8). To investigate this further the degradation rates of TOC1 and CCA1 were measured, as in LL conditions, under photoperiodic conditions of standard 12:12, long day 18:6 and short day 6:18 light:dark cycles. Under these conditions the flat line of TOC1 degradation rate is lost, with TOC1 degradation being responsive to darkness. This is clearly seen under 18:6 (Figure 6.7A) and 12:12 conditions but is less notable under 6:18 where there is a mild increase in degradation rate after ZT 12. This indicates that whilst TOC1 degradation is not directly under circadian control, the circadian clock must regulate an aspect of the TOC1 protein degradation to ensure that TOC1 is not immediately degraded when transfer to darkness is before a certain time. Therefore, TOC1 degradation is dark and day-length dependent, inferring some circadian gating mechanism. This is particularly notable when the degradation rate is normalised (through multiplication with luminescence level from the control traces of the assay) to provide the absolute cellular degradation of CCA1 and TOC1 (Figure 6.7B). These results suggest that the timing of degradation in the \textit{O. tauri} clock is important for the physiological phases observed for CCA1 levels.
Figure 6.7: Degradation rates of CCA1 and TOC1 under different light conditions

*O. tauri* cells were entrained in blue light either under the imaging photoperiod condition or in 12:12 light:dark cycles before release into LL. All data collection was under red and blue light on the Topcount. A) Degradation rates of *CCA1*:CCA1::LUC (triangles) and *TOC1*:TOC1::LUC (squares) were calculated from curve fitting the exponential phase of decay following inhibition of *de novo* protein synthesis with cycloheximide at the time-points indicated. Photoperiod conditions are represented by the white (light) and grey (dark) areas. Error is SEM of n=5. B) Normalised absolute degradation of *CCA1*:CCA1::LUC (triangles) and *TOC1*:TOC1::LUC (squares) for LL and LD 12:12 conditions. Error is SEM of n=5.
6.2.5 **Protein degradation is essential for sustained rhythms in the circadian clock**

The results from Figure 6.7 indicate that the timing of degradation is important for the phases of the circadian components, specifically CCA1. Furthermore, the levels of protein from the molecular counts do not reach 0 (Appendix F) indicating that there is fine regulation on degradation. That is the degradation of CCA1 and TOC1 can not only be considered through substrate availability, they may also be circadian regulation on the degradation machinery. Alternatively, through sequestering of protein to complexes a proportion of TOC1 and CCA1 may not available for degradation. To investigate importance of protein degradation in circadian timing further the proteasome inhibitor MG132 was used to conduct a “wedge” experiment. The specificity of MG132 was confirmed through comparison with the known highly specific proteasome inhibitor epoximicin [Appendix F]. For a wedge experiment *O. tauri* are treated with either drug or vehicle for increasing duration (4, 8, 12, 16, 20 and 24 hours) starting from different times and the phase of the reinitiated rhythms in LL following wash-off are analysed. Therefore the drug used must be reversible such that with wash-off the pharmacological inhibition is stopped and the resultant rhythms measured show the effect the compound had on the clock mechanism. This was confirmed for MG132 for two phases of drug application (Figure 6.8). Following wash-off the clock was phase delayed by about the duration of the MG132 treatment but following a 12 hour dark period light responses occur which enabled phase changes to coincide the oscillator and photoperiod cycles.
Figure 6.8: MG132 allows reversible inhibition of proteasome function

*O. tauri* cells containing CCA1::CCA1::LUC were entrained in 12:12 blue light and released into constant red and blue light for data recording by the Topcount. MG132 (red lines) or vehicle (black lines) was applied to *O. tauri* cells at times indicated by the black dashed line and washed off after 6 (A) or 12 (B) hours. Phase change (Δφ) following wash-off is indicated. Cells were imaged in LL for 2 days followed by 12 hours of darkness to test the clocks ability to re-entrain.
This confirms that MG132 could be sufficiently washed-off to enable circadian behaviour in these cells. This pulsed inhibition allows the identification of any phases which are sensitive to proteasomal inhibition through comparison with the vehicle trace. A wedge shape in response in phase changes of the treated lines indicates that the treatment has stopped the clock and that the cell’s phase has been set by drug wash-off. Alternatively the wash-off response might be similar to that of the vehicle and so the drug has not affected the circadian mechanism. The results from transcriptional and translational inhibition showed a complex mix of these two hypotheses [53]. The results of reversible MG132 inhibition showed the wedge shape, indicating complete resetting of the circadian mechanism to drug wash off (Figure 6.9A and B). This shows that post-translational mechanisms, specifically protein degradation, are essential for circadian rhythmicity, a point which is expanded on in the discussion (6.3).
6.2.6 Proteasome mediated degradation is not the only clock relevant protein degradation mechanism in *O. tauri*

The degradation of *CCA1::CCA1::LUC* is under circadian regulation (Figure 6.7) and the wedge analysis shows that the clock can not continue when the proteasome is not functional (Figure 6.9). However, analysis of the imaging traces indicates that the relationship between CCA1 and the proteasome is more complicated than just direct proteasomal-mediated degradation of CCA1. When either MG132 or epoximicin are applied to CCA1::LUC cells at ZT36, before the peak in CCA1 degradation but when levels of CCA1 are decreasing, no immediate effect is observed but the rhythms are not sustained (Figure 6.10A). With the application of MG132 or epoximicin following peak degradation rates, ZT38, the rhythms are lost and the levels of CCA1 does not
rise again (Figure 6.10B). This could suggest that CCA1 degradation is not directly proteasome mediated but that the proteasome is required for CCA1 levels to rise. Such a requirement implies that there is a negative regulator of CCA1, the levels of which are controlled by the proteasome and degradation of this negative regulator is required for CCA1 levels to rise.
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**Figure 6.10: Effects of proteasomal inhibition on CCA1**

*O. tauri* cells were entrained in 12:12 blue light:dark cycles and released into constant blue and red light for data recording by the Topcount. Saturating concentrations of epoximicin (10 μM) and MG132 (40 μM) were applied to CCA1::CCA1::LUC cells at either ZT 26 (A) or ZT 38 (B) indicated by the black dotted line and luminescence recorded. Vehicle (black lines), epoximicin (blue lines) and MG132 (red lines), n=5.

**6.3 Discussion**

With genetic modification comes the possibility to continually and non-invasively monitor molecular rhythms within cells and organisms. This allows tracking of the circadian rhythm, under different environmental conditions, as well as the manipulation and monitoring of its responses. *A. thaliana* enables this but has limitations. Most notably the high level of genetic redundancy can make interpretation of mutant phenotypes particularly hard. Also *A. thaliana* is
not very amenable to pharmacological assays, an experimental tool which has proven to be very powerful in investigating circadian rhythms in other organisms. *O. tauri*, like *A. thaliana*, can be used to continually monitor circadian rhythms in a non-invasive fashion; it is also amenable to genetic and pharmacological manipulation. Furthermore, unlike *A. thaliana*, *O. tauri* has a low level of genetic redundancy, specifically relating to the core TTFL circadian genes and is highly amenable for pharmacological assays [53]. *A. thaliana* offers a wealth of genetic tools, including T-DNA mutants and gene characterisation; therefore in combination with *O. tauri* they are a very powerful tool for investigating plant circadian rhythms [53, 168 and 170]. The work in this chapter further contributes and develops the use of *O. tauri* as a model organism for studying circadian rhythms.

Like *A. thaliana*, *O. tauri* shows circadian rhythms in delayed fluorescence (Figure 6.1). This observation could be very useful in screening for circadian mutants as it allows a high-throughput screen and requires absolutely no genetic manipulation of the cell, which could affect the circadian rhythms. It also demonstrates that the photosynthetic machinery of *O. tauri* is under circadian control.

The use of *O. tauri* also enables investigation of the circadian clocks responses to nutrient levels, something which is technically hard to achieve with *A. thaliana* due to growth condition requirements. It is common for photosynthesis to be separated from nitrate metabolism as photosynthesis produces oxygen and aspects of nitrogen metabolism require an anaerobic environment. In some multi-cellular plants this problem has been resolved through spatial separation (C4 metabolism) [279] but an obvious solution in a single celled alga is temporal. In the marine environment a number of nutrients are limiting, in particular nitrates, this is because they are usually sequestered in large complexes, much deeper in the ocean [126]. For this reason a number of dinoflagulates and alga dive during the night, and this is one of the circadian phenotypes observed in *L. polyedra* [126]. *O. tauri’s* circadian rhythm responses to varying
nitrate levels were investigated (Figures 6.5 and 6.6) and it too shows sensitivity to nitrate levels. This response is observed in the amplitude and possibly synchronisation of the rhythms (Figure 6.6). In *L. polyedra* nitrate has been identified to have an effect on the phase of a circadian clock output. In *O. tauri* nitrates were not observed to have a significant effect on the phase of the oscillations when applied at ZT0 (Figures 6.5 and 6.6). A role in phase regulation of the *O. tauri* clock can not be eliminated as it may be affecting the rhythms in a phase-specific manner, and not all phases where investigated here. A possible mechanism is that nitrate signaling is both an output and an input and could be signaling in conjunction with light signaling pathways. This would make a simple chemical based dissection of the pathway extremely hard.

This is also true for dissecting the role of photosynthate versus light signaling through the photosynthetic machinery regarding entrainment and synchronization of rhythms. Whilst the enriched carbohydrate ASW is sufficient to keep *O. tauri* cells alive it does not permit normal cellular behavior [53] making it technically hard to separate the signaling contributions from light signaling and the photosynthetic electron transport chain. Chemical analysis of this pathway through the application of DCMU indicates that a functional photosynthetic electron transport chain is very important for rhythms. The speed with which the cells respond to DCMU inhibition in constant light (Figure 6.4) in enhanced carbohydrate ASW may suggest that the function of this chain is not simply the carbohydrate output but could be linked with the reducing potentials created through a functional photosynthetic chain.

The importance of redox has previously been reported relating to circadian rhythms [280] and was further endorsed with the identification of sulphonylation of peroxiredoxins as a rhythmic marker [Appendix A, 53, 140]. The rhythms in sulphonylation of peroxiredoxin persist in the absence of transcription and translation in *O. tauri* (Appendix A and [53]) and are now being identified to occur in all taxa currently studied in circadian biology [J. O’Neill, personal communication]. This strongly suggests that post-translational mechanisms are going to be
important in the regulation of circadian rhythms. One type of post-translational mechanism which has been linked with circadian regulation is protein degradation [177]. The role of protein degradation for sustaining circadian rhythms in *O. tauri* is investigated in this chapter, sections 6.2.4 to 6.2.6.

The results in Figures 6.6 to 6.10 show that protein degradation is essential for sustaining circadian rhythms and that the clock has a role in regulation of protein degradation. It was previously considered that although protein degradation is relevant to the clock it did not need to be regulated by the clock. At a mechanistic level only one of the two central component’s degradation is under strong circadian regulation, CCA1 (Figure 6.7). However, the results from Figure 6.10 suggest that it is a negative regulator of CCA1 which is the target for proteasome mediated degradation, not directly CCA1 protein. Through comparison with *A. thaliana*, DET1 is a potential candidate [109]. TOC1 protein is not directly regulated by circadian controlled degradation but through light-controlled degradation, which is photoperiod sensitive (Figure 6.7). Through comparison with *A. thaliana*, ZTL and COP1 are possible candidates for this dual circadian and dark dependent regulation [11 and 242]. In *A. thaliana*, ZTL is a blue-light photoreceptor which targets TOC1 for degradation in the dark [11]; the levels of ZTL are regulated by the clock [81]. Likewise COP1 in *A. thaliana* is a dark active ubiquitin E3-ligase which targets proteins involved in photomorphogenesis, including clock proteins such as ELF3, for degradation [85] and Chapter 5. TOC1 protein degradation in *O. tauri* is not independent of circadian regulation as an increase in degradation rate is not immediately observed with the onset of darkness in all photoperiodic conditions. Under short-day conditions the increase in degradation is gated to the second half of the dark period (Figure 6.7). The complete resetting of circadian phase observed in the wedge experiment in Figure 6.9 shows that timing information is contained regarding protein abundance, or possibly modification state. Whilst transcription is required for circadian rhythms it is not providing a significant proportion of the timing
information [53, 64]. The observation that protein degradation is required for sustaining circadian rhythms suggests that degradation control on the core clock proteins should be important for circadian timing. Both CCA1 and TOC1 show at least some circadian regulation on degradation. However, it seems that both are indirectly regulated at the level of protein degradation. In fact the close regulation of TOC1 with photoperiodic conditions and its importance in the phase of the circadian mechanism in *O. tauri* may suggest that it is more closely involved with the entrainment of the oscillator rather than the oscillator itself, an idea which is explored further in Chapter 8.
Chapter 7

Using *Ostreococcus tauri* in chemical biology

The chemical screen uses compounds from M. Tyers group and the work is in collaboration with J. Wildenhain. My thanks to Martin Beaton for help with pairing the screen results.

7.1 Introduction

As introduced in Chapters 1 and 6 *Ostreococcus tauri* has been recently sequenced [169], characterised and identified to contain a minimal plant circadian clock [170]. The development of genetic tools [170] has enabled this network to be investigated through non-destructive luminescence imaging (Chapter 6 and 8) [170, 53, 168]. This work has relied on the physiology of the cells to form aggregates at the base of 96-well plates which enables manipulation of the media without loss of cells. This method, in particular, lends itself to pharmacological studies. The identification of a plant species which is both amenable to genetic and pharmacological manipulations enables a range of experiments which were not previously possible in *Arabidopsis*. This is due to a number of factors; the robust plant cell wall means that a very high compound concentration is required to observe effects, the plant vacuole can store and denature the compounds, and due to the time taken for the compounds to enter the plant pulse treatments are impossible. Also, the screening of whole seedling to pharmacological compounds is extremely laborious due to planting, growth conditions and size of the seedlings [281, 282, 283]. The alternative is less physiologically relevant plant stem cell lines [284]. As pharmacological inhibitors often target enzyme active sites, it makes them ideal to investigate the cytosolic and enzymatic components of the circadian clock. Work detailed in [53] has used previously verified pharmacological compounds to identify that the circadian mechanism in *O. tauri* responds to these compounds in the same way as observed in other organisms, including
mammals, insects and fish. The study has re-emphasized that the post-translational mechanisms are as essential as transcription for circadian rhythms; furthermore it suggests that there could be a common mechanism to the circadian clock across taxa. Of particular interest is that transcription does not always have an essential role in the setting of circadian time as transcription can be inhibited at certain phases and have no effect on circadian timing [53]. This is consistent with the observation in mouse fibroblasts where circadian rhythms were largely unaffected by the global rates of transcription [64]. A number of publications have identified roles for post-translational and cytosolic components in circadian clocks [reviewed in 29 and 56]. Only a few of these components have been linked with the plant circadian network, such as Casein kinase II and cADPR/Ca\textsuperscript{2+} [10, 174] and not without controversy [285]. Others such as tej, which is a poly(ADP-ribose) glycohydrolase [148] and LIP1 a small GTPase [160] have not been linked into specific locations within the plant clock network.

To develop on the results of [53] and Chapter 6, a number of compounds were tested which were associated with similar biological processes as those identified in [53] or have been identified in other species to have effects on circadian rhythms. Previous pharmacological work has been conducted on L. polyedra, another unicellular alga, which was used as a starting guide for drug searches, along with other previously verified compounds in plants [286, 287, 288]. Through this a small number of compounds were identified to have effects on O. tauri’s circadian rhythms, but not all of the compounds tested were effective (Table 7.1). This was mainly due to it being very hard to identify groups of compounds which will specifically target aspects of metabolism and the circadian clock and are soluble in non-toxic vehicle solutions.

As O. tauri could be successfully used in pharmacological assays a more systematic, high-throughput approach could be employed to identify compounds which affect circadian rhythms. Chemical screens have been used on mammalian cells to identify a number of compounds which affect the circadian clock [289, 290]. This includes the identification of a compound which
causes a short period rhythm in human U20S cells, through characterisation it was identified to be targeting the glycogen synthase kinase 3 (GSK3β) [289]. This confirmed previous reports that GSK3β was required for period control in the mammalian clock [273]. A more recent high-throughput screen has identified a novel compound, longdaysin, which extends the circadian period in animal cell lines through inhibiting PER1 degradation via action on CKIα [290]. As a single-celled plant, amenable to both genetic and pharmacological manipulation, O. tauri offers the potential to run a circadian screen which measures changes in the circadian regulation of clock protein as its output. Particularly the use of the CCA1::CCA1::LUC line, as a robust, high-amplitude rhythmic marker, provides the possibility of identifying new clock components and regulators. The screen approach aims to identify a wealth of possible compounds which have an effect on the clock network, each of which requires validation and follow-up. The approach used for O. tauri was to develop a semi-automated protocol to screen a 1,600 compound chemical library. This library has been collected, developed and characterised by M. Tyers group (University of Edinburgh) and has been used to screen the biological responses of A. thaliana, S. pombe, S. cerevisiae, Zebrafish, E. coli, and mammalian cells. From the analysis of these screens the compound library has been highly enriched for bioactive compounds. The library contains a diverse array of compounds both in structure and biological target and has been clustered according to structure to enable the efficient identification of similar compounds. A number of the compounds have been fully characterised, to the level of biological target.

7.2 Results

7.2.1 Pharmacological manipulation of O. tauri

The pharmacological data presented in detail in [53 and Appendix A] will not be extensively replicated here. The work presented in this chapter develops the assays used and aims to identify a wider array of compounds which could be affecting the circadian mechanism (Table
The data presented in [53 and 140] shows that peroxiredoxin sulphonylation continues without transcriptional input and therefore indicates the involvement of post-translational based mechanism in the clock, specifically relating to redox. Work presented in Chapter 6 shows that the O. tauri clock is sensitive to DCMU, the photosystem II inhibitor, and data from the cyanobacteria S. elongatus has identified that its’ clock network is entrained through the redox state of the quinone pool [75]. This suggests that other compounds which affect the redox equilibrium of the cell will also affect the clock. To investigate the role of redox further two redox-associated sugars, sorbitol and mannitol [291, 292], two redox-related enzymes, superoxide dismutase [293] and peroxidase [294] and one small molecule involved in redox signalling, hydrogen peroxide were investigated [295]. The sugars showed no effect on the circadian period which is consistent with the results presented in Chapter 6. This could be because in the low light environment used for data collection the sugars which could be transported into the cell were simply metabolised. The use of the additional sugars does have the potential to alter circadian rhythms (Chapter 8), but this was not observed, suggesting the sugars had no effect on the rhythms or that they did not enter the cells. The addition of the antioxidant enzyme superoxide dismutase (SOD) had no effect on O. tauri rhythms but peroxidase did, showing a period lengthening (Figure 7.1) in the translational line. These results should be interpreted with caution as the proteins were not from O. tauri and a lack of effect may just indicate that the protein was either unable to enter the cell, or remain in its correct tertiary structure. If the proteins remained in the media, it is very unlikely that they would be functional, mainly due to the high salinity of the ASW. As a small highly polar compound, the entry into the cell may also be variable for hydrogen peroxide. At high concentrations, 100-10 mM, rhythms were undetectable in both transcriptional and translational lines. At lower concentrations, 1 mM-10 μM, rhythms were normally the same as the vehicle (Table 7.1).
Figure 7.1: Addition of peroxidase to *O. tauri* cells

*O. tauri* cells were entrained under 12:12 blue light:dark cycles and then released into constant red and blue light at ZT0. Before release peroxidase was added to the cells at the enzyme units/well shown on the x-axis. Period response were determined through FFT-NLLS analysis on BRASS v3 and are shown for the transcriptional *pCCA1::LUC* (grey bars) and translational *CCA1::CCA1::LUC* (black bars) fusion reporters.

Data presented in [53] showed that alteration in the normal mechanisms of chromatin modification, through Trichostatin-A inhibition of histone deacetylation, caused significant period lengthening in the *O. tauri* clock. The importance of histone acetylation and deacetylation has also been observed for rhythms in mammalian cells and plants, both through the use of Trichostatin A [296, 21]. Two other compounds, L-ethionine and 5-Azacytidine, have also been shown to disrupt normal DNA and chromatin modification, both of these compounds target DNA methylation in animals [297, 298] but in *O. tauri* show only a very mild period lengthening (Table 7.1). This period lengthening is not significant and not near the magnitude observed by Trichostatin-A inhibition ([53], Appendix A). This suggests that either both L-ethionine and 5-Azacytidine are not effective in *O. tauri*, but as general inhibitors this seems unlikely, or that the effects on chromatin de-acetylation are very specific. This highlights one of the problems with pharmacological assays, in isolation a negative result is very hard to interpret.
as it could be that the compound was ineffective in the assay or it could mean that the compound was unable to enter the cell.

FK866, an inhibitor of nicotinamide phosphoribosyl transferase, and 8-Bromo-cyclic adenosine diphosphate ribose, an analogue of cADPR have both been identified to affect the circadian mechanism in either mammalian cells or plants [299, 174]. However, neither compound, across a wide concentration range had an effect on the *O. tauri* circadian network at either the transcriptional or translational level (Table 7.1). As DCMU targeted the photosynthetic electron transport chain and had a significant effect on circadian rhythms the role of the mitochondrial transport chain was also investigated. If total cellular redox is being sensed by the circadian mechanism it is reasonable to assume the redox outputs from the mitochondria will affect this, as seen in *N. crassa* [300]. Rotenone inhibits electron transport in the mitochondria through inhibiting the transfer of electrons from the iron-sulphur centres in complex I to ubiquinone. Addition of rotenone to *O. tauri* cells caused a period lengthening, between 100-1 mM of rotenone, in the translational lines but had no effect on the transcriptional line, just like peroxidase. This suggests that the redox state of the mitochondria is also important for circadian rhythms but the effects do not feedback to the transcriptional reporters.

The importance of kinases and phosphatases in the circadian clock is relatively well documented [29]. Casein kinases have been identified to have functions in the clock network of a number of species [29]. In the plant circadian clock, Casein kinase II functions to modify one of the central morning transcription factors, CCA1 [10]. Glycogen Synthase 3 (GSK3β) has been shown to modulate the length of circadian period in mammalian cells [289]. The specific pharmacological inhibitors known to target these enzymes also function in the same way in *O. tauri* [53]. Previous work in *L. polyedra* has also identified a role for phosphatases in maintaining circadian rhythms [286]. In [286], the serine/threonine phosphoprotein phosphastases inhibitor, 6-dimethylaminopurine (DMAP), was shown to have a light-conditional effect on circadian
rhythms. In *O. tauri*, DMAP shows a dramatic effect on circadian rhythms. DMAP causes a
dose dependent period lengthening in both transcriptional and translational lines (Figure 7.2).

**Figure 7.2: Inhibition of protein kinases with the small molecule, DMAP**

*O. tauri* were entrained under 12:12 blue light:dark cycles and then released into either constant
red and blue, red or blue light at ZT0. Inhibition by DMAP causes a dose-dependent
lengthening of period in both translational, CCA1::CCA1::LUC (A) and transcriptional
pCCA1::LUC (B) with example plots from release into red and blue light where vehicle control
(black), 1 mM (red), 500 μM (green), 50 μM (blue). The compound structure of DMAP is
shown in skeletal form in (C).
The lengthening in period was similar for both transcriptional and translational fusion markers from around 24 hours for the translational (CCA1) marker to ~43 hours at 1 mM and 38 hours at 500 μM and from ~22.5 hours for the transcriptional (pCCA1) marker to ~35 hours at 1mM and ~30 hours at 500 μM (Figure 7.2). This confirms again that phosphor-regulation is very important for the correct timing of circadian rhythms. The period lengthening observed with DMAP are the longest, still rhythmic responses observed to date with the pharmacological approach. This indicates that the post-translational mechanisms provided by kinases/phosphatases are not necessarily essential for the maintenance of circadian rhythms but are required for their correct timing.

As the photosystem II inhibitor, DCMU, had an effect on O. tauri rhythms other compounds linked with light signalling and associated metabolism were tested. Norflurazon is an inhibitor of carotenoid synthesis [301]. Carotenoids are plant compounds which absorb light (normally in the blue spectrum) and protect chlorophyll from photo-damage. The addition of norflurazon across a wide concentration range (500-0.1 nM) and under red, blue and red and blue light had no significant effect on circadian rhythms in O. tauri. However, the cells were not observed to bleach and so it could be that the low light levels used in the Topcount recording were not sufficient to cause photo-oxidative damage, limiting the likelihood of observing an effect through norflurazon.
<table>
<thead>
<tr>
<th>Compound name</th>
<th>Biological target</th>
<th>n</th>
<th>Effects on Period</th>
<th>Notes</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sorbitol</td>
<td>Redox and metabolism</td>
<td>8</td>
<td>Unchanged</td>
<td>100mM to 10μM</td>
<td>Shen et al, 1997 [291]</td>
</tr>
<tr>
<td>Sorbitol</td>
<td>Redox and metabolism</td>
<td>8</td>
<td>Unchanged</td>
<td>100mM to 10μM</td>
<td>Shen et al, 1997 [291]</td>
</tr>
<tr>
<td>Mannitol</td>
<td>Redox</td>
<td>8</td>
<td>Unchanged</td>
<td>10mM to 1μM</td>
<td>Shen et al, 1997 [291]</td>
</tr>
<tr>
<td>Mannitol</td>
<td>Redox</td>
<td>8</td>
<td>Unchanged</td>
<td>10mM to 1μM</td>
<td>Shen et al, 1997 [291]</td>
</tr>
<tr>
<td>Superoxide dismutase</td>
<td>Enzymes which catalyse superoxide to oxygen and hydrogen peroxide</td>
<td>8</td>
<td>Unchanged</td>
<td>2.5 to 0.0025 units</td>
<td>Alscher et al, 2002 [293]</td>
</tr>
<tr>
<td>Superoxide dismutase</td>
<td>Enzymes which catalyse superoxide to oxygen and hydrogen peroxide</td>
<td>8</td>
<td>Unchanged</td>
<td>2.5 to 0.0025 units</td>
<td>Alscher et al, 2002 [293]</td>
</tr>
<tr>
<td>Hydrogen Peroxide</td>
<td>Small signalling molecule</td>
<td>8</td>
<td>Unchanged</td>
<td>1mM to 10 μM</td>
<td>Rhee 1999 [295]</td>
</tr>
<tr>
<td>Hydrogen Peroxide</td>
<td>Small signalling molecule</td>
<td>8</td>
<td>Unchanged</td>
<td>1mM to 10 μM</td>
<td>Rhee 1999 [295]</td>
</tr>
<tr>
<td>Peroxidase</td>
<td>Redox</td>
<td>8</td>
<td>Lengthened</td>
<td>2.5 to 0.5 units</td>
<td>Yoshida et al, 2002 [294], Figure 7.1</td>
</tr>
<tr>
<td>Peroxidase</td>
<td>Redox</td>
<td>8</td>
<td>Unchanged</td>
<td>2.5 to 0.5 units</td>
<td>Yoshida et al, 2002 [294], Figure 7.1</td>
</tr>
<tr>
<td>DCMU</td>
<td>Blocks plastoquinone binding site of PS II</td>
<td>8</td>
<td>Very low amplitude rhythm (1nM)</td>
<td>10 μM to 1nM</td>
<td>Metz et al, 1986 [302]</td>
</tr>
<tr>
<td>DCMU</td>
<td>Blocks plastoquinone binding site of PS II</td>
<td>8</td>
<td>Very low amplitude rhythm (1nM)</td>
<td>10 μM to 1nM</td>
<td>Metz et al, 1986 [302]</td>
</tr>
<tr>
<td>Rotanone</td>
<td>Blocks mitochondrial electron transport chain</td>
<td>8</td>
<td>Lengthened (100 to 1 mM)</td>
<td>100 mM to 10 μM</td>
<td>Marx and Brinkmann, 1978 [287]</td>
</tr>
<tr>
<td>Rotanone</td>
<td>Blocks mitochondrial electron transport chain</td>
<td>8</td>
<td>Unchanged</td>
<td>100 mM to 10 μM</td>
<td>Marx and Brinkmann, 1978 [287]</td>
</tr>
<tr>
<td>5-Azacytidine</td>
<td>DNA methylation</td>
<td>8</td>
<td>Mild lengthening of &lt; 1hr</td>
<td>Cell death at 1mM</td>
<td>Christman, 2002 [298]</td>
</tr>
<tr>
<td>Compound</td>
<td>Effect</td>
<td>Concentration</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>-------------------------------</td>
<td>---------------</td>
<td>-----------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-Azacytidine</td>
<td>DNA methylation</td>
<td>8</td>
<td>Mild lengthening by ~1hr (100μM)</td>
<td>Christman, 2002 [298]</td>
<td></td>
</tr>
<tr>
<td>L-ethionine</td>
<td>DNA methylation</td>
<td>8</td>
<td>Mild lengthening by ~1hr</td>
<td>Umen et al, 2001 [297]</td>
<td></td>
</tr>
<tr>
<td>L-ethionine</td>
<td>DNA methylation</td>
<td>8</td>
<td>Unchanged</td>
<td>Umen et al, 2001 [297]</td>
<td></td>
</tr>
<tr>
<td>FK866</td>
<td>Nicotinamide phosphoribosyl-transferase</td>
<td>8</td>
<td>Unchanged</td>
<td>Nakahata et al, 2009 [299]</td>
<td></td>
</tr>
<tr>
<td>FK866</td>
<td>Nicotinamide phosphoribosyl-transferase</td>
<td>8</td>
<td>Unchanged</td>
<td>Nakahata et al, 2009 [299]</td>
<td></td>
</tr>
<tr>
<td>8-Bromo-cyclic adenosine diphosphate ribose</td>
<td>Signalling cascades</td>
<td>8</td>
<td>Unchanged</td>
<td>Dodd et al, 2007 [174]</td>
<td></td>
</tr>
<tr>
<td>8-Bromo-cyclic adenosine diphosphate ribose</td>
<td>Signalling cascades</td>
<td>8</td>
<td>Unchanged</td>
<td>Dodd et al, 2007 [174]</td>
<td></td>
</tr>
<tr>
<td>Norflurazon</td>
<td>Inhibits carotenoid synthesis</td>
<td>8</td>
<td>Unchanged (red or blue light)</td>
<td>Jung, 2004 [301]</td>
<td></td>
</tr>
<tr>
<td>Norflurazon</td>
<td>Inhibits carotenoid synthesis</td>
<td>8</td>
<td>Unchanged (red or blue light)</td>
<td>Jung, 2004 [301]</td>
<td></td>
</tr>
<tr>
<td>Creatine</td>
<td>Metabolism and Light signalling</td>
<td>8</td>
<td>Unchanged</td>
<td>Roenneberg et al 1988 [303]</td>
<td></td>
</tr>
<tr>
<td>Creatine</td>
<td>Metabolism and Light signalling</td>
<td>8</td>
<td>Unchanged</td>
<td>Roenneberg et al 1988 [303]</td>
<td></td>
</tr>
<tr>
<td>DMAP (6-dimethylamino-purine)</td>
<td>Protein phosphatase inhibitor</td>
<td>8</td>
<td>Lengthened</td>
<td>Comolli et al, 1996 [286] and Figure 7.2</td>
<td></td>
</tr>
<tr>
<td>DMAP (6-dimethylamino-purine)</td>
<td>Protein phosphatase inhibitor</td>
<td>8</td>
<td>Lengthened</td>
<td>Comolli et al, 1996 [286] and Figure 7.2</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.1: The effects of a selected range of pharmacological compounds on O. tauri rhythmicity. White rows are the effects of CCA1::CCA1::LUC and grey rows the effects of pCCA1::LUC.
7.2.2 A chemical screen on O. tauri cells

In combination the results presented in [53], Chapter 6 and above demonstrate that the use of O. tauri to investigate the circadian responses to pharmacological manipulation is valid. O. tauri cells are amenable to pharmacological assays and give highly reproducible results. However, as the results in Table 7.1 show not every compound has the expected result and sieving through all possible compounds in a pathway at a range of concentrations is expensive and laborious. Furthermore, this approach does not lend itself to the identification of new compounds which affect the clock, new target pathways or new clock components. To do this a small-scale chemical screen was conducted. This chemical screen has enabled the development of a semi-automated pipeline which could be used for a much larger screen of compounds. Trialling of a number of plate sizes enabled the development of a protocol which uses half the amount of cells used in previous pharmacological assays, therefore reducing the amount of compound and luciferin required (Figure 7.3).

**Figure 7.3: Workflow for chemical screen on O. tauri cells**

O. tauri CCA1::CCA1::LUC cells were split to 96-well plates and entrained for 6 days in blue light:dark cycles. On day 6 media was refreshed and luciferin added. The plates were returned to entrainment. On day 7 compounds were added by a liquid handling robot and plates were moved to data collection. Data was recorded over one red and blue light:dark cycle and then four days of constant light.
Plate sizes smaller than 96-wells did not allow the cells to survive, possibly due to the light levels perceived in the smaller wells. The protocol developed allowed robust oscillations of the CCA1::CCA1::LUC *O. tauri* cells, with a period difference of approximately 0.5h between separate trials of control conditions, with the addition of the DMSO vehicle. Between the DMSO controls of the replicated screen batches, there was a period difference of 0.1h (Bio1-Cyto2) and 1.2h (Cyto3-Cyto12), (Table 7.2). To investigate both circadian and light signalling responses data was collected across one light:dark cycle and then into continuous light, for 96 hours. This enables the identification of compounds which affect the light signalling pathways, potentially relating to the entrainment of the clock. The screen used CCA1::CCA1::LUC *O. tauri* cells as these show the most robust, high amplitude rhythmic oscillations in constant conditions (Chapter 8) and enables measurement of the protein response. Initially the screen was conducted at the same compound concentration which had been identified as effective in other single-celled organisms (*S. cerevisiae* and *S. pombe*) of 20 μM. However, in *O. tauri*, which has a much thinner cell wall than yeast, this concentration was almost completely toxic, with only a few wells in a ~800 compound screen showing a luciferase output (data not included). Therefore the complete screen was conducted at 2 μM. To gain a high level of temporal resolution, data from 10 plates was collected for each screen batch, with each plate containing four control compounds, DMSO, cordycepin, cycloheximide and DCMU in quadruplicate wells. These controls were used as, at the chosen concentrations, they show the vehicle response (DMSO), period lengthening (cordycepin), period shortening (cycloheximide) and loss of viability (DCMU), ([53] and Chapter 6). To allow for controls on each plate, and for the high temporal resolution of the data collected, the compounds were split into two groups for the screen (Bio1-Cyto2 and Cyto3-Cyto12). A complete, biologically separate repeat was conducted for the entire compound library. The data collected was then analysed in BRASS v3 [182] and plots made for each well.
7.2.2.1 Viability analysis
Visual inspection for viability was conducted, to firstly identify the toxicity of the concentration used and secondly to inspect how well, qualitatively, the results replicated. The toxicity was assessed by two criteria, firstly whether the luciferase signal could be observed following 20 hours of data collection and secondly that the luminescence must have only decreased from the time of compound application. The screen showed that approximately a quarter of the compounds were toxic to *O. tauri* cells at this concentration (Figure 7.4) with 150 compounds, from 1,600, not replicating at the level of viability.

![Viability of O. tauri cells from the chemical screen](image)

Figure 7.4: Viability of *O. tauri* cells from the chemical screen
The viability of cells was determined by the level of luminescence to be below 100 cps at ZT20 hours and that the luminescence must only have decreased from the time of compound addition. Viability has been plotted only if both replicates showed the same result and the error is the number of wells which did not show the same result between the two screens.

7.2.2.2 Rhythmicity analysis
The rhythmicity of the output was analysed in BRASS v3 using the FFT- NLLS algorithm [182]. The period of the *CCA1::CCA1::LUC* cells in DMSO vehicle was analysed over the free run, continuous light conditions (36-120 hours). Period does vary between the screen batches; this is most likely due to slight variation in cell density of starting cultures, as it is consistent for each
batch. This means that within a batch the period estimates are very similar but between the replicates the period difference is greater. For the first set of compounds, Bio1-Cyto2 the difference between replicates is not significant by Students t-test, p>0.05. For the second batch Cyto3-Cyto12 the difference is significant by Students t-test, p<0.05. As the averages and standard deviations show in Table 7.2, this is because within each batch the variability in the controls is negligible.

<table>
<thead>
<tr>
<th>Screen</th>
<th>Average (Hrs)</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bio1-Cyto2, rep 1</td>
<td>21.7</td>
<td>0.1</td>
</tr>
<tr>
<td>Bio1-Cyto2, rep 2</td>
<td>21.8</td>
<td>0.3</td>
</tr>
<tr>
<td>Cyto3-Cyto12, rep 1</td>
<td>22.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Cyto3-Cyto12, rep 2</td>
<td>23.8</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 7.2: Average period estimate from BRASS v3 analysis of DMSO controls.
Each replicate (rep) contained 10 plates with each plate containing 4 DMSO control wells.

The average period of the two screens for Bio1-Cyto2 compounds was very similar, 0.1 h difference. However, for the Cyto3-Cyto12 screen the average period varied by about 1h, this variability is much greater than that previously observed in the control plates with just DMSO. The Bio1-Cyto2 and Cyto3-Cyto12 compounds showed the same range in periods from the averaged DMSO period (+/-0.5 h), Figure 7.5. For this analysis the compounds from the replicates were paired and only those with the replicates showing the same trend, either long or short period, included.
Figure 7.5: Range of periods from screen compounds
Period estimates from the replicates of Bio1-Cyto2 (black bars) and Cyto3-Cyto12 (white bars) were combined and ordered according to the difference from the average of the replicates DMSO controls (21.8 hours Bio1-Cyto2 and 23.2 hours Cyto3-Cyto12). This period difference is represented in 1 hour blocks.

Subsequent analysis has focused on the Bio1-Cyto2 compounds as the periods of the controls were best replicated. Using the analysis from the period range (Figure 7.5) compounds were identified for the replicates which showed the same trend. The range of periods from this analysis is shown in (Figure 7.6) and the compounds listed in Appendix G.
Figure 7.6: Period distribution of compound clusters
From period analysis, compounds which produced the same period effect (lengthening or shortening) in both replicates on *O. tauri* CCA1::CCA1::LUC cells were identified and the change in period from the DMSO control average calculated. This distribution is shown for each plate from the Bio1-Cyto2 screen with replicate 1 in black bars and replicate 2 in white bars. Compounds are identified in Appendix G, Table G1 with compound identification starting at the base of each graph (an example is given for Bio2 (B)). A. Bio1, B. Bio2, C. Bio3, D. Bio4, E. Bio6, F. Bio7, G. Bio8, H. Bio9, I. Cyto1 and J. Cyto2.

Due to the toxicity observed (Figure 7.4), the period analysis for the comparison of compounds is across the whole timeseries, 0-120 hours. Those results which showed the same trend and were linked to compounds were then clustered according to compound structure. From this 12 groups, of particular interest, have been identified (Appendix G, Table G2). Compound groups were chosen either because the compounds in the group show a high degree of structural similarity (Figure 7.7) or because the period difference from the average is large (Appendix G, Table G2). Some of the compounds had been characterised in other species, these included SJC 00146, BTB 06877 and SPB 00506.
Figure 7.7: Examples of compound clusters with similar structures
From period analysis cluster 300 showed a long period trend (A). Identification of the compounds shows that they have a similar structure involving benzene rings connecting to chloride and nitrogen (B).
Of particular interest was compound BTB 06877 (Figure 7.8) which has been identified to be involved with the regulation of HIR1, involved in chromatin and cell cycle regulation in yeast [304].

<table>
<thead>
<tr>
<th>Plate</th>
<th>Well</th>
<th>Period difference from mean (H)</th>
<th>Compound</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyto1, rep1</td>
<td>CK</td>
<td>1.19</td>
<td>BTB 06877</td>
<td>299</td>
</tr>
<tr>
<td>Cyto1, rep2</td>
<td>CK</td>
<td>3.44</td>
<td>BTB 06877</td>
<td>299</td>
</tr>
<tr>
<td>Cyto2, rep1</td>
<td>CN</td>
<td>1.21</td>
<td>CD 06603</td>
<td>299</td>
</tr>
<tr>
<td>Cyto2, rep2</td>
<td>CN</td>
<td>1.84</td>
<td>CD 06603</td>
<td>299</td>
</tr>
<tr>
<td>Bio6, rep1</td>
<td>AC</td>
<td>5.05</td>
<td>RF 02465</td>
<td>299</td>
</tr>
<tr>
<td>Bio6, rep2</td>
<td>AC</td>
<td>1.11</td>
<td>RF 02465</td>
<td>299</td>
</tr>
</tbody>
</table>

**Figure 7.8: Compounds in the cluster with BTB 06877**

From period analysis cluster 299 showed a long period trend (A). The compounds in this cluster showed similarities in structure (B) indicating that CD 06603 and RF 02465 may have a similar function to BTB 06877.

This analysis has proved to be potentially very interesting. However, visual inspection of the screen results show that the compounds had a diverse effect on the circadian rhythms of the cells. Examples of this diversity are shown in Figure 7.9.
Figure 7.9: Examples of the diversity of the compound’s effects on the circadian rhythms of *O. tauri*

*O. tauri* CCA1::CCA1::LUC cells were entrained under 12:12 blue light:dark cycles and then transferred to one red and blue light:dark cycle followed by continuous light for data collection. Data was analysed by FFT-NLLS in BRASS v3 software and example plots are presented. A) DMSO vehicle control, B) Cycloheximide control, C) F11, Bio5 D) G11, Bio5 E) E11, Bio5 F) C6, Bio5 G) H8, Bio4 and H) E7, Cyto1
Figure 7.9 demonstrates that it is not just the rhythmicity of the cells which is affected by the compounds but also the shape of the response. In Figure 7.9D the rise of CCA1 is much slower through the dark period than that of the control (Figure 7.9A) and then shows a sudden repression with the onset of light (Figure 7.9D, black arrow), as opposed to the usual acute light response (Figure 7.9A). In Figure 7.9F, CCA1 shows a total repression through the dark phase (Figure 7.9F, starting at the black arrow) followed by a strong acute light signalling response (Figure 7.9F, ZT24). The acute light signalling response is affected in a number of ways, in Figure 7.9C it is lost (Figure 7.9C, black arrow), in Figure 7.9G the transient signalling is lost at both of the light changing conditions (Figure 7.9G, black arrows) and in Figure 7.9H the light signalling response is actually greater (Figure 7.9H, black arrows). As summarised in the viability analysis (Figure 7.4) a quarter of the compounds were toxic at this concentration (an example plot is shown in Figure 7.9E). Further analysis will be required to identify and characterise these results, a process which ideally would be automated to remove human bias and to handle the large data set in a manageable and reliable form.

7.3 Discussion

This work has developed the use of *O. tauri* as a plant cell line which is both amenable and reliable for use in pharmacological studies. Pharmacological manipulation offers the possibility of identifying novel clock components and modulators not identified in previous screening methods as inhibitors can be identified to target all enzymes in a family, therefore avoiding redundancy. Furthermore, the dose control of compounds allows target functions to be reduced without causing lethality. Also as pharmacological compounds target biological processes their characterisation will enable the investigation of post-translational and cytosolic elements of the
plant circadian clock. These results could easily be transferred to other species. The initial approach of testing compounds which have been verified in other species, confirmed that a number of compounds affected the *O. tauri* clock in the same way as they affected other circadian networks [53 and Table 7.1]. However, the effects were not always as anticipated. Whilst the photosystem II inhibitor, DCMU, had a dramatic effect on circadian rhythms in a dose-dependent way, inhibitors which affected targets that feed into the photosystem, such as norfluazone did not (Table 7.1). Also, inhibition of the mitochondria electron transport chain, with rotenone, did not have such a significant effect. This could be interpreted that the effects observed through inhibition of the photosynthetic chain are more related to the metabolic consequences rather than through redox signalling. It could indicate that the contribution of redox signalling from the mitochondria in plant circadian systems may be quite minimal; this would need to be further verified with mutants. Especially when considering that mitochondrial mutants in another circadian system, *N. crassa* do affect the clock [300]. Rotenone and peroxidise both affected only the translational line (Table 7.1 and Figure 7.1), which may suggest that the redox effects are specific to the post-translational aspect of the clock. As such CCA1 may not be the best biological marker to assess their effects on circadian rhythmicity. The investigation of other compounds which affected redox signalling produced variable results. This is probably linked with the ability of the compounds or proteins to permeate through the plasma membrane either due to their high molecular weight or polar nature. Still, manipulation of the cells redox state does have effects on the circadian rhythms (Figure 7.1). As data in Table 7.1 demonstrates pharmacological manipulation can be very specific, differentiating between DNA acetylation and methylation. Also, through the targeting of serine/threonine phosphoprotein phosphatases, through the previously characterised inhibitor DMAP (Figure 7.2), it is clear that phosphatase activity is essential for determining circadian period in *O. tauri*, just as observed in mammalian cells [29]. This analysis identified a major advantage of using
pharmacological agents which have already been characterised; physiological concentrations are known, as is the vehicle and entry into a cell. Therefore the use of a characterised compound library would be advantageous, as well as offering the potential of identifying new clock components and regulators. This approach has been used, in circadian biology, in mammalian cell lines with the characterisation of compounds which target GSK3β and CKIα as well as other potential pharmaceutical compounds [305].

To enable the screening of a large number of compounds a semi-automated, 96-well plate protocol has been developed (Figure 7.3). The screening of a 1,600 compound library has validated this protocol as a high-throughput screening platform and has identified a number of potential compounds which can be investigated further experimentally (Figures 7.7 and 7.8). Analysis of the screen results shows that the compounds have a wide variety of effects on the circadian rhythms, (Figure 7.9). Generally, if the cells remain rhythmic the period of the rhythm is lengthened, as is observed in mammalian cells [305]. In the follow-up of the compounds identified in Figure 7.6 and listed in Appendix G, Table G1, the dose response curves would be required to indicate if the compounds are having a specific effect. It would also be interesting to test the compounds on the transcriptional marker lines to identify if they affect the clock in the same way. Peroxidase and rotenone were identified to affect the period of the transcriptional and translational lines in different ways (Figure 7.1 and Table 7.1). Further to this waveform analysis would enable the identification of compounds which differentially affect light signalling versus circadian responses. However, this analysis should be automated to enable the efficient, unbiased, identification of specific features.

The chemical library used for this screen lends itself to the follow-up of target compounds through investigating if other structurally similar compounds have the same effect. In one of the clusters identified the compound structure looks very similar (Figure 7.7) and therefore, it suggests that they may be targeting the same biochemical function. The compound library used
has also been screened on a number of other species and through the characterisation of the effects in other species a possible function can be inferred in *O. tauri*. The BTB 06877 compound which has been shown to target HIR1 in yeast also has a period lengthening effecting *O. tauri* (Figure 7.8). HIR1 is involved in heterochromatin and cell cycle regulation [304], both of which have been identified to be important in the regulation of the *O. tauri* clock. Cell-cycle output was one of the first biological processes to be identified as under the regulation of the *O. tauri* clock [14]. Furthermore, pharmacological investigation of chromatin regulation has identified that inhibition of de-acetylation by Trichostatin-A has a clear period lengthening effect (increase of around 10 hours). Therefore, BTB 06877 could be a possible mechanistic identification. Further characterisation of this would also require genetic modification, mutants and over-expressers, in *O. tauri* to validate the mechanism.

The viability analysis of the total screen shows that approximately a quarter of the compounds were toxic to *O. tauri*. This is expected as the library was chosen for its bioactivity. However, it is a high proportion of toxicity and suggests that at least some of these compounds will be of interest to study at lower concentrations. Therefore if the screen was to be repeated, it would be advisable to do so at a lower compound concentration.

The work presented in this chapter adds further support to the role of post-translational mechanism, particularly relating to phosphorylation, in the circadian clock. The screen protocol developed shows that *O. tauri* cells are amenable to high-throughput assays; however, caution should be taken regarding the stability of the starting circadian period. Both screens replicate well at the level of viability but the circadian period measurement is slightly harder to assess. This is due firstly to the variability in the period of vehicle controls, possibly due to cell density or different cell batches and secondly due to the rapid damping of reporter signal often observed following compound addition.
However, now this has been identified it could be more controlled for in subsequent screens. The development of *O. tauri* as a plant cell line for high-throughput chemical screens offers a number of other advantages relating to compound identification, not just regarding circadian responses. The *O. tauri* line could be used in a high-throughput screen for compounds which act as herbicides, in order to identify first hits for compounds which could replace herbicides for which plants have developed resistance, such as glyphosate [306]. *O. tauri* could also be used to test the toxicity of compounds in plant cells and as an assay for toxins in the environment. The latter would be particularly effective as *O. tauri* is sensitive to relatively low concentrations of compounds compared to other single celled organisms. The targets identified in *O. tauri* could also be easily tested in *A. thaliana*, utilising its wealth of genetic mutants in further characterisation. Therefore, this screen is not solely interesting to circadian biology but also applicable to other assays.
Chapter 8

A comparative analysis of circadian rhythm markers in *Arabidopsis thaliana* and *Ostreococcus tauri*

*A. thaliana* experiments and data assimilation were conducted by Sarah Hodge.

8.1 Introduction

A circadian oscillator is an endogenous signalling mechanism which maintains oscillations of approximately 24 hours under constant conditions (Chapter 1). This oscillator mechanism has been identified in a wide variety of organisms from the cyanobacteria *Synechococcus elongatus* to humans [1]. The now predictable rhythmic environment on Earth may have provided the requirement for certain physiological and biochemical events to be timed to particular points during the 24 hour cycle, such as nocturnal DNA replication. To understand a circadian oscillator’s real function it must be considered in the context of this rhythmic environment, rather than the constant conditions of the laboratory. The ability of the circadian oscillator to entrain is essential and it means that the near 24 hour period of the innate oscillator becomes a 24 hour period under entrained conditions of that period [307]. This, along with changing environmental cues, allows the oscillator to control the phase of biological processes. Furthermore, it is the requirement to entrain which is believed to provide the necessity of multiple interlocking feedback loops observed in many of the circadian mechanisms [182]. Multiple loops could enable the required flexibility to track changing phases in the external cycle [308]. This is particularly relevant to seasonal changes in photoperiod and the timing of developmental transitions. However, in natural conditions there are not only changes in seasonal photoperiods, but also daily variations in light intensity which need to be considered. Total and perceived light levels change regarding duration, intensity, shading, cloud cover, and abundance and position of photoreceptors. Therefore a circadian network must be robust to these daily
perturbations which are not, believed to be, significant to the entrainment phase. A set of modelling experiments suggested that environmental noise favoured complex clocks [309] and that having a high level of flexibility in a clock network increased its robustness when exposed to environmental change [308].

Many of the properties of circadian oscillators have been studied and defined under free-running or constant conditions, as this removes complications associated with entrainment. These complications include; the introduction of transient and acute responses to the entraining stimuli, a strong entraining stimulus driving the oscillations, and the constraint of the oscillator period to that of the entraining stimuli period [310]. The transient or acute responses are observed in circadian reporters due to the requirement of the oscillator to entrain, and therefore be responsive to the external stimuli. This is important as the acute responses enable the positive light signalling input which is not only required for circadian entrainment but also for a number of physiological processes, such as photomorphogenesis, and shade avoidance [101]. However, the acute light response can hide the circadian response. This is called masking [310]. Biological oscillators are entrained by common signals or zeitgebers [310]. These include the strong zeitgeber light, as well as temperature and nutrients ([126] and Chapter 6).

Understanding how the entrainment signals feed into oscillator mechanisms and the relative importance of each of these signals in nature is important to understand the circadian mechanisms biological significance. Classic phase response curves (PRC) show that the circadian oscillator gates or regulates the phases at which entrainment is possible [311]. A light pulse applied at dawn will produce a different response to one applied at mid-day. Furthermore, it can be seen through skeleton photoperiods which have only 3 hours of light at dawn and 3 hours at dusk that this is sufficient to entrain the oscillator mechanism [311]. These observations suggest that the model of discrete entrainment proposed by Pittenridge is favoured in plants, as it
is in flies [115]. Discrete entrainment is when an oscillator mechanism can become entrained to light:dark transitions, such as the pulses in a skeleton photoperiod, as the response to these transitions is assumed to be rapid. For plants entrained in 12:12 light:dark cycles and then moved into a skeleton photoperiod the first 3 hours of light would be perceived as dawn, then 6 hours of darkness, followed by 3 hours of light which would be perceived as dusk and not a new dawn. Therefore, it is the timing of the light pulses and not the total amount of light which is driving entrainment. However, the competing theory proposed by Aschoff is that the total light intensity is important for circadian entrainment [115]. Aschoff observed that under free-running conditions increasing light intensity caused a shorter period of the innate oscillator (in non-nocturnal animals), this has become Aschoff’s Rule. From this observation, and a number of photoperiod experiments, Aschoff proposed that the total light intensity was important for circadian entrainment [115]. Entrainment is most likely a combination of the two theories, with the importance of each varying under differing conditions. The oscillator mechanism can entrain to a range of periods around its innate period, but this entrainment is often not observed to be immediate. The lag in entrainment is believed to be caused by the oscillator moving between stable states of entrainment, as proposed by Eric Petterson in his limit-cycle model in 1980 [312]. A perturbation, such as a strong entraining signal, will move the oscillator away from a stable limit cycle. The movement back to the original limit cycle or to a new limit cycle is experimentally observed as a number of transient days in which circadian rhythms have moving phases before the new entrainment regime and the oscillator assume a stable phase relationship.

With the characterisation of *O. tauri* and the identification that it contained a simpler (but most probably not a single loop) plant-like clock [170], a comparison of responses to entrainment conditions between two clock networks became possible (*O. tauri* and *A. thaliana*). It has been observed that a network with many loops is flexible and robust as a property of its structure
Another mechanism through which both robustness and flexibility may be achieved is proposed in [168] where a single loop *O. tauri* clock can respond to varying photoperiods by light affecting the clock network at five different places (Figure 8.1).

![Figure 8.1: Scheme of the proposed *O. tauri* circadian network](image)

This model proposed two main mechanisms through which light is affecting the clock network. Firstly, light has a direct effect on biochemical processes such as transcription and degradation rates. Secondly, there is an accumulator function which enables the co-ordination of overall gene expression to the amount of light received by *O. tauri* and is required for the observed timing of *TOC1* expression. These mechanisms enable the behaviour of the modelled network to capture transient light responses and some of the circadian phases [168]. However, the model did not capture all of the amplitude changes and phase changes experimentally observed in photoperiod transitions [168]. This may support the existence of another potential loop, or at least the requirement for additional components in the model [53].
The clock networks in plants are extremely responsive to light (Chapter 6 and [45, 46, 47, 48]) and it is believed to be the strongest entraining signal [122]. In this chapter light has been used as the entrainment signal and the oscillator responses, in photoperiod conditions, were observed and compared after a large switch from the entrainment conditions. Through this, transient and oscillator responses could be distinguished. To complement the photoperiod switch and to enable a comparison of the relative importance of light duration versus intensity the oscillator’s response to varying the light intensity was investigated. A comparison was also made, under photoperiod conditions, of the response of the oscillator to additional carbohydrate. In plants carbohydrate is a photosynthetic output, and therefore light-dependent. The amount of carbohydrate produced will depend on the amount of light-harvested through the light-harvesting chlorophyll. Normally, the levels available will vary throughout the 24 hour cycle, and metabolic regulation of carbohydrate storage has been shown to be under circadian regulation [313]. Such metabolic regulation is relevant because it links the clock with the basic physiology of the plant and indicates that through circadian regulation of metabolism the plant is able to anticipate dawn and use its carbohydrate reserves accordingly through the night [313]. Also, sucrose has been shown to provide entrainment between different plant organs [23]. Furthermore, in animals, feeding and nutrients are strong entrainment cues [1]. Therefore, it is conceivable that the oscillator responses, via light will be different with and without additional carbohydrate.
8.2 Results

The investigation is based on the use of non-invasive luciferase imaging. This technique enables the continual monitoring of responses during changes in photoperiod, with a temporal resolution much higher than that feasible through RNA measurements. Luciferase imaging also allows the monitoring of single plant and population responses, whilst RNA extraction only allows the monitoring of population responses. As such, luciferase imaging enables a relatively high-throughput method to gain a wealth of data in a variety of photoperiods.

As previously described for *O. tauri* transcriptional (*pTOC1* and *pCCA1*) and translational (TOC1 and CCA1) luciferase fusion markers have been generated [170]. In *A. thaliana* only transcriptional luciferase fusions exist for these genes and these are used in this study (Chapter 2). Due to the slightly different experimental protocols required for the luciferase imaging in *O. tauri* and *A. thaliana* (*O. tauri* in 96-well plates recorded in the Topcount, *A. thaliana* on tissue-culture plates under a low-light imaging camera) and the number and different types of markers used the results for the two species are presented differently. The power of having both transcriptional and translational markers in *O. tauri* means that the effects of transient responses from entrainment can be dissected into a transcriptional and translational response; therefore the two are viewed together. Furthermore, as *O. tauri* only has two genes tagged with luciferase the feedback of the single loop can be easily investigated.

For *A. thaliana* the clock network is believed to be much larger (Chapter 1) and so a number of the clock genes transcript profiles were investigated (*CCA1, LHY, TOC1, GI, PRR9* and *ELF3*). The time resolution for imaging *A. thaliana* is one image every 1.5 hours and so the small transients that are captured through the more frequent recording, once every 20 minutes, used with *O. tauri* are potentially lost. Importantly, plotting *O. tauri* at the same time resolution as the *A. thaliana* data is captured does not move the position of the peaks. Due to the number of
genes, the fact that all the reporters are transcriptional and the short day and long day responses have been investigated in some detail before, it seems easier to draw an immediate comparison with transient responses.

Finally, due to the different light requirements of *A. thaliana* and *O. tauri* the light intensities are not the same. In *A. thaliana* high light conditions are \( \sim 60 \, \mu\text{E/m}^2 \) and low light conditions are \( \sim 6 \, \mu\text{E/m}^2 \). In *O. tauri* high light conditions are \( \sim 10 \, \mu\text{E/m}^2 \) and low light conditions are \( \sim 1 \, \mu\text{E/m}^2 \). The main requirement for this difference is that under higher light intensities than \( \sim 10 \, \mu\text{E/m}^2 \) *O. tauri* cells can not survive, whilst for *A. thaliana* 10 \( \mu\text{E/m}^2 \) is relatively a low light intensity.

### 8.2.1 *Ostreococcus tauri*

#### 8.2.1.1 Phase markers in entraining conditions

When circadian reporters are imaged in constant conditions the waveforms produced are very smooth, similar to those of sine or cosine waves. In *O. tauri*, imaged in constant light (LL), this is observed in both the transcriptional and translational markers (Figure 8.2). However, unlike sine and cosine waves the circadian oscillations damp or lose amplitude over time. This loss of amplitude could be due to loss of synchrony in individual oscillators between cells (observed in mammalian cells [314]) as each individual cell has an oscillator of slightly different period. Or it could be caused by the oscillators in individual cells moving from the entrainment conditions. The later is often due to the oscillator not being stably entrained.
Figure 8.2: *O. tauri* rhythms in constant light

*O. tauri* cells entrained under 12:12 blue light and released at ZT0 to constant red and blue light. Luminescence of each marker is measured, on the Topcount, following a 2 minute delay to ensure delayed fluorescence does not interfere with readings. A) *CCA1*:CCA1::LUC, B) *pCCA1*:LUC, C) *TOC1*:TOC1::LUC and D) *pTOC1*:LUC. Traces are normalised to the average of each time series with n=8 and representative of n=48.

In *O. tauri* the various reporters show different behaviour in free-run constant light conditions.

In particular, the TOC1 line shows very rapid damping, such that the oscillations are lost by ZT96 (Figure 8.2C). It has already been shown that TOC1 protein is regulated by photoperiod cycles, in particular darkness after ZT12 increases its degradation rate (Chapter 6). The absence of this cue for protein degradation may be in part responsible for the rapid damping observed in LL. Also, the TOC1 line is the only line from the *O. tauri* transformations which shows an altered period (Figure 8.3 and [170]). This line is long period (~28 hours) and therefore the entrainment conditions are not as close to the innate period as other lines, which could mean that the movement away from entrainment would be more rapid. Still, circadian oscillations can be
observed in free-running constant light conditions and these single peaks and troughs can act as phase markers when the lines are imaged under photoperiodic conditions.

![Graph showing period of O. tauri lines in constant light](image)

**Figure 8.3: Period of O. tauri lines in constant light**

*O. tauri* cells entrained in 12:12 blue light:dark cycles and released into constant red and blue light, plots shown in Figure 8.2. Period estimates made through FFT-NLLS analysis using BRASSv3 software [182] of 48 wells with error being represented as SEM.

Under long day (LD 16:8 light:dark cycles) or short day (SD 8:16 light:dark cycles) conditions the lines show different responses to those in free-running conditions and to each other. For ease of the narrative, an example of transient responses has been highlight in certain graphs by a red arrow and an example of the circadian response by a black arrow.

Both of the transcriptional reporters are very sensitive to the photoperiodic conditions, and can be considered as markers for aspects of the light condition. *pCCA1* shows an induction at dawn (Figure 8.4B, red arrow, ZT48 and Figure 8.5B red arrow, ZT72) and *pTOC* a greater acute repression in expression at dusk (Figure 8.4D, red arrow, ZT30) but also shows a small acute expression peak with dawn (Figure 8.4D, red arrow, ZT 48 and Figure 8.5D, red arrow, ZT72).
Figure 8.4: *O. tauri* rhythms under short day (SD) photoperiod

*O. tauri* cells are entrained under 8:16 blue light:dark cycles and transferred at ZT0 to 8:16 red and blue light:dark cycles. Luminescence of each marker is measured following a 2 minute delay to ensure delayed fluorescence does not interfere with readings. A) *CCA1*::CCA1::LUC, B) *pCCA1*::LUC, C) *TOC1*::TOC1::LUC and D) *pTOC1*::LUC. Traces are normalised to the average of each time series and then averaged across a column, so effects of light intensity do not affect the averages, with n=8 for each trace. Red arrows indicate transient responses to light and black arrows indicate the circadian responses. White (day) and Grey (night) shading represents the photoperiod.
The transient responses to changes in light conditions are clear (identified by the red arrows on Figure 8.4 and 8.5), but the amplitude of these responses may be more dramatic than those which occur naturally. This is due to the square waveform used in imaging; naturally changes in light conditions are more gradual. It is quite probable that under more natural conditions the phases of the circadian and transient waveforms would merge. This is already nearly observed for TOC1 where the circadian peak (Figure 8.4C, black arrow, ~ZT60 and Figure 8.5C, black arrow, ~ZT40) is very close to the dark-induced repression which guides the TOC1 peak (Figure 8.4C, red arrow, ZT30 and Figure 8.5C, red arrow, ZT64). The merger of circadian and acute response is also quite possible when considering the CCA1 response (Figure 8.4A black and red arrows, and 8.5A, black and red arrows).

Under LD the circadian aspect of the CCA1 waveform starts to rise in the light phase, but does not continue to rise in the dark (Figure 8.5A, black arrow, ~ZT40). However, it then recaptures its expression pattern with the following dawn (Figure 8.5A, red arrow, ~ZT74). This indicates that the circadian waveform itself is sensitive to the light conditions and that the control of the acute light signalling is linked to circadian regulation.
Figure 8.5: *O. tauri* rhythms under long day (LD) photoperiod

*O. tauri* cells are entrained under 16:8 blue light:dark cycles and transferred at ZT0 to 16:8 red and blue light:dark cycles. Luminescence of each marker is measured following a 2 minute delay to ensure delayed fluorescence does not interfere with readings. A) *CCA1::CCA1::LUC*, B) *pCCA1::LUC*, C) *TOC1::TOC1::LUC* and D) *pTOC1::LUC*. Traces are normalised to the average of each time series and then averaged per column so effects of light intensity do not affect the averages, with n=8 for each trace. Red arrows indicate transient responses of the lines to light and black arrows indicate the circadian responses. White (day) and Grey (night) shading represents the photoperiod.
8.2.1.2 Shifting photoperiods

To further dissect the transient and circadian responses and to identify how quickly the oscillator could adjust its phase to a new photoperiod condition, a single photoperiod switch was applied either at dawn or dusk. This switch was between entrained LD to SD or entrained SD to LD conditions. For the photoperiods to switch at dawn the length of the photoperiod cycle is altered for the transition cycle. To make the switch at dusk the cycle length remains the same. The dusk transitions will be discussed first.

The peak of TOC1 is dominated by its response to dusk and the translational marker makes an immediate adjustment to the changed photoperiod regarding its peak time (Figure 8.6C, ZT64 and Figure 8.7C, ZT 56). The circadian element of the TOC1 line shows a slower response as it moves phase following the photoperiodic switch, as observed in the SD to LD switch. This is plotted as phase movement relative to dawn (Figure 8.8). This response is only clearly observed in the slightly higher light wells at the edge of the plate, from the Topcount data collection. Again, this re-iterates that the circadian and light-signalling responses are closely linked. In SD to LD transition CCA1 also shows a very quick shift between photoperiod conditions with a single, high amplitude transient day (Figure 8.6, starting at ZT64) before settling into the dark repressed LD circadian response seen in constant LD’s (Figure 8.6A, from ZT84 and 8.5A, black arrow). In both of the photoperiod switches the transcriptional markers follow the light conditions (Figures 8.6B and 8.7B for pCCA1 and Figures 8.6D and 8.7D for pTOC1) as observed in the SD and LD entrainment (Figures 8.4B and 8.5B for pCCA1 and Figures 8.4D and 8.5D for pTOC1).
Figure 8.6: *O. tauri* rhythms under short day to long day switch of photoperiods

*O. tauri* cells are entrained under 8:16 blue light:dark cycles and transferred at ZT0 to 8:16 red and blue light:dark cycles for 2 cycles. Then photoperiodic conditions are switched, for the rest of the data recording, to long day 16:8 light:dark cycles at ZT48. Luminescence of each marker is measured following a 2 minute delay to ensure delayed fluorescence does not interfere with readings. A) *CCA1::CCA1::LUC*, B) *pCCA1::LUC*, C) *TOC1::TOC1::LUC* and D) *pTOC1::LUC*. Traces are normalised to the average of each time series and then averaged per column with n=8 for each trace. White (day) and Grey (night) shading represents the photoperiod.

In the LD to SD photoperiod shift *O. tauri* cells were kept on carbohydrate supplemented media [53] as following the switch to SD on non-supplemented media the cells had an extremely low amplitude rhythm where waveform features could not be identified (data not included). On carbohydrate supplemented media acute responses to changes in light conditions are greatly reduced, but can still be observed (red arrows Figure 8.7). This suggests that the level of
carbohydrate available to the cells influences the amplitude of acute light-signalling response. The transition to SD causes a reduction in oscillator amplitude for all components (Figure 8.7). This confirms the observations from the SD to LD transitions that light acts as a positive input to the amplitude of the oscillator (Figure 8.6). Expression and protein levels in the first long night are extremely low for TOC1 (Figure 8.7C for TOC1, green arrow, starting ~ZT60 and Figure 8.7D for pTOC, starting ~ZT60), which indicates that an early dusk, rather than a late dusk, has a greater affect on the oscillator. The low levels of TOC1 across the transition day (Figure 8.7C, green arrow, ~ZT60) only has a mild effect on the levels of pCCA1 (Figure 8.7B, ZT72). This is significant as TOC1 is the indirect activator of pCCA1 in the single loop clock (Figure 8.1) therefore with low TOC1, pCCA1 and CCA1 levels should drop. This is not observed suggesting that TOC1 is not the only activator of pCCA1. This is proposed in a mathematical model of O. tauri network where a modified form of TOC1 is the direct activator of pCCA1 [168].
Figure 8.7: *O. tauri* rhythms under long day to short day switch photoperiods

*O. tauri* cells are entrained under 16:8 blue light:dark cycles and transferred at ZT0 to 16:8 red and blue light:dark cycles for 2 cycles. Then photoperiodic conditions are switched, for the rest of the recordings, to short day 8:16 light:dark cycles at ZT48. Luminescence of each marker is measured following a 2 minute delay to ensure delayed fluorescence does not interfere with readings. A) *CCA1*:CCA1::LUC, B) *pCCA1*:LUC, C) *TOC1*:TOC1::LUC and D) *pTOC1*:LUC. Traces are normalised to the average of each time series and then averaged per column with n=8 for each trace. Red arrows indicate transient responses of the lines to light and the green highlights the day of low TOC1 protein. White (day) and Grey (night) shading represents the photoperiod.
When *Ostreococcus tauri* cells are moved from entrained SD to LD conditions (Figure 8.6) the phase of the circadian TOC1::TOC1::LUC peak changes relative to the position of the transient light to dark peak. Transient peak is represented filled squares and SD to LD circadian peak is represented as open diamonds. Phase 0, which is dusk in both photo-conditions.

For transitions at dawn either an abnormal short or long photoperiod is inserted on the transition day. For entrained SD to LD switch this is a short photoperiod cycle, such that dawn arrives 8 hours earlier than the oscillator was entrained to. The transcriptional markers and CCA1 show a transient response to this early dawn (red arrows on Figure 8.9A (CCA1, ~ZT66), 8.9B (pCCA1, ~ZT66) and 8.9D (pTOC1, ~ZT66)). CCA1 shows a high acute response (Figure 8.9A, red arrow, ZT66) followed by its standard dark repression (Figure 8.9A, black arrow, ZT84) previously observed in LD (as shown in constant LD, Figure 8.5A). However, the position of the CCA1 protein level rise does not alter, relative to the new dawn, from its entrained position in SD conditions. That is, the transient responses alter to the new LD photoperiod but the circadian response is unchanged, specifically relating to the troughs, just after ZT72, 96, 120 (Figure 8.9A). This is also true for the TOC1 protein line where, as previously discussed, the time of the peak is determined by dusk. Therefore, TOC1 shows a high amplitude cycle with the transition to LD (Figure 8.9C, red arrow, ZT80) but the trough is unchanged with the changing photoperiod (Figure 8.9C, ZT72, 96, 120). The same temporal pattern is observed for the
transcriptional lines, but the transient responses occur at both dawn and dusk (Figure 8.9B for pCCA1 and Figure 8.9D for pTOC1).

**Figure 8.9: O. tauri rhythms under short day to long day switch photoperiods, movement of dawn**

*O. tauri* cells are entrained under 8:16 blue light:dark cycles and transferred at ZT0 to 8:16 red and blue light:dark cycles for 2 cycles. Then photoperiodic conditions are switched, for the rest of the recordings, to long day 16:8 light:dark cycles at ZT64. Luminescence of each marker is measured following a 2 minute delay to ensure delayed fluorescence does not interfere with readings. A *CCA1::CCA1::LUC*, B) *pCCA1::LUC*, C) *TOC1::TOC1::LUC* and D) *pTOC1::LUC*. Traces are normalised to the average of each time series and then averaged per column with n=8 for each trace. White (day) and Grey (night) shading represents the photoperiod.

For the LD to SD dawn transition, for the same reasons as the evening transition, the cells are on high carbohydrate media. Following this photoperiod switch the amplitude of the response for all of the lines (Figure 8.10) is much more constant relative to LD levels than the LD to SD dusk
transition (Figure 8.7). The circadian element to all of the waveforms is maintained (Figure 8.10, black arrows) but the transient dawn responses are greatly reduced (Figure 8.10A, red arrow, ~ZT56 and Figure 10B, red arrow, ~ZT56). This again suggests that the oscillator mechanism is not responding to the alteration in dawn, it is the position of dusk which drives the circadian phases.
Figure 8.10: *O. tauri* rhythms under long day to short day switch photoperiods, movement of dawn

*O. tauri* cells are entrained under 16:8 blue light:dark cycles and transferred at ZT0 to 16:8 red and blue light:dark cycles for 2 cycles. Then photoperiodic conditions are switched, for the rest of the recordings, to short day 8:16 light:dark cycles at ZT56. Luminescence of each marker is measured following a 2 minute delay to ensure delayed fluorescence does not interfere with readings. A) *CCA1::CCA1::LUC*, B) *pCCA1::LUC*, C) *TOC1::TOC1::LUC* and D) *pTOC1::LUC*. Traces are normalised to the average of each time series and then averaged per column with n=8 for each trace. Red arrows indicate transient responses of the lines to light and the green highlights the day of low TOC1 protein. White (day) and Grey (night) shading represents the photoperiod.
8.2.1.3 Inter-peak differences

To quantify how quickly the phases moved with the new photoperiodic conditions the inter-peak difference was calculated. To gain the inter-peak difference a specific phase marker was identified (highlighted by black arrows in Figure 8.4) and the difference between the peaks measured, through an automatic peak identifying programme (Chapter 2). The measured intervals were identified from a mean of 8 replicates, from the cells in the highest light conditions in the Topcount. This measure enables the determination of how long the peak phases take to become distributed at the original (~24 hour) period following a transition and therefore how many cycles it takes for the oscillator to entrain. It is expected that phase advances cause a shortening of period whilst phase delays cause a lengthening of period over the transient day [307].

Figure 8.11: *O. tauri* inter-peak differences
Inter-peak differences were calculated for SD (filled squares (Figure 8.4)), LD (filled diamonds (Figure 8.5)), SD to LD (open triangles (Figure 8.6)) and LD to SD (crosses (Figure 8.7)) conditions. A. CCA1::CCA1::LUC, B) pCCA1::LUC, C) TOC1::TOC1::LUC, D) pTOC1::LUC

Analysis of the inter-peak difference in *O. tauri* showed that under stable photoperiod conditions, either LD or SD the inter-peak difference was constant (Figure 8.11), with the highest day-to-day variation being observed in the pCCA1 line (Figure 8.11B). Following a photoperiod switch (Figures 8.6 and 8.7) the inter-peak difference became longer, 26 hours (pTOC1, Figure 8.11D) and much longer, over 40 hours (TOC1, Figure 8.11C) for both evening switches. This is due to the low amplitude cycle which is observed following LD to SD transition which means that a peak is missed. Most notable is that the transition day (day 2) is the only day which shows any alterations of inter-peak difference, the new phase of components is assumed very quickly with a new photoperiod. This indicates that the *O. tauri* clock is highly sensitive and responsive to light signals. The determination of inter-peak differences is not possible for the transitions with a movement at dawn (Figures 8.9 and 8.10) due to the abnormal photoperiod cycle.

### 8.2.1.4 Investigating the role of light intensity and sucrose on waveforms

Light is a very strong entraining stimulus for the *O. tauri* clock, this is not too surprising given that every transcript measured to date responds to a diurnal light:dark cycle in *O. tauri* [315]. However, light also plays another important role in the formation of the circadian waveforms. Through varying light duration (above) or light intensity (Figure 8.12) the amplitude of rhythms is altered, whilst the phase of the peaks between days of differing light intensity, remain very similar. The waveform does change following two days of low light intensity relative to the previous high light intensity conditions, but again this is mostly observed through the relative amplitudes and not changing phases. This suggests that *O. tauri* entrains mostly via discrete entrainment, an idea which is support through *O. tauri’s* ability to entrain to skeleton
photoperiods [168]. The addition of D-sorbitol and glycerol [53] (Figure 8.7 and 8.10) also affects the amplitude of the oscillator. However, sucrose appears to reduce the acute light response, suggesting that there could be another layer of feedback. This could relate to the level of sucrose available to the cell influencing the amplitude of the acute response.

**Figure 8.12: O. tauri rhythms under high and low light intensity**

*O. tauri* cells were entrained under 12:12 blue light:dark cycles and transferred at ZT0 to 12:12 red and blue light:dark cycles for data recording on the Topcount. For the first two days cells were under high light intensity of ~10 μE/m² between ZT48 and ZT96 the days were low light intensity, depicted by light grey shading, and then the cells were returned to highlight intensity. A) *CCA1::CCA1::LUC*, B) *pCCA1::LUC*, C) *TOC1::TOC1::LUC* and D) *pTOC1::LUC*. Traces are normalised to the average of each time series and then averaged per column with n=8 for each trace. White areas represent high light and grey areas represent low light and dark grey represents darkness.
8.2.2 Arabidopsis thaliana

8.2.2.1 Phase markers in entraining conditions

Unlike *O. tauri*, the markers used to track the responses of the *A. thaliana* clock network peak throughout the 24 hour cycle and not all of the markers show transient responses to changing light conditions. This confirms that the regulation of the luciferase protein itself is not the major output being measured. By comparing the SD, LD and photoperiod switches the markers used can be classified into two main groups, those which are predominantly responding to light signalling (this classification does not exclude circadian regulation being important) and those which predominantly show a circadian response.

The reporters which are predominantly responding to light signalling are *TOC1* and *ELF3*. The *TOC1* response is very similar to that observed with the transcriptional *pTOC1* marker in *O. tauri* such that under LD conditions it can be considered to be a reporter for the changes in light conditions (Figure 8.13B) and in SD it shows a very low level of expression (Figure 8.14B). *ELF3* also tracks the light conditions and shows very low levels of expression after a switch from LD into SD (Figure 8.14F). This low level of expression in *ELF3* may be significant regarding the changing of other circadian genes phases to new photoperiods as *ELF3* has been proposed to have zeitnehmer function [106]. For the markers showing a predominantly circadian response (*CCA1*, *GI* and *PRR9*) the speed of entrainment is different depending on the direction of the switch, this has previously been observed in *Drosophila* [307]. Following a SD to LD transition (Figure 8.13C (*CCA1*), 8.13D (*GI*) and 8.13A (*PRR9*)) the shift in the waveform from SD characteristics to LD characteristics is much slower than compared to a LD to SD switch where the waveform shift is almost immediate (Figure 8.14C (*CCA1*), 8.14D (*GI*) and
8.14A (PRR9)). Under SD conditions, components which peak early in the day seem to be particularly slow to respond to the change in dusk position. For PRR9 a large peak phase shift and waveform change is required to move the peak from the light responsive dawn SD peak to the split waveform of small dawn light response and a larger later circadian response in LD (Figures 8.13A). This trend does not seem to be reflected in the SD to LD transition with a change in the time of dawn, most probably due to the immediate coincidence of the new light phase with the peak expression times (Figure 8.15A).
Figure 8.13: *A. thaliana* rhythms under long day photoperiod and short day to long day transition

*A. thaliana* plants were entrained under white light ~70 μE/m² in the starting imaging condition and imaging started on 6 day-old seedlings. Closed triangles show the imaging profile from continuous long day (16:8 blue and red light:dark cycles) and the open squares from short day (8:16 blue and red light:dark cycles) for 48 hours to long day (16:8 blue and red light:dark cycles). A) *PRR9::LUC*, B) *TOC1::LUC*, C) *CCA1::LUC*, D) *GI::LUC*, E) *CAB2::LUC* and F) *ELF3::LUC*. White (day) and Grey (night) shading represents the photoperiod. Each trace is an average which have been normalised within each experiment to enable comparison between photoperiodic conditions.
Figure 8.14: *A. thaliana* rhythms under short day photoperiod and long day to short day transition

*A. thaliana* plants were entrained under white light of ~70 \( \mu \text{E/m}^2 \) in the starting imaging condition and imaging began on 6 day-old seedlings. Closed triangles show the imaging profile from continuous short day (8:16 blue and red light:dark cycles) and the open squares from long day (16:8 blue and red light:dark cycles) for 48 hours to short day (8:16 blue and red light:dark cycles). A) *PRR9::LUC*, B) *TOC1::LUC*, C) *CCA1::LUC*, D) *GI::LUC*, E) *CAB2::LUC* and F) *ELF3::LUC*. White (day) and Grey (night) shading represents the photoperiod. Each trace is an average which have been normalised within each experiment to enable comparison between photoperiodic conditions.
Figure 8.15: *A. thaliana* rhythms under short day to long day switch photoperiods, movement of dawn

*A. thaliana* cells are entrained under 8:16 white light:dark cycles and transferred at ZT0 to 8:16 red and blue light:dark cycles for 2 cycles. Closed triangles show the imaging profile from continuous long day (16:8 blue and red light:dark cycles) and the open squares from short day (8:16 blue and red light:dark cycles) to long day (16:8 blue and red light:dark cycles) from ZT64. A) *PRR9::LUC*, B) *TOC1::LUC*, C) *CCA1::LUC*, D) *GI::LUC*, E) *CAB2::LUC*, F) *LHY::LUC* and G) *ELF3::LUC*. Traces are normalised to the average of each time series and
then averaged with n= for each trace. White (day) and Grey (night) shading represents the photoperiod.
Figure 8.16: *A. thaliana* rhythms under long day to short day switch photoperiods, movement of dawn

*A. thaliana* cells are entrained under 16:8 white light:dark cycles and transferred at ZT0 to 16:8 red and blue light:dark cycles for 2 cycles. Then photoperiodic conditions are switched, for the rest of the recordings, to short day 8:16 light:dark cycles at ZT56 (open squares) plotted against constant short day conditions 8:16 (closed triangles) A) *Prr9::LUC*, B) *ToC1::LUC*, C) *Cca1::LUC*, D) *Gl::LUC*, E) *Cab2::LUC* and F) *Elf3::LUC*. Traces are normalised to the average of each time series and then averaged with n= for each trace. White (day) and Grey (night) shading represents the photoperiod.
As the waveforms show two different types of response (light-signalling and moving circadian phase), the nature of the oscillator responses under different conditions can also be analysed. GI shows a classic circadian response. Inter-peak difference analysis identifies it has the anticipated pattern for the two transitions; phase advances showing a shortening in period and phase delays a lengthening in period (Figure 8.17C).

Figure 8.17: A. thaliana inter-peak differences
Inter-peak differences were calculated for SD (filled squares (Figure 8.14)), LD (filled diamonds (Figure 8.13)), SD to LD (open triangles (Figure 8.13)) and LD to SD (crosses (Figure 8.14)) conditions. A) TOC1::LUC, B) CCA1::LUC, C) GI::LUC, D) CAB2::LUC and E) ELF3::LUC with the error being the StDev between two replicates.
It is clear from Figures 8.13D and 8.14D that the peak of GI expression moves following the photoperiod switches. Through plotting the individual waveforms for each day under LD, GI shows a small dawn peak and a broad dusk peak which has a slight variation in its timing, peaking between ZT13-16 (Figure 8.18A). Where as under SD conditions the GI peak is very narrow and falls reliably just after dusk at around ZT9 (Figure 8.18B). Following both SD to LD and LD to SD dusk transitions there is a dramatic change in amplitude. In the SD to LD transition there is a marked increase (Figure 8.18C). With the LD to SD transition there is a clear decrease in amplitude, re-enforcing the idea that light and most probably the subsequent metabolites are controlling clock response amplitude of GI (Figure 8.18D). These changes in amplitude also support the limit-cycle model of the oscillator as they could be interpreted as the oscillator is moving between two stable states. It also suggests that the timing of dusk strongly influences the peak phase of GI transcript. It would be interesting to understand whether this shift affects the timing of GI protein levels as GI protein levels have been shown to oscillate even with constant transgenic expression of GI ([164] and Chapter 5).
Figure 8.18: Comparison of individual days of *GI::LUC*

Individual day traces for the *GI::LUC* marker from Figures 8.13 and 8.14 are plotted for phase comparison. A) Long day photoperiod: Day 1 (Filled squares), Day 2 (Filled triangles), Day 3 (Crosses), Day 4 (Dash), Day 5 (Open circles), Day 6 (Open diamonds). B) Short day photoperiod: Day 1 (Filled squares), Day 2 (Filled triangles), Day 3 (Crosses), Day 4 (Dash), Day 5 (Filled circles), Day 6 (Upright dash) and Day 7 (Filled diamonds). C) Entrained SD to LD photoperiod: Day 1 (Filled squares), Day 2 (Filled triangles), Day 3 (Crosses), Day 4 (Dash), Day 5 (Open circles), Day 6 (Open diamonds), Day 7 (Open squares) and Day 8 (Open triangles). And D) Entrained LD to SD photoperiod: Day 1 (Filled squares), Day 2 (Filled triangles), Day 3 (Crosses), Day 4 (Open triangles), Day 5 (Open circles), Day 6 (Upright dash), Day 7 (Open diamonds), Day 8 (Open squares), Day 9 (Dash). Photoperiod conditions shown for the final condition in B and D.
In *O. tauri* the response of the oscillator to the dawn transitions was much less than to the evening transitions. In *A. thaliana* this is also observed (Figures 8.15 and 8.16), but the oscillator does respond. With the transition from SD to LD at dawn the more light responsive elements respond immediately (*TOC1* and *ELF3*) and like the evening transition the more circadian-regulated components take longer to settle to a new phase (Figure 8.13B & F for evening and Figure 8.15B & F for morning). Both *GI* and *PRR9* take about 4 cycles to find the same waveform as entrained LD plants and whilst *CCA1* finds this phase much faster, its anticipation of dawn, following the movement of dawn, is different to standard LD conditions (Figure 8.13C).

### 8.2.2.2 *A. thaliana* inter-peak differences
Under constant light:dark cycle conditions both *TOC1* and *ELF3* waveforms are very stable. This is mainly due to the responses being driven by the light conditions (Figure 8.17A and 8.17E). Both show the same inter-peak lengthening following the LD to SD switch as *O. tauri* TOC1, due to the loss of marker amplitude. *GI, CCA1* and *CAB* all show more variation in their responses to the photoperiodic transition (Figure 8.17C, 8.17B and 8.17D). *GI* shows the more classical lengthening and shortening of inter-peak difference expected of an oscillator mechanism, described in section 8.2.2.1. *CCA1* does not show a clear pattern in its response. This may be linked with the conditions used for imaging. All of the photoperiodic transitions where conducted on media without sucrose, whilst *CCA1* shows better anticipation, and therefore a more circadian-like response, on media with sucrose (discussed in next section, 8.2.2.3). This may mean that the responses measured on media without sucrose represent only part of *CCA1* function. The idea that different elements of the clock require different metabolic
states to function is not unreasonable as the role of metabolism is increasingly understood to be important in all clock systems studied [316].

8.2.2.3 Investigating the role of light intensity and sucrose on waveforms

According to Aschoff’s rule, the higher the light intensity the faster the oscillator runs. A change in light intensity should cause a change in the phase of components under the control of the clock, although the period is constrained to the entrainment conditions. This was not observed in *O. tauri* where a change in light intensity simply affected the clock markers expression levels (Figure 8.12). In *A. thaliana* the change in expression levels is also observed (Figure 8.19) with all components measured showing a high amplitude in high light intensity and a low amplitude in low light intensity. However, the *A. thaliana* clock also shows a change in waveform. Most notably the anticipation of *CCA1* before dawn (Figure 8.19C) and *GI* before dusk (Figure 8.19D) is increased under high light conditions. The waveform of the evening components (*TOC1* and *GI*) is also altered with the transition between light intensities (Figure 8.19B and 8.19D). The first exposure to a low light intensity dawn (ZT48, filled squares) causes a small dawn response where previously there was not a response at dawn, suggesting that part of the mechanism which represses the expression of the evening components at dawn is under photo-perception control. All of the markers measured in low light conditions following high light show a later phase, but getting a quantified delay, through FFT-NLLS, is not possible due to the low amplitude of the response. Under constant high or low light the markers are stable and so this change in phase is in response to a change in light intensity. *TOC1* shows a particularly low amplitude response in low light intensities which indicates that light perception of a certain intensity is essential for
TOC1 expression as opposed to total light levels. Following a transition from low light to high
light intensities the TOC1 peak seems to shift to just after dusk.

Figure 8.19: A. thaliana rhythms following transitions between high and low light intensity
A. thaliana seedlings were entrained under 12:12 white light:dark cycles ~70 µE/m² for 6 days
and then transferred to red and blue light 12:12 light:dark cycles for imaging. Imaging for 48
hours under either high light intensity, 60 µE/m² (squares) or low light intensity 6 µE/m²
(triangles) light conditions were then switched for the next 48 hours. A) PRR9::LUC, B)
TOC1::LUC, C) CCA1::LUC, D) GI::LUC, E) LHY::LUC.
The effect of sucrose on circadian rhythms was also tested, not through using sucrose as an entraining cue but by measuring the global responses. In TOC1, the combination of high light and sucrose produced a shoulder in expression throughout the night, which is not otherwise observed (Figure 8.20B). This is significant as all previous luciferase imaging of TOC1 has been conducted under high sucrose, high light conditions which suggests that the waveforms measured are only a reflection of a specific light condition which does not represent the most common, or naturally likely, TOC1 profile. Both of the morning transcription factors, CCA1 and LHY, showed different anticipation when measured on high sucrose media. On high sucrose media CCA1 and LHY anticipate dawn sooner, irrespective of the light intensity (Figure 8.20C and 8.20F). For LHY the absence of sucrose causes a broader waveform during the light period (ZT24-36 and ZT48-60). Interestingly, the effects of sucrose and the alterations in phase of CCA1 and LHY do not have subsequent effects on the phase or patterns of expression of other clock components. GI, PRR9 and the clock output CAB2 appear not to have any significant alteration in expression profiles with different levels of sucrose (Figure 8.19 D, 8.19A and 8.19E respectively).
Figure 8.20: *A. thaliana* rhythms comparing light intensity responses on different levels of sucrose

*A. thaliana* seedlings were entrained under 12:12 white light:dark cycles ~70 μE/m² for 6 days and then transferred to red and blue light 12:12 light:dark cycles for imaging. Imaging was either under high light intensity, 60 μE/m² or low light intensity 6 μE/m² on either no sucrose media or 3% sucrose media. No sucrose low light (Closed squares), 3% sucrose low light (Closed triangles), no sucrose high light (crosses) and 3% sucrose high light (dashes) A) *PRR9::LUC*, B) *TOC1::LUC*, C) *CCA1::LUC*, D) *GI::LUC*, and E) *CAB2::LUC* and F) *LHY::LUC*. 
This could suggest that the components form a separate clock or that sucrose only affects the input pathways to the clock without this then influencing the clock network. Interestingly, the clock network is known to be affected differentially by sucrose regarding tissue specificity [23]. The profiles measured in the imaging presented here are from whole plants, but the luminescence is largely localised to the cotyledons and first leaves. As such any tissue specific information is lost and so more subtle effects will not have been identified.

8.3 Discussion

The common topology of circadian clock networks is that of interlocking loops [1]. This is believed to provide the circadian network with both flexibility and robustness to respond to entrainment signals without being oversensitive to natural variations in entraining stimuli, such as dull days or bright moonlight [308]. The identification of a plant clock network which contains a more minimal transcriptional/translational feedback loop network, in *O. tauri*, offered the possibility to test whether multiple loops are required for more complex circadian responses.

The use of light entrainment is common in circadian biology for a number of reasons. Firstly, light is considered the strongest entrainment signal to the oscillator network and so entrainment is often faster. Secondly, it is very easy to manipulate (Chapter 3) and control in the laboratory. Light pulses have been successfully used in skeleton photoperiods and in the gradual movement of dawn and dusk. However, light regimes which require pulses of less than 1.5 hours are not currently possible for *A. thaliana* due to the experimental reporters used. Luciferase imaging is the collection of light and therefore the sample has to enter darkness. For *O. tauri* cells being imaged in 96-well plates on the Topcount this takes approximately five minutes each recording, for *A. thaliana* being imaged under CCD-cameras this takes 30 minutes each image. Therefore, the experimental set-up does not permit a reliable measure for short light pulses during the
blocks of photoperiod (either day or night). However, through careful timing, the times of dawn and dusk transitions were maintained in the data presented here. Therefore, measuring responses to changing the position of dawn and dusk is both possible and reliable in both experimental designs.

Both clock networks were responsive to changes in photoperiodic conditions, and showed changes in the phase of peak times with evening transitions (Figures 8.6, 8.7, 8.13 and 8.14), as observed in [182, 168]. The *O. tauri* clock quickly changed with the evening transition, such that following the transient day the clock markers were adjusted to the new photoperiodic condition. This is partly due to the high degree of light responsiveness both CCA1 and TOC1 show (Figure 8.4 and 8.5). TOC1 protein has its peak phase locked to dusk, irrespective of its previous entrainment condition. This feature is caused through the dark-mediated degradation of TOC1 protein (Chapter 6). The circadian element of the marker is often masked by this light:dark response. However, tracking the small circadian peak, or shoulder in the waveform (Figure 8.4C and 8.5C, black arrows), a circadian response in TOC1 protein can be identified following changes in photoperiod (Figure 8.8). This circadian response is not observed in the transcriptional fusion lines, either pTOC1 or pCCA1 (Figure 8.6B and 8.6D and Figure 8.7B and 8.7D), but both lines do show elements of circadian gating as the transient responses at dawn and dusk are not of equal amplitude. CCA1 shows a very distinct pattern of circadian followed by acute light response (Figure 8.4A). Unlike its *A. thaliana* counterpart, the *O. tauri* CCA1 and pCCA1 lines show a peak which is falling by the arrival of dawn. That is CCA1 does not anticipate dawn. In *O. tauri* the dawn phased response is a transient acute light response, which raises the question as to whether the separate responses now observed through *LHY* and *CCA1* in *A. thaliana*, of *LHY* seeming to be more light responsive (Figure 8.19E) and *CCA1* more circadian (Figure 8.19C), may have once been combined into the same gene. Such observations
would need to be confirmed through measurement of mRNA as the luciferase reporter does show a delay in its response, as luciferase protein is formed [182].

The regulation of *TOC1* also shows a number of similarities between *O. tauri* and *A. thaliana* even through the overall clock responses regarding the transitions are not the same. The responses observed in *TOC1* along with the experimental data already collected for TOC1 in *A. thaliana* [11, 158] and presented in Chapter 6 for *O. tauri*, strongly suggest that TOC1 plays an important role in clock entrainment. In both organisms *TOC1* peak expression is locked to dusk (Figure 8.4D, 8.5D, 8.6D, 8.7D, 8.13B and 8.14B) and this regulation is mirrored in TOC1 protein regulation in *O. tauri* (Figure 8.4D, 8.5D, 8.6D and 8.7D). TOC1 levels and expression is also acutely sensitive to light intensity and duration such that under low light or short periods of light *TOC* expression and therefore protein is hardly observed (Figure 8.4, 8.6 and 8.14). This very low amplitude rhythm is observed to quickly regain amplitude with transfer into higher light conditions (both intensity and duration), Figure 8.13B and 8.19B [182]. Interestingly in the one-loop *O. tauri* network the very low amplitude, hardly rhythmic expression observed in *TOC1* is, arguably, not reflected in *CCA1* levels in the following day suggesting that this simple-loop is not sufficient for the photoperiodic responses observed. This is also supported through the evidence for *O. tauri* in constant light where TOC1 amplitude rapidly damps but the oscillator is capable of continuing past 96 hours in constant light. However, it would need to be confirmed that other clock markers were oscillating in the TOC1 line and observed for native TOC1 protein, before this conclusion can be firmly made. Through comparison with the *A. thaliana* TOC1 protein which is directly regulated through its interaction with the putative blue-light photoreceptor ZTL [11], it suggests that TOC1 is extremely important for the entrainment of the oscillator.
This study, in agreement with the conclusions drawn by Corelleu et al [170], indicates that the *O. tauri* clock cannot be functioning as a single one-loop feedback mechanism. The expression and protein profiles do not show an anti-phasic relationship between TOC1 and CCA1 as both components show circadian peaks in the middle of the dark period (Figure 8.4 and 8.5). The low amplitude in TOC1 with its transition to SD conditions and the absence of reciprocal regulation on pCCA1 suggests that these two components do not both directly regulate each other.

The photoperiodic analysis of the *A. thaliana* clock has highlighted a number of features. Firstly that re-entrainment from LD to SD is much faster than that of SD to LD. This observation links to the limit-cycle model that in one direction the oscillator takes longer to find a new stable limit cycle. This is also confirmed through the changes in amplitude of GI response on the transient day. Movement from LD to SD conditions shows a single day of very low amplitude response, as the oscillator finds its stable limit-cycle. Secondly, it has identified that some of the markers used to understand the circadian responses are, under more realistic photoperiodic conditions, much more closely linked to following the light responses. Two of the considered central clock components *TOC1* and *LHY* both seem to predominantly track the light conditions. This can also be observed for the *LHY* waveform following release into constant light [182]. Both *TOC1* and *LHY* have been linked with mechanisms which enable direct light control, TOC1 at the protein level [11] and LHY at the level of translation [108]. *ELF3* also tracks the light conditions and has recently been identified to be linking to the clock network via *PRR9* (Chapter 4).

The data presented in this chapter highlights that the circadian response is not simply relating to the period, amplitude and peak phase of waveforms. The whole waveform shape is often observed to change between different conditions, such as in *A. thaliana PRR9* (Figure 8.13A), *TOC1* (Figure 8.13B, 8.14B and 8.19B) and *LHY* (Figure 8.20F) and in *O. tauri* CCA1’s
different repression responses during darkness (Figure 8.4A and 8.5A). This indicates that to further understand these responses another layer of analysis would be required which measures the shape and changes in shape of the waveforms. To conduct such analysis in a rigorous and reliable fashion wave fitting software would be required, as highlighted in Chapter 7.

The analysis conducted in this chapter does indicate that the *O. tauri* clock is more responsive to photoperiodic conditions, as it switches rapidly between the photoperiodic cycles, whereas *A. thaliana* has both a rapid and a delayed response. This may suggest that the additional loops of the *A. thaliana* clock do enable more subtle responses to changing photoperiodic conditions.
Chapter 9

Discussion

The work presented in this thesis investigates the endogenous rhythms of the plant circadian clock. The effects of these rhythms are observed at all levels of plant physiology. As introduced in Chapter 1, the identified clock network is formed of interlocking transcriptional/translational feedback loops but there is also substantial evidence which suggests that metabolic and post-translational components are involved in its regulation. Whilst the canonical clock components identified appear not to be conserved across taxa the modulators and regulators of these components, the kinases and phosphatases are. This has raised the question as to whether the kinases and phosphatases have a more predominant function in circadian timing.

This thesis has taken a number of approaches to investigate the mechanism and entrainment of the circadian clock. It has combined molecular biology and mathematical modelling to enable known components which affect clock regulation to be linked with the network. The work has also developed a platform for the identification of new clock components and regulatory mechanisms. The study has utilised three model organisms, *S. cerevisiae*, *A. thaliana* and *O. tauri*.

9.1 Synthetic biology
*S. cerevisiae* provided the framework for the investigation and characterisation of photoreceptors. Photoreception is involved in the entrainment of the circadian clock [71] and through the careful characterisation of photoreceptors in yeast they can now also be used in the entrainment of a synthetic clock network in *S. cerevisiae*. An entrainable synthetic clock would provide a mechanism to test the basic principles of entrainment of circadian rhythms, including the importance of directly coupling light signalling to the clock [75]. A number of synthetic
oscillator mechanisms have already been developed, but only one of these is in eukaryotic (mammalian) cells [317]. Most of the synthetic oscillators are based on a transcriptional/translational regulation mechanism. The simplest, and first, is the Goodwin oscillator which is formed of a single gene [318]. Whilst this mechanism can produce oscillations, when models are constrained to biologically relevant parameters the oscillations rapidly damp, this is because a one gene oscillator is highly sensitive to biological noise. More robust and reliable oscillations were observed with the designing, building and characterisation of the repressilators [319], gene networks which repress each components expression, and the repressilators with a positive feedback [318]. However, amplitude, period and the proportion of the bacterial population which showed oscillations varied. Currently the most robust bacterial oscillator is the Smolen oscillator [318], due to its feedback mechanism of having a two gene network with one gene promoting its own expression and that of the other gene and the second gene repressing its own expression and that of the other gene. This network structure has strong similarities to the plant circadian network with CCA1 functioning as a repressor [42]. The only eukaryotic oscillator is the Fussenegger oscillator [317] which is formed of sense-antisense transcript regulation. Notably no oscillator has yet been developed in yeast. This is relevant as yeast is a key tool in molecular biology due to its eukaryotic nature and relatively high level of simplification. Only one synthetic oscillator has been developed to incorporate metabolism [175]. This metabolic oscillator shows temperature compensation, a quality also identified in circadian clocks [176]. Yeast cells have also been identified to contain an oscillating mechanism based on metabolism [320] and so it may be easier to use this feature for the basis of a synthetic yeast oscillator.

Not many of the oscillator networks have been synchronised through external stimuli. One of the synthetic oscillator networks has been synchronised through quorum sensing [321]. Furthermore, most of the photoreceptor uses in synthetic biology has focused on phytochromes,
due to their light-switchability [197]. Again this characterisation has largely focused on bacterial hosts and linking light regulation to biochemical processes, such as light-controlled protein degradation. A BLUF-domain protein from *Rhodobacter sphaeroides* has also been characterised for synthetic applications [322]. In mammalian cells it has been shown that the period of each cell is quite variable [314] and so synchronisation of a synthetic circadian oscillator would be essential for replication of the synchronised biological mechanism. The easiest mechanism of entrainment is through light treatment and therefore the suite of characterised photoreceptors detailed in Chapter 3 is of use to achieve this in synthetic networks.

9.2 *Arabidopsis thaliana*

Whilst it is known that the clock network entrains to light pulses the mechanism and pathways involved are unclear. EARLY FLOWERING 3 (ELF3) is part of one of the entrainment pathways and has been suggested to function as a zeitnehmer; repressing the action of light to the clock network in the evening [106]. A direct interaction with PHYB and ELF3 had been identified [80] but ELF3 also activated the expression of the light-inducible morning transcription factors *CCA1* and *LHY* [178]. Therefore, the pathway and function of ELF3 in the clock was ambiguous. Through experimentation and mathematical modelling the function of ELF3 was investigated (Chapter 4 and 5). It is proposed that ELF3 functions as a repressor to clock gene expression through its function as a modulator in the regulation of protein degradation. In particular, ELF3 associates with the promoter of *PRR9* and represses its expression, producing a double negative effect on the activation of *CCA1* and *LHY* (Chapter 4). However, this is not the only point of entry ELF3 has into the circadian mechanism as the work by Yu *et al* demonstrated [85]. ELF3 is regulated by the ubiquitin E3-ligase COP1 and both COP1 and ELF3 appeared to have a function in the regulation of GI protein stability.
This regulation was investigated through the comparison of a number of mathematical models and these support ELF3 having a central role in the regulation of GI. The model also suggests that ELF3 requires a higher rate of degradation than GI and that the peak time of GI is controlled through its interaction with ELF3 and COP1, rather than its interaction with ZTL. Interestingly, the observation that GI and COP1 do not form a dimer is supported through this analysis (Chapter 5). The model networks formed are simplifications of the biological processes. If the networks were to be developed further, rather than adding more protein species, it may be interesting to include more cellular dynamics, such as the sub-cellular localisation of the proteins. The modelling investigation strongly supports a role for ELF3 in protein degradation. This was tested experimentally through the inhibition of the 26S-proteasome with MG132. Without an active proteasome ELF3 formed a much less distinct speckle pattern within the nucleus and became more diffuse across the nuclear area (Chapter 5). This suggests that ELF3 is associating with an active proteasome when it forms the speckle structures and that this may be linked with ELF3’s biological function in protein degradation.

The protein profile obtained for ELF3 levels from confocal microscope imaging are also of interest. This technique has a lot of potential as it will enable the continual imaging of protein levels over time. The timecourse obtained for ELF3 showed that the protein levels fluctuate more around the light:dark transition than anticipated from the lower time-resolution protein blots ([80] and Chapter 5). This could be interpreted that the regulation of ELF3 protein involves a number of factors including the light:dark cycle and circadian clock. The investigation of ELF3 function re-iterated that mathematical modelling is a powerful technique in understanding biological mechanisms. The ability to compare networks has given insight into the topology required for ELF3 and GI regulation which is not yet possible at the experimental level. Furthermore, the modelling of a protein only network in the plant circadian clock is unusual but will become more important for the understanding of the inherent complexity of the
post-translational clock network. Mathematical modelling has also been employed in the study of the circadian clock to help understand the increasing complexity associated with the A. thaliana interlocking feedback loops [45, 46, 47, 48]. However, this increasing complexity is also inhibiting the understanding of the clock network as it is easy to become lost in fine detail. Therefore, a simpler clock network was utilised; that found in the unicellular alga Ostreococcus tauri.

9.3 Ostreococcus tauri

The O. tauri circadian network was identified and initially characterised as the CCA1/TOC1 feedback loop [170]. From this its ease for genetic and pharmacological manipulation has made O. tauri a particularly useful tool in the study of clock mechanisms [53]. O. tauri’s responses to pharmacological compounds, which have been verified in other species, have been tested and surprisingly, these compounds often had the same effects on the clock [53]. Further to this O. tauri could be used in the classical wedge experiments where it was shown that rhythmic transcription is not the driving force of cellular oscillations [53] and that protein degradation is essential for the maintenance of these rhythms, Chapter 6.

Using pharmacological and photoperiod manipulations it was identified that the protein degradation of one of the central clock components TOC1 is under a very low level of regulation by the clock network; its regulation is predominated by light to dark transitions (Chapter 6).

This work supports the role of a more protein and metabolic dominated clock network such as that observed in Synechococcus elongatus [66, 67, 68]. In S. elongatus one of the central clock proteins, KaiC, total abundance is not under circadian regulation but is under light:dark control. Furthermore, the circadian rhythmicity is observed through the phosphorylation of this protein, as well as protein complex formation and ATP hydrolysis [323]. Phosphorylation regulation is quite possible for TOC1 and would be interesting to test.
In the *O. tauri* circadian network, the measured components, CCA1 and TOC1, do not always appear to be anticipating entrained conditions, at either the transcriptional or translational level (Chapter 8 and [168]). In fact, the clock network is responsive to changes in light condition and the oscillator changes phase accordingly (Chapter 8). This is unusual for circadian mechanism, and not observed for a number of the components in the *A. thaliana* network (Chapter 8). However, in the *A. thaliana* network some of the component’s transcription do acutely respond to light:dark signals under photoperiodic conditions and so provides the clock network directly with light-signalling information (Chapter 8). This identifies that under photoperiodic conditions, the components measured in the two clock networks respond differently, most likely due to the different species requirements. *O. tauri* is an obligate photoautotroph whilst *A. thaliana* can survive for a period without light and requires seasonal information for the correct timing of flowering transition. It will be interesting to see if this is observed when post-translational markers are measured.

Work presented in [53] and Appendix A identifies an aspect of the circadian oscillator that is conserved from alga to mammals [140]. This is peroxiredoxin sulphonylation and strongly suggests that redox is an important mechanism for the regulation of the clock. This is supported by the effects of mitochondrial mutants on the *Neurospora* circadian clock [300]. To further investigate this, other redox-related compounds were tested and indeed, a number of them have effects on the clock network; as did the inhibition of phosphatases, histone acetylation and the photosynthetic chain (Chapter 7, Table 7.1). Together this indicates that the post-translational and cytosolic regulation of clock components is very important for the maintenance and regulation of rhythms.

One of the long-standing conceptual and practical problems relating to circadian oscillations is how the biological mechanism creates a 24 hour period. Transcription and translation of proteins could achieve this if some of the proteins were very stable, became spatially separate
from their downstream targets or went through many intermediate targets before affecting the circadian gene. That is for a transcriptional/translational loop to have a 24 hour period a mechanism of delay is required. This is reiterated by the short period oscillations observed in all transcriptional/translational synthetic oscillators built [318]. Phosphorylation in the cyanobacterial clock has been identified to occur with a ~24 hour periodicity and as a secondary modification phosphorylation is known to be kinetically tuneable, such as the rapid signalling phosphorylation (example [200]) and the long-term phosphorylation of proteins which is associated with memory [324]. In the O. tauri clock the inhibition of phosphatases significantly slowed the clock mechanism (Chapter 6), indicating that phosphorylation markers are strongly involved in the regulation of circadian period. Likewise, the inhibition of chromatin acetylation also dramatically slowed the clock [53] again suggesting this modification also has a role in controlling circadian period. Secondary modifications to the transcriptional/translational loops could be controlling clock period, and ultimately rhythmicity, in a more indirect manner than the phosphorylation of proteins.

To try and identify mechanisms which are involved in the regulation of the circadian clock in O. tauri a chemical screen of 1,600 compounds was conducted (Chapter 7). Initial analysis of this has identified a compound which targets chromatin regulation in yeast cells and potentially could be acting in the same pathway in O. tauri (Chapter 7).

Chemical screens in O. tauri have a number of features which are widely applicable. The protocol developed is semi-automated and enables the collection of quantitative data. This is not always possible with phenotype collection in plants and greatly increases the number of compounds available for screening. As a single-cell, with a thin cell wall, the compounds show effects very rapidly and at low doses. Therefore, O. tauri can be used in toxicity assays which have particular applications to the environment. Also, the effects of the pharmacological compounds in O. tauri are not complicated by cell-type specificity which is the case for multi-
cellular plant screens and for plant stem cell lines. Relating to this reduction in complexity, the subsequent characterisation and biological understanding may be easier in *O. tauri* as a compound which inhibits a specific type of enzyme in plants may be targeting a large protein family whereas in *O. tauri* the family is likely to be much smaller and therefore, theoretically, quicker to identify the target. However, the large genetic resources of *A. thaliana* will be useful in transferring this understanding to land plants. Characterisation in *A. thaliana* can then investigate cell and organ specificity as well as light signalling and environmental associated phenotypes. Linking to this the *O. tauri* cells are powerful in analysing biomolecular processes, such as the circadian clock, but not as useful for investigating processes which involve intercellular signalling, such as hormone trafficking [283]. The dose specificity, which is possible with chemical application, enables phenotypes to be identified in pathways where the genetic mutants are lethal. For the development of the chemical screen pipeline in *O. tauri* the data processing would need to become automated as this would not only enable the efficient identification of trends and hit compounds but also would remove bias in the selection of targets.

### 9.4 Circadian biology

The deduction of a network in plants which is sufficient for circadian oscillations remains a big challenge. At the time of the identification of the first clock mutants a molecular revolution was occurring which enabled the creation of transgenic organisms. With this the focus naturally became related to understanding the DNA/protein level of regulation. In plants the first clock mutants were identified through mutant screens for abnormal flowering patterns or gene expression. As such the genes identified are not only going to be related to the circadian mechanism but also to these particular outputs. Furthermore, in *A. thaliana* there is a high level of genetic redundancy where other similar proteins can assume the function of the mutated gene. Interestingly in other species these early screens identified a number of metabolic mutants, such
as the *tau* mutation in mice which is in Casein kinase II [1] and the mitochondrial and lipid synthesis mutations in *Neurospora* [300]. Through these genetic screens a large number of proteins involved in the plant clock mechanism were identified and characterised (Chapter 1). However, protein function remains largely unclear; it is still unknown, for example, how TOC1 functions or what the biochemical roles of GI or ELF4 are. From the large number of genes which have been identified to be involved with the generation of the circadian clock rhythm, linking them together to form an oscillating network has proved even more of a challenge. Currently, a three-loop model exists which incorporates post-translational regulation of TOC1 [48]. This model captures many of the experimental phenotypes (Chapter 1).

In all organisms studied the oscillator mechanism comprises of at least one negative feedback loop; however, only in *Synechococcus elongatus* has this been proven to be sufficient [66, 67, 68]. Furthermore, the sufficiency of this loop is at the level of orchestrated and controlled phosphorylation [67]. This is relevant as, in the *A. thaliana* network, total levels of transcript and more recently protein are measured to understand the circadian network. However, it may be the modifications to these proteins which are more revealing regarding circadian function. This is highlighted through the phosphorylational regulation in cyanobacteria [67] as well as the peroxiredoxin sulphonylation modification in *O. tauri* and human red blood cells [53, 140].

Certain ‘central’ components of the plant clock lack an identified biochemical mechanism (TOC1, ELF4, GI and PRR’s), with their function possibly being at the level of protein regulation and phospho-carries. This is particularly relevant to the TOC1 and the PRR’s which have homology to the bacterial his-asp phosphorelay signalling mechanisms, but the PRR’s lack the phosphor accepting aspartate site [99]. It is already known that the PRR’s become phosphorylated and this phosphorylation is important for their stability [156] but it may have another role in clock function.
The TTFL’s are still important; from the breadth and depth of data it is clear that they have a substantial role in many aspects of circadian biology and the identification of a post-translational/ cytosolic oscillator would not render the transcriptional/translational oscillator obsolete. The inter-regulation could be similar to the regulation observed in cyanobacteria where the transcriptional/translational mechanism forms a slave oscillator to the protein post-translational oscillator [323]. Without the protein post-translational oscillator the transcriptional/translational oscillator rapidly damps. However, the total levels of protein are obviously required for the post-translational oscillator. Therefore research into, splice variants [325], chromatin modification [21] and miRNA’s [111] all provide important regulatory mechanisms to the clock.

In fact the identification of a post-translational/cytosolic oscillator may simply aid the understanding of the TTFL’s as it may address some of the outstanding experimental observations. These include the resilience of TTFL to clamping expression of central genes and the lack of arrhythmia in a number of clock mutants [1]. The post-translational/cytosolic oscillator may also address some of the outstanding experimental results relating to metabolic mutants, such as the lipid mutants and the FRQ-less oscillators from N. crassa [300] as well as LIP1 and tej from A. thaliana [160, 148]. Coupling between the TTFL and post-translational/metabolic oscillator may also aid in the understanding of clock organisation. This includes the two clocks identified in the single cell of L. polyedra [131] as well as cell-specificity and co-ordination in A. thaliana [23, 130].

The identification of biochemical mechanisms involved with clock networks is increasingly suggesting that there are common processes involved in the generation of circadian rhythms. These included histone modification (CLOCK in mammals [31], JMJD5 in plants [149]), small metabolites (cAMP in mammals [173], cADPR in plants [174]), phosphorylation (BMAL in mammals [29], CCA1 in plants [10]), sulphonylation (peroxiredoxins in mammals and plants
(53, 140]) as well as the known transcription factors, detailed in Chapter 1. This evidence suggests the existence of a conserved aspect to the oscillator, originating from a common ancestor. As detailed above this conserved component appears to be more closely linked with metabolism, particularly redox, and protein regulation and will be an area of great research interest in the coming years.

Finally, understanding how the clock mechanism is entrained is important. Without this knowledge applying understanding of the clock network to practical situations is extremely hard as the phases of biological processes are guided through the entrainment of the clock. Light has a very important role in entrainment [70] but may not be exclusively acting through photoreceptor signalling mechanisms [75]. The high level of redundancy and the fact that a quadruple mutant in phyA phyB cry1 cry2 [119] and the quintet mutant in phyA phyB phyC phyD phyE [120], may suggest that other light-dependent mechanisms also link to the clock. Specifically this could be through the photosynthetic chain and redox state of plastoquinone. The relative importance of the entrainment signals, such as light, temperature and nutrients, is also an aspect which requires further investigation.

In plant circadian biology it will be important to understand how the oscillations are organised at the tissue and cell level and how they co-ordinate. Understanding this is, again, fundamental with respect to biological application. How does timing start? How is timing co-ordinated between different organs of different ages? Is this timing linked to senescence? And does the clock network remain the same in different aged tissues?

The work presented in this thesis has used a variety of techniques with the aim of adding to the understanding of the mechanism and entrainment of the plant circadian clock. As outlined above the work has added to the understanding of the function of ELF3 as well as further developed the use of O. tauri as a model organism in circadian biology. Through this, the work presented details an important role for a number of post-translational mechanisms in circadian
regulation. These post-translational mechanisms and integrating the role of metabolism to the circadian clock will be important in further understanding the clock mechanism.
Chapter 10
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Appendix A

“Circadian rhythms persist without transcription in a eukaryote”
Appendix B

“Temporal repression of Core Circadian Gens is Mediated through EARLY FLOWERING 3 in Arabidopsis”
Appendix C

“Multiple light inputs to a simple clock circuit allow complex biological rhythms”
Appendix D

“A switchable light-input, light-output system modelled and constructed in yeast”
Appendix E

Model Simulations

Network_01a

Network_01b
Figure E21: Simulations showing experimental sampling time points and continual sampling

Sampling with the same frequency as in experimental data (Chapter 5) is shown with the blue squares. Continual sampling is shown with a smooth blue line in adjacent panels.
Figure E22: Simulation showing the effects of changing trimer degradation rates in Network_01
Appendix F

“Proteasome function is required to generate a post-translational circadian rhythm”
### Appendix G

#### Chemical screen cluster analysis

<table>
<thead>
<tr>
<th>Brass ID</th>
<th>Period (H)</th>
<th>Period effects</th>
<th>Compound</th>
<th>Cluster</th>
<th>Average Period (H)</th>
<th>difference between average</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIO1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>26.6</td>
<td>L</td>
<td>AW00475</td>
<td>218</td>
<td>21.7</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>23.2</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>26.72</td>
<td>L</td>
<td>AW00480</td>
<td>218</td>
<td>21.7</td>
<td>2.2</td>
</tr>
<tr>
<td>Q</td>
<td>23.9</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y</td>
<td>30</td>
<td>L</td>
<td>BTB 00693</td>
<td>197</td>
<td>21.7</td>
<td>8.3</td>
</tr>
<tr>
<td>Y</td>
<td>23.43</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AG</td>
<td>22.83</td>
<td>L</td>
<td>BTB 01594</td>
<td>73</td>
<td>21.7</td>
<td>2.81</td>
</tr>
<tr>
<td>AG</td>
<td>24.51</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AV</td>
<td>27.05</td>
<td>L</td>
<td>BTB 05066</td>
<td>183</td>
<td>21.7</td>
<td>5.35</td>
</tr>
<tr>
<td>AV</td>
<td>23.44</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>19.18</td>
<td>S</td>
<td>BTB 08363</td>
<td>212</td>
<td>21.7</td>
<td>-2.52</td>
</tr>
<tr>
<td>BS</td>
<td>20.7</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BU</td>
<td>22.6</td>
<td>L</td>
<td>BTB 08512</td>
<td>199</td>
<td>21.7</td>
<td>0.9</td>
</tr>
<tr>
<td>BU</td>
<td>23.14</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA</td>
<td>29.22</td>
<td>L</td>
<td>BTB 10320</td>
<td>46</td>
<td>21.7</td>
<td>7.52</td>
</tr>
<tr>
<td>CA</td>
<td>24.21</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE</td>
<td>23.84</td>
<td>L</td>
<td>BTB 10705</td>
<td>26</td>
<td>21.7</td>
<td>2.1</td>
</tr>
<tr>
<td>CE</td>
<td>22.59</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIO2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>23.92</td>
<td>L</td>
<td>BTB 13588</td>
<td>243</td>
<td>21.7</td>
<td>2.22</td>
</tr>
<tr>
<td>M</td>
<td>25.35</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>3.65</td>
</tr>
<tr>
<td>AR</td>
<td>23.74</td>
<td>L</td>
<td>CD 02761</td>
<td>81</td>
<td>21.7</td>
<td>2.04</td>
</tr>
<tr>
<td>AR</td>
<td>32.49</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>10.79</td>
</tr>
<tr>
<td>CF</td>
<td>22.93</td>
<td>L</td>
<td>DP 00453</td>
<td>110</td>
<td>21.7</td>
<td>1.23</td>
</tr>
<tr>
<td>CF</td>
<td>24.99</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>3.29</td>
</tr>
<tr>
<td>CH</td>
<td>22.73</td>
<td>L</td>
<td>DP 00750</td>
<td>291</td>
<td>21.7</td>
<td>1.03</td>
</tr>
<tr>
<td>CH</td>
<td>29.47</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>7.77</td>
</tr>
<tr>
<td>CM</td>
<td>23.8</td>
<td>L</td>
<td>DP 01888</td>
<td>209</td>
<td>21.7</td>
<td>2.1</td>
</tr>
<tr>
<td>CM</td>
<td>23.7</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>BIO3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>23.37</td>
<td>L</td>
<td>FM 00281</td>
<td>87</td>
<td>21.7</td>
<td>1.67</td>
</tr>
<tr>
<td>R</td>
<td>27.6</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>5.9</td>
</tr>
<tr>
<td>AI</td>
<td>24.53</td>
<td>L</td>
<td>HAN 00332</td>
<td>71</td>
<td>21.7</td>
<td>2.83</td>
</tr>
<tr>
<td>AI</td>
<td>23.82</td>
<td>L</td>
<td></td>
<td></td>
<td></td>
<td>2.12</td>
</tr>
<tr>
<td>AQ</td>
<td>24.54</td>
<td>L</td>
<td>HTS 01021</td>
<td>172</td>
<td>21.7</td>
<td>2.84</td>
</tr>
<tr>
<td>Code</td>
<td>Value</td>
<td>Unit</td>
<td>Description</td>
<td>Code</td>
<td>Value</td>
<td>Unit</td>
</tr>
<tr>
<td>-------</td>
<td>--------</td>
<td>------</td>
<td>---------------</td>
<td>-------</td>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>AQ_.001</td>
<td>25.69</td>
<td>L</td>
<td></td>
<td>AS_.001</td>
<td>23.81</td>
<td>L</td>
</tr>
<tr>
<td>AS_.001</td>
<td>34.93</td>
<td>L</td>
<td></td>
<td>AU_.001</td>
<td>23.01</td>
<td>L</td>
</tr>
<tr>
<td>AU_.001</td>
<td>27.9</td>
<td>L</td>
<td></td>
<td>AZ_.001</td>
<td>24.44</td>
<td>L</td>
</tr>
<tr>
<td>AZ_.001</td>
<td>23.93</td>
<td>L</td>
<td></td>
<td>BA_.001</td>
<td>23.95</td>
<td>L</td>
</tr>
<tr>
<td>BA_.001</td>
<td>27.77</td>
<td>L</td>
<td></td>
<td>BG_.001</td>
<td>24.39</td>
<td>L</td>
</tr>
<tr>
<td>BG_.001</td>
<td>25.53</td>
<td>L</td>
<td></td>
<td>BJ_.001</td>
<td>24.2</td>
<td>L</td>
</tr>
<tr>
<td>BJ_.001</td>
<td>28.51</td>
<td>L</td>
<td></td>
<td>BY_.001</td>
<td>22.99</td>
<td>L</td>
</tr>
<tr>
<td>BY_.001</td>
<td>29.68</td>
<td>L</td>
<td></td>
<td>CA_.001</td>
<td>22.23</td>
<td>L</td>
</tr>
<tr>
<td>CA_.001</td>
<td>21.47</td>
<td></td>
<td></td>
<td>CG_.001</td>
<td>22.59</td>
<td>L</td>
</tr>
<tr>
<td>CG_.001</td>
<td>29.21</td>
<td>L</td>
<td></td>
<td>BIO4</td>
<td>M_.001</td>
<td>23.51</td>
</tr>
<tr>
<td>M_.001</td>
<td>25.13</td>
<td>L</td>
<td></td>
<td>P_.001</td>
<td>23.2</td>
<td>L</td>
</tr>
<tr>
<td>P_.001</td>
<td>27.61</td>
<td>L</td>
<td></td>
<td>AA_.001</td>
<td>23.59</td>
<td>L</td>
</tr>
<tr>
<td>AA_.001</td>
<td>25.27</td>
<td>L</td>
<td></td>
<td>AC_.001</td>
<td>22.37</td>
<td>L</td>
</tr>
<tr>
<td>AC_.001</td>
<td>23.92</td>
<td>L</td>
<td></td>
<td>AS_.001</td>
<td>22.97</td>
<td>L</td>
</tr>
<tr>
<td>AS_.001</td>
<td>25.55</td>
<td>L</td>
<td></td>
<td>AU_.001</td>
<td>23.24</td>
<td>L</td>
</tr>
<tr>
<td>AU_.001</td>
<td>25.36</td>
<td>L</td>
<td></td>
<td>BW_.001</td>
<td>23.86</td>
<td>L</td>
</tr>
<tr>
<td>BW_.001</td>
<td>25.02</td>
<td>L</td>
<td></td>
<td>BY_.001</td>
<td>23.97</td>
<td>L</td>
</tr>
<tr>
<td>BY_.001</td>
<td>29.35</td>
<td>L</td>
<td></td>
<td>CG_.001</td>
<td>23.42</td>
<td>L</td>
</tr>
<tr>
<td>CG_.001</td>
<td>28.65</td>
<td>L</td>
<td></td>
<td>BIO6</td>
<td>R_.001</td>
<td>20.95</td>
</tr>
<tr>
<td>R_.001</td>
<td>20.39</td>
<td>S</td>
<td></td>
<td>U_.001</td>
<td>26.42</td>
<td>L</td>
</tr>
<tr>
<td>U_.001</td>
<td>23.62</td>
<td>L</td>
<td></td>
<td>AC_.001</td>
<td>26.75</td>
<td>L</td>
</tr>
<tr>
<td>AC_.001</td>
<td>22.81</td>
<td>L</td>
<td></td>
<td>AF_.001</td>
<td>26.83</td>
<td>L</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AF</td>
<td>24.19</td>
<td>L</td>
<td></td>
<td>2.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AN</td>
<td>24.57</td>
<td>L</td>
<td>RF 05472</td>
<td>104</td>
<td>2.87</td>
<td></td>
</tr>
<tr>
<td>AN</td>
<td>24.06</td>
<td>L</td>
<td></td>
<td>2.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>26.97</td>
<td>L</td>
<td>RH 00590</td>
<td>178</td>
<td>5.27</td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>22.57</td>
<td>L</td>
<td></td>
<td>0.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BD</td>
<td>22.58</td>
<td>L</td>
<td>RH 01646</td>
<td>311</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>BD</td>
<td>24.12</td>
<td>L</td>
<td></td>
<td>2.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BE</td>
<td>22.63</td>
<td>L</td>
<td>RH 01669</td>
<td>201</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>BE</td>
<td>22.53</td>
<td>L</td>
<td></td>
<td>0.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BF</td>
<td>26.74</td>
<td>L</td>
<td>RH 01676</td>
<td>173</td>
<td>5.04</td>
<td></td>
</tr>
<tr>
<td>BF</td>
<td>24.41</td>
<td>L</td>
<td></td>
<td>2.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BL</td>
<td>26.56</td>
<td>L</td>
<td>RH02128</td>
<td>45</td>
<td>4.86</td>
<td></td>
</tr>
<tr>
<td>BL</td>
<td>23.07</td>
<td>L</td>
<td></td>
<td>1.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BN</td>
<td>18.85</td>
<td>S</td>
<td>RJC 00155</td>
<td>221</td>
<td>-2.85</td>
<td></td>
</tr>
<tr>
<td>BN</td>
<td>20.54</td>
<td>S</td>
<td></td>
<td>-1.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>28.86</td>
<td>L</td>
<td>RJC 00588</td>
<td>8</td>
<td>7.16</td>
<td></td>
</tr>
<tr>
<td>BS</td>
<td>22.8</td>
<td>L</td>
<td></td>
<td>1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BT</td>
<td>26.83</td>
<td>L</td>
<td>RJC 00807</td>
<td>130</td>
<td>5.13</td>
<td></td>
</tr>
<tr>
<td>BT</td>
<td>23.86</td>
<td>L</td>
<td></td>
<td>2.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BV</td>
<td>20.78</td>
<td>L</td>
<td></td>
<td>-0.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BV</td>
<td>21.06</td>
<td>L</td>
<td></td>
<td>-0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BW</td>
<td>23.63</td>
<td>L</td>
<td>RJC 01539</td>
<td>157</td>
<td>1.93</td>
<td></td>
</tr>
<tr>
<td>BW</td>
<td>22.04</td>
<td>L</td>
<td></td>
<td>0.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BX</td>
<td>22.91</td>
<td>L</td>
<td>RJC 01734</td>
<td>54</td>
<td>1.21</td>
<td></td>
</tr>
<tr>
<td>BX</td>
<td>22.51</td>
<td>L</td>
<td></td>
<td>0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CD</td>
<td>26</td>
<td>L</td>
<td>RJC 03423</td>
<td>191</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>CD</td>
<td>23.87</td>
<td>L</td>
<td></td>
<td>2.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CF</td>
<td>22.7</td>
<td>L</td>
<td>RJC 03734</td>
<td>221</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CF</td>
<td>22.24</td>
<td>L</td>
<td></td>
<td>0.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG</td>
<td>22.56</td>
<td>L</td>
<td>RJC 04020</td>
<td>202</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>CG</td>
<td>24.03</td>
<td>L</td>
<td></td>
<td>2.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI</td>
<td>23.08</td>
<td>L</td>
<td>RJC 04107</td>
<td>55</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>CI</td>
<td>24.28</td>
<td>L</td>
<td></td>
<td>2.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CK</td>
<td>23.07</td>
<td>L</td>
<td>RJF 00101</td>
<td>31</td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>CK</td>
<td>22.06</td>
<td>L</td>
<td></td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL</td>
<td>23.21</td>
<td>L</td>
<td>RJF 00177</td>
<td>300</td>
<td>1.51</td>
<td></td>
</tr>
<tr>
<td>CL</td>
<td>23.34</td>
<td>L</td>
<td></td>
<td>1.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN</td>
<td>22.21</td>
<td>L</td>
<td>RFJ 00692</td>
<td>212</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>CN</td>
<td>22.33</td>
<td>L</td>
<td></td>
<td>0.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIO7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AD</td>
<td>25.75</td>
<td>L</td>
<td>S 03463</td>
<td>288</td>
<td>4.05</td>
<td></td>
</tr>
<tr>
<td>AD</td>
<td>28.51</td>
<td>L</td>
<td></td>
<td>6.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>24.77</td>
<td>L</td>
<td>S 04777</td>
<td>73</td>
<td>3.07</td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>22.56</td>
<td>L</td>
<td></td>
<td>0.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AO</td>
<td>24.79</td>
<td>L</td>
<td>S 07044</td>
<td>300</td>
<td>3.09</td>
<td></td>
</tr>
<tr>
<td>AO</td>
<td>23.46</td>
<td>L</td>
<td></td>
<td>1.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>AY_.001</td>
<td>27.08</td>
<td>L</td>
<td>S11644</td>
<td>300</td>
<td>5.38</td>
<td></td>
</tr>
<tr>
<td>AY_.001</td>
<td>23.84</td>
<td>L</td>
<td></td>
<td></td>
<td>2.14</td>
<td></td>
</tr>
<tr>
<td>BA_.001</td>
<td>24.43</td>
<td>L</td>
<td>S11729</td>
<td>282</td>
<td>2.73</td>
<td></td>
</tr>
<tr>
<td>BA_.001</td>
<td>23.51</td>
<td>L</td>
<td></td>
<td></td>
<td>1.81</td>
<td></td>
</tr>
<tr>
<td>BF_.001</td>
<td>26.49</td>
<td>L</td>
<td>S13644</td>
<td>243</td>
<td>4.79</td>
<td></td>
</tr>
<tr>
<td>BF_.001</td>
<td>23.6</td>
<td>L</td>
<td></td>
<td></td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>BN_.001</td>
<td>23.01</td>
<td>L</td>
<td>S15517</td>
<td>143</td>
<td>1.31</td>
<td></td>
</tr>
<tr>
<td>BN_.001</td>
<td>23.28</td>
<td>L</td>
<td></td>
<td></td>
<td>1.58</td>
<td></td>
</tr>
<tr>
<td>BV_.001</td>
<td>24.13</td>
<td>L</td>
<td>SEW 01297</td>
<td>252</td>
<td>2.43</td>
<td></td>
</tr>
<tr>
<td>BV_.001</td>
<td>24.51</td>
<td>L</td>
<td></td>
<td></td>
<td>2.81</td>
<td></td>
</tr>
<tr>
<td>BW_.001</td>
<td>26.53</td>
<td>L</td>
<td>SEW 01395</td>
<td>128</td>
<td>4.83</td>
<td></td>
</tr>
<tr>
<td>BW_.001</td>
<td>23.23</td>
<td>L</td>
<td></td>
<td></td>
<td>1.53</td>
<td></td>
</tr>
<tr>
<td>BX_.001</td>
<td>26.06</td>
<td>L</td>
<td>SEW 01771</td>
<td>212</td>
<td>4.36</td>
<td></td>
</tr>
<tr>
<td>BX_.001</td>
<td>22.8</td>
<td>L</td>
<td></td>
<td></td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>CA_.001</td>
<td>27.14</td>
<td>L</td>
<td>SEW02447</td>
<td>82</td>
<td>5.44</td>
<td></td>
</tr>
<tr>
<td>CA_.001</td>
<td>23.3</td>
<td>L</td>
<td></td>
<td></td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>CC_.001</td>
<td>25.09</td>
<td>L</td>
<td>SEW 02609</td>
<td>138</td>
<td>3.39</td>
<td></td>
</tr>
<tr>
<td>CC_.001</td>
<td>23.59</td>
<td>L</td>
<td></td>
<td></td>
<td>1.89</td>
<td></td>
</tr>
<tr>
<td>CE_.001</td>
<td>24.92</td>
<td>L</td>
<td>SEW 02680</td>
<td>279</td>
<td>3.22</td>
<td></td>
</tr>
<tr>
<td>CE_.001</td>
<td>22.7</td>
<td>L</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>CF_.001</td>
<td>24.22</td>
<td>L</td>
<td></td>
<td></td>
<td>2.52</td>
<td></td>
</tr>
<tr>
<td>CF_.001</td>
<td>21.86</td>
<td>L</td>
<td></td>
<td></td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>CM_.001</td>
<td>27.47</td>
<td>L</td>
<td>SEW 03247</td>
<td>186</td>
<td>5.77</td>
<td></td>
</tr>
<tr>
<td>CM_.001</td>
<td>23.63</td>
<td>L</td>
<td></td>
<td></td>
<td>1.93</td>
<td></td>
</tr>
<tr>
<td>BIO8</td>
<td>Q_.001</td>
<td>19.99</td>
<td>S</td>
<td>SEW 04443</td>
<td>205</td>
<td>-1.71</td>
</tr>
<tr>
<td>Q_.001</td>
<td>19.2</td>
<td>S</td>
<td></td>
<td></td>
<td>-2.5</td>
<td></td>
</tr>
<tr>
<td>V_.001</td>
<td>19.86</td>
<td>S</td>
<td>SEW 05288</td>
<td>138</td>
<td>-1.84</td>
<td></td>
</tr>
<tr>
<td>V_.001</td>
<td>17.04</td>
<td>S</td>
<td></td>
<td></td>
<td>-4.66</td>
<td></td>
</tr>
<tr>
<td>AU_.001</td>
<td>26.96</td>
<td>L</td>
<td>SJC 00146</td>
<td>73</td>
<td>5.26</td>
<td></td>
</tr>
<tr>
<td>AU_.001</td>
<td>23.5</td>
<td>L</td>
<td></td>
<td></td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>AX_.001</td>
<td>23.82</td>
<td>L</td>
<td>SJC 00209</td>
<td>154</td>
<td>2.12</td>
<td></td>
</tr>
<tr>
<td>AX_.001</td>
<td>24.09</td>
<td>L</td>
<td></td>
<td></td>
<td>2.39</td>
<td></td>
</tr>
<tr>
<td>AY_.001</td>
<td>24.57</td>
<td>L</td>
<td>SJC 00210</td>
<td>154</td>
<td>2.87</td>
<td></td>
</tr>
<tr>
<td>AY_.001</td>
<td>23.67</td>
<td>L</td>
<td></td>
<td></td>
<td>1.97</td>
<td></td>
</tr>
<tr>
<td>BJ_.001</td>
<td>26.88</td>
<td>L</td>
<td>SP 01325</td>
<td>270</td>
<td>5.18</td>
<td></td>
</tr>
<tr>
<td>BJ_.001</td>
<td>22.34</td>
<td>L</td>
<td></td>
<td></td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>BP_.001</td>
<td>19.86</td>
<td>S</td>
<td>SPB 00414</td>
<td>230</td>
<td>-1.84</td>
<td></td>
</tr>
<tr>
<td>BP_.001</td>
<td>19.83</td>
<td>S</td>
<td></td>
<td></td>
<td>-1.87</td>
<td></td>
</tr>
<tr>
<td>BQ_.001</td>
<td>22.44</td>
<td>L</td>
<td>SPB 00429</td>
<td>230</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>BQ_.001</td>
<td>23.03</td>
<td>L</td>
<td></td>
<td></td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td>BS_.001</td>
<td>18.47</td>
<td>S</td>
<td>SPB 00506</td>
<td>182</td>
<td>-3.23</td>
<td></td>
</tr>
<tr>
<td>BS_.001</td>
<td>20.91</td>
<td>S</td>
<td></td>
<td></td>
<td>-0.79</td>
<td></td>
</tr>
<tr>
<td>BW_.001</td>
<td>26.37</td>
<td></td>
<td></td>
<td></td>
<td>4.67</td>
<td></td>
</tr>
<tr>
<td>BW_.001</td>
<td>21.98</td>
<td></td>
<td></td>
<td></td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>BZ_.001</td>
<td>26.5</td>
<td>L</td>
<td>SPB 01018</td>
<td>172</td>
<td>4.8</td>
<td></td>
</tr>
<tr>
<td>BZ_.001</td>
<td>23.22</td>
<td>L</td>
<td></td>
<td></td>
<td>1.52</td>
<td></td>
</tr>
<tr>
<td>CA_.001</td>
<td>26.9</td>
<td></td>
<td></td>
<td></td>
<td>5.2</td>
<td></td>
</tr>
<tr>
<td>CA_.001</td>
<td>22.16</td>
<td></td>
<td></td>
<td></td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>CD_.001</td>
<td>23.26</td>
<td>L</td>
<td>SPB 02109</td>
<td>213</td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td>CD_.001</td>
<td>22.74</td>
<td>L</td>
<td></td>
<td></td>
<td>1.04</td>
<td></td>
</tr>
<tr>
<td>CE_.001</td>
<td>26.95</td>
<td>L</td>
<td>SPB 02129</td>
<td>185</td>
<td>5.25</td>
<td></td>
</tr>
<tr>
<td>CE_.001</td>
<td>23.07</td>
<td>L</td>
<td></td>
<td></td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>CI_.001</td>
<td>28.44</td>
<td>L</td>
<td>SPB 02722</td>
<td>276</td>
<td>6.74</td>
<td></td>
</tr>
<tr>
<td>CI_.001</td>
<td>22.21</td>
<td>L</td>
<td></td>
<td></td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>BIO9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R_.001</td>
<td>26.64</td>
<td>L</td>
<td>SPB03924</td>
<td>304</td>
<td>4.94</td>
<td></td>
</tr>
<tr>
<td>R_.001</td>
<td>23.06</td>
<td>L</td>
<td></td>
<td></td>
<td>1.36</td>
<td></td>
</tr>
<tr>
<td>S_.001</td>
<td>23.87</td>
<td>L</td>
<td>SPB 04439</td>
<td>163</td>
<td>2.17</td>
<td></td>
</tr>
<tr>
<td>S_.001</td>
<td>23.14</td>
<td>L</td>
<td></td>
<td></td>
<td>1.44</td>
<td></td>
</tr>
<tr>
<td>U_.001</td>
<td>26.83</td>
<td>L</td>
<td>SPB 05487</td>
<td>210</td>
<td>5.13</td>
<td></td>
</tr>
<tr>
<td>U_.001</td>
<td>22.95</td>
<td>L</td>
<td></td>
<td></td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>AX_.001</td>
<td>27.23</td>
<td>L</td>
<td>XAX 00043</td>
<td>261</td>
<td>5.53</td>
<td></td>
</tr>
<tr>
<td>AX_.001</td>
<td>23.13</td>
<td>L</td>
<td></td>
<td></td>
<td>1.43</td>
<td></td>
</tr>
<tr>
<td>BA_.001</td>
<td>26.67</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>4.97</td>
<td></td>
</tr>
<tr>
<td>BA_.001</td>
<td>23.27</td>
<td>L</td>
<td></td>
<td></td>
<td>1.57</td>
<td></td>
</tr>
<tr>
<td>BC_.001</td>
<td>22.85</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>1.15</td>
<td></td>
</tr>
<tr>
<td>BC_.001</td>
<td>22.97</td>
<td>L</td>
<td></td>
<td></td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>BD_.001</td>
<td>27.22</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>5.52</td>
<td></td>
</tr>
<tr>
<td>BD_.001</td>
<td>23</td>
<td>L</td>
<td></td>
<td></td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>BF_.001</td>
<td>24.42</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>2.72</td>
<td></td>
</tr>
<tr>
<td>BF_.001</td>
<td>23.64</td>
<td>L</td>
<td></td>
<td></td>
<td>1.94</td>
<td></td>
</tr>
<tr>
<td>BG_.001</td>
<td>26.73</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>5.03</td>
<td></td>
</tr>
<tr>
<td>BG_.001</td>
<td>23.26</td>
<td>L</td>
<td></td>
<td></td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td>BI_.001</td>
<td>22.43</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>BI_.001</td>
<td>23.13</td>
<td>L</td>
<td></td>
<td></td>
<td>1.43</td>
<td></td>
</tr>
<tr>
<td>BM_.001</td>
<td>27.03</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>5.33</td>
<td></td>
</tr>
<tr>
<td>BM_.001</td>
<td>23.55</td>
<td>L</td>
<td></td>
<td></td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td>BN_.001</td>
<td>26.8</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>5.1</td>
<td></td>
</tr>
<tr>
<td>BN_.001</td>
<td>23.12</td>
<td>L</td>
<td></td>
<td></td>
<td>1.42</td>
<td></td>
</tr>
<tr>
<td>BO_.001</td>
<td>25.23</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>3.53</td>
<td></td>
</tr>
<tr>
<td>BO_.001</td>
<td>23.82</td>
<td>L</td>
<td></td>
<td></td>
<td>2.12</td>
<td></td>
</tr>
<tr>
<td>BP_.001</td>
<td>22.86</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>1.16</td>
<td></td>
</tr>
<tr>
<td>BP_.001</td>
<td>23.46</td>
<td>L</td>
<td></td>
<td></td>
<td>1.76</td>
<td></td>
</tr>
<tr>
<td>BQ_.001</td>
<td>22.19</td>
<td>L</td>
<td>NF</td>
<td></td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>BQ_.001</td>
<td>23.08</td>
<td>L</td>
<td></td>
<td></td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>Code</td>
<td>Value 1</td>
<td>Value 2</td>
<td>Value 3</td>
<td>Value 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BR_.001</td>
<td>28.71</td>
<td>L</td>
<td>NF</td>
<td>7.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BR_.001</td>
<td>22.8</td>
<td>L</td>
<td></td>
<td>1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BV_.001</td>
<td>27.35</td>
<td>L</td>
<td>NF</td>
<td>5.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BV_.001</td>
<td>22.92</td>
<td>L</td>
<td></td>
<td>1.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BX_.001</td>
<td>24.3</td>
<td>L</td>
<td>NF</td>
<td>2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BX_.001</td>
<td>22.21</td>
<td>L</td>
<td></td>
<td>0.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE_.001</td>
<td>33.65</td>
<td>L</td>
<td>NF</td>
<td>11.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE_.001</td>
<td>22.26</td>
<td>L</td>
<td></td>
<td>0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CF_.001</td>
<td>24.42</td>
<td></td>
<td></td>
<td>2.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CF_.001</td>
<td>21.68</td>
<td></td>
<td></td>
<td>-0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG_.001</td>
<td>28.44</td>
<td>L</td>
<td>NF</td>
<td>6.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG_.001</td>
<td>24.01</td>
<td>L</td>
<td></td>
<td>2.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI_.001</td>
<td>26.61</td>
<td></td>
<td></td>
<td>4.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI_.001</td>
<td>21.93</td>
<td></td>
<td></td>
<td>0.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CJ_.001</td>
<td>26.65</td>
<td>L</td>
<td>NF</td>
<td>4.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CJ_.001</td>
<td>22.67</td>
<td>L</td>
<td></td>
<td>0.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL_.001</td>
<td>26.77</td>
<td>L</td>
<td>NF</td>
<td>5.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL_.001</td>
<td>22.64</td>
<td>L</td>
<td></td>
<td>0.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CM_.001</td>
<td>24.6</td>
<td>L</td>
<td>NF</td>
<td>2.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CM_.001</td>
<td>22.38</td>
<td>L</td>
<td></td>
<td>0.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CYTO1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S_.001</td>
<td>27.11</td>
<td>L</td>
<td>AW 00837</td>
<td>135</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S_.001</td>
<td>25.06</td>
<td>L</td>
<td></td>
<td>3.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AL_.001</td>
<td>27.16</td>
<td>L</td>
<td>BTB 02164</td>
<td>301</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AL_.001</td>
<td>22.86</td>
<td>L</td>
<td></td>
<td>1.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BO_.001</td>
<td>26.78</td>
<td>L</td>
<td>BTB 05131</td>
<td>271</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BO_.001</td>
<td>23.24</td>
<td>L</td>
<td></td>
<td>1.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BW_.001</td>
<td>27.11</td>
<td>L</td>
<td>BTB 05417</td>
<td>182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BW_.001</td>
<td>23.81</td>
<td>L</td>
<td></td>
<td>5.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BX_.001</td>
<td>26.89</td>
<td>L</td>
<td>BTB 05434</td>
<td>182</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BX_.001</td>
<td>23.03</td>
<td>L</td>
<td></td>
<td>5.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI_.001</td>
<td>24.3</td>
<td>L</td>
<td>BTB 06671</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI_.001</td>
<td>23.75</td>
<td>L</td>
<td></td>
<td>2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CK_.001</td>
<td>22.89</td>
<td>L</td>
<td>BTB 06877</td>
<td>299</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CK_.001</td>
<td>25.14</td>
<td>L</td>
<td></td>
<td>3.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL_.001</td>
<td>26.52</td>
<td>L</td>
<td>BTB 06908</td>
<td>237</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL_.001</td>
<td>24.23</td>
<td>L</td>
<td></td>
<td>4.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CYTO2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N_.001</td>
<td>26.55</td>
<td>L</td>
<td>BTB 07256</td>
<td>304</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N_.001</td>
<td>22.29</td>
<td>L</td>
<td></td>
<td>4.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R_.001</td>
<td>26.98</td>
<td>L</td>
<td>BTB 08347</td>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R_.001</td>
<td>22.86</td>
<td>L</td>
<td></td>
<td>5.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S_.001</td>
<td>27.11</td>
<td>L</td>
<td>BTB 08378</td>
<td>157</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S_.001</td>
<td>22.83</td>
<td>L</td>
<td></td>
<td>1.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y_.001</td>
<td>27.32</td>
<td>L</td>
<td>BTB 10696</td>
<td>238</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y_.001</td>
<td>23.79</td>
<td>L</td>
<td></td>
<td>5.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plate</td>
<td>Well</td>
<td>Average period (Hrs)</td>
<td>Compound</td>
<td>Cluster</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>---------------------</td>
<td>----------</td>
<td>---------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bio1</td>
<td>P</td>
<td>24.95</td>
<td>AW00475</td>
<td>218</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bio1</td>
<td>Q</td>
<td>25.31</td>
<td>AW00480</td>
<td>218</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bio6</td>
<td>AF</td>
<td>25.51</td>
<td>RF 03487</td>
<td>300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bio6</td>
<td>CL</td>
<td>23.3</td>
<td>RJF 00177</td>
<td>300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bio7</td>
<td>AO</td>
<td>24.11</td>
<td>S07044</td>
<td>300</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bio7</td>
<td>AY</td>
<td>25.46</td>
<td>S11644</td>
<td>300</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table G3: Compound identities which showed period effects Bio1- Cyto2

Compound identities from Chemical database (M. Tyers group) where NF indicates not found. L=long period and S=short period.
<table>
<thead>
<tr>
<th>Plate</th>
<th>Well</th>
<th>Average period (Hrs)</th>
<th>Compound</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bio6</td>
<td>L</td>
<td>25</td>
<td>RJC 03423</td>
<td>191</td>
</tr>
<tr>
<td>Cyto2</td>
<td>BW</td>
<td>25.7</td>
<td>CD 03380</td>
<td>191</td>
</tr>
<tr>
<td>Bio7</td>
<td>BF</td>
<td>25</td>
<td>S 13644</td>
<td>243</td>
</tr>
<tr>
<td>Bio2</td>
<td>M</td>
<td>24.6</td>
<td>BTB 13588</td>
<td>243</td>
</tr>
<tr>
<td>Bio8</td>
<td>AX</td>
<td>24</td>
<td>SJC 00209</td>
<td>154</td>
</tr>
<tr>
<td>Bio8</td>
<td>AY</td>
<td>24.12</td>
<td>SJC 00210</td>
<td>154</td>
</tr>
<tr>
<td>Bio8</td>
<td>BJ</td>
<td>24.61</td>
<td>SP 01325</td>
<td>270</td>
</tr>
<tr>
<td>Bio3</td>
<td>BA</td>
<td>25.86</td>
<td>HTS 02290</td>
<td>270</td>
</tr>
<tr>
<td>Bio9</td>
<td>AX</td>
<td>25.18</td>
<td>XAX 00043</td>
<td>261</td>
</tr>
<tr>
<td>Bio3</td>
<td>BG</td>
<td>25</td>
<td>HTS 03642</td>
<td>261</td>
</tr>
<tr>
<td>Bio3</td>
<td>BY</td>
<td>26.4</td>
<td>HTS 03658</td>
<td>261</td>
</tr>
<tr>
<td>Bio4</td>
<td>BY</td>
<td>26.6</td>
<td>KM 04177</td>
<td>261</td>
</tr>
<tr>
<td>Cyto1</td>
<td>AL</td>
<td>25.01</td>
<td>BTB 02164</td>
<td>301</td>
</tr>
<tr>
<td>Cyto2</td>
<td>CL</td>
<td>25.2</td>
<td>CD 05196</td>
<td>301</td>
</tr>
<tr>
<td>Bio2</td>
<td>CH</td>
<td>26.1</td>
<td>DP 00750</td>
<td>291</td>
</tr>
<tr>
<td>Bio4</td>
<td>BW</td>
<td>24.4</td>
<td>KM 04031</td>
<td>291</td>
</tr>
<tr>
<td>Bio8</td>
<td>BZ</td>
<td>24.9</td>
<td>SPB 01018</td>
<td>172</td>
</tr>
<tr>
<td>Bio3</td>
<td>AQ</td>
<td>25</td>
<td>HTS01021</td>
<td>172</td>
</tr>
</tbody>
</table>

Table G4: Selected clusters from Bio1-Cyto 2 analysis