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Abstract

Part I discusses the problem of determining the set of intersection points, with corresponding multiplicities, of two algebraic plane curves. We derive an algorithm based on the Euclidean Algorithm for polynomials and show how to use it to find the intersection points of two given curves. We also show that an easy proof of Bézout’s Theorem follows. We then discuss how, for curves with rational coefficients, this algorithm can be modified to find the intersection points with coordinates expressed in terms of algebraic extensions of the rational numbers.

Part II deals with the problem of determining the (monic) integer transfinite diameter of a given real interval. We show how this problem relates to the problem of determining the structure of the spectrum of normalised leading coefficients of polynomials with integer coefficients and all roots in the given interval. We then find dense regions of this spectrum for a number of intervals and discuss algorithms for finding discrete subsets of the spectrum for the interval [0, 1]. This leads to an improvement in the known upper bound for the integer transfinite diameter. Finally, we discuss the connection between the infimum of the spectrum and the monic integer transfinite diameter.
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[α]  
Galois Orbit of α

\(\mathbb{A}^n\)  
Affine n-space over the field \(K\)

\(\partial p, \partial_{x_i} p\)  
Degree (in \(x_i\)) of \(p \in K[x_1, \ldots, x_n]\)

\(\Gamma\)  
Vandermonde Matrix in \(\gamma\)

\(\langle f_1, \ldots, f_n \rangle\)  
Ideal generated by \(f_1, \ldots, f_n\)

\(a \cdot b\)  
Intersection cycle of \(a\) and \(b\)

\(i_P(f, g)\)  
Intersection multiplicity of \(f, g\) at \(P\)

\(\overline{K}\)  
Algebraic closure of \(K\)

\(K[x_1, \ldots, x_n]\)  
Polynomial ring in \(x_1, \ldots, x_n\) over \(K\)

\(\langle \text{lt}(I) \rangle\)  
Ideal generated by the leading coefficients of elements of the polynomial ideal \(I\)

\(\text{lt}(f)\)  
Leading term of \(f\)

\(M_n\)  
Set of monomials \(x^\alpha\)

\(\mathbb{P}^2\)  
Projective n-space over the field \(K\)

\(\text{Res}_{x_i}(f, g)\)  
Resultant of \(f, g\) in \(x_i\)

\(R_P, I_P\)  
Localisation of \(R, I\) at \(P\)

\(\text{Syl}_{x_i}(f, g)\)  
Sylvester Matrix of \(f, g\) in \(x_i\)

\(V(p_1, \ldots, p_n), V(I)\)  
(Affine) variety generated by \(p_1, \ldots, p_n\) / of the ideal \(I\)

Part II

\(\Delta_n(E), \Delta(E)\)  
\((n^{th})\) Fekete constant of \(E \subset \mathbb{C}\)

\(K(x)\)  
Field of rational functions with coefficients in \(K\)

\(K_n[x], K^*_n[x]\)  
Set of (monic) polynomials with coefficients in \(K\) and of degree \(n\)
Contents

$K_n(I), K^*_n(I)$ Set of (monic) polynomials of degree $n$ with coefficients in $K$ and all roots in $I$

$\mu_n(E), \mu(E)$ ($n^{th}$) Chebyshev constant of $E$

$\tilde{\mu}_n(E), \tilde{\mu}(E)$ ($n^{th}$) Chebyshev constant of $E$, taken over polynomials in $C^*(E)$

$R(I)$ Set of relations on the interval $I$

$\|p\|_I$ Supremum norm of $p$ on $I$

$\mathcal{S}_I$ Spectrum (of normalised leading coefficients) for $I$

$T_n(x), T^*_n(x), T^\#_n(x)$ $n^{th}$ Chebyshev polynomial (for $[-1,1], [-2,2], [a,b]$ respectively)

$t(I)$ Transfinite diameter of $I$

$t_M(I)$ Monic integer transfinite diameter

$t_Z(I)$ Integer transfinite diameter
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Intersection of Algebraic Plane Curves and Bézout’s Theorem
Chapter 1

Introduction

1.1 The Intersection Problem

In basic linear algebra, we learn how to solve simple intersection problems. We might be confronted with finding the intersection points of two lines in the affine plane $\mathbb{A}K^2$ over some field $K$, defined by equations

$$a_1 x + a_2 y = a_3$$
$$b_1 x + b_2 y = b_3,$$

with $a_i, b_i \in K, 1 \leq i \leq 3$.

The solution to this problem is completely determined by the value of the determinant of the system

$$\begin{vmatrix} a_1 & a_2 \\ b_1 & b_2 \end{vmatrix} = a_1 b_2 - a_2 b_1.$$ 

If the determinant is 0, the system either has infinitely many solutions (if the lines coincide) or no solutions (if the lines are parallel). If the determinant is nonzero, there exists a unique solution in the affine plane, which can be obtained using Cramer’s Rule, for example.

Aside from generalising this to more variables – something that is covered in any basic linear algebra course – one can generalise this problem by increasing the degree of the polynomials involved. While we were trying to find the intersection
points of two given lines above, we might be interested in finding the intersection points of a given pair of bivariate polynomials \( p_1(x, y), p_2(x, y) \in K[x, y] \). Even for quadratics, the solution is not nearly as clear as for lines – even attempting to find a generic formula for the number of intersection points appears to be impossible: a pair of circles may intersect in a single point or two points, or may not intersect at all, while an ellipse and a hyperbola might intersect in four points.

The problem has a well-known solution if one of the polynomials involved is a line. If we are asked to find the intersection points of

\[
a_1x + a_2y = c
\]

\[
p(x, y) = 0
\]

we can simply eliminate one of the variables using the linear equation to obtain a univariate polynomial \( q(x) = p\left(x, \frac{c-a_1x}{a_2}\right) \), of which we need to find the roots. The Fundamental Theorem of Algebra further tells us that, provided \( K \) is algebraically closed and \( p \) of degree \( \partial p \), we can expect \( \partial p \) roots (counting multiple roots), yielding exactly \( \partial p \) intersection points. Using this, we may further find the intersection points of certain classes of polynomials: using the Fundamental Theorem of Algebra once again, we may write any univariate polynomial as a product of linear factors. Thus, if we are given the problem of intersecting

\[
p(x) = 0
\]

\[
q(x, y) = 0
\]

over an algebraically closed field \( K \), we may simply factor \( p(x) = a_n \prod_i (x - a_i) \) into (not necessarily unique) linear factors and substitute every factor into \( b(x, y) \), yielding the intersection points. In this case, we can then expect \( \partial p \partial y q \) (not necessarily distinct) points over \( \mathbb{A} \mathbb{K}^2\).

Early pioneers of Algebraic Geometry such as Maclaurin and Euler already observed a “generalisation” of the Fundamental Theorem of Algebra: Given two polynomials \( p, q \in K[x, y] \), the algebraic plane curves they define should intersect in \( \partial p \partial q \) points in the plane. Clearly, this is not generally the case, as can be seen from the example of two circles intersecting in two points. Nevertheless, Maclaurin conjectured that,
given the correct framework to work in, one should always be able to expect $\partial p \partial q$ points – even though the correct framework was not invented until the advent of projective geometry in the 19th century. Étiénne Bézout famously conjectured this result in his 1779 book *Théorie générale des équations algébraiques*, and gave a proof of the result, failing to address the case where the curves had common points of higher multiplicity. According to [1], a satisfactory proof of the result was not found until 1873 by Georges-Henri Halphen. Nevertheless, Bézout’s name is now irrevocably attached to Maclaurin’s conjecture, known as Bézout’s Theorem.

If we work over the projective field $\mathbb{P}K^2$, our initial problem (1.1) of intersecting two lines has a much nicer solution: Unless the two lines are identical, we always get a unique solution, given by the projective point

$$P = \left( \begin{array}{cc|cc} a_3 & a_2 & a_1 & a_2 \\ b_3 & b_2 & b_1 & b_2 \end{array} \right). \quad (1.3)$$

Also, the example of intersecting a univariate polynomial with a bivariate polynomial has a nicer solution when considered projectively. Using the variable $z$ to homogenise the curves, we get

$$p(x, z) = 0 \quad q(x, y, z) = 0,$$

Factoring $p(x, z) = \lambda \prod_i (x - \alpha_i z)$ into (not necessarily unique) linear factors, we can then substitute the factors $x - \alpha_i z$ into $q(x, y, z)$, to obtain a polynomial

$$q(y, z) = \mu z^k \prod_j (y - \beta_{i j} z) \in K(\alpha_i)[y, z].$$

The difference to (1.2) now is that we are accounting for the “lost” factors $z = 0$, to get exactly $\partial p \partial q$ points, as opposed to the $\partial p \partial y q$ points in the affine case.

Thus, projective geometry manages to solve some of the mystery of the “lost points” in finding the intersection points of algebraic plane curves. Also, in all of the above special cases, we only get the full number of points conjectured by Maclaurin if we count multiple points – equivalent to the fact that the Fundamental
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Theorem of Algebra only gives the correct number of roots if we count roots with their multiplicities.

This is the second issue encountered by early workers of Algebraic Geometry: while it is relatively clear what is meant by multiplicity of a root in the univariate case – one simply looks at the exponent of the factor in the factorisation of the polynomial – this is far from clear in the multivariate case and a rigorous definition of intersection multiplicity was not obtained until the 19th century. Given a suitable definition of intersection multiplicity, however, one can phrase Bézout’s Theorem rigorously:

\textbf{Theorem 1.1.1} (Bézout’s Theorem). Let \( a, b \in K[x, y, z] \) be homogeneous polynomials with \( \gcd(a, b) = 1 \) and \( K \) be an algebraically closed field. Then the algebraic curves defined by \( a \) and \( b \) intersect in \( \partial a \partial b \) points in \( \mathbb{P}K^2 \), counting multiplicities.

\subsection*{1.2 Remarks on Notation}

In the following discussion, we will slightly abuse notation by identifying an algebraic curve with the polynomial defining it. Thus, we will be talking about an “algebraic curve” \( y^2 - x^3 \), when we actually mean the variety \( V(y^2 - x^3) \). By the degree of an algebraic curve, we always mean the degree of its defining equation and will let \( \partial a, \partial_x a, \partial_y a \) denote the total degree, \( x \)-degree and \( y \)-degree of \( a \in K[x, y] \), respectively.

Throughout the text, \( \overline{K} \) will denote the algebraic closure of the field \( K \).
Chapter 2

Methods for finding intersection points

Just as Gaussian Elimination or Cramer’s Rule offer methods for solving a system of linear equations, there are various methods that can be employed to solve a system of general polynomial equations. The two most common methods are the use of resultants and Gröbner Bases. We will discuss these methods in the following sections and show their advantages and drawbacks.

2.1 Resultants

We start with some necessary and sufficient conditions for two univariate polynomials to have a common root. This will then lead to the definition of the resultant $\text{Res}_x(f, g)$ of univariate polynomials $f, g \in K[x]$ which can subsequently be used to find the intersection points of two given algebraic curves over $\mathbb{P}^2$.

We start with the following lemma from [11]:

**Lemma 2.1.1.** Let $f, g \in K[x]$. Then $f$ and $g$ have a common component if and only if there exist nonzero $a, b \in K[x]$ with $\partial a < \partial g, \partial b < \partial f$ such that

$$af + bg = 0$$
Proof. Suppose that \( \gcd(f, g) = m \) and write \( f = f'm, g = g'm \). Then

\[
g' f - f' g = g' f'm - f' g'm = 0
\]

so that we may choose \( a = g', b = -f' \).

Suppose that, for \( a, b \in K[x] \) as in the assumptions, \( af + bg = 0 \), but \( \gcd(f, g) = 1 \). Then there exist \( \tilde{a}, \tilde{b} \in K[x] \) with \( 1 = \tilde{a}f + \tilde{b}g \), so that

\[
b = \tilde{ab}f + \tilde{bb}g = f(\tilde{a}b - \tilde{ba})
\]

contradicting that \( \partial b < \partial f \). \( \square \)

If we now use explicit expressions for the polynomials involved, setting

\[
f(x) = a_n x^n + \cdots + a_0 \\
g(x) = b_m x^m + \cdots + b_0
\]

we may rewrite \( af + bg = 0 \) as the matrix equation

\[
\begin{bmatrix}
a_n & 0 & 0 & \cdots & 0 & 0 & 0 \\
a_{n-1} & a_n & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & a_0 & a_1 \\
0 & 0 & 0 & \cdots & 0 & a_0 & c_1 \\
b_m & 0 & 0 & \cdots & 0 & 0 & 0 \\
b_{m-1} & b_m & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & b_0 & b_1 \\
0 & 0 & 0 & \cdots & 0 & b_0 & d_0
\end{bmatrix}
\begin{bmatrix}
c_{m-1} \\
c_{m-2} \\
\vdots \\
c_1 \\
c_0 \\
d_{n-1} \\
d_{n-2} \\
\vdots \\
d_1 \\
d_0
\end{bmatrix} =
\begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
0 \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{bmatrix}
\]

This coefficient matrix is the so-called Sylvester Matrix \( \text{Syl}_x(f, g) \) of the polynomials.
As we know from basic linear algebra, the system has a nontrivial solution if and only if the determinant of the coefficient matrix is zero. We thus make the following definition:

**Definition 2.1.1.** Let \( f, g \in K[x] \). The Resultant \( \text{Res}_x(f, g) \) of \( f \) and \( g \) is defined to be the determinant of \( \text{Syl}_x(f, g) \).

Clearly, \( f \) and \( g \) have a common root if and only if \( \text{Res}_x(f, g) = 0 \).

The Resultant also has an alternative representation in terms of the roots of the polynomials.

**Theorem 2.1.1.** Let \( f, g \in K[x] \) have factorisations \( f(x) = a_n \prod_{i=1}^{n} (x-\alpha_i) \), \( g(x) = b_m \prod_{j=1}^{m} (x-\beta_j) \) over \( \overline{K} \). Then

\[
\text{Res}_x(f, g) = a_n^m b_m^n \prod_{1 \leq i \leq n, 1 \leq j \leq m} (\alpha_i - \beta_j) \quad (2.3)
\]

**Proof.** Clearly, the resultant is a polynomial in the coefficients of \( f \) and \( g \), as can be seen by simply expanding the determinant. Further, consider \( \text{Res}_x(f, g) = r(a_0, a_1, \ldots, a_n) \)
and, for $\lambda \neq 0 \in K$, look at $r(\lambda a_0, \lambda a_1, \ldots, \lambda a_n)$. By definition, this equals

$$
\begin{vmatrix}
\lambda a_n & \cdots & 0 & \cdots & 0 \\
\lambda a_{n-1} & \lambda a_n & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \cdots & \lambda a_0 \\
b_m & \cdots & 0 & \cdots & 0 \\
b_{m-1} & b_m & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \cdots & b_0 \\
\end{vmatrix} = \lambda^m \det
\begin{vmatrix}
a_n & \cdots & 0 & \cdots & 0 \\
a_{n-1} & a_n & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \cdots & a_0 \\
b_m & \cdots & 0 & \cdots & 0 \\
b_{m-1} & b_m & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 0 & \cdots & b_0 \\
\end{vmatrix}$$

showing that $\text{Res}_x(f, g) = r(a_0, a_1, \ldots, a_n)$ is a homogeneous polynomial of degree $m$. The same argument applied to the coefficients of $g(x)$ shows that the resultant is further a homogeneous polynomial $\tilde{r}(b_0, b_1, \ldots, b_m)$ of degree $n$ in the $b_i$, $1 \leq i \leq m$.

Now, using homogeneity, we may write

$$
r(a_0, a_1, \ldots, a_n) = a_n^m r \left( \frac{a_0}{a_n}, \frac{a_1}{a_n}, \ldots, 1 \right)
$$

$$
\tilde{r}(b_0, b_1, \ldots, b_m) = b_m^n \tilde{r} \left( \frac{b_0}{b_m}, \frac{b_1}{b_m}, \ldots, 1 \right).
$$

Now, $\frac{a_i}{a_n} = (-1)^{n-i} s_{n-i}(\alpha_1, \ldots, \alpha_n)$ and $\frac{b_j}{b_m} = (-1)^{m-j} s_{m-j}(\beta_1, \ldots, \beta_m)$ are the fundamental symmetric polynomials in the roots of $f(x)$ and $g(x)$, respectively. Thus, $r$ and $\tilde{r}$, homogeneous polynomials in the fundamental symmetric polynomials, are symmetric in $\alpha_1, \ldots, \alpha_n$, $\beta_1, \ldots, \beta_m$, themselves.

Note now that, if for some $i$, $j$, $\alpha_i = \beta_j$, the resultant vanishes by definition. Thus,
\( \alpha_i - \beta_j \) is a factor of \( \text{Res}_x(f, g) \). Consequently, the monic part of the resultant is divisible by the product

\[
\prod_{i=1}^{n} \prod_{j=1}^{m} (\alpha_i - \beta_j),
\]

a symmetric polynomial in the \( \alpha_i \) and \( \beta_j \). Seeing that the resultant, viewed as a symmetric polynomial in the roots of \( f(x) \), is of degree at most \( mn \) and the above product is of degree \( mn \) in the \( \alpha_i \), we get

\[
\text{Res}_x(f, g) = a_m^n b_m^n \prod_{i=1}^{n} \prod_{j=1}^{m} (\alpha_i - \beta_j).
\]

The resultant has a few important properties worth noting:

**Proposition 2.1.1.** Let \( f, g \in K[x] \) as above. Then

(a) \( \text{Res}_x(f, g) = a_n^m \prod_{i=1}^{n} g(\alpha_i) = b_m^m \prod_{j=1}^{m} f(\beta_j) \)

(b) \( \text{Res}_x(f, gh) = \text{Res}_x(f, g) \text{Res}_x(f, h) \) for any \( h \in K[x] \).

(c) If \( f = qg + r \), \( \text{Res}_x(f, g) = b_m^{n-\partial r} \text{Res}_x(g, r) \).

(d) \( \text{Res}_x(f, g) \) is a polynomial in the coefficients of \( f \) and \( g \).

**Proof.** (a) comes straight from the expression of the resultant in (2.3), as does (b). To prove (c), consider

\[
\text{Res}_x(f, g) = a_m^n \prod_{j=1}^{m} f(\beta_j)
\]

\[
= a_m^n \prod_{j=1}^{m} (q(\beta_j)g(\beta_j) + r(\beta_j))
\]

\[
= a_m^n \prod_{j=1}^{m} r(\beta_j)
\]

\[
= a_m^{n-\partial r} \text{Res}_x(g, r).
\]

Part (d) follows straight from Definition 2.1.1.

Part (c) yields an efficient algorithm for computing the resultant, based on the Euclidean Algorithm.
If we are now given two bivariate polynomials \( f(x, y), g(x, y) \), we may write them as

\[
\begin{align*}
    f(x, y) &= \sum_{i=0}^{d_x f} f_i(y) x^i \\
    g(x, y) &= \sum_{i=0}^{d_x g} g_i(y) x^i,
\end{align*}
\]

considering them as polynomials in \( x \) with coefficients in \( K[y] \). Formally calculating the \( x \)-resultant \( \text{Res}_x(f, g) \) will then yield a polynomial in \( y \). Since a necessary and sufficient condition for the polynomials to have a common root in \( x \) is that the \( x \)-resultant is zero, the roots of this polynomial yield the \( y \)-coordinates of the intersection points of \( f \) and \( g \). The corresponding \( x \)-coordinates may be obtained by substituting the solutions of \( \text{Res}_x(f, g) = 0 \) into either \( f(x, y) \) or \( g(x, y) \) and finding the roots of the resulting univariate polynomial. A simple example of this is the following: Let \( K = \mathbb{Q} \) and consider the polynomials

\[
\begin{align*}
    f(x, y) &= x^2 + y^2 + 1 \\
    g(x, y) &= x y.
\end{align*}
\]

The resultant is easily computed to be

\[
\text{Res}_x(f, g) = y^2 (y^2 + 1).
\]

If we now take the roots \( y = 0 \) and \( y = \pm i \) and substitute them back into \( f(x, y) \), we get the corresponding intersection points \((\pm i, 0)\) and \((0, \pm i)\).

Thus, using the resultant gives an efficient algorithm for finding the intersection points of two algebraic curves with no common component. We could also use the resultant to attempt to give a definition of intersection multiplicity: If we took two projective curves, defined by homogeneous polynomials \( f(x, y, z), g(x, y, z) \), the \( x \)-resultant will be a homogeneous polynomial in \( K[y, z] \) of the form

\[
\text{Res}_x(f, g) = r \prod_i (y - \gamma_i z)^k_i.
\]
2.1. Resultants

It is tempting to define the multiplicity of intersection at the point \((x_i, y_i, 1)\) to be the multiplicity \(k_i\) of the root \(y = y_i z\) in \(\text{Res}_x(f, g)\). This does not always work, however, as the following example shows.

Let \(K = \mathbb{C}\) and

\[
\begin{align*}
  f(x, y, z) &= x^3 y^2 - x z^4 + y^2 z^3 \\
  g(x, y, z) &= xy + xz + yz.
\end{align*}
\] (2.4)

If we compute the \(x\)-resultant, we get

\[
\text{Res}_x(f, g) = yz^4(3y^3 + 4y^2 z + 3z^2 y + z^3),
\]

a polynomial of degree 8. Seeing that Bézout’s Theorem dictates that \(f\) and \(g\) should have 10 common points, the multiplicities of intersection cannot be correct in this case. If we attempted to get around this problem by finding the \(y\)- and \(z\)-resultants,
we would get

\[
\operatorname{Res}_y(f, g) = -xz^2(x^2z^2 + xz^3 + z^4 - x^4)
\]
\[
\operatorname{Res}_z(f, g) = -x^4y^2(3y^3 + 5xy^2 + 4x^2y + x^3),
\]

polynomials of degrees 7 and 9, respectively – neither of which can give the correct intersection multiplicities, by Bézout’s Theorem. This is due to the following:

**Lemma 2.1.2.** Let \( f, g \in K[x, y, z] \) be homogeneous polynomials with no common component. Then the \( x \)-resultant is a homogeneous polynomial in \( y \) and \( z \), of degree

\[
\frac{\partial_x f \partial_x g}{\partial_x f} + (\partial f - \partial_x f)\partial_x g + (\partial g - \partial_x g)\partial_x f \leq \partial f \partial g,
\] (2.5)

with equality if and only if \( P = (1, 0, 0) \) does not lie on both curves.

**Proof.** Suppose that

\[
f(x, y, z) = \sum_{i=0}^{\partial_x f} a_i(y, z)x^i
\]
\[
g(x, y, z) = \sum_{i=0}^{\partial_x g} b_i(y, z)x^i
\]

We know from Theorem 2.1.1 that the \( x \)-resultant is a polynomial of degree \( \partial_x f \partial_x g \) in the roots of \( f \) and \( g \), when viewed as polynomials in \( x \), multiplied by the term \( a_{\partial_x f}(y, z)\partial_x g b_{\partial_x g}(y, z)\partial_x f \), which is of degree \( (\partial f - \partial_x f)\partial_x g + (\partial g - \partial_x g)\partial_x f \). Adding the degrees gives (2.5).

Suppose that, without loss of generality, \( f(1, 0, 0) \neq 0 \). Then \( \partial_x f = \partial f \), and equation (2.5) turns into \( \partial f \partial g \). If, on the other hand, \( \partial f \partial g = \partial \operatorname{Res}_x(f, g) \), then we have

\[
\partial f \partial g - \partial \operatorname{Res}_x(f, g) = \partial f \partial g - (\partial_x f \partial_x g + \partial_x f(\partial g - \partial_x g) + \partial_x g(\partial f - \partial_x f))
\]
\[
= (\partial f - \partial_x f)(\partial g - \partial_x g) = 0,
\]

so that either \( \partial_x f = \partial f \), or \( \partial_x g = \partial g \). This only happens if one of \( f, g \) is nonzero at \((1, 0, 0)\). \( \square \)
The problem can be solved by first applying a suitable change of coordinates to the curves to make sure at least one of \((1,0,0),(0,1,0),(0,0,1)\) does not lie on both curves - in which case we say that the curves are in good position. We can then use the \(x\)-, \(y\)- or \(z\)- resultant respectively to find the intersection points. The resultant will be a polynomial of degree \(\partial f \partial g\) and the intersection multiplicity of an intersection point can then be defined to be the exponent of the corresponding root in the factorisation of the resultant. That this indeed gives the correct intersection multiplicity will be shown in Section 3.1.

2.2 Gröbner Bases

While the use of resultants is a rather basic algebraic idea, one can approach the problem of finding the common solutions to a system of polynomial equations \(f_1 = 0, \ldots, f_n = 0\) over \(K[x_1, \ldots, x_n]\) more systematically, using some basic algebraic geometry.

Suppose we are given a set of polynomials \(f_1, \ldots, f_m \in K[x_1, \ldots, x_n]\). We will start by working over the affine plane \(\mathbb{A}K^n\) and then extend the ideas to the projective plane. If we consider the variety \(V(f_1, \ldots, f_n) = \{P \in \mathbb{A}K^n \mid f_1(P) = \cdots = f_m(P) = 0\}\), it is clear that any zero of a polynomial of the form

\[
g = \sum_{i=1}^{m} a_i f_i, \ a_i \in K[x_1, \ldots, x_n]
\]

will also be in the variety. Thus, the variety is actually an object dependent on the ideal \(I = \langle f_1, \ldots, f_m \rangle \) in \(K[x_1, \ldots, x_n]\) generated by the polynomials, rather than the polynomials themselves. Working algebraically, it is therefore natural to study ideals in the ring \(K[x_1, \ldots, x_n]\).

If \(n = 1\), the ideals are easily classified. For any field \(K\), the polynomial ring \(K[x]\) is a principal ideal domain, generated by the greatest common divisor of the polynomials. This is directly due to the existence of a degree function on the ring of polynomials and the division algorithm that uses the degree function. Unfortunately, the same does not hold in more than one variable. The ideal \(I = \langle x, y \rangle \subset K[x, y]\) cannot be principal, as any generator for the ideal would have to divide both \(x\) and \(y\).
Of course, this makes the ring $K[x_1, \ldots, x_n]$ a lot harder to deal with when $n > 1$. It does, however, have a rather nice property. We make the following definition:

**Definition 2.2.1.** A ring $K$ is called **Noetherian** if for every increasing chain of nested ideals

$$I_1 \subset I_2 \subset \cdots,$$

there exists some $N \in \mathbb{N}$ with $I_n = I_N$ for $n > N$.

Clearly, fields are trivially Noetherian, since they do not have any proper ideals. That polynomial rings satisfy this property is essentially a corollary of the following theorem, which is the essence of Hilbert’s Basis Theorem:

**Theorem 2.2.1.** Let $R$ be a Noetherian Ring. Then $R[x]$ is Noetherian.

*Proof.* Let $R$ be Noetherian and choose $f_1$ arbitrary in $R[x]$. Construct a sequence of ideals $I_i, i = 1, \ldots$ in the following manner: given $I_i = \langle f_1, \ldots, f_i \rangle$, let $I_{i+1} = \langle f_1, \ldots, f_i, f_{i+1} \rangle$ with $f_{i+1}$ of minimal degree in $R[x] \setminus I_i$. We get a chain of ideals

$$I_1 \subset I_2 \subset \cdots$$

Consider now the leading coefficient $a_i$ of $f_i$. If we let $J_i = \langle a_1, \ldots, a_i \rangle$, we get a corresponding sequence of ideals

$$J_1 \subset J_2 \subset \cdots$$

Since $R$ is Noetherian, we have some $N \in \mathbb{N}$ with $J_N = J_{N+1} = \cdots$, so $a_{N+1} \in J_N$. Thus, there exist $u_1, u_2, \ldots, u_N$ with $a_{N+1} = \sum_{i=1}^N u_i a_i$. Let $g = \sum_{i=1}^N u_i f_i \partial f_{N+1} - \partial f_i$ be the corresponding polynomial and note that it has leading coefficient $a_{N+1}$ and is of degree $\partial f_{N+1}$, so that $f_{N+1} - g$ is of degree less than $\partial f_{N+1}$, so must be in $I_i$ and, as such, generated by the $f_1, \ldots, f_N$. But then $f_{N+1}$ is as well and $I_N = I_{N+1}$. □

Using a simple recursive argument, this shows that $K[x_1, \ldots, x_n]$ is Noetherian for any $n \in \mathbb{N}$. An important consequence (and actually equivalent alternative definition of Noetherian) that comes out of this theorem is that ideals in a Noetherian ring are
always finitely generated – they are generated by a finite set of elements of the ideal. This is also known as Hilbert’s Basis Theorem.

Now, if we are given an ideal \( I \subset \mathbb{K}[x_1, \ldots, x_n] \) in terms of its generating set, we may ask whether a given polynomial \( f \) is a member of the ideal. In one variable, the answer to this is simple: since \( \mathbb{K}[x] \) is a principal ideal domain generated by the greatest common divisor of the elements in the ideal, it is enough to check whether the given polynomial is a multiple of the generator. An efficient algorithm for checking this is given by the Division Algorithm. The Division Algorithm gives a reduction of a polynomial to a remainder, using a generator for the ideal. If the remainder is zero, the polynomial in question is an element of the ideal. Given the ideal \( I = \langle x^2 - 1 \rangle \subset \mathbb{K}[x] \) and the polynomial \( f(x) = x^3 + 2x - 1 \), for example, we use the division algorithm to write

\[
x^3 + 2x - 1 = (x^2 - 1)x + 3x - 1
\]

and see immediately that \( f \) is not an element of the ideal, as it has remainder \( r(x) = 3x - 1 \) upon division by \( x^2 - 1 \).

We can use a similar procedure in the multivariate case: Given an ideal \( I = \langle f_1, \ldots, f_m \rangle \subset \mathbb{K}[x_1, \ldots, x_n] \), and a polynomial \( g \), we can attempt to write

\[
g = a_1 f_1 + \ldots + a_m f_m + r. \tag{2.6}
\]

If we manage to find such an expression such that \( r = 0 \), we get that \( g \in I \). To do this, we may systematically add multiples of the generators \( f_1, \ldots, f_m \) of the ideal to the given polynomial. We may start with \( f_1 \) (relabelling the generators if necessary), and call this process “reducing \( g \) using \( f_1 \)”. Writing

\[
g \rightarrow f_1^1 g_1,
\]

we mean that, for some \( h \in \mathbb{K}[x_1, \ldots, x_n] \), \( g_1 = g + hf_1 \). We repeat this, getting a
sequence

\[ g \rightarrow f_1 \rightarrow g_1 \rightarrow f_2 \cdots \rightarrow f_m \rightarrow r \]

(renumbering the generators \( f_i \) if necessary) until we produce a polynomial \( r \) that can no longer be reduced using generators, at which point we have produced the \( r \) in (2.6).

Consider the following example, taken from [11]: Let \( f_1 = xy + 1 \), \( f_2 = y^2 - 1 \), \( I = \langle f_1, f_2 \rangle \) and let \( g = xy^2 - x \). Using \( f_1 \), we can eliminate the \( xy^2 \) term by taking \( g_1 = g - yf_1 = -x - y \). Since the total degree of \( g_1 \) is less than the total degree of \( f_2 \), we may be led to believe that the remainder is \(-x - y\) and that \( g \) is not an element of the ideal.

If we repeat the same process using \( f_2 \) first to get \( g_1 = g - xf_2 = 0 \), we now get a remainder of 0, proving that \( g \) is indeed in the ideal. Thus, this procedure has a major drawback: the order in which we use elements of the ideal matters – the remainder is consequently not unique!

To attempt to solve this problem, we first need to make the process of “reducing” polynomials using basis elements rigorous. First, we define a **monomial** to be a polynomial of the form \( x_1^{\alpha_1} \cdots x_n^{\alpha_n} \), where \( \alpha_1, \alpha_2, \ldots, \alpha_n \in \mathbb{N} \), which we will write in shorthand notation as \( x^\alpha \). Let \( M_n \) denote the set of monomials in the variables \( x_1, \ldots, x_n \).

**Definition 2.2.2.** A **monomial order** \( > \) is a relation on \( M_n \) with the following properties:

- For \( x^\alpha, x^\beta \in M_n \), exactly one of \( x^\alpha > x^\beta \), \( x^\beta > x^\alpha \) or \( x^\alpha = x^\beta \) holds.
- \( x^\alpha > 1 \) for all \( x^\alpha \in M_n \).
- If \( x^\alpha > x^\beta \), then \( x^\alpha x^\gamma > x^\beta x^\gamma \) for any \( x^\gamma \in M_n \).

A simple example of a monomial ordering is the so-called pure lexicographical ordering (**plex**). Here, we define an order on the variables first (e.g. \( x_1 > x_2 > x_3 > \cdots > x_n \)) and then compare powers within a variable. More precisely, \( x^\alpha >_{\text{plex}} x^\beta \) if the leftmost non-zero entry in the vector \( \alpha - \beta \) is positive. We will let \( \text{plex}(x_1, x_2, \ldots, x_n) \) denote the pure lexicographical ordering with \( x_1 > x_2 > \cdots > x_n \).
There are a number of monomial orderings (see [11] for additional examples), but \textit{plex} is the only one we need for our purposes.

Once we fix a monomial ordering on \( M_n \), we can define the leading term \( \text{lt}(f) \) of a polynomial \( f \in K[x_1, \ldots, x_n] \) to be the term of maximal order of the polynomial. Under \textit{plex}(x, y), the polynomial \( f = 2x^2y + y^5x \) has leading term \( 2x^2y \), while it has leading term \( y^5x \) under \textit{plex}(y, x).

One can then make the algorithm sketched earlier more systematic: Given a polynomial \( g \) and an ideal \( I = \langle f_1, \ldots, f_n \rangle \), we take an element \( f \in I \) such that \( \text{lt}(f_i) | \text{lt}(g) \) and use it to eliminate the leading term of \( g \), possibly introducing additional terms of lower order. If at any point, no such \( f \in I \) exists, we have reached the remainder.

It would of course be very useful to be able to do these reductions using basis elements only. For this purpose, we will make the following definition. For a given ideal \( I \), let \( \langle \text{lt}(I) \rangle \) denote the ideal generated by the leading coefficients of elements of \( I \).

**Definition 2.2.3.** Let \( I \subset K[x_1, \ldots, x_n] \) be an ideal. A \textit{Gröbner Basis} \( G = \{g_1, \ldots, g_m\} \) for \( I \) is a basis such that \( \langle \text{lt}(g_1), \text{lt}(g_2), \ldots, \text{lt}(g_m) \rangle = \langle \text{lt}(I) \rangle \).

When making such a definition, it is important to prove that such objects actually exist. Before we can prove this, we need a short Lemma about monomial ideals:

**Lemma 2.2.1.** Let \( I \) be an ideal of \( K[x_1, \ldots, x_n] \). Then the following are equivalent:

1. \( I \) is a monomial ideal

2. \( f \in I \iff \) every term of \( f \) lies in \( I \)

**Proof.** To show that (1) \( \implies \) (2), let \( I \) be a monomial ideal. Then, if \( f \in I \), it can be reduced to 0 using elements \( g_1, \ldots, g_n \in I \):

\[
f \rightarrow_{g_1} f_1 \rightarrow_{g_2} \cdots \rightarrow_{g_n} 0,
\]

relabelling the \( g_i \) where necessary. As the \( g_i \) are all monomials, we are removing a single term from \( f \) at every step, which consequently lies in \( I \) (as it is a multiple of a generator). The converse of part (2) is trivial.
To show that (2) \(\implies\) (1), we may use Hilbert’s Basis Theorem to find a basis \(\{f_1, \ldots, f_m\}\) for \(I\). Writing now \(f_i = \sum_{j=1}^{n_i} f_{ij}\) as a sum of monomials, we know that every term \(f_{ij}\) lies in \(I\). Thus, \(I = \langle f_{ij} \rangle_{1 \leq i \leq m, 1 \leq j \leq n_i}\) is a monomial ideal.

Consider now \(\langle \text{lt}(I) \rangle\). If \(g \in \langle \text{lt}(I) \rangle\), then \(g = \sum_{i=1}^{d} a_i \text{lt}(f_i), a_i, f_i \in K[x_1, \ldots, x_n]\), so that every term of \(g\) lies in \(\langle \text{lt}(I) \rangle\). It follows that \(\langle \text{lt}(I) \rangle\) is a monomial ideal. Using this, we can prove the following:

**Theorem 2.2.2.** Fix a monomial ordering on \(M_n\) and let \(I\) be an ideal in \(K[x_1, \ldots, x_n]\). Then there exists a Gröbner Basis \(G\) for \(I\).

**Proof.** Consider the monomial ideal \(\langle \text{lt}(I) \rangle\) and choose a set of elements \(G = \{g_1, \ldots, g_m\} \subset I\) such that \(\langle g_1, \ldots, g_m \rangle = \langle \text{lt}(I) \rangle\), where \(g_1, \ldots, g_m\) are monomials.

To show that \(G\) is a basis for \(I\), note that if \(f \in I\), then there is some element \(g_i\) of \(G\) such that \(g_i \mid \text{lt}(f)\). Repeating this for \(f - \text{lt}(f) \in I\), we see that its leading term is divisible by some \(g_j\). Repeating this process, we can eliminate all terms of \(f\) using elements of \(G\), showing that \(f \in \langle G \rangle\).

Knowing that Gröbner Bases exist, it is convenient to be able to compute them. Such algorithms exist, but will not be covered here, as this exceeds the scope of what we need. An outline of the basic algorithm can be found in any text on Gröbner Bases, such as [2].

To show how Gröbner Bases can be used to solve systems of polynomial equations, we define the \(i^{th}\) **elimination ideal** \(I_i\) by

\[
I_i = I \cap K[x_{i+1}, \ldots, x_n].
\]

This is essentially an ideal eliminating the first \(i\) variables, hence the name. Gröbner Bases, when computed with respect to \(p\text{lex}(x_1, \ldots, x_n)\), behave very well with respect to elimination ideals:

**Lemma 2.2.2.** Let \(I \subset K[x_1, \ldots, x_n]\) be an ideal, \(G\) a Gröbner Basis for \(I\) using \(p\text{lex}(x_1, \ldots, x_n)\). Then the set

\[
G_i = G \cap K[x_{i+1}, \ldots, x_n]
\]
is a Gröbner Basis for $I_i$.

**Proof.** Let $G = \{g_1, \ldots, g_k\}$, and $f \in I_i$. Then, relabelling the elements of $G$ if necessary, \(\text{lt}(f)\) is divisible by $g_1$, which we can use to eliminate \(\text{lt}(f)\). Repeating this process, we get a reduction

$$f \rightarrow g_j f_1 \rightarrow g_2 \cdots \rightarrow g_k 0$$

using only elements from $G_i$, as $f \in K[x_{i+1}, \ldots, x_n]$. \qed

The simplicity of the proof of this argument is a recurrent theme in the theory of Gröbner Bases: while the definitions seem complicated at times, the entire theory is very natural and proofs fall into place without much effort. Let us illustrate the power of the above result on an example:

Suppose we want to find the variety $V(f_1, f_2)$, where $f_1(x, y) = y^2 - x^3, f_2(x, y) = x^4 + x^2 y^2 \in K[x, y]$. Using $\text{plex}(x, y)$, we get a Gröbner Basis for the ideal $I = \langle f_1, f_2 \rangle$

$$G = \{y^4 + y^6, y^2 x - y^4, -y^2 + x^3\}$$

so that $G_1 = \{y^4(y^2 + 1)\}$. To find the intersection points, we simply find the roots of the univariate polynomial $y^4(y^2 + 1)$ and substitute these into $f_1$ or $f_2$ to obtain the corresponding $x$-values, similar to the procedure with resultants.

To see how resultants relate to Gröbner Bases, we need the following lemma:

**Lemma 2.2.3.** Let $f, g \in K[x, y, z]$ have no common component. Then, if $(1, 0, 0)$ does not lie on $f$ and $g$, $\text{Res}_x(f, g) \in \langle f, g \rangle$.

**Proof.** We will provide a purely algebraic proof following [11], using only basic linear algebra.

Let $a, b$ be as in (2.1) and consider the equation $\tilde{a} f + \tilde{b} g = 1$. Writing this as in (2.2) as a matrix equation with coefficients in $K[y, z]$ and coefficient matrix $D$, we see that

$$\det D = \text{Res}_x(f, g).$$

Noting that $D \neq 0$ (the curves have no common component), we may use Cramer’s Rule to get a solution of the form $c = (c_1, \ldots, c_{m+n})$ with $c_i = \frac{D_i}{D}$.
Here, $D_i$ is the determinant of a matrix with entries in $K[y, z]$. Thus, we may write

$$1 = \tilde{a} f + \tilde{b} g = \frac{a}{\text{Res}_x(f, g)} f + \frac{b}{\text{Res}_x(f, g)} g$$

where $a, b \in K[x, y, z]$.

Clearing denominators, we get the result.

The connection between resultants and Gröbner Bases using purely lexicographical order is quite simple: Over $K[x, y]$, $G_1$ will be a basis for $I_1 = I \cap K[y]$. Further, as an ideal over a univariate polynomial ring, $I_1$ is principal, so $I_1 = \langle g \rangle$. $\text{Res}_x(f, g) \in I \cap K[y] = I_1$ is consequently a multiple of $g$.

Since our discussion focuses on Bézout’s Theorem, we need to mention a few facts about how to extend the notion of Gröbner Bases to projective varieties. The corresponding algebraic objects in this case are the so-called homogeneous ideals:

**Definition 2.2.4.** An ideal $I \subset K[x_1, \ldots, x_n, x_{n+1}]$ is a **homogeneous ideal** if $I = \langle f_1, \ldots, f_m \rangle$ where the $f_i$ are homogeneous polynomials.

Note that we do not require that the generators have the same degree – clearly, the elements of a homogeneous ideal are not homogeneous polynomials themselves. Instead, we consider $I$ as an ideal of the ring $K[x_1, \ldots, x_n, x_{n+1}]$. We still get the correspondence between and ideal and its variety, as every element of the form $h = \sum_i h_i$ will vanish at all points of the variety $V(h_1, \ldots, h_m)$.

Let $f \in K[x_1, \ldots, x_n, x_{n+1}]$ be a homogeneous polynomial. We can write

$$f(x_1, \ldots, x_n, x_{n+1}) = \sum_{i=0}^{d} f_i(x_1, \ldots, x_n, x_{n+1})$$

where $\partial f_i = i$. We will call $f_i$ the $i^{th}$ **homogeneous component** of $f$.

Homogeneous ideals have a very nice property (and alternative characterisation) in terms of the homogeneous components of their elements:

**Lemma 2.2.4.** An ideal $I$ is homogeneous if and only if, for every $f \in I$, every homogeneous component $f_i$ of $f$ also lies in $I$. 
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Proof. Let \( I = \langle g_1, \ldots, g_m \rangle \) be a homogeneous ideal, and let

\[
f = \sum_{i=0}^{m} a_i g_i.
\]

Now we write \( a_i = \sum_{j=0}^{d_i} a_{ij} \) as the sum of its homogeneous components in \( K[x_1, \ldots, x_{n+1}] \).

Rewriting, we get

\[
\sum_{k=0}^{d} f_k = \sum_{j=0}^{d_1} a_{1j} g_1 + \ldots + \sum_{j=0}^{d_m} a_{mj} g_m.
\]

Comparing terms on both sides, we see that the term \( f_k \) of total degree \( k \) will be of the form \( f_k = b_1 g_1 + \ldots + b_m g_m \) for \( b_i \in K[x_1, \ldots, x_m] \), so is in \( I \).

To prove the converse, let \( I \) be a homogeneous ideal. Then \( I = \langle g_1, \ldots, g_m \rangle \) by Hilbert’s Basis Theorem. Let \( g_i = \sum_j g_{ij} \), where the \( g_{ij} \) are homogeneous. Then \( I = \langle g_{ij} \rangle \) is generated by homogeneous polynomials, and thus a homogeneous ideal.

Following the second part of the proof, it is easy to see that a homogeneous ideal will always have a homogeneous Gröbner Basis with respect to a given monomial order. If \( G = \{ g_1, \ldots, g_k \} \) is a Gröbner basis for \( I \), then the set \( G' = \{ g_{ij} \} \) of homogeneous components of the elements of \( G \) is a homogeneous Gröbner basis for \( I \) (as \( \{ lt(g_i) : g_i \in G \} \supset \{ lt(g_{ij}) : g_{ij} \in G' \} \)).

Thus, Gröbner Bases give a very nice algebraic way of solving systems of equations. However, since the method works with the ideal generated by the polynomials rather than with the polynomials themselves, Gröbner Bases do not allow us to conclude anything about the multiplicity of a point on a variety.
Chapter 3

Intersecting algebraic curves using the Euclidean Algorithm

In the Introduction, we saw that the definition of intersection multiplicity of two algebraic curves plays an important role, especially in light of Bézout’s Theorem. Using resultants, one can define intersection multiplicity – yet this definition only works for curves in “good position”. In this section, we will introduce a rigorous definition of intersection multiplicity and use it, together with the Euclidean algorithm for polynomials, to derive an algorithm for finding the intersection points, with their correct multiplicities, of two given algebraic curves.

3.1 Multiplicity of Intersection and Intersection Cycles of Curves

In this section, we will motivate a definition of intersection multiplicity and outline and prove some important properties of this multiplicity.

We start with a simple example. Consider the polynomial \( f(x) = x^2 \). We say that \( f(x) \) has a double root (or a point of multiplicity 2) at \( x = 0 \), because in the factorisation of the polynomial, \( x \) has an exponent of 2. To motivate a more rigorous definition, consider the ideal \( (x^2) \) in \( K[x] \) and its corresponding variety \( V(I) = \{0\} \) in \( \mathbb{A}K^2 \). We see that the polynomial \( g(x) = x \) lies in the ideal of the variety, \( I(V(I)) \), but only a power (namely \( g^2 \)) lies in the original ideal – this is the essence of Hilbert’s
Nullstellensatz. Thus, we see that the polynomial generating the variety must have a higher multiplicity at \( x = 0 \) – the multiplicity being the power of \( g \) that lies in the original ideal. This clearly generalises to the polynomials \((x - \alpha)^n\), where \( \alpha \in \mathbb{C}, n \in \mathbb{N}\).

What if we are faced with a more general polynomial \( f(x) = (x - \alpha)^n g(x) \), where \( g(\alpha) \neq 0 \)? In order to define the multiplicity of \( f \) at \( x = \alpha \), we would need to “isolate” the term \((x - \alpha)\) from the polynomial. This localisation of the ring \( K[x] \) at \( x = \alpha \) can be achieved by the following definition:

**Definition 3.1.1.** Let \( R \) be a ring, \( D \subset R\{0\} \) be multiplicatively closed in \( R \). Then the localisation of \( R \) at \( D \), written \( R_D \), is the ring \( R \times D / \sim \) under the equivalence relation \((a, b) \sim (c, d) \iff (ad - bc)h = 0 \) for some \( h \in D \).

We can think of an element \((s, t)\) as the fraction \( \frac{s}{t} \). The localisation of a ring at \( D \) is a generalisation of the well-known construction of the field of fractions, which uses the maximal ideal \( M \) of the ring.

To construct a definition of multiplicity of a root in an arbitrary polynomial, we use the set \( D_\alpha = \{s(x) \in k[x] \mid s(\alpha) \neq 0\} \) and denote the corresponding local ring \( K[x]_{D_\alpha} \) simply by \( R_\alpha \). Essentially, \( R_\alpha \) is \( K[x] \), but we are allowed to divide by polynomials not in the ideal \( \langle x - \alpha \rangle \). Similarly, we denote the image of an ideal \( I \subset K[x] \) in \( R_\alpha \) by \( I_\alpha \).

Let us return now to the question of how to define the multiplicity of \( f(x) = (x - \alpha)^n g(x) \) at \( x = \alpha \). If we consider the image \( \bar{f} \) of \( f \) in \( R_\alpha \) and use the fact that \( g(\alpha) \neq 0 \), we see that \( \bar{f} \equiv (x - \alpha)^n \). Now, we may apply the same idea as above: Consider the local ideal \( I_\alpha = \langle (x - \alpha)^n \rangle \) and its corresponding variety \( V(I_\alpha) = \{\alpha\} \). Then \((x - \alpha) \in I(V(I_\alpha))\), but only \((x - \alpha)^n \in I_\alpha \). To capture this phenomenon, we may define the multiplicity of \( f \) at \( x = \alpha \) to be

\[
\dim_K \frac{R_\alpha}{\langle f \rangle_\alpha} = \dim_K \frac{R_\alpha}{\langle (x - \alpha)^n \rangle_\alpha} = \dim_K \langle 1, x, \ldots, x^{n-1} \rangle = n.
\]

A generalisation to several variables is quite natural: suppose we are given an ideal \( I = \langle f_1, \ldots, f_n \rangle \) and a point \( P \in V(I) \). First, we localise the ideal at \( P \), obtaining
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The intersection multiplicity is then simply \( \dim_K \frac{R_P}{I_P} \).

Consider the following example: Take the ideal \( I = \langle x^2(1-x), y \rangle \) in \( \mathbb{Q}[x, y] \). Clearly, \( V(I) = \{(0,0), (1,0)\} \). If we localise at \( P_1 = (0,0) \), we get the local ideal \( I_{P_1} = \langle x^2, y \rangle \). It is easy to see that

\[
\dim_K \frac{R_{P_1}}{\langle x^2(1-x), y \rangle_{P_1}} = \dim_K \frac{R_{P_1}}{\langle x^2, y \rangle_{P_1}} = \dim_K \langle 1, x \rangle = 2.
\]

Localising at \( P_2 = (1,0) \), on the other hand, we get the ideal \( I_{P_2} = \langle 1-x, y \rangle \) with

\[
\dim_K \frac{R_{P_2}}{\langle x^2(1-x), y \rangle_{P_2}} = \dim_K \frac{R_{P_2}}{\langle 1-x, y \rangle_{P_2}} = \dim_K \langle 1 \rangle = 1.
\]

Let us look at a slightly more complicated example: consider the curves

\[
a(x, y) = y^3 - x^2 \\
b(x, y) = y^3 - x^2(1-x). \tag{3.1}
\]

Clearly, \( (0,0) \in V(a, b) \) over \( \mathbb{A}^2 \), but what is the multiplicity of intersection here? If we look at the ideal \( I = \langle y^2 - x^3, y^2 - x^2(1-x) \rangle \), we see that finding a basis for the localised ideal from this basis is not as straightforward as in the previous case. However, Gröbner Bases come to the rescue: If we compute the Gröbner Basis \( G \) with respect to \( plex(x, y) \), we know that we will get an element \( g_1(y) \in G \) in \( y \) only. Removing all factors except \( y^k \) for some \( k \in \mathbb{N} \) in \( g_1(y) \), we can then use this element to simplify the remaining elements of the Gröbner Basis further. In this case, \( G = \langle y^2(8y^2 - 1), y^2(2x - 1), x^2 - 2y^2 \rangle \). Localising this, we get \( G_P = \langle y^2, x^2 - 2y^2 \rangle \), so
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Figure 3.1: Affine versions of $a$ (black) and $b$ (grey) in (3.1)

that

$$I = \langle y^2 - x^3, y^2 - x^2(1 - x) \rangle$$

$$= \langle y^2, x^2 - 2y^2 \rangle$$

$$= \langle y^2, x^2 \rangle$$

and the multiplicity here is $\dim \mathbb{Q} \langle 1, x, y, xy \rangle = 4$.

We will repeat this definition of intersection multiplicity for two algebraic curves for reference:

**Definition 3.1.2.** Let $f, g$ be algebraic curves and $P \in \mathbb{A}^2$. We define the multiplicity of intersection of $f$ and $g$ at $P$ by

$$i_p(f, g) = \dim_K \frac{R_P}{(f, g)_P}$$

Note that the intersection multiplicity, as follows from the definition, is a purely local object. Thus, we do not need to define intersection multiplicity for projective
curves, as we can always localise to some affine chart defined at $P$ and compute the intersection multiplicity of the corresponding affine curves at $P$. That the multiplicity obtained does not depend on the affine chart chosen is a consequence of the fact that any two affine charts $\mathbb{A}_1 \mathbb{K}^2$ and $\mathbb{A}_2 \mathbb{K}^2$ agree on their intersection in $\mathbb{P} \mathbb{K}^2$. Thus, we will simply take $i_P(f, g)$ for projective curves $f, g$ to mean the intersection multiplicity of suitable affine versions of $f$ and $g$ defined at $P$.

As we noted earlier, the multiplicity of intersection of $f$ and $g$ at a point $P = (\alpha, \beta, \gamma)$ may also be defined as the multiplicity of the root $\beta$ of $\text{Res}_x(f, g)$, provided the curves are in good position. We shall now show that this definition indeed agrees with the algebraic version in Definition 3.1.2.

**Proposition 3.1.1.** Let $f, g \in K[x, y, z]$ be in good position with $\gcd(f, g) = 1$, $P = (\alpha, \beta, \gamma) \in \mathbb{P} \mathbb{K}^2$ be a common point of $f, g$. Then $i_P(f, g)$ is the exponent of $y - \beta z$ of the factorisation of $\text{Res}_x(f, g)$.

**Proof.** First, note that we have $\langle \text{Res}_x(f, g) \rangle \subset \langle f, g \rangle$ by Lemma 2.2.3, so that

$$\dim K \frac{R_P}{\langle \text{Res}_x(f, g) \rangle_P} \geq \dim K \frac{R_P}{\langle f, g \rangle_P} = i_P(f, g). \quad (3.2)$$

That this first dimension is exactly the exponent of $y - \beta z$ in $\text{Res}_x(f, g)$ simply follows from the fact that, localised at $P$, $\langle \text{Res}_x(f, g) \rangle_P = \langle y - \beta z \rangle_P$.

Knowing this, suppose now that $k > i_P(f, g)$. Assuming Bézout’s Theorem (which is completely independent of this argument), and summing over all $P_j \in \mathbb{P} \mathbb{K}^2$ (and using (3.2)), we get that

$$\frac{\partial f}{\partial g} = \frac{\partial \text{Res}_x(f, g)}{\partial g} = \sum_j k_j > \sum_{P_j} i_{P_j}(f, g) = \frac{\partial f}{\partial g},$$

which is clearly a contradiction. Thus, $k = i_P(f, g)$. \qed

From the purely algebraic definition of intersection multiplicity, we can deduce a few basic properties of the multiplicity of intersection as in Definition 3.1.2.

**Lemma 3.1.1.** Let $P \in \mathbb{A} \mathbb{K}^2$ and $a, b, c \in K[x, y]$ with $\gcd(a, b) = \gcd(a, c) = 1$. Then

(a) If $a(P) \neq 0$ or $b(P) \neq 0$, then $i_P(a, b) = 0$
(b) \( i_P(a, b) = i_P(b, a) \)

(c) \( i_P(a, bc) = i_P(a, b) + i_P(a, c) \)

(d) \( i_P(a, b + ac) = i_P(a, b) \) if \( \partial(ac) = \partial b \)

(e) \( i_P(a, b) \leq i_P(a, ma + nb), m, n \in K[x, y] \).

Proof. To prove (a), assume \( a(P) \neq 0 \). Then, for any \( \xi \in R_P \), \( \xi = \frac{as}{at} \in \langle a, b \rangle_P \), so that \( i_P(a, b) = 0 \). A similar argument applies if \( b(P) \neq 0 \).

The second and penultimate property are immediately obvious, since \( \langle a, b \rangle_P = \langle b, a \rangle_P \) and \( \langle a, b + ac \rangle_P = \langle a, b \rangle_P \).

For (c), we follow the proof from [21]. Define two maps

\[
\psi : \frac{R_P}{\langle a, c \rangle_P} \rightarrow \frac{R_P}{\langle a, bc \rangle_P}, \quad \overline{z} \mapsto \overline{b'}z
\]

\[
\varphi : \frac{R_P}{\langle a, bc \rangle_P} \rightarrow \frac{R_P}{\langle a, b \rangle_P}, \quad \overline{z} \mapsto \overline{z},
\]

where \( \overline{z} \) denotes the residue of \( z \) in the corresponding quotient ring, and \( b' = \frac{b}{w^k} \) where \( k = \partial b \) and \( w \) is one of \( x, y, z \), chosen such that \( w \neq 0 \) at \( P \).

It is easy to check that \( \psi \) is a \( K \)-linear map. Further, if

\[
\psi(\overline{z}) = \overline{0}
\]

we get

\[
b'z = sa + tbc, \quad s, t \in R_P.
\]

Upon clearing the least common denominator \( u \) of \( b, z, s, t \), we get

\[
bd = s^* a + t^* bc
\]

\[
s^* a = b(d - t^* c).
\]
As \( \gcd(a, b) = 1, \ a \mid (d - t^* c) \), giving

\[
d = af + t^* c, \ f \in K[x, y]
\]

\[
z = \frac{f}{u}a + \frac{t^*}{a}c
\]

so that \( z = 0 \) in \( R_P/\langle a, c \rangle_P \), so \( \psi \) is injective.

Also, it is easy to check that \( \varphi \) is onto, so that the sequence

\[
0 \longrightarrow \frac{R_P}{\langle a, c \rangle_P} \xrightarrow{\psi} \frac{R_P}{\langle a, bc \rangle_P} \xrightarrow{\varphi} \frac{R_P}{\langle a, b \rangle_P} \longrightarrow 0
\]

is exact. By the rank-nullity theorem from linear algebra, this then implies that

\[
\dim_K \frac{R_P}{\langle a, b \rangle_P} + \dim_K \frac{R_P}{\langle a, c \rangle_P} = \dim_K \frac{R_P}{\langle a, bc \rangle_P}.
\]

To prove (d), note that we have a containment of ideals \( \langle a, ma + nb \rangle \subset \langle a, b \rangle \). Thus,

\[
i_P(a, b) = \dim_K \frac{R_P}{\langle a, b \rangle_P} \leq \dim_K \frac{R_P}{\langle a, ma + nb \rangle_P} = i_P(a, ma + nb). \quad \square
\]

Using this definition and its properties, we define the notion of the intersection cycle \( a \cdot b \) of two algebraic curves:

**Definition 3.1.3.** Let \( a, b \in K[x, y, z] \) be projective algebraic curves. We define the intersection cycle \( a \cdot b \) of \( a \) and \( b \) to be the divisor

\[
a \cdot b = \sum_{P \in \mathbb{P}^2} i_P(a, b)P.
\]

It is easily verified that the properties of intersection multiplicity carry over to intersection cycles. For reference, we state this as a corollary.

**Corollary 3.1.1.** Let \( a, b, c \in K[x, y, z] \). We have

1. \( a \cdot b = b \cdot a \)

2. \( a \cdot (bc) = a \cdot b + a \cdot c \)
3. $a \cdot (b + ac) = a \cdot b$ if $\partial ac = \partial b$.

This definition, together with the Euclidean algorithm for polynomials, forms the basis for our intersection algorithm for algebraic curves, outlined in the next section.

### 3.2 An intersection algorithm based on the Euclidean Algorithm

In this section, we will use the properties of the intersection cycle outlined in the previous section to derive a method for expressing the intersection cycle of algebraic curves $a, b$ over $\mathbb{P}K^2$ in terms of intersection cycles of curves with products of lines. We will then show how to solve this easier problem and use the solution to build up the intersection cycle of the original curves.

#### 3.2.1 Reducing the general intersection problem using the division algorithm

We start with a given pair of algebraic curves $a, b \in K[x, y, z]$ and no common component. Considering these curves as polynomials in $K[y, z][x]$, we may use the polynomial division algorithm on the variable $x$ to write

$$d \cdot a = b \cdot q + r,$$

where we have cleared denominators $d \in K[y, z]$ out of the usual form of the division algorithm to get $q, r \in K[x, y, z]$ with $\partial_x r < \partial_x b$.

Suppose now that $g = \gcd(b, r)$. As $\gcd(a, b) = 1$, it is clear that also $g = \gcd(b, d)$, so we divide through by $g$ to get

$$d' \cdot a = q \cdot b' + r',$$

where now $\gcd(b', r') = \gcd(b', d') = 1$. Taking now the intersection cycle of both
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sides of this with \(b'\) and using Corollary 3.1.1, we get

\[
\begin{align*}
  b' \cdot (d' a) &= b' \cdot (q b' + r') \\
  b' \cdot d' + b' \cdot a &= b' \cdot r' \\
  a \cdot b' &= b' \cdot r' - b' \cdot d'.
\end{align*}
\]

Since \(b = b' g\), we see that then

\[
\begin{align*}
  a \cdot b &= a \cdot (b' g) \\
  &= b' \cdot r' - b' \cdot d' + a \cdot g. \quad (3.4)
\end{align*}
\]

Note that that the right-hand side of (3.4) consists of intersection cycles of curves of lower \(x\)-degree and intersection cycles of curves of the form \(c_1 \cdot c_2\) with \(\partial_x c_2 = 0\), as \(\partial_x g = 0\), (recall that \(g | d \in K[y, z]\)).

Let \(p_{-1} = a, p_0 = b, d_0 = d', p_1 = r'\). In the following, as above, \(a'\) indicates that the gcd has been removed from the polynomials. Repeatedly applying (3.3), we get

\[
\begin{align*}
  d_0 p_{-1} &= q_0 p'_0 + p_1 \\
  d_1 p'_0 &= q_1 p'_1 + p_2 \\
  &\quad \vdots \\
  d_{n-1} p'_{n-2} &= q_{n-1} p'_{n-1} + p_n
\end{align*}
\]

where \(\partial_x p_{n-1} > 0\) and \(\partial_x p_n = 0\). The corresponding expressions for the curves will read

\[
\begin{align*}
  p_{-1} \cdot p_0 &= p'_0 \cdot p_1 - p'_0 \cdot d_0 + p_{-1} \cdot g_0 \\
  p'_0 \cdot p_1 &= p'_1 \cdot p_2 - p'_1 \cdot d_1 + p'_0 \cdot g_1 \\
  &\quad \vdots \\
  p'_{n-2} \cdot p_{n-1} &= p'_{n-1} \cdot p_n - p'_{n-1} \cdot d_{n-1} + p'_{n-2} \cdot g_{n-1}.
\end{align*}
\]
Collecting these expressions together, we have

\[
a \cdot b = p_n \cdot p_{n-1} + \sum_{i=1}^{n-1} (p_{i-1}' \cdot g_i - p_i' \cdot d_i) + p_{-1} \cdot g_0 - p_0' \cdot d_0. \tag{3.7}
\]

As all \(d_i, g_i \in K[y, z]\), we have now reduced the problem of finding the intersection cycle \(a \cdot b\) to the problem of finding intersection cycles \(c_1 \cdot c_2\), where \(\partial_x c_2 = 0\).

### 3.2.2 Intersecting a curve with a product of lines

In the previous section, we showed how to reduce the general intersection problem to the problem of intersecting curves \(a, b\) with \(a \in K[x, y, z], b \in K[y, z]\). For this section, assume that \(K\) is algebraically closed.

As \(b(y, z)\) is homogeneous, we may write it as

\[
b(y, z) = \lambda z^k \prod_{i=1}^{m} (y - \beta_i z)^{k_i}.
\]

Using the properties of intersection cycles, we get

\[
a \cdot b = a \cdot \left( z^k \prod_{i=1}^{m} (y - \beta_i z)^{k_i} \right)
= k(a \cdot z) + \sum_{i=1}^{m} k_i \left( a \cdot (y - \beta_i z) \right).
\]

Consider the expansion of \(a(x, y, z)\) in two different ways:

\[
a(x, y, z) = \begin{cases} 
\tilde{a} z \cdot \sum_{j=0}^{\partial_x a} a_j(x, y) z^j, \\
\tilde{a} z \cdot \sum_{j=0}^{\partial_y a} \tilde{a}_j(x, z)(y - \beta_i z)^j, \ 1 \leq i \leq m
\end{cases}
\]

Using these expressions, together with Corollary 3.1.1(c), we get

\[
a \cdot z = a_0 \cdot z
\]

\[
a \cdot (y - \beta_i z) = \tilde{a}_0 \cdot (y - \beta_i z)
\]

As the resulting polynomials \(a_0(x, y) = \mu \prod_i l_s^{m_i}\) and \(\tilde{a}_0(x, z; \beta_i) = \eta \prod_i \tilde{l}_s^{n_r}\) are products
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of lines themselves, we have

\[ a \cdot b = k \sum s m_s (l_s \cdot z) + \sum_i k_i \left( \sum_t \tilde{n}_t \cdot (y - \beta_i z) \right), \]  

written as a sum of intersections of lines, which can be computed using (1.3).

3.2.3 An example

Let us consider an example. Let \( a, b \in \mathbb{Q}[x, y, z] \) be given by

\[
\begin{align*}
  a(x, y, z) &= x^3 y^2 - x z^4 + y^2 z^3 \\
  b(x, y, z) &= x y + x z + y z,
\end{align*}
\]

as in (2.4) in the previous section.

Using the Euclidean algorithm, we write \( da = bq + r \) with

\[
\begin{align*}
  r(y, z) &= y z^4 (3 y^3 + 4 y^2 z + 3 z^2 y + z^3) \\
  d(y, z) &= (y + z)^3
\end{align*}
\]

We have \( \gcd(b, r) = \gcd(b, d) = 1 \), which simplifies the expression for \( a \cdot b \) down to

\[ a \cdot b = b \cdot r - b \cdot d. \]

One easily finds that

\[ b \cdot d = 6 \cdot (1, 0, 0). \]

simply by substituting \( y = -z \) into \( b(x, y, z) \) and solving the resulting equation for \( x/z \). To compute \( b \cdot r \), we intersect each factor of \( r \) with \( b \), in turn. We get:

\[
\begin{align*}
  b(x, y, z) \cdot y &= (1, 0, 0) + (0, 0, 1) \\
  b(x, y, z) \cdot z^4 &= 4 \cdot (1, 0, 0) + 4 \cdot (0, 1, 0) \\
  b(x, y, z) \cdot p(y, z) &= \sum \left( -\frac{\alpha}{1 + \alpha}, \alpha, 1 \right) + 3 \cdot (1, 0, 0),
\end{align*}
\]
where $\alpha$ is a root of $p(y, 1)$ with $p(y, z) = 3y^3 + 4y^2z + 3z^2y + z^3$. Thus, we get
\[
a \cdot b = b \cdot r - b \cdot d
= 2 \cdot (1, 0, 0) + 4 \cdot (0, 1, 0) + (0, 0, 1)
+ \sum_{\alpha} \left( -\frac{\alpha}{1 + \alpha}, \alpha, 1 \right),
\]
where the sum is taken over the conjugates of $\alpha$ over $\mathbb{Q}$.

Note that the multiplicities indeed add up to $2 + 4 + 1 + 3 = 10$ (remembering that there are three distinct values for $\alpha$), as Bézout’s theorem predicts.

### 3.3 Bézout’s Theorem

The observation from the previous example is not a coincidence: the intersection algorithm can be used to give a basic recursive proof of Bézout’s Theorem:

**Theorem 3.3.1.** Let $K$ be algebraically closed and suppose $a, b$ are projective curves over $\mathbb{P}K^2$. Then
\[
\sum_{P \in \mathbb{P}K^2} i_P(a, b) = \partial a \partial b.
\]

**Proof.** We proceed by induction on the $x$-degree of $b$. For the base case, let $b \in K[y, z]$ only. Using the notation from Section 3.2.2, we see from (3.8) that
\[
\sum_{P \in \mathbb{P}K^2} i_P(a, b) = k \sum_i m_s + \sum_i k_i \left( \sum_i n_t \right)
= k \partial a + \sum_i k_i \partial a
= \partial a \partial b,
\]
as $\partial a = \partial a_0 = \partial a_0$ by homogeneity and we have used the fact that $k + \sum_i k_i = \partial b$.

Suppose now that we have the result for all pairs of curves $a, b$ with $\partial_x b < n \in \mathbb{N}$.
and suppose we are given \( a, b \) with \( \partial_x b = n \). From (3.4), we have

\[
\sum_{P \in \mathbb{P}K^2} i_P(a, b) = \partial b' (\partial r' - \partial d') + \partial a \partial g
\]

\[
= \partial b' \partial a + \partial a \partial g
\]

\[
= \partial a \partial b,
\]

as \( \partial r' = \partial (d'a) = \partial d' + \partial a \) by homogeneity and \( \partial b = \partial b' g = \partial b' + \partial g \). \( \square \)
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Bézout’s Theorem over General Fields

Clearly, Bézout’s Theorem cannot hold if the underlying field is not algebraically closed, as it does not even apply in the univariate case – the intersection of a polynomial in \( \mathbb{Q}[x] \) with the \( x \)-axis \( y = 0 \), for example. One can, however, start with a general field \( K \) and attempt to find the smallest extension \( L/K \) such that Bézout’s Theorem holds for a given pair of curves. The purpose of this section is to give a constructive method for finding this extension, using the algorithm introduced in the previous section.

As the recursive steps in the algorithm do not involve any explicit computations of intersection points, we only need to consider the case of intersecting curves \( a \in K[x, y, z], b \in K[y, z] \), as outlined in the proof of Bézout’s Theorem. The general case then follows from applying the methods from the previous chapter.

4.1 Constructing the smallest extension over which Bézout’s Theorem holds

Recall that, in the case \( \partial_x b = 0 \), the intersection points were obtained by first factorising \( b(y, z) \) into linear factors and then in turn intersecting these linear factors with \( a \). The polynomial resulting from this substitution was then factorised again, its roots giving the remaining coordinates of the point. Now, as we are dealing with a not algebraically closed field, the roots of \( b(y, z) \) will lie in an extension \( L_1/K \). The resulting polynomials \( a_0, \tilde{a}_0 \) will then have roots in an extension \( L_2/L_1 \). Thus,
intersection points will be of the form

\[ P = \begin{cases} 
(\alpha, \beta, 1) & \text{if } l = y - \beta z \\
(\alpha, 1, 0) & \text{if } l = z 
\end{cases}, \]

where \( l \) represents the factor of \( b(y, z) \) corresponding to \( P \). Here, \( \alpha \) in the first case is defined over an extension of \( K \) containing \( \beta \). The smallest extension \( L_2/K \) such that \( P \in \mathbb{P}L_2^2 \) is then \( L_2 = K(\alpha) \supset K(\beta) \), and consequently, the smallest extension over which Bézout’s Theorem holds is the extension \( K(\gamma) \), generated by the element

\[ \gamma = \sum_i c_i \alpha_i, \]

the sum taken over all common points \( P_i \) of the curves. Here, the \( c_i \in K \) are chosen to guarantee \( \prod_i \partial \alpha_i \) distinct values of \( \gamma \).

If we are faced with two arbitrary curves, we know that its intersection cycle may be expressed in the form (3.7). The smallest extension \( L/K \) is then the extension obtained by combining the algebraic elements in the coordinates of all points in these intersection cycles – after having combined common points across different cycles. This particular step may cause problems, however, as the following section shows.

### 4.2 A problematic example

While the calculation of the extension is straightforward if one of the polynomials is constant in \( x \), the recursive definition of the general intersection cycle \( a \cdot b \) leads to problems, as the following example shows:

Let

\[ a(x, y, z) = x^4 \]
\[ b(x, y, z) = (y^4 + z^4)x^4 + (xz^2 - yz^2 + y^3 - z^3)(x^2 - 2xz - z^2)z. \]

---

1This guarantees that \( a_i \in K(\sum_i c_i \alpha_{i,j_i}) \), for any choice of conjugates \( \alpha_{i,j_i} \) of \( \alpha_i \). In the case \( a_1 = \sqrt{2} + \sqrt{5}, a_2 = \sqrt{2} + \sqrt{3} \), there are two choices of conjugates of the elements that result in a value of \( \gamma = \sqrt{3} + \sqrt{5} \), but \( a_1, a_2 \notin K(\sqrt{3} + \sqrt{5}) \).
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We start by applying the Euclidean algorithm to write \( da = bq + r \) with

\[
d(y, z) = y^4 + z^4
\]
\[
r(x, y, z) = -z^3(x^2 - 2xz - z^2)(xz^2 - yz^2 + y^3 - z^3).
\]

Using properties of the intersection cycle from Corollary 3.1.1, we see that \( b \cdot r = b^* \cdot r \) with \( b^*(x, y, z) = x^4d(y, z) \) and that \( b \cdot d = r \cdot d \). Thus, the intersection cycle \( b \cdot r \) contains (as part of the formal sum) the intersection cycle \( d \cdot s_2 \), with

\[
s_2(x, y, z) = xz^2 - yz^2 + y^3 - z^3.
\]

This intersection cycle in turn contains the point \( P = (1 + \sqrt{2}, 1 + i, 1) \), expressed as \((\beta_1^3 + 1, \beta_1, 1)\), where \( \beta_1 = \frac{1}{\sqrt{2}(1 + i)} \) is a root of \( y^4 + 1 \).

The intersection cycle of \( b \) and \( d \), on the other hand, contains the intersection cycle \( d \cdot t \), where \( t(x, z) = x^2 - 2xz - z^2 \). This cycle contains the point \( P' = (1 + \sqrt{2}, 1 + i, 1) \), this time expressed as \( P' = (\alpha_1, \beta_1, 1) \), where \( \alpha_1 = 1 + \sqrt{2} \), the first root of \( x^2 - 2x - 1 \), and \( \beta_1 \) is as above. While it is clear that \( P \) and \( P' \) represent the same point, the point will appear in different representations in the two cycles. To combine points across representations in \( a \cdot b \), we thus need to find a way of comparing points expressed in terms of different extensions over \( K \).

4.3 Comparing points across representations

4.3.1 Algebraic \( n \)-tuples

Instead of considering points, we will be working with \( n \)-tuples of algebraic elements over \( K \) – we will refer to them as algebraic \( n \)-tuples. We want to be able to determine if two algebraic \( n \)-tuples are equivalent. The natural way to do this is through the use of automorphisms:

**Definition 4.3.1.** Let \( n \in \mathbb{N}, \alpha = (\alpha_1, \ldots, \alpha_n), \beta = (\beta_1, \ldots, \beta_n) \) be algebraic \( n \)-tuples over a field \( K \). We define a relation \( \equiv \) on the set of algebraic \( n \)-tuples by \( \alpha \equiv \beta \) if there exists an automorphism
\( \sigma \in \text{Gal}(K(\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_n)/K) \) such that

\[
\sigma \alpha = (\sigma \alpha_1, \ldots, \sigma \alpha_n) = (\beta_1, \ldots, \beta_n).
\]

Two algebraic \( n \)-tuples equivalent under this relation are the same \( n \)-tuple with coordinates expressed in terms of different algebraic extensions of \( K \). We will call the equivalence class \([\alpha]\) the \textit{Galois orbit} of \( \alpha \).

It is clear that \( P \) and \( P' \) from the previous section are equivalent using this definition, as \( \mathbb{Q}(1 + \sqrt{2}, \beta_1) = \mathbb{Q}(\beta_1) \). If the \( n \)-tuples represent points on an algebraic curve with coefficients in \( K \), it is further clear that the entire Galois orbit lies on the curve. Further, the multiplicity of a point of intersection of two curves is clearly an invariant of the Galois orbit.

Given this equivalence relation, it is convenient to have a way of determining when two Galois orbits are the same. As we are dealing with algebraic elements, a natural way is to represent the Galois orbits using the minimal polynomials of the algebraic elements.

As \([K(\alpha_1, \ldots, \alpha_n) : K]\) is finite and \( K(\alpha_1, \ldots, \alpha_n) \) only has finitely many intermediate subfields over \( K \), the Primitive Element Theorem (see [12] for example) tells us that there exists a \( \gamma \in K(\alpha_1, \ldots, \alpha_n) \) such that \( K(\alpha_1, \ldots, \alpha_n) = K(\gamma) \). Now, let \( N = [K(\gamma) : K] \) and let \( c_0, c_1, \ldots, c_{N-1} \in K \) be unknowns. Fix some \( \alpha_i \) and consider now the equation

\[
c_0 + c_1 \gamma + \ldots + c_{N-1} \gamma^{N-1} = \alpha_i
\]

By applying automorphisms in \( \text{Gal}(K(\gamma)/K) \), we get a system of at most \( N \) equations, expressing the conjugates \( \alpha_{i,j}, j = 1, \ldots, d_i \) of \( \alpha_i \) in terms of the polynomial \( p(x) = \sum_{i=0}^{N-1} c_i x^i \) evaluated at conjugates of \( \gamma \). This can be written as

\[
\Gamma c = \alpha
\]

Here, \( \Gamma \) is the Vandermonde Matrix with entries \( \Gamma_{i,j} = \gamma_i^j \), where \( \gamma_i \) denotes the \( i^{th} \) conjugate of \( \gamma \), \( c = (c_0, \ldots, c_n) \), and \( \alpha = (\alpha_{i,1}, \ldots, \alpha_{i,d_i}, \ldots, \alpha_{i,1}, \ldots, \alpha_{i,d_i}) \) contains the conjugates of \( \alpha_i \) repeated \([K(\gamma) : K(\alpha_i)]\) times.

Upon inverting \( \Gamma \) (see Appendix A), we get a polynomial expression \( p_i(\gamma) = \alpha_i \),

\[42\]
4.3. Comparing points across representations

$p_i(x) \in K[x]$. Thus, we can represent $(\alpha_1, \ldots, \alpha_n)$, together with all conjugate $n$-tuples, as

$$[(p_1(x), \ldots, p_n(x)), q_\gamma(x)]$$

where $q_\gamma(x) \in K[x]$ is the minimal polynomial of $\gamma$ over $K$. We call this the polynomial representation of the Galois orbit of the algebraic $n$-tuple $(\alpha_1, \ldots, \alpha_n)$. In the case of $P$ and $P'$ in the example above, we get polynomial representations

$$[P] = [(-x^3 + x + 1, x, 1), x^4 + 1]$$

$$[P'_1] = \left[\left(\frac{1}{5} + \frac{2}{3}x + \frac{1}{5}x^2 - \frac{1}{15}x^3, -\frac{1}{5}x + \frac{1}{5}x^2 + \frac{1}{15}x^3, 1\right), x^4 - 4x^3 - 2x^2 + 12x + 18\right].$$

$[P']$ in this case actually splits into two disjoint orbits $[P'_1], [P'_2]$. The orbit $[P'_1]$, given above, represents the 4 points that also occur in the orbit $[P]$. The remaining points lie in the orbit

$$[P'_2] = [(1 - 2x + 3x^2 - x^3, -1 + 3x - 3x^2 + x^3, 1), x^4 - 4x^3 + 6x^2 - 4x + 2].$$

It is far from obvious that the Galois orbits in (4.1) are indeed the same. The following theorem will give us a way of proving this.

**Theorem 4.3.1.** Let $[a] = [(p_1(x), \ldots, p_n(x)), q_\theta(x)], [b] = [(r_1(x), \ldots, r_n(x)), q_\delta(x)]$ be polynomial representations of Galois orbits. Further, let

$$H(t_1, \ldots, t_n) = \text{Res}_y \left(\text{Res}_x \left(\sum_{j=1}^n t_j(p_j(x) - r_j(y)), q_\theta(x), q_\delta(y)\right)\right).$$

Then $[a] = [b]$ if and only if $H(t_1, \ldots, t_n) \equiv 0$.

**Proof.** Denote by $\theta_j$ any conjugate of $\theta$ and by $\delta_k$ a conjugate of $\delta$. Then for $[a] = [b]$, we need, for any $i = 1, \ldots, n$, some $j, k$ with $p_i(\theta_j) = r_i(\delta_k)$. Let $t_i, i = 1, \ldots, n$ be
arbitrary in \( L \). Then this can be rewritten as

\[
\sum_{i=1}^{n} t_i(p_i(\theta_j) - r_i(\delta_k)) = 0 \iff \text{Res}_x \left( \sum_{i=1}^{n} t_i(p_i(x) - r_i(\delta_k)), q_0(x) \right) = 0
\]

\[
\iff H(t_1, \ldots, t_n) \equiv 0.
\]

Using this, it can be easily checked that \([P] = [P']_1\).
Chapter 5

Computational Implementation

By its recursive nature, the algorithm outlined in Chapter 3 lends itself well for implementation in a computing package such as Maple. When implementing a version over $\mathbb{Q}$, the theory from Chapter 4 can be used to compare points across representations explicitly.

A highly documented version of a Maple implementation can be found at [31].
Part II

Integer polynomials with all roots in a given real interval and the integer (monic) transfinite diameter
Chapter 6

Introduction

6.1 Polynomials with all roots in an interval and the transfinite diameter

Given a polynomial $p(x) = a_d x^d + \ldots + a_0 = a_d \prod_{i=1}^{d} (x - \alpha_i)$, it is a natural question to try to find the zeros of $p(x)$. In the case of real zeros, this can be done using Newton's Method, for example. One can also turn this question around and ask, given an interval $I$ on the real line, to describe all polynomials having their roots in the interval. Of course, this is only interesting for polynomials with integer coefficients, as otherwise an arbitrary set of reals $\{\alpha_1, \ldots, \alpha_d\} \subset I$ yields the polynomial $\prod_{i=1}^{d} (x - \alpha_i)$ with real coefficients and all roots in $I$.

For a closed and bounded interval $I \subset \mathbb{R}$, let us define

$$\mathcal{L}_I(a, d) = \left\{ p(x) = a \prod_{i=1}^{d} (x - \alpha_i) \in \mathbb{Z}_d[x] : \alpha_i \in I, 1 \leq i \leq d \right\}$$

where $I \subset \mathbb{R}$ is a fixed real interval, and set $\mathcal{L}_I(a) = \bigcup_{d=1}^{\infty} \mathcal{L}_I(a, d)$. In [14], Fekete defined the so-called transfinite diameter $t(I)$ of an interval and showed that if, for some fixed $a \in \mathbb{N}$, $\mathcal{L}_I(a)$ is infinite, then $t(I) \geq 1$.

Later, Robinson [39] proved a partial converse of Fekete’s first result, showing that real intervals $I$ with $t(I) > 1$ have $|\mathcal{L}_I(1)| = \infty$. His result is easily generalised to algebraic numbers whose minimal polynomials have a fixed odd leading coefficient $a > 1$, as is shown in section 7.1.2.
As we will see later, for real intervals, \( t(I) = \frac{|I|}{4} \), so that all of Fekete’s results can be rephrased for intervals in terms of the length of the interval: for \( a \in \mathbb{N} \), \( \mathcal{L}_f(a) \) is finite when \( |I| < 4 \) and infinite when \( |I| > 4 \). The case \( |I| = 4 \) is, still today, unsolved, except for intervals of the form \( I = [a, a + 4], a \in \mathbb{Z} \).

To retrace Fekete’s steps, let us first turn to a different problem. Consider a compact set \( E \subset \mathbb{C} \) and let \( n \in \mathbb{N} \). Using the usual norm, one may try to find

\[
\Delta_n(E) = \max_{z_1, \ldots, z_n \in E} \prod_{1 \leq i, j \leq n} |z_i - z_j|, \tag{7}
\]

where the maximum is taken over all \( n \)-element subset of \( E \). The extremal points \( z_1, \ldots, z_n \) are then called the \( n \)th Fekete points of \( E \) and \( \Delta_n(E) \) the \( n \)th Fekete constant. Taking the \( n(n-1) \)-th root and letting \( n \to \infty \), we get

\[
\Delta(E) = \lim_{n \to \infty} \Delta_n(E)^{\frac{1}{n(n-1)}},
\]

the so-called transfinite diameter of \( E \).

One may now wonder about the connection between this particular problem and the above problem of finding all polynomials with integer coefficients and roots in a given interval. Consider the sets \( \mathbb{C}^*_n[z] \) and \( \mathbb{C}^*_n(E) \) of monic polynomials of degree \( n \) with complex coefficients (and all roots in the compact set \( E \subset \mathbb{C} \)). Let \( \|p\|_E = \sup_{z \in E} |p(z)| \) denote the supremum norm of the polynomial \( p(z) \) on \( E \), and consider the two quantities

\[
\mu_n(E) = \inf_{p \in \mathbb{C}^*_n[z]} \|p\|_E
\]

and

\[
\tilde{\mu}_n(E) = \inf_{p \in \mathbb{C}^*_n(E)} \|p\|_E,
\]

and then take the limit of the \( n \)th root of these so-called \( n \)th Chebyshev constants, to get

\[
\mu(E) = \lim_{n \to \infty} \mu_n(E)^{\frac{1}{n}}
\]

and

\[
\tilde{\mu}(E) = \lim_{n \to \infty} \tilde{\mu}_n(E)^{\frac{1}{n}}.
\]
One can show (as is done in the next section) that \( \mu(E) = \bar{\mu}(E) = \Delta(E) \), so that the restriction on the location of the roots in \( \bar{\mu}(E) \) is actually not necessary. In light of this, we will denote all these quantities by \( t(E) \), the transfinite diameter, or Chebyshev constant, of the set \( E \). For consistency, define \( t_n(E) = \mu_n(E) \).

If \( E = I = [-1, 1] \subset \mathbb{R}, n \in \mathbb{N} \), the \( n^{th} \) extremal polynomial can be shown to be the Chebyshev polynomial

\[
T_n(x) = \cos(n \arccos x)
\]

with

\[
t_n(I) = 2^{1-n} \|T_n\|_I = 2^{1-n}.
\]

The Chebyshev constant of \( I = [-1, 1] \) is therefore the limit of the \( n^{th} \) root of this expression,

\[
t(I) = \lim_{n \to \infty} 2^{\frac{1-n}{n}} = \frac{1}{2}.
\]

This is easily generalised to an arbitrary closed interval \([a, b]\) of finite length \( b - a > 0 \) on the real line, where the \( n^{th} \) extremal polynomial for the Chebyshev constant is simply

\[
\tilde{T}_n(x) = 2 \left( \frac{b-a}{4} \right)^n T_n\left( \frac{2x-a-b}{b-a} \right)
\]

(6.2) giving a Chebyshev constant of

\[
t([a, b]) = \frac{b-a}{4}.
\]

Thus, the Chebyshev polynomials solve the problem of determining the Chebyshev constant for all real intervals. The problem can be made much more challenging by putting an additional requirement on the polynomials involved. If we define

\[
\mathbb{Z}_n[x] = \{ p_n(x) = a_n x^n + \ldots + a_0 : a_i \in \mathbb{Z}, 1 \leq i \leq n, a_n \neq 0 \}
\]

one can define a quantity similar to...
the transfinite diameter by

\[ t_Z(I) = \lim_{n \to \infty} \inf_{0 \neq p_n \in \mathbb{Z}[x]} \| p_n \|_I^{1/n}, \]

the so-called integer transfinite diameter, or integer Chebyshev constant. Quite contrary to the results for the ordinary transfinite diameter, there is not a single real interval of length up to 4 (aside from single points), for which the integer transfinite diameter is known. Its determination is therefore a non-trivial problem.

It is known (see [22]) that for \(|I| \geq 4\), \(t_Z(I) = t(I) = \frac{|I|}{4}\). Thus, we only need to consider intervals of length less than 4 throughout.

The integer transfinite diameter has received a lot of attention in the literature, but its actual value remains unknown for any interval of nonzero length less than 4. A theoretically interesting result in the area is an argument by Gelfond and Schnirelman (see [15]), showing that, if \(t_Z([0,1]) = \frac{1}{e}\) holds, a simple proof of the prime number theorem follows. Unfortunately, this is known not to be the actual value of \(t_Z([0,1])\).

There is a classical theorem (see [35], for example), stating that polynomials in \(\mathbb{Z}_n(I)\) (with integer coefficients and all roots in the given interval \(I\)), and of sufficiently small normalised leading coefficient, must be factors of the Integer Chebyshev polynomials. Further, as is shown in [27], if infinitely many such polynomials exist, the integer transfinite diameter takes on the form

\[ t_Z(I) = \inf_k a_{d_k}^{-1/d_k}, \]

where the infimum is taken over all \(q_k(x) = d_{d_k}x^{d_k} + \ldots + a_0 \in \mathbb{Z}_{d_k}(I)\) with \(a_d > 1\) and \(a_{d_k}^{1/d_k} < t_Z(I)^{-1}\).

In the definition of the transfinite diameter, one can also restrict the polynomials further: if we take the infimum over monic polynomials in \(\mathbb{Z}_n[x]\) only, we get the so-called monic integer transfinite diameter \(t_M(I)\). In this case, if \(q(x) = a_d x^d + \ldots + a_0 \in \mathbb{Z}_n(I)\) with \(a_d > 1\), then \(a_d^{-1/d} \leq t_M(I)\). This allows explicit computation of the monic integer transfinite diameter in a number of cases.

From this, it is clear that polynomials with integer coefficients and all roots in the interval \(I\) in question play a central role in the theory of the (monic) integer
transfinite diameter of \( I \). Let \( I = [a, b] \) be a closed real interval with \( 0 < |b - a| < 4 \). We define

\[
\mathcal{J}_I = \left\{ a_d^{1/d} : a_d x^d + \ldots + a_0 \in \mathbb{Z}_d(I), a_d > 1 \right\}
\]

and call this the *spectrum* of \( I \). In the following chapters, we will analyse this spectrum, showing, among other things, that

1. \( \mathcal{J}_{[0,1]} \) is dense in \((l, \infty)\), where \( l \approx 2.3768 \). We then generalise this result to a larger class of intervals with rational endpoints.
2. \( \mathcal{J}_{[0,1]} \) has only 6 distinct isolated points in \([1, 2.3647]\).
3. We will also analyse the relationship between \( \inf \mathcal{J}_I \) and \( t_M(I) \). We will show that this relationship does not always lead to a tight best possible lower bound on the monic integer transfinite diameter.

Note also that the gap between 2.3647 and 2.3768 cannot be closed using the computational methods outlined in the following chapters: Pritsker showed in [38] that the integer transfinite diameter is attained by an infinite product of distinct polynomials, so no search for a finite list of factors can produce the actual value of \( t_Z(I) \).

### 6.2 Proofs

We will provide proofs of two essential theorems in the introduction here. First, we show that, for a compact set \( E \subset \mathbb{C} \), the Fekete constant \( \Delta(E) \) is equivalent to the transfinite diameter \( \mu(E) \). These proofs are sketched in [8], and we are merely filling in the details here.

We begin with a lemma:

**Lemma 6.2.1.** Let \( E \subset \mathbb{C} \) be compact. Then the sequence \( \left\{ \Delta_n(E) \frac{1}{n^{n-1}} \right\}_{n=1}^{\infty} \) converges.

**Proof.** We start by letting \( q_n(x) = \prod_{i=1}^{n} (z - z_i) \), where \( z_1, z_2, \ldots, z_n \) are the \( n^{th} \) Fekete points. Set

\[
m_n = \min_{i=1, \ldots, n} |q_n'(z_i)|,
\]
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where $q'_n(z)$ denotes the derivative of $q_n(z)$.

Fixing $k \in \{1, \ldots, n+1\}$, we may write

$$\Delta_{n+1}(E) = \prod_{1 \leq i < j \leq n+1 \atop i \neq k, j \neq k, i \neq j} |z_i - z_j| \prod_{1 \leq i \leq n+1 \atop i \neq k} |z_k - z_i|^2 \leq \Delta_n(E) \prod_{1 \leq i \leq n+1 \atop i \neq k} |z_k - z_i|^2.$$  

Note that $q'_n(z_k) = \prod_{i \neq k} |z_k - z_i|$. Thus, by taking the minimum over all $i \in \{1, \ldots, n+1\}$ in the above inequality, we get

$$\Delta_{n+1}(E) \leq \Delta_n(E) m_{n+1}^2.$$  \hfill (6.3)

Also, we note that

$$m_{n+1} = \min_{i=1, \ldots, n+1} \prod_{i \neq j} |z_i - z_j|^{n+1} \leq \left( \prod_{1 \leq i \leq n} \prod_{i \neq j} |z_i - z_j| \right)^{n+1} \leq \Delta_{n+1}(E).$$  \hfill (6.4)

Taking (6.3) and (6.4) together, we obtain

$$\left( \frac{\Delta_{n+1}(E)}{\Delta_n(E)} \right)^{n-1} \leq \left( \frac{\Delta_n(E)}{\Delta_{n+1}(E)} \right)^2 \left( \frac{\Delta_{n+1}(E)}{\Delta_n(E)} \right)^{n+1} \leq \Delta_n(E)^2$$

so that

$$\Delta_{n+1}(E)^{\frac{1}{n+1}} \leq \Delta_n(E)^{\frac{1}{n}}.$$  

Since $\Delta_n(E)$ is always non-negative (and thus bounded below), this guarantees the existence of

$$\Delta(E) = \lim_{n \to \infty} \Delta_n(E)^{\frac{1}{n}}$$
6.2. Proofs

by the monotone convergence theorem. □

Another Lemma shows the corresponding result for the transfinite diameter. The proof follows an argument from Pólya and Szegö in [36].

**Lemma 6.2.2.** Let $E \subset \mathbb{C}$ be compact. Then the sequence $\left\{ \mu_n(E)^{\frac{1}{n}} \right\}_{n=1}^{\infty}$ converges to its infimum.

**Proof.** First, note that, for $n, m \in \mathbb{N}$,

$$
\mu_{n+m}(E) = \inf_{p \in C_{n+m}[x]} \|p\|_E = \inf_{q \in C_n[x], r \in C_m[x]} \|qr\|_E \\
\leq \inf_{q \in C_n[x], r \in C_m[x]} \|q\|_E \|r\|_E \\
\leq \mu_n(E) \mu_m(E).
$$

Let $a_n = \log \mu_n(E)$ and set $\alpha = \inf_{n>0} \frac{a_n}{n}$. From the above argument, it follows that $a_{n+m} \leq a_n + a_m$ for any $n, m \in \mathbb{N}$. Induction gives $a_n \leq a_1 n$, $n \in \mathbb{N}$.

For $\epsilon > 0$, let $m \in \mathbb{N}$ be such that $\frac{a_m}{m} < \alpha + \frac{\epsilon}{2}$. Further choose $N \in \mathbb{N}$ to make $\frac{m}{N} < \frac{\epsilon}{2a_1}$. Then, for $n > N$, use the Division algorithm to write $n = mq + r$, $r < n$ or $r = 0$. This gives

$$
\alpha < \frac{a_n}{n} = \frac{a_{m+n}}{n} \leq \frac{a_m}{m} \cdot q + \frac{a_r}{n}.
$$

Seeing that

$$
a_{mq} \leq a_m + \ldots + a_m = qa_m,
$$

we that (6.5) is in turn bounded above by

$$
\frac{qa_m + a_r}{n} \leq \frac{a_m}{m} \frac{mq}{n} + \frac{a_r}{n} < \frac{a_m}{m} + \frac{ra_1}{n} < \alpha + \epsilon.
$$

That the same result holds for $\tilde{\mu}_n(E)$ is obvious from the proof. Finally, we prove:
Theorem 6.2.1. Let $E \subset \mathbb{C}$ be compact. Then

$$\Delta(E) = \mu(E) = \tilde{\mu}(E)$$

Proof. First, note that if $\#(E)$ is finite and $n > \#(E)$, then we can always find a polynomial $p_n \in \mathbb{C}_n[x]$ with $p_n(z) = 0$ whenever $z \in E$ (by using Lagrange interpolation, for example). Similarly, $\Delta_n(E) = 0$, as we are forced to repeat points on the product. Thus, we may assume that $E$ contains infinitely many points.

We begin by noting that $\mu(E) \leq \tilde{\mu}(E)$. It is further clear from the proof of Lemma 6.2.1 that $\tilde{\mu}(E) \leq \Delta(E)$ (as the Fekete Polynomial $q_n$ has all its roots in $E$). What remains to be shown is that $\Delta(E) \leq \mu(E)$.

Take $p \in \mathbb{C}_n^*[x]$ and considering the expansion of $\Delta_{n+1}(E)^{\frac{1}{2}}$ as a Vandermonde Determinant:

$$\Delta_{n+1}(E)^{\frac{1}{2}} = \text{abs} \begin{vmatrix} 1 & z_1 & \cdots & z_1^{n-1} & z_1^n \\ 1 & z_2 & \cdots & z_2^{n-1} & z_2^n \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & z_{n+1} & \cdots & z_{n+1}^{n-1} & z_{n+1}^n \\ \end{vmatrix}$$

$$= \text{abs} \begin{vmatrix} 1 & z_1 & \cdots & z_1^{n-1} & p(z_1) \\ 1 & z_2 & \cdots & z_2^{n-1} & p(z_2) \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 1 & z_{n+1} & \cdots & z_{n+1}^{n-1} & p(z_{n+1}) \\ \end{vmatrix}$$

where the second expression is obtained by applying column-operations to the first. Expanding this with respect to the last column and denoting by $M_{i,j}$ the $(i, j)^{th}$ minor of the matrix, we get
\[ \Delta_{n+1}(E)^{1/2} = (-1)^{n-1} \left( p(z_1)M_{1,n+1} - p(z_2)M_{2,n+1} + \ldots + (-1)^{n-1}M_{n+1,n+1} \right) \]
\[ \leq \Delta_n(E)^{1/2} \sum_{j=1}^{n+1} |p(z_j)| \]
\[ \leq (n+1)\Delta_n(E)^{1/2} \|p\|_E. \quad (6.6) \]

To simplify notation, set
\[ c_n = \left( (n+1)^2 \mu_n(E)^2 \right)^{1/n} \]
\[ d_n = \Delta_n(E)^{1/n}. \]

Then taking the infimum over all \( p \in C_n^*[x] \) in (6.6), the inequality, expressed with this notation, simply reads
\[ d_{n+1}^{n+1} \leq c_n d_n^{n-1}. \]

Multiplying this for \( n = 1, \ldots, k \) and simplifying (the assumption that \( E \) contains infinitely many points guarantees \( c_n, d_n \in \mathbb{R}_{>0} \)), we get
\[ d_2 d_3 \cdots d_{k+1}^{k+1} \leq c_1 c_2 \cdots c_k \]
\[ (d_2 d_3 \cdots d_k)^{1/k} d_{k+1}^{k+1} \leq c_1^{1/k} (c_2 \cdots c_k)^{1/k}. \]

Note that the left is the geometric mean of the \( d_i, i = 2, \ldots, k \) multiplied by an extra term, whereas the right is the geometric mean of the \( c_i, i = 2, \ldots, k \). Noting that \( \lim_{k \to \infty} d_k = \Delta(E) \) and \( \lim_{k \to \infty} c_k = \mu(E)^2 \), together with the fact that the geometric means will tend to \( \Delta(E), \mu(E) \), respectively, we get that
\[ \Delta(E)^2 \leq \mu(E)^2 \]
and the result follows, as \( \Delta(E), \mu(E) \geq 0 \). \( \square \)

Now, consider the case \( E = I = [a, b] \subset \mathbb{R} \). Using the definition of the \( n^{th} \) Chebyshev polynomial in (6.1), we will prove that \( \tilde{T}_n(x) \), defined in (6.2), indeed attains \( t(I) = \frac{b-a}{4} \).
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From the same expression, it is easy to see the $n^{th}$ Chebyshev polynomial $T_n(x)$ has $n$ real zeros at

$$x_k = \cos\left(\frac{(2k+1)\pi}{2n}\right), \quad k = 0, \ldots, n-1$$

all inside the interval $[-1, 1]$, and has $n$ extrema at

$$y_k = \cos\left(\frac{k\pi}{n}\right), \quad k = 0, \ldots, n-1.$$ 

Also, one easily sees that $T_n(y_k) = (-1)^k$, so that the polynomial equioscillates $n + 1$ times between $\pm 1$ in the interval $[-1, 1]$. This gives the following result:

**Theorem 6.2.2.**

$$\inf_{p_n \in \mathbb{C}_n[x]} \|p_n\|_{-1,1} = 2^{1-n} \|T_n\|_{-1,1} = 2^{1-n}$$

and $T_n(x)$ is the unique polynomial attaining this infimum.

**Proof.** Suppose that $q_n(x) \in \mathbb{C}_n[x]$ is a monic polynomial satisfying

$$\|q_n\|_{-1,1} \leq 2^{1-n} \tag{6.7}$$

and consider $s(x) = 2^{1-n} T_n(x) - \Re(q_n(x)) \in \mathbb{R}_{n-1}[x]$. Since $2^{1-n} T_n(x)$ takes on all values in $[-2^{1-n}, 2^{1-n}]$ between any two consecutive extrema, $T_n(x) = \Re(q_n(x))$ in the interval $\left[\cos\frac{k\pi}{n}, \cos\frac{(k+1)\pi}{n}\right]$ for $k = 0, \ldots, n-1$. This makes $s(x) = 0$ at least $n$ times in $[-1, 1]$. As $\partial s = n - 1$, $s(x) \equiv 0$.

Now, when $T_n(x) = \pm 1$, (6.7) tells us that $q_n(x)$ is real. Thus, we have $n$ points on $s(x)$ given, which uniquely defines $s(x)$ (using Lagrange interpolation, for example) and shows that $q_n(x)$ indeed has real coefficients, making

$$2^{1-n} T_n(x) \equiv q_n(x), \quad \text{for all } x \in \mathbb{R} \quad \Box$$

This can immediately be generalised to give the following:
Corollary 6.2.3. Let $I = [a, b] \subset \mathbb{R}$ be of finite length, $n \in \mathbb{N}$. Then

$$t_n(I) = \|\widetilde{T}_n\|_I^{\frac{1}{n}} = \frac{b-a}{4} 2^{\frac{1}{n}}$$

where $\widetilde{T}_n(x)$ is as in (6.2).
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Regions where $\mathcal{S}_I$ is dense

In this chapter, we will, for a some $I \subset \mathbb{R}$, find subintervals of $(1, \infty)$ where the spectrum $\mathcal{S}_I$ is dense. We start with a description of Robinson’s Method, which allows us, for large $n \in \mathbb{N}$, to find a polynomial in $\mathbb{Z}_n^*(I)$ by approximating the $n^{th}$ Chebyshev polynomial on this interval.

We then prove that $\mathcal{S}_I$ in $(l(I), \infty)$, where $l(I) = \max \left\{ 1, \frac{4}{|I|} \right\}$, improving this result for intervals of the form $I_b = [0, b], b \in \mathbb{R}_{>0}$ in general, and $I = [0, 1]$ in particular.

In the case of $[0, 1]$, we will show how to construct a sequence of polynomials with all roots in the interval and use a modification of this sequence to prove that $\mathcal{S}_{[0, 1]}$ is dense in $(l, \infty)$, where $l$ is a limit point obtained from the sequence of polynomials. We will then mention how this result can be generalised to a larger class of intervals.

7.1 Regions of density of $\mathcal{S}_{I_b}$ for $I_b = [0, b], b \in \mathbb{R}$

7.1.1 More on Chebyshev polynomials

Let $I = [0, b], b \in \mathbb{R}_{>0}$. In this section, we will use the regular Chebyshev polynomials from (6.1), together with a method introduced by Robinson, to find a subinterval of $(1, \infty)$ where the spectrum $\mathcal{S}_I$ is dense.

We start with some definitions and motivation. In the introduction, for $n \in \mathbb{N}$, we defined the $n^{th}$ Chebyshev polynomial $T_n(x)$ on $[-1, 1]$ as the unique polynomial
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solving the minimisation problem

$$\inf_{p_{n-1} \in C_{n-1}[x]} \|x^n - p_{n-1}\|_{[-1,1]} = 2^{1-n} \|T_n\|_{[-1,1]}.$$  

The proof relied on the fact that, for $n \in \mathbb{N}$, $T_n(x)$ equioscillates $n$ times between $\pm 1$ on $[-1,1]$. We will make use of this equioscillation again later.

For reference, we make note of the following basic lemma:

**Lemma 7.1.1.** Let $p_1, \ldots, p_n$ be polynomials in $\mathbb{R}[x]$ and let $P \in \mathbb{R}[x_1, \ldots, x_n]$. If the relation $P(p_1, p_2, \ldots, p_n) = 0$ on a set $S$ of more than $\partial P \max_i \partial p_i$ distinct points on the real line, then $P(p_1, \ldots, p_n) = 0$ on all of $\mathbb{R}$.

**Proof.** This follows simply from the fact that $P(p_1, \ldots, p_n)$ is a univariate polynomial of degree at most $\partial P \max_i \partial p_i$. If this polynomial vanishes on $S$, it has to be equivalently zero. □

We will also need the following three-term recursion for $T_n(x)$:

**Lemma 7.1.2.** Let $T_0(x) = 1, T_1(x) = x$. For $n \geq 2$, the $n^{th}$ Chebyshev polynomial $T_n(x)$ satisfies

$$T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x), \text{ for all } x \in \mathbb{R} \quad (7.1)$$

**Proof.** For $A, B \in \mathbb{R}$, we have

$$2 \cos A \cos B = \cos(A - B) + \cos(A + B). \quad (7.2)$$

Let $\theta \in \mathbb{R}, n \in \mathbb{N}$, and set $A = (n-1)\theta, B = \theta$. Then, (7.2) turns into

$$2 \cos \theta \cos(n-1)\theta = \cos n\theta + \cos(n-2)\theta.$$  

Setting now $x = \cos \theta$, we have the desired relation, which extends to $\mathbb{R}$, as it holds on all of $[-1,1]$. □
For notational convenience, let us introduce a scaling. For \( n \geq 0 \), set
\[
T^*_n(x) = 2T_n\left(\frac{x}{2}\right),
\]
the Chebyshev polynomials scaled to the interval \([-2, 2]\). The recurrence relation (7.1) then turns into
\[
T^*_n(x) = xT^*_n(x) - T^*_{n-2}(x). \tag{7.3}
\]
We note an important identity for \( T^*_n(x) \) that can easily be proved using this relation:

**Proposition 7.1.1.** For \( n \in \mathbb{Z}_{\geq 0} \),
\[
T^*_n\left(x + \frac{1}{x}\right) = x^n + \frac{1}{x^n} \tag{7.4}
\]

**Proof.** This is easily proved using induction. Seeing that \( T^*_0(x) = 1 + 1 = 2 \), \( T^*_1(x + \frac{1}{x}) = x + \frac{1}{x} \), assume that \( n > 1 \) and that (7.4) holds for all \( k < n \). Then
\[
T^*_n\left(x + \frac{1}{x}\right) = \left(x + \frac{1}{x}\right)T^*_n\left(x + \frac{1}{x}\right) - T^*_{n-2}\left(x + \frac{1}{x}\right)
= \left(x + \frac{1}{x}\right)\left(x^{n-1} + \frac{1}{x^{n-1}}\right) - \left(x^{n-2} + \frac{1}{x^{n-2}}\right)
= x^n + \frac{1}{x^n}.
\]

Following an argument by Robinson in [39], and using (7.3), we can find an explicit expression for the coefficients of \( T^*_n(x) \).

**Lemma 7.1.3.** For \( n > 0 \in \mathbb{N} \),
\[
T^*_n(x) = x^n + \sum_{k=1}^{\left\lceil \frac{n}{2} \right\rceil} (-1)^k \binom{n}{k} \frac{1}{k} \binom{n-k-1}{k-1} x^{n-2k}.
\]

**Proof.** We will proceed by induction, using (7.3). For \( n = 1, 2 \), the result is easily
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checked. Suppose now it holds for all \( k : 2 \leq k < n \in \mathbb{N} \). Then

\[
T_n^*(x) = xT_{n-1}^*(x) - T_{n-2}^*(x)
\]

\[
= x^n + \sum_{k=1}^{\left\lfloor \frac{n}{2} \right\rfloor} (-1)^k \frac{n-1}{k} \binom{n-k-2}{k-1} x^{n-2k} - x^{n-2} + \sum_{k=1}^{\left\lfloor \frac{n-2}{2} \right\rfloor} (-1)^{k-1} \frac{n-2}{k} \binom{n-k-3}{k-1} x^{n-2k-2}
\]

\[
= x^n + (n-1-1)x^{n-2} + \sum_{k=2}^{\left\lfloor \frac{n}{2} \right\rfloor} (-1)^k \left( \frac{n-1}{k} \binom{n-k-2}{k-1} + \frac{n-2}{k-1} \binom{n-k-2}{k-2} \right) x^{n-2k},
\]

noting that the constant coefficient in \( xT_{n-1}^*(x) \) is zero. The result follows, as

\[
\frac{n-1}{k} \binom{n-k-2}{k-1} + \frac{n-2}{k-1} \binom{n-k-2}{k-2} = (n-1)(n-k-2)! + (n-2)(n-k-2)! \]

\[
= k!(n-2k-1)! + (k-1)!(n-2k)! \]

\[
= (n-k-2)!((n-2k)(n-1)+k(n-2))
\]

\[
= \frac{n(n-k-1)(n-k-2)!}{k!(n-2k)!}
\]

\[
= \frac{n}{k} \binom{n-k-1}{k-1}.
\]

This shows that, for \( n \in \mathbb{N} \), the coefficients of \( T_n^*(x) \) are algebraically divisible by \( n \) – they are polynomials in \( n \) with no constant coefficient.

### 7.1.2 Robinson’s Method

We can now use the explicit expression of \( T_n^*(x) \) derived in the previous section to construct a new sequence of polynomials \( p_n(x) = a_n x^n + \ldots + a_0 \) which, for given \( l \in \mathbb{N} \), have \( a_l, \ldots, a_n \in \mathbb{Z} \), as follows.

Let \( c, \lambda \in \mathbb{Q} \) be fixed and set

\[
P_n(x) = \lambda^n T_n^* \left( \frac{x-c}{\lambda} \right).
\]
If we use Lemma 7.1.3, we see that $P_n(x)$ takes the form
\[
P_n(x) = (x - c)^n + \sum_{k=1}^{\lfloor \frac{n}{2} \rfloor} (-1)^k \binom{n - k - 1}{k} (x - c)^{n-2k} \lambda^{2k}
\]
\[
= x^n + \sum_{j=1}^{n} a_j x^{n-j},
\]
where the $a_j$ are polynomials in $n$ with $\partial_n a_j = j$ and coefficients in $\lambda, k, c$. As the coefficients of $T_n(x)$ are algebraically divisible by $n$, we may write the $j^{th}$ coefficient of $P_n(x)$ as
\[
a_j = \frac{\alpha_j n^j + \cdots + \alpha_1 n}{\beta_j}
\]
where the $\alpha_1, \ldots, \alpha_j, \beta_j \in \mathbb{Z}$ are independent of $n$.

This is quite an important observation, as it yields the following lemma:

**Lemma 7.1.4.** Let $\lambda, c \in \mathbb{Q}, l < n \in \mathbb{N}$. Then there exist infinitely many values of $n$ such that the polynomial
\[
P_n(x) = \lambda^n T_n\left(\frac{x - c}{\lambda}\right) = x^n + \sum_{j=1}^{n} a_j x^{n-j}
\]
has $a_0, \ldots, a_l \in \mathbb{Z}$.

**Proof.** In (7.6), let $m = \text{lcm}\{\beta_0, \beta_1, \ldots, \beta_l\}$. Then, for $n = km$, $k \in \mathbb{N}$, $a_0, a_1, \ldots, a_l$ will be integers.

Thus, even though the polynomial $P_n(x)$ may not have integer coefficients, for large enough $n$, it will be “almost integral”. This is an important realisation and the main ingredient in Robinson’s proof in [39] that intervals of length greater than 4 contain infinitely many complete sets of conjugate algebraic integers.

We will now show how, for given odd $A \in \mathbb{Z}$, one can approximate $P_n(x)$ by a polynomial $Q_n(x)$ with coefficients in $\frac{1}{A}\mathbb{Z}$, such that the difference $|P_n(x) - Q_n(x)|$ is small.

**Lemma 7.1.5.** Let $m \in \mathbb{N}, A \equiv 1 \pmod{2}$ be fixed, $P_n(x)$ be as above, with $c, \lambda \in \mathbb{Q}$, with $n \equiv 0 \pmod{2}$ large enough so that $a_0, \ldots, a_l$ are even integers. Then one can find...
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$b_k \in \left[\frac{1}{A}, \frac{1}{A}\right)$ such that the polynomial $AQ_n(x)$ with

$$Q_n(x) = P_n(x) + \sum_{k=l+1}^{n} b_k P_{n-k}(x) \in \frac{1}{A} \mathbb{Z}_n[x]$$  \hfill (7.7)

is irreducible and has integer coefficients.

Proof. Let

$$Q_n(x) = c_0 + \ldots + x^n$$

$$P_{n-k}(x) = a_{n,k} + \ldots + a_{k+1,k} x^{n-k-1} + x^{n-k}.$$

Then comparing coefficients in (7.7) yields the system of equations

$$c_0 = a_{n,0} + b_{l+1} a_{n,l+1} + \ldots + b_{n-1} a_{n,n-1} + 2b_n$$

$$c_1 = a_{n-1,0} + b_{l+1} a_{n-1,l+1} + \ldots + b_{n-2} a_{n-1,n-2} + b_{n-1}$$

$$\vdots$$

$$c_{n-l-2} = a_{l+2,0} + b_{l+1} a_{l+2,l+1} + b_{l+2}$$

$$c_{n-l-1} = a_{l+1,0} + b_{l+1}$$

$$c_{n-l} = a_{l,0}$$

$$\vdots$$

$$c_n = a_{0,0} = 1,$$

noting that $a_{k,k} = 1$ for $0 \leq k < n$ and $a_{n,n} = P_0(x) = 2$.

Consider now the equation for $c_{n-l-1}$. Clearly, the interval $\left[\frac{a_{l+1,0} - \frac{1}{A}, a_{l+1,0} + \frac{1}{A}}\right]$ contains some $\frac{j_1}{A}$ where $j_1$ is an even integer. Choose $c_{n-l-1} = \frac{j_1}{A}$. This will determine the value of $b_{l+1}$. Given $b_{l+1}$, we can then choose $a_{i+2,0}, a_{i+2,l+1}$ in such a way that $c_{n-l-2} = \frac{j_2}{A}$ with $j_2 \equiv 0 \pmod{2}$. Continuing in this fashion, we obtain $c_{n-i}, i = 0, \ldots, l+1$ all of the form $\frac{j_i}{A}$, $j_i \equiv 0 \pmod{2}$. Seeing that, for $i > l+1$, $c_{n-i}$ is an even integer as well, we get a polynomial $Q_n(x)$ such that $AQ_n(x)$ has even integer coefficients. The first equation (obtained using $P_0(x) = 2$) further allows us to choose $Ac_0 \equiv 2 \pmod{4}$, so that $AQ_n(x)$ will be irreducible by Eisenstein’s criterion.

We have thus successfully approximated the polynomial $P_n(x)$ by an irreducible
 polynomial with coefficients in $\frac{1}{\lambda}\mathbb{Z}$. More can be said, however. First, note that 
\[ \|P_n\|_{[c-2\lambda,c+2\lambda]} = 2\lambda^n. \]
Now, take $\lambda > 1$ and choose $l \in \mathbb{N}$ such that $\lambda^l(\lambda - 1) \geq 1$. Then, for $n$ chosen as in Lemma 7.1.5, we have
\[
|P_n(x) - Q_n(x)| = \left| \sum_{k=l+1}^{n} b_k P_{n-k}(x) \right| \\
\leq \sum_{k=l+1}^{n} |b_k| |P_{n-k}(x)| \\
< \sum_{k=l+1}^{\infty} 2\lambda^{n-k} = \frac{2\lambda^n}{\lambda^l(\lambda - 1)} \leq 2\lambda^n
\]

Since $P_n(x)$ equioscillates $n$ times between $\pm 2\lambda^n$ on $[c-2\lambda, c+2\lambda]$, $Q_n(x)$ has the same sign as $P_n(x)$ at the extrema of $P_n(x)$ – thus changing sign $n$ times in $[c-2\lambda, c+2\lambda]$. Consequently, $Q_n(x) \in \frac{1}{\lambda}\mathbb{Z}_n(I)$, and therefore $AQ(x) \in \mathbb{Z}_n(I)$.

### 7.1.3 Dense regions of $\mathcal{S}_I$ for arbitrary $I \subset \mathbb{R}$

We start with an arbitrary interval $I = [a, b]$ and show how Lemma 7.1.5 can be used to prove results about the spectrum $\mathcal{S}_I$.

**Theorem 7.1.1.** Let $I = [a, b] \subset \mathbb{R}$ be an interval of length $0 < |I| < 4$. Then $\mathcal{S}_I$ is dense in $\left( \frac{\lambda}{4}, \infty \right)$.

**Proof.** Let $[a, b] = [c-2\lambda, c+2\lambda]$, so that $\frac{|I|}{4} = \lambda$ and let $\alpha \in \left( \frac{1}{\lambda}, \infty \right)$.

For $0 < \epsilon < \alpha - \frac{1}{\lambda}$, we see that $\alpha - \epsilon > \frac{1}{\lambda}$, so that there exists $n_1 \in \mathbb{N}$ with
\[
((\alpha - \epsilon)\lambda)^{n_1} > \frac{1}{1-\lambda}.
\]

Further, we may choose $n_2 \in \mathbb{N}$ with
\[
\left( \frac{\alpha + \epsilon}{\alpha - \epsilon} \right)^{n_2} > 3.
\]

Note that, since $\lambda < 1$, $\alpha - \epsilon > \frac{1}{\lambda} > 1$, so that
\[
(\alpha + \epsilon)^{n_2} > (\alpha - \epsilon)^{n_2} + 2(\alpha - \epsilon)^{n_2} > (\alpha - \epsilon)^{n_2} + 2
\]
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Taking $n = \max\{n_1, n_2\}$, we get consecutive integers $s, s + 1$ with

$$\left(\frac{1}{\lambda}\right)^n \frac{1}{1 - \lambda} < (\alpha - \epsilon)^n < s < s + 1 < (\alpha + \epsilon)^n.$$ 

Let $A$ be the odd one of $s, s + 1$. Then, following the argument in Lemma 7.1.5 with $l = 0$, we may choose $b_1, \ldots, b_n \in \left(\frac{1}{A}, \frac{1}{A}\right]$ such that $Q_n(x) = P_n(x) + \sum_{k=1}^n b_k P_{n-k}(x)$ is irreducible and $AQ_n(x)$ has integer coefficients. We also get

$$|P_n(x) - Q_n(x)| = \left| \sum_{k=1}^n b_k P_{n-k}(x) \right| \leq \frac{1}{A} \sum_{k=1}^n 2\lambda^{n-k} = \frac{2}{A} \sum_{j=0}^{n-1} \lambda^j \leq \frac{2}{A} \sum_{j=0}^{\infty} \lambda^j = \frac{2}{A(1 - \lambda)} < 2\lambda^n.$$ 

Thus, by the same argument as used at the end of Section 7.1.2, $Q_n(x)$ (and consequently $AQ_n(x)$) will have all its roots in $I$ and

$$|\alpha - A^{1/n}| < \epsilon.$$ 

\hfill \Box

7.1.4 Application to the spectrum of $I_b$

Now, let $Q_n(x)$ be as in Lemma 7.1.5, but with $A = 1$. Set $R_n(x) = x^n Q_n(\frac{1}{x})$. Clearly, $R_n(x)$ now has all its roots in the interval $\left[\frac{1}{c + 2\lambda}, \frac{1}{c - 2\lambda}\right]$. We have the following:

**Lemma 7.1.6.** Let $a_n$ denote the leading coefficient of $R_n(x)$. Then

$$\lim_{n \to \infty} |a_n|^{\frac{1}{n}} = \frac{1}{2} \lambda \left( c + \sqrt{c^2 - 4\lambda^2} \right).$$

(7.8)

**Proof.** To begin with, let $c, \lambda \in \mathbb{Q}$ with $\lambda > 1$ and $c > 2\lambda$. Set

$$\gamma = -\frac{c + \sqrt{c^2 - 4\lambda^2}}{2},$$

(7.9)

a solution to $\gamma + \gamma^{-1} = -\frac{c}{\lambda}$. Note that with $c > 1, c^2 - 4\lambda^2 \geq 0$, giving $|\gamma| > 1$. Thus,
choose \( l \in \mathbb{N} \) such that

\[
(|\gamma|\lambda)^l (|\gamma|\lambda - 1) > 2. \tag{7.10}
\]

Choose \( n \) such that, in the notation of Lemma 7.1.4, \( n \) is a multiple of \( m = \text{lcm}\{2, \beta_0, \beta_1, \ldots, \beta_l\} \).

Recalling that \( T_n^*(x + \frac{1}{x}) = x^n + \frac{1}{x^n} \), we get

\[
a_n = Q_n(0) = P_n(0) + \sum_{k=l+1}^{n} b_k P_{n-k}(0)
\]

\[
= \lambda^n T_n^*(-\frac{c}{\lambda}) + \sum_{k=l+1}^{n} b_k \lambda^{n-k} T_{n-k}^*(-\frac{c}{\lambda})
\]

\[
= \lambda^n (\gamma^n + \gamma^{-n}) + \sum_{k=l+1}^{n} b_k \lambda^{n-k} (\gamma^{n-k} + \gamma^{k-n})
\]

\[
= (\lambda \gamma)^n \left(1 + \gamma^{-2n} + \sum_{k=l+1}^{n} b_k \lambda^{-k} (\gamma^{-k} + \gamma^{k-2n})\right).
\]

Consider now the last term of this expression. Taking the limit over the subsequence \( n = sm, s \in \mathbb{N} \), we get

\[
\lim_{n \to \infty} \left| \sum_{k=l+1}^{n} b_k \lambda^{-k} (\gamma^{-k} + \gamma^{k-2n}) \right| \leq \lim_{n \to \infty} \left( \sum_{k=l+1}^{n} |b_k| ||\lambda \gamma||^{-k} + \sum_{k=l+1}^{n} |b_k| ||\gamma||^{k-2n} ||\lambda||^{-k} \right)
\]

\[
< 2 \sum_{k=l+1}^{\infty} ||\lambda \gamma||^{-k} = \frac{2}{||\lambda \gamma|| (||\lambda \gamma|| - 1)} < 1.
\]

Thus, we get

\[
\lim_{n \to \infty} \left(1 + \gamma^{-2n} + \sum_{k=l+1}^{n} b_k \lambda^{-k} (\gamma^{-k} + \gamma^{k-2n})\right) = 1 + A,
\]

where \( |A| < 1 \), making the limit nonzero and finite. This gives

\[
\lim_{n \to \infty} |b_n|^\frac{1}{n} = \lim_{n \to \infty} ||\lambda \gamma|| \left|1 + \gamma^{-2n} + \sum_{k=l+1}^{n} b_k \lambda^{-k} (\gamma^{-k} + \gamma^{k-2n})\right|^\frac{1}{n}
\]

\[
= ||\lambda \gamma||
\]

\[
= \frac{1}{2} \lambda \left(c + \sqrt{c^2 - 4\lambda^2}\right). \tag*{□}
\]

**Corollary 7.1.2.** Let \( c, \lambda \in \mathbb{R} \), \( \lambda > 1, c > 2\lambda \). Then there exists a sequence of irreducible
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polynomials $\{p_n\}$, where $p_n \in \mathbb{Z}_n\left(\left[\frac{1}{c+2\lambda}, \frac{1}{c-2\lambda}\right]\right)$ has leading coefficient $a_n$, with

$$\lim_{n \to \infty} |a_n|^\frac{1}{n} = \frac{1}{2} \lambda \left( c + \sqrt{c^2 - 4\lambda} \right).$$

Proof. The argument above shows this for intervals with rational endpoints. What remains to be shown is that this extends to intervals with irrational endpoints as well.

Let $\{c_i\}, \{\lambda_i\}$ be sequences of rationals such that, for $i \in \mathbb{N}$, $\lambda_i > 1, c_i > 2\lambda_i$, and also

$$I_i = \left[\frac{1}{c_i + 2\lambda_i}, \frac{1}{c_i - 2\lambda_i}\right] \subseteq \left[\frac{1}{c + 2\lambda}, \frac{1}{c - 2\lambda}\right]$$

and $\lim_{i \to \infty} c_i = c, \lim_{i \to \infty} \lambda_i = \lambda$. Certainly, any polynomial having all roots in $I_i$ will also have all roots in $I$ and further,

$$\lim_{i \to \infty} \frac{1}{2} \left( c_i + \sqrt{c_i^2 - 4\lambda_i^2} \right) = \frac{1}{2} \left( c + \sqrt{c^2 - 4\lambda^2} \right),$$

by continuity. \[\square\]

We can now prove the following corollary, telling us a lot about the structure of $\mathcal{S}_{[0,b]}$:

**Corollary 7.1.3.** Let $I_b = [0, b], b \in \mathbb{R}_{>0}$. Then the spectrum $\mathcal{S}_{I_b}$ is dense in $(l_b, \infty)$, where

$$l_b = 1 + \frac{1}{2b} \left(1 + \sqrt{1+4b}\right).$$

Proof. This follows as a simple corollary from the previous results. For the given $b \in \mathbb{R}$, choose $c, \lambda \in \mathbb{R}$ with

$$\frac{1}{c - 2\lambda} = b \quad (7.11)$$

and $\lambda > 1, c \geq 2\lambda$. Now let $\epsilon > 0$ and choose

$$\lambda = 1 + \frac{\epsilon}{2}$$

$$c = 2\lambda + \frac{1}{b} = 2 + \frac{1}{b} + \epsilon.$$
We get a sequence of polynomials with all roots in the interval

\[
\left[ \frac{1}{\sqrt{c^2 + 2\lambda}} \cdot \frac{1}{\sqrt{c^2 - 2\lambda}} \right] = \left[ \frac{1}{4 + 2c + \frac{1}{b}} \cdot b \right] \subset [0, b]
\]

and leading coefficients \( a_n \) satisfying

\[
\lim_{n \to \infty} |a_n|^\frac{1}{n} = l(b, \epsilon).
\]

where \( l(b, \epsilon) \) is a monotone increasing continuous function with \( \lim_{\epsilon \to \infty} l(b, \epsilon) = \infty \) and

\[
\lim_{\epsilon \to 0} l(b, \epsilon) = 1 + \frac{1}{2b} \left( 1 + \sqrt{1 + 4b} \right).
\]

### 7.2 Special cases

For certain intervals, the results of the previous sections can be improved. Here, one can use a particular sequence of polynomials with all roots on the positive real line and small leading coefficients, and modify this sequence to obtain polynomials with all roots in these intervals with rational endpoints whose normalised leading coefficients are dense within a certain subset of \([1, \infty)\).

These so-called Gorškov polynomials were first defined by Gorškov in [23], and later rediscovered by Smyth in [42]. Wirsing, in 1981, unaware of Gorškov’s earlier work, defined the polynomials independently for \([0, 1]\) – which is why they are often referred to as Gorškov-Wirsing polynomials in the literature. More details on the construction following his method can be found in [35], as well as the appendix on the polynomials in [20]. More on these polynomials can also be found in [7].

#### 7.2.1 The Gorškov polynomials

We will start by constructing a sequence of polynomials with all roots on the real line through a recursive process. Let \( p_0(x) = x - 1 \) and define a sequence \( \{p_k(x)\}_{k=0}^\infty \).
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recursively by

$$p_k(x) = x^{2k-1} p_{k-1} \left( x - \frac{1}{x} \right). \quad (7.12)$$

**Lemma 7.2.1.** The Gorškov polynomials $p_k(x) \in \mathbb{Z}(\mathbb{R})$, defined above, have the following properties:

1. $p_k(x)$ is monic and of degree $2^k$
2. $p_k(x)$ has all roots on the real line.

**Proof.** That $p_k(x)$ is monic follows straight from the definition, as $p_0(x)$ is monic and the recursive relation does not change the leading coefficient. Similar, it is clear that the degree of $p_k(x)$ is $2^k$ just by noticing that each step in the recursion doubles the degree of the polynomial.

It becomes clear that all elements of the sequence have all their roots on the real line if we look at the corresponding recurrence relation for the roots. We let $\beta_0 = 1$ and get

$$\beta_k - \beta_k^{-1} = \beta_{k-1}, \quad (7.13)$$

so that $\beta_k$ is a zero of the quadratic $x^2 - x\beta_{k-1} - 1$ over $\mathbb{Q}(\beta_{k-1})$ with determinant $\beta_{k-1}^2 + 4 > 0$ for real $\beta_{k-1}$, making $\beta_k$ real if $\beta_{k-1}$ is. Seeing now that $\beta_0 = 1$ is real, the result follows by induction. \[ \square \]

In [35], the Gorškov polynomials are defined differently. Consider the iterates of $v(x) = x - \frac{1}{x}$. If we start writing out the first few iterates,

$$v(x) = x - \frac{1}{x} = \frac{x^2 - 1}{x} \quad (7.14)$$

$$v^{(2)}(x) = \frac{x^2 - 1}{x} - \frac{x}{x^2 - 1} = \frac{(x^2 - 1)^2 - x^2}{x(x^2 - 1)}.$$ 

it soon becomes clear that $v^{(k)}(x)$ will be of the form

$$v^{(k)}(x) = \frac{g_{k-1}(x^2)}{x h_{k-1}(x^2)} \quad (7.15)$$
with \( g_{k-1}, h_{k-1} \in \mathbb{Z}[x] \).

**Lemma 7.2.2.** Let \( v(x) \) as in (7.14). Then, for \( k \geq 0 \),

\[
u^{(k+1)}(x) = \frac{g_{k}(x^2)}{xh_{k}(x^2)},
\]

where gcd\((g_k, h_k) = 1\) with \( g_0(x) = x - 1, g_1(x) = x^2 - 3x + 1 \) and

\[
g_k(x) = g_{k-1}^2(x) + g_{k-1}(x)g_{k-2}(x) - g_{k-2}^4(x), \quad k \geq 2
\]

\[
h_k(x) = \prod_{i=0}^{k-1} g_i(x), \quad k \geq 1.
\]

**Proof.** We will proceed by induction on \( k \). The case \( k = 0 \) follows from (7.14).

Suppose now the result holds for all \( j \leq k \) and consider

\[
u^{(k+1)}(x) = \frac{g_{k-1}(x^2)}{xh_{k-1}(x^2)} - \frac{g_{k-1}(x^2)h_{k-1}(x^2)}{g_{k-1}(x^2)h_{k-1}(x^2)}
\]

\[
= \frac{x^2h_{k-1}(x^2) - x^2h_{k-1}^2(x^2)}{xh_{k-1}(x^2)g_{k-1}(x^2)}.
\]

Now, since gcd\((g_{k-1}, h_{k-1}) = 1\), it follows that gcd\((g_{k-1}^2 - x^2h_{k-1}^2, xg_{k-1}h_{k-1}) = 1\), so that, upon equating numerators and denominators, we obtain

\[
g_k(x^2) = g_{k-1}^2(x^2) - x^2h_{k-1}^2(x^2)
\]

\[
h_k(x^2) = g_{k-1}(x^2)h_{k-1}(x^2).
\]

From (7.18), the expression for \( h_k(x) \) follows by induction. To obtain (7.16), note that for \( k \geq 2 \),

\[
x^2h_{k-1}(x^2) = g_{k-2}^2(x^2) - g_{k-1}(x^2)
\]

from (7.17) with \( k \) replaced by \( k - 1 \). Then

\[
g_k(x^2) = g_{k-1}^2(x^2) - g_{k-2}^2(x^2)(g_{k-2}^2(x^2) - g_{k-1}(x^2))
\]

\[
= g_{k-1}^2(x^2) + g_{k-1}(x^2)g_{k-2}^2(x^2) - g_{k-2}^4(x^2).
\]
Not surprisingly, these polynomials actually produce the same polynomials as defined in (7.12), as the following lemma shows:

**Lemma 7.2.3.** Let $k \geq 1$, $p_k(x)$, $g_k(x)$ be defined as in (7.12), (7.15), respectively. Then $g_{k-1}(x^2) = p_k(x)$ for all $k \in \mathbb{N}$.

**Proof.** We begin by writing $p_k(x)$ as

$$p_k(x) = x^{2^{k-1}} p_{k-1} (\nu(x))$$

$$= x^{2^{k-1}} \nu(x)^{2^{k-2}} p_{k-2} \left( \nu^{(2)}(x) \right)$$

$$= \cdots$$

$$= x^{2^{k-1}} \left( \prod_{j=1}^{k-1} \nu^{(j)}(x)^{2^{k-j-1}} \right) \left( \nu^{(k)}(x) - 1 \right).$$  \hspace{1cm} (7.19)

By using (7.15) for $j = 1, \ldots, k - 1$, we get that the right-hand side is actually

$$x^{2^{k-1}} \left( \frac{g_0(x^2)}{x} \right)^{2^{k-2}} \left( \frac{g_1(x^2)}{xg_0(x^2)} \right)^{2^{k-3}} \cdots \left( \frac{g_{k-2}(x^2)}{xg_0(x^2) \cdots g_{k-3}(x^2)} \right) \nu^{(k)}(x)$$

$$= x g_0(x^2) g_1(x^2) \cdots g_{k-2}(x^2) \left( \nu^{(k)}(x) - 1 \right)$$

$$= x h_{k-1}(x^2) \left( \nu^{(k)}(x) - 1 \right).$$

Rearranging then gives

$$\nu^{(k)}(x) = \frac{p_k(x) + x h_{k-1}(x^2)}{x h_{k-1}(x^2)}.$$  

Noting that the denominator of this equals $g_{k-1}(x^2)$, we get

$$g_{k-1}(x^2) = p_k(x) + x h_{k-1}(x^2),$$

so that

$$p_k(x)p_k(-x) = \left( g_{k-1}(x^2) - x h_{k-1}(x^2) \right) \left( g_{k-1}(x^2) + x h_{k-1}(x^2) \right)$$

$$= g_{k-1}^2(x^2) - x^2 h_{k-1}^2(x^2)$$

$$= g_k(x^2),$$

by using (7.17).
The $g_k(x)$ now have all roots on the positive real line, and satisfy a similar recurrence relation: for $k \geq 1$,

$$g_k(x) = p_k(\sqrt{x}) p_k(-\sqrt{x})$$
$$= x^{2^{k-1}} p_{k-1}(v(\sqrt{x})) p_{k-1}(v(-\sqrt{x}))$$
$$= x^{2^{k-1}} p_{k-1}(v(\sqrt{x})) p_{k-1}(-v(\sqrt{x}))$$
$$= x^{2^{k-1}} g_{k-1}\left((v(\sqrt{x}))^2\right)$$
$$= x^{2^{k-1}} g_{k-1}(x + \frac{1}{x} - 2). \quad (7.20)$$

### 7.2.2 Gorškov polynomials for $[0, 1]$  

Using the polynomials defined in the previous section, we can create a sequence $\{r_k\}_{k=1}^{\infty}$ of polynomials with all roots in $[0, 1]$ by letting

$$r_k(x) = x^{2^k} g_k \left(\frac{1}{x} - 1\right). \quad (7.21)$$

This has the same effect as applying the transformation $\tau(x) = \frac{1}{1+x}$ to the $\beta_k$.

One then obtains a sequence of polynomials satisfying the following:

**Lemma 7.2.4.** Let

$$u(x) = \frac{x(1-x)}{1-3x(1-x)}. \quad (7.22)$$

The $k^{th}$ Gorškov polynomial $r_k(x)$ on $[0, 1]$ is defined recursively by

$$r_0(x) = 1 - 2x$$
$$r_k(x) = (-1 + 3x(1-x))^{2^{k-1}} r_{k-1}(u(x)), \quad k \geq 1 \quad (7.23)$$

**Proof.** Using (7.20), together with the definition for $r_k(x)$,

$$r_k(x) = x^{2^k} g_k \left(\frac{1}{x} - 1\right)$$
$$= x^{2^k} \left(\frac{1}{x} - 1\right)^{2^{k-1}} g_{k-1}\left(\frac{(2x - 1)^2}{x(1-x)}\right)$$
$$= (x(1-x))^{2^{k-1}} \left(\frac{1 - 3x(1-x)}{x(1-x)}\right)^{2^{k-1}} r_{k-1}\left(\frac{x(1-x)}{1-3x(1-x)}\right)$$
$$= (-1 + 3x(1-x))^{2^{k-1}} r_{k-1}\left(\frac{x(1-x)}{1-3x(1-x)}\right). \quad \square$$
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Using these polynomials, we get the following (taken from [35]):

**Theorem 7.2.1.** The polynomials $r_k(x) \in \mathbb{Z}_{2^k}[x]$, defined above, are irreducible over $\mathbb{Q}$.

**Proof.** Suppose we have some $k \in \mathbb{N}$ such that $r_k(x)$ is irreducible, but $r_{k+1}(x)$ factors. Then the equation $u(x) = \beta_k$, which can be rewritten as

$$f(x) = x^2 - x + \frac{\beta_k}{3\beta_k + 1} = 0$$

factors over $\mathbb{Q}(\beta_k)$. Since $f(x) = f(1-x)$, we then get that

$$r_{k+1}(x) = c a(x) a(1-x) \quad (7.24)$$

for some constant $c \in \mathbb{Z}$ and $a(x) \in \mathbb{Z}[x]$.

Now, as $r_0(0) = 1$ and

$$r_{k+1}(0) = r_k(u(0)) = r_k(0), \ k \geq 0,$$

it follows that $c = 1$, so that the leading coefficient $a_{2^{k+1}}$ of $r_{k+1}(x)$ is a perfect square.

Consider now the recurrence relation (7.16). Consider now the leading coefficient $a_{2^k}$ of $r_k(x)$:

$$a_{2^k} = \lim_{x \to \infty} x^{2^k} r_k(x)$$

$$= \lim_{x \to \infty} g_k \left( \frac{1}{3} - 1 \right)$$

$$= g_k(-1).$$

Thus, by using (7.16), we get that

$$a_{2^{k+1}} = a_{2^k}^2 + a_{2^k} a_{2^{k-1}}^2 - a_{2^{k-1}}^4.$$

Seeing now that $a_1 \equiv a_2 \equiv 2 \pmod{3}$, one can show by induction that $a_{2^k} \equiv 2 \pmod{3}$ for all $k$, so that $a_{2^k}$ cannot be a square. \hfill $\Box$

Since we are interested in the leading coefficients of these polynomials, the following Lemma is of importance:
Lemma 7.2.5. Let \( \nu(x) = x - \frac{1}{x} \). For \( k \geq 1 \), the normalised leading coefficient of \( r_k(x) = a_{2k}x^{2k} + \ldots + a_0 \) is given by

\[
|a_{2k}|^{\frac{1}{2k}} = \left( \prod_{j=1}^{k-1} |\nu^{(j)}(i)|^{\frac{1}{2k}} \right) |\nu^{(k)}(i) - 1|^{\frac{1}{2k-1}}
\]

where \( i = \sqrt{-1} \).

Proof. From (7.2.3), together with the fact that \( a_{2k} = g_k(-1) \), we get

\[
|a_{2k}| = |p_k(i)||p_k(-i)|.
\]

Now, from \( \nu(-z) = -z + \frac{1}{z} = -\nu(z) \) and

\[
\nu^{(k)}(-z) = \nu^{(k-1)}(-z) - \frac{1}{\nu^{(k-1)}(-z)}, \quad k \geq 1
\]

it is easily seen that all the iterates of \( \nu(z) \) are odd functions in the complex variable \( z \).

Now, as \( \nu^{(k)}(z) \) is odd, \( |\nu(z)| = |\nu(-z)| \) and we get an expression for \( |a_{2k}| \), using (7.19):

\[
|a_{2k}| = |p_k(i)||p_k(-i)|
= \left( \prod_{j=1}^{k-1} \left|v^{(j)}(i)^{2k-j-1}\right| \right) |v^{(k)}(i) - 1|^2
= \left( \prod_{j=1}^{k-1} \left|v^{(j)}(i)^{2k-j}\right| \right) |v^{(k)}(i) - 1|^2.
\]

Taking \( 2^k \)-th roots of this expression then yields the result. \( \Box \)

The following is an auxiliary result:

Lemma 7.2.6. Let \( b \in \mathbb{R} \), \( k \in \mathbb{N} \). Then

\[
|\nu^{(k)}(i) - b|^2 = |\nu^{(k)}(i)|^2 + b^2
\]

Proof. This follows from the fact that \( \nu^{(k)}(i) \) is purely imaginary, for \( k \in \mathbb{N} \), which we can show by induction: for \( k = 1 \), \( \nu(i) = i - \frac{1}{i} = 2i \) is purely imaginary. At the same
time, if \( v^{(k)}(i) \) is purely imaginary, then

\[
v^{(k+1)}(i) = \left| v^{(k)}(i) \right| i + \frac{1}{\left| v^{(k)}(i) \right|} i
\]

is purely imaginary as well. Thus,

\[
\left| v^{(k)}(i) - b \right|^2 = \left( \Im \left( v^{(k)}(i) - b \right) \right)^2 + \left( \Re \left( v^{(k)}(i) - b \right) \right)^2
\]

\[
= \left| v^{(k)}(i) \right|^2 + b^2.
\]

This result yields a highly important limit point in the spectrum of \([0, 1]\):

**Lemma 7.2.7.** The sequence \( \left\{ |a_{2k}|^{1/2^k} \right\}_{k=1}^{\infty} \) converges to

\[
\lim_{k \to \infty} |a_{2k}|^{1/2^k} = 2.37684 \ldots
\]

**Proof.** Using the expression of \( a_{2k} \) from the previous lemma, it is clear that we have to analyse the behaviour of the sequence \( \left\{ |v^{(k)}(i)| \right\}_{k=1}^{\infty} \). From (7.25), it follows that

\[
|v^{(k+1)}(i)| = |v^{(k)}(i)| + \frac{1}{\left| v^{(k)}(i) \right|},
\]

showing that the sequence \( \left\{ |v^{(k)}(i)| \right\}_{k=1}^{\infty} \) is increasing.

For fixed \( k \in \mathbb{N} \), using the above, we also get

\[
|v^{(k)}(i)| = |v^{(k-1)}(i)| + \frac{1}{\left| v^{(k-1)}(i) \right|}
\]

\[
\leq |v^{(k-1)}(i)| + \frac{1}{|v(i)|}
\]

\[
\leq |v^{(k-2)}(i)| + \frac{2}{|v(i)|}
\]

\[
\leq \cdots
\]

\[
\leq |v(i)| + \frac{k-1}{|v(i)|}.
\]

(7.26)

Taking \( 2^k \)-th roots of both sides of this inequality, we see that \( \left\{ |v^{(k)}(i)|^{1/2^k} \right\}_{k=1}^{\infty} \) is a bounded sequence.
Using these results for fixed $k \in \mathbb{N}$, we have

\[
\left| v^{(k+1)}(i) \right|^\frac{1}{2k} + 1 \geq \left| v^{(k)}(i) \right|^\frac{1}{2k} + 1
\]

\[
\left| v^{(k)}(i) \right|^\frac{1}{2k} \left| v^{(k+1)}(i) - 1 \right|^\frac{1}{2k-1} \geq \left( \prod_{j=1}^{k-1} \left| v^{(j)}(i) \right|^\frac{1}{2j} \right) \left| v^{(k)}(i) - 1 \right|^\frac{1}{2k-1}
\]

\[
\left( \prod_{j=1}^{k-1} \left| v^{(j)}(i) \right|^\frac{1}{2j} \right) \left| v^{(k+1)}(i) - 1 \right|^\frac{1}{2k} \geq \left( \prod_{j=1}^{k-1} \left| v^{(j)}(i) \right|^\frac{1}{2j} \right) \left| v^{(k)}(i) - 1 \right|^\frac{1}{2k}
\]

proving that $|a_{2^k}|$ is an increasing sequence. At the same time, using (7.26), we see that

\[
\log \left( \prod_{j=1}^{k-1} \left| v^{(j)}(i) \right|^\frac{1}{2j} \right) \left| v^{(k)}(i) - 1 \right|^\frac{1}{2k} \leq \sum_{j=1}^{k-1} \frac{1}{2j} \log \frac{j+1}{2} + \frac{1}{2k} \log \left( \left( \frac{k+1}{2} \right)^2 + 1 \right) < \infty,
\]

so that the sequence $\left\{ \left| a_{2^k}^{1/2^k} \right| \right\}$ is also bounded above, ad thus converges by the monotone converge theorem.

To evaluate the limit, one may use a computer package such as MAPLE.

\[\square\]

### 7.2.3 A generalisation of the Gorškov polynomials

While the Gorškov polynomials $r_k(x)$ for $[0,1]$ are important in their own right, their definition can be modified to derive different sequences of polynomials: Let $b \equiv 1 \pmod{2}$ be an integer and set

\[
p_0^{(b)}(x) = x - b
\]

\[
p_k^{(b)}(x) = x^{2^{k-1}} p_{k-1}^{(b)}(\nu(x)), \quad k \geq 1,
\]

where $\nu(x)$ is as in (7.14).

As before, we get a corresponding sequence

\[
r_0^{(b)}(x) = (b^2 + 1)x - 1
\]

\[
r_k^{(b)}(x) = p_k^{(b)} \left( \sqrt{\frac{1}{x} - 1} \right) p_{k-1}^{(b)} \left( -\sqrt{\frac{1}{x} - 1} \right), \quad k \geq 1.
\]
with all roots in [0, 1]. The leading coefficient $a_{2k}^{(b)}$ of $r_k^{(b)}(x)$ are easily seen to satisfy

$$\left|a_{2k}^{(b)}\right|^{\frac{1}{2k}} = \left(\prod_{j=1}^{k-1} |v^{(j)}(i)|^{\frac{1}{2^{j-1}}} \right) \left|v^{(k)}(i) - b\right|^{\frac{1}{2^{k-1}}}.$$  \hspace{1cm} (7.27)

It is worth noting that the limit $\lim_{k \to \infty} |a_{2k}^{(b)}|^{1/2k}$ is not affected by the change of initial root $b \in \mathbb{Z}$ of $g_k^{(b)}(x)$:

**Lemma 7.2.8.** Let $r_k^{(b)}(x)$ be defined as above, $b \in \mathbb{Z}$. Then

$$\lim_{k \to \infty} \left|a_{2k}^{(b)}\right|^{\frac{1}{2k}} = \lim_{k \to \infty} \left|a_{2k}\right|^{\frac{1}{2k}}.$$  

**Proof.** Using Lemma 7.25, we may write the square of the normalised leading coefficient as

$$\left|a_{2k}^{(b)}\right|^{\frac{1}{2^{k-1}}} = \left(\prod_{j=1}^{k-1} |v^{(j)}(i)|^{\frac{1}{2^{j-1}}} \right) \left|v^{(k)}(i) - b\right|^{\frac{1}{2^{k-1}}} \left(1 + \frac{b^2}{|v^{(k)}(i)|^2}\right)^{\frac{1}{2^{k}}}.$$  \hspace{1cm} (7.28)

The result now follows by taking limits and using the fact that $|v^{(k)}(i)|$ is bounded both below and above (see proof of Lemma 7.2.7).

While, for any given $b \in \mathbb{N}$, the normalised leading coefficients of $r_k^{(b)}(x)$ tend to the same limit as these of the $r_k(x)$, they converge to this limit differently: For a larger choice of $b \in \mathbb{N}$, the initial leading coefficient $b^2 + 1$ will be larger as well. If we now have some $\alpha > 1 = \lim_{k \to \infty} |a_{2k}|^{1/2k}$, we can choose $b$ large enough to produce a sequence of polynomials with a large enough initial leading coefficient so that, for an appropriate choice of $k$, there will be some $\left|a_{2k}^{(b)}\right|^{1/2k}$ arbitrarily close to $\alpha$. The details of this argument are contained in the proof of the following theorem:

**Theorem 7.2.2.** Let $\alpha > 1 = \lim_{k \to \infty} |a_{2k}|^{1/2k}$. Then, for any $\epsilon > 0$, there are $k, b \in \mathbb{N}$ with $b \equiv 1 \pmod{2}$ such that

$$\left|a_{2k}^{(b)}\right|^{\frac{1}{2k}} - \alpha < \epsilon.$$
Proof. We will actually prove that, for any $\alpha > l, \epsilon > 0$, there exist $b, k \in \mathbb{N}$ such that

$$\left| \frac{1}{2^k} \log|a_{2^k}^{(b)}| - \log \alpha \right| < \epsilon,$$

from which the result follows by continuity of the logarithm.

Using Lemma 7.2.6, we may rewrite the square of (7.27) as

$$\left| a_{2^k}^{(b)} \right|^2 = \left( \prod_{j=1}^{k-1} |v^{(j)}(i)|^{2^{k-j-1}} \right) \left( |v^{(k)}(i)|^2 + b^2 \right).$$

Given $\alpha > l, \epsilon > 0$, choose $k_1 \in \mathbb{N}$ such that

$$\frac{1}{2^{k_1-1}} \log|a_{2^{k_1}}| > 2 \log l - \epsilon. \quad (7.29)$$

Further, choose $k_2 \in \mathbb{N}$ so that the interval

$$I_{k_2} = \left| v^{(k_2)}(i) \exp\left( \frac{2^{k_2} (2 \log \frac{\alpha}{l} - \epsilon) - 1}{2^{k_2}} \right) \right|,$$

contains a perfect square $b^2$ with $b \equiv 1 \pmod 2$. Set $k = \max(k_1, k_2)$ and let $b^2$ lie in $I_k$. Then

$$2 \log \frac{\alpha}{l} - \epsilon < \frac{1}{2^k} \log \left( 1 + \frac{b^2}{|v^{(k)}(i)|^2} \right) < 2 \log \frac{\alpha}{l} + 2 \epsilon. \quad (7.30)$$

Taking (7.29) and (7.30) together, and using (7.28), we get

$$2 \log l - \epsilon + 2 \log \frac{\alpha}{l} - \epsilon < \sum_{j=1}^{k-1} \frac{1}{2^{j-1}} \log|v^{(j)}(i)| + \frac{1}{2^{k-1}} \log \left| v^{(k)}(i) \right| + \frac{b^2}{2^k |v^{(k)}(i)|^2} \right) < 2 \log l + \left( 2 \log \frac{\alpha}{l} + 2 \epsilon \right)$$

so that

$$\log \alpha - \epsilon < \log \left( \prod_{j=1}^{k-1} |v^{(j)}(i)|^{\frac{1}{2^j}} \right) \left| v^{(k)}(i) - b \right|^{\frac{1}{2^k}} < \log \alpha + \epsilon.$$

\[\square\]
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We immediately get the corollary

**Corollary 7.2.3.** $S_{[0,1]}$ is dense in $(l, \infty)$, for $l$ defined in Lemma 7.2.7.

An important detail omitted in the arguments here is the fact that, for odd $b$, $g_k^{(b)}(x)$ (and hence $r_k^{(b)}(x)$) is indeed irreducible. A proof is provided in Appendix B.1.

### 7.2.4 Generalisation to intervals with rational endpoints

The results derived for $[0,1]$ in the previous sections can be extended to a larger class of intervals. Recall that we obtained the Gorškov polynomials for $[0,1]$ by applying the transformation $\tau(x) = \frac{1}{1+x}$ to the roots. Now, take a pair of rationals $\frac{p}{q} < \frac{r}{s}$ with $sq > 0$ and construct the interval $\left[\frac{p}{q}, \frac{r}{s}\right]$. We may apply the Möbius transformation $\tau(x) = \frac{px+r}{qx+s}$ to the roots of $g_k(x)$ to obtain a new sequence of polynomials

$$R_k(x) = (q x - p)^{k} g_k\left(\frac{r - sx}{qx - p}\right), k \geq 0.$$  

with leading coefficients

$$\lim_{x \to \infty} \frac{R_k(x)}{x^{2^k}} = q^{2^k} g_k\left(-\frac{s}{q}\right) = q^{2^k} p_k\left(\sqrt[2^k]{\frac{s}{q}}\right) p_k\left(-\sqrt[2^k]{\frac{s}{q}}\right).$$

As all the arguments from the previous section carry over to this case, we again get a sequence of polynomials with all roots in the interval, of degree $2^k$, with relatively small leading coefficients. Again, the irreducibility of the $g_k(x)$ guarantees that the $R_k(x)$ are irreducible as well.

The normalised leading coefficients here tend to the limit

$$l_{q,s} = q \lim_{k \to \infty} \left(\prod_{j=1}^{k} v^{(j)}\left(\sqrt[2^j]{\frac{s}{q}}\right)\right) v^{(k)}\left(\sqrt[2^k]{\frac{s}{q}}\right) - 1 \left|\frac{1}{2^k}\right|. \quad (7.31)$$

If we now use the $g_k^{(b)}(x)$ to construct a sequence $R_k^{(b)}(x)$ of generalised Gorškov polynomials for the interval, all the arguments from the previous section again carry over to prove the following:
Lemma 7.2.9. Let $I = \left[ \frac{p}{q}, \frac{r}{s} \right]$ with $s, q > 0$. Then the spectrum $S_I$ is dense in $(l_{q,s}, \infty)$, where $l_{q,s}$ is as in (7.31).

An alternative expression of this limit can be found in [16].

The important thing to note here is that, while this is a result for general intervals with rational endpoints, $l_{q,s}$ only depends on the denominators of the rationals. Thus, the result is only useful for those intervals which, among all intervals with endpoints of fixed denominators $q, s$, have the smallest length. These are the so-called Farey intervals – intervals whose endpoints are consecutive elements in a sequence of Farey fractions. Letting $S_0 = \{0, 1\}$, the $k^{th}$ sequence $S_k$ of Farey fractions is obtained by taking consecutive elements $\frac{p_j}{q_j}, \frac{p_{j+1}}{q_{j+1}}$ of the previous sequence $S_{k-1}$ and inserting the rational $\frac{p_j + p_{j+1}}{q_j + q_{j+1}}$ between them. These sequences are best visualised by writing them in a tabular form, with $S_{k-1}$ in the $k^{th}$ row.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1/2</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1/3</td>
<td>1/2</td>
</tr>
</tbody>
</table>
|      | ... | ... | ...

Consecutive elements $\frac{p_j}{q_j}, \frac{p_{j+1}}{q_{j+1}}$ of $S_k$ satisfy $\frac{p_{j+1}}{q_{j+1}} - \frac{p_j}{q_j} = \frac{1}{q_jq_{j+1}}$, as can be easily shown by induction. Thus, intervals with consecutive elements of $S_k$ as endpoints have, among all intervals with endpoints rational endpoints of denominators $q_j, q_{j+1}$, the smallest length.
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Integer Transfinite Diameter and Critical Polynomials

8.1 The Integer Transfinite Diameter

In the introduction, we defined the transfinite diameter of a closed interval $I$ of finite length on the real line by

$$t(I) = \lim_{n \to \infty} \inf_{p_n \in C^*[x]} \|p_n\|_{I}^{\frac{1}{n}},$$

showing that its value, attained by the Chebyshev polynomials on $I$, is simply $\frac{|I|}{4}$.

We then proceeded to restrict the set the infimum is taken over to polynomials with integer coefficients, while removing the restriction that the polynomials be monic, to get the so-called integer transfinite diameter or integer Chebyshev constant,

$$t_Z(I) = \lim_{n \to \infty} \inf_{0 \neq p_n \in \mathbb{Z}[x]} \|p_n\|_{I}^{\frac{1}{n}}. \quad (8.1)$$

While the exact value of $t_Z(I)$ is not known for any interval with $0 < |I| < 4$, Hilbert [29] showed that for these intervals,

$$\frac{|I|}{4} \leq t_Z(I) \leq \sqrt{\frac{|I|}{4}}. \quad (8.2)$$

The following Lemma relates this quantity to our previous analysis of $\mathcal{R}_I$. 
Lemma 8.1.1. Let $q(x) = a_d x^d + \ldots + a_0 \in \mathbb{Z}_d(I)$ with $a_d > 0$. If $p_n(x) \in \mathbb{Z}_n[x]$ satisfies
\[ \|p_n\|_I^{\frac{1}{n}} < a_d^{\frac{1}{d}} \]
then $q(x) \mid p_n(x)$.

Proof. We will prove the contrapositive. Assume $p, q$ are as in the statement of the lemma and $\gcd(p, q) = 1$, let $\alpha_1, \ldots, \alpha_d$ denote the roots of $q$. Then the resultant of $p_n$ and $q$ satisfies
\[ |\text{Res}_x(p, q)| = a_d^{\frac{d}{n}} \prod_{i=1}^{d} |p(\alpha_i)|, \]
and is an integer (see discussion in Part I, Section 2.1). As this integer is further nonzero, we get
\[ a_d^{-n} \leq \prod_{i=1}^{d} |p(\alpha_i)| \leq \|p\|_I^d, \]
and the result follows. \hfill \Box

The above Lemma plays a central role in the computation of lower and upper bounds for the integer transfinite diameter. We will look at these in turn.

8.2 Lower Bounds on $t_{\mathbb{Z}}(I)$

8.2.1 The classical lower bound

Let $I \subseteq \mathbb{R}$ be an interval with $0 < |I| < 4$ and consider a sequence of integer polynomials $\{g_k\}$, such that, for every $k \in \mathbb{N}$,

- $g_k \in \mathbb{Z}_{d_k}(I)$ is irreducible over $\mathbb{Q}$ with leading coefficient $a_{d_k}$
- $\gcd(g_k, g_i) = 1$ whenever $k \neq i$
8.2. Lower Bounds on \( t_Z(I) \)

Consider now some \( P \in \mathbb{Z}[x] \). Clearly, only a finite number of \( g_k \) can divide \( P \), so that

\[
\limsup_{k \to \infty} a_{d_k}^{-\frac{1}{d_k}} \leq \|P\|_I^\frac{1}{d},
\]

by Lemma 8.1.1. Taking the infimum over all \( P \in \mathbb{Z}[x] \), we get

\[
\limsup_{k \to \infty} a_{d_k}^{-\frac{1}{d_k}} \leq t_Z(I). \tag{8.3}
\]

For \( I = [0, 1] \), we know one such sequence: the Gorškov polynomials for \([0, 1]\) introduced in section 7.2 satisfy the conditions above (as was proved in the previous chapter), giving the classical lower bound

\[
0.4207 \ldots \leq t_Z([0, 1]). \tag{8.4}
\]

Similarly, the generalisation of the Gorškov polynomials to the Farey interval \( I = \left[ \frac{p}{q}, \frac{r}{s} \right] \) used in the previous section yield the lower bound

\[
t_Z \left( \left[ \frac{p}{q}, \frac{r}{s} \right] \right) \geq \frac{1}{q + s} \prod_{i=0}^{\infty} (1 + \lambda_i)^{-\frac{1}{2i+1}} \tag{8.5}
\]

where

\[
\lambda_0 = \frac{qs}{(q + s)^2}, \lambda_{i+1} = \frac{\lambda_i}{(1 + \lambda_i)^2}.
\]

This is simply a different expression for (7.31), derived in [16].

It would be tempting to think that the lower bound produced by the Gorškov polynomials is best possible. In [9], Borwein and Erdélyi proved a striking result: using results by Saff and Varga in [41], together with the structure of the integer Chebyshev polynomials on \([0, 1]\), they were able to show that, if, for fixed \( \theta \in (0, 1) \), the elements of a sequence of polynomials eventually have \( \eta(\theta)d_k \) zeros in \([0, \theta^2]\) for some \( \eta(\theta) \in (0, 1) \), then

\[
\gamma^{-1} a^{-\eta(\theta)} \leq t_Z([0, 1]),
\]

where \( \gamma = \lim_{k \to \infty} |a_{d_k}|^{1/d_k} \) is the limit of the normalised leading coefficients of the polynomials and \( \alpha \in (0, 1) \) is a constant. This result easily generalises to real intervals with at least one rational endpoint. It follows that no real improvement on the lower
bound for \( t_Z(I) \) can be made by considering sequences of polynomials of this form for these intervals. Also, while \( \eta(\theta), \alpha \) can be explicitly computed for given \( \theta > 0 \), this does not improve the lower bound significantly, as \( \eta(\theta) \) is too small.

In [38], Pritsker improved the lower bound, using weighted potential theory, to 0.4213, with room for improvement. His result makes use of the structure of \( P_n \), the \( n^{th} \) integer Chebyshev polynomial.

### 8.2.2 Generalisation of the Gorškov polynomials

In an unpublished paper [25], Hare developed a method defining generalised sequences of Gorškov polynomials, producing lower bounds on \( t_Z(I) \). While his results do not improve the lower bound produced by the original polynomials for \( I = [0,1] \), his methods can be used for any interval with rational endpoints and are thus of importance. The following results follow arguments in [25], and are reproduced here for completeness.

Hare’s analysis relies on a generalisation of the classical Gorškov polynomials for \([0,1]\) by replacing the rational map

\[
u(x) = \frac{x(1-x)}{1-3x(1-x)},
\]

used to recursively define the \( r_k(x) \) in (7.23) by a more general rational function: \( u(x) \) is taken to be a rational function of the form \( \frac{a(x)}{b(x)} \) with \( \partial a = \partial b = 2 \), mapping the interval \([0,1]\) onto itself twice.

Let \( \mathbb{Q}(x) \) denote the field of rational functions over \( \mathbb{Q} \). We also make the following definition:

**Definition 8.2.1.** Let \( u(x) \in \mathbb{Q}(x), d \in \mathbb{N} \). We say that \( u \) maps the interval \([a,b]\) \( d \)-fold onto itself if the pre-image \( u^{-1}([a,b]) = \{ x \in \mathbb{C} : u(x) \in [a,b] \} \) satisfies the following:

- \( u^{-1}([a,b]) \subset [a,b] \)
- counting solutions according to their multiplicity, \( \# \{ u^{-1}([a,b]) \} = d \).

A natural generalisation of the Gorškov polynomials can be achieved by considering
the set
\[ \mathcal{U}_d[a, b] = \{ u(x) \in \mathbb{Q}(x) : u(x) : [a, b] \rightarrow [a, b] \text{ onto}, d \text{- fold} \}. \] (8.6)

As it turns out, \( \mathcal{U}_d[a, b] \) is easily described in terms of the explicit structure of the rational functions. We define the content of a polynomial to be the greatest common divisor of its coefficients.

**Lemma 8.2.1.** Let \( a, b \in \mathbb{Q}, b > a \). Every \( u \in \mathcal{U}_d([a, b]) \) is of the form
\[ u(x) = \frac{a \cdot e \cdot p(x) + b \cdot f \cdot q(x)}{e \cdot p(x) + f \cdot q(x)} \] (8.7)
where \( e, f \in \mathbb{Z} \), and \( p(x), q(x) \in \mathbb{Z}_d(I) \) have content 1 and satisfy the following:

- \( p(x)q(x) = (b_1 - b_2)(a_2x - a_1)r(x)^2, r(x) \in \mathbb{Z}_{2d-2}[x] \)
- The roots \( \alpha_1, \ldots, \alpha_d \) of \( p(x) \) and \( \beta_1, \ldots, \beta_d \) of \( q(x) \) interlace.

**Proof.** Considering the possible values of \( u(x) \) at the endpoints, we see that there are four possible choices:

- \( u(a) = u(b) = a \)
- \( u(a) = u(b) = b \)
- \( u(a) = a, u(b) = b \)
- \( u(a) = b, u(b) = a \).

A little thought shows that the first two occur in the case where \( d \) is even, whereas the last two occur for odd \( d \). Also, the first two cases are related by the symmetry \( x \rightarrow (a + b) - x \), and the same holds for the last two. We will only consider the first case here, noting that the remaining three are handled similarly.

Consider \( \text{num}(u(x) - a) \). It follows from the properties of \( u(x) \) that this is a polynomial with integer coefficients, with all \( d \) roots in \([a, b] \). Also, since \( u(a) = u(b) = a \), two of these roots lie at the endpoints. Further, the polynomial has a root
of multiplicity two at the remaining roots $\alpha_{1}, \ldots, \alpha_{d} \in (a, b)$, as otherwise, there would exist some $x \in [a, b]$ with $u(x) < a$. Thus,

$$\text{numer}(u(x) - a) = \lambda(x - a)(b - x) \prod_{i=1}^{d-1} (x - \alpha_{i})^{2} = \lambda' \cdot p(x),$$

where $p(x) = a_{d}x^{d} + \ldots + a_{0} \in \mathbb{Z}_{d}[x]$ is a polynomial with $\gcd(a_{0}, \ldots, a_{d}) = 1$, and $\lambda' \in \mathbb{Z}$ is chosen arbitrary.

By a similar argument, we can show that

$$\text{numer}(b - u(x)) = \mu' \cdot q(x),$$

where $q(x) \in \mathbb{Z}_{d}[x]$ is a polynomial with coprime coefficients, and $\mu'$ and arbitrary integer. Let now $s(x)$ be the least common denominator of $u(x) - a$ and $b - u(x)$. We then get the equations

$$u(x) - a = \frac{e \cdot p(x)}{s(x)}$$
$$b - u(x) = \frac{f \cdot q(x)}{s(x)},$$

where $e, f$ are integers obtained from $\lambda', \mu'$ after bringing the expressions on a common denominator. Adding these equations shows that

$$(b - a)s(x) = e \cdot p(x) + f \cdot q(x),$$

so that

$$u(x) = \frac{e \cdot p(x)}{s(x)} + a = \frac{b \cdot e \cdot p(x) + a \cdot f \cdot q(x)}{e \cdot p(x) + f \cdot q(x)}.$$

From the proof, it is apparent that, given $p(x)$ and $q(x)$ that satisfy the conditions
of the lemma, there is an infinite collection of \( u(x) \), depending on the parameters \( e, f \in \mathbb{Z} \). Clearly, we are interested in those \( u(x) \in \mathcal{U}([a, b]) \) that, for given \( p(x) \in \mathbb{Z}[x] \), minimise the leading coefficient of \( p(u(x)) \).

Given a polynomial \( g(x) = g_0 + \ldots + g_dx^d \in \mathbb{Z}_d[x] \) and a rational function \( u(x) = \frac{a(x)}{b(x)} \), we have

\[
\text{numer}(g(u(x))) = \sum_{i=0}^{d} g_i a(x)^i b(x)^{n-i}.
\]

Thus, if we want to keep the leading coefficient of \( g(x) \) small, we need to choose \( a(x) \) and \( b(x) \) with small leading coefficients. We thus want to choose \( e, f \) in a way to minimize the size of the coefficients of both \( a(x) \) and \( b(x) \). Setting \( a = \frac{a_1}{a_2}, b = \frac{b_1}{b_2} \) and bringing (8.7) on a common denominator, we get

\[
\frac{a_1 \cdot b_2 \cdot e \cdot p(x) + b_1 \cdot a_2 \cdot q(x)}{a_2 \cdot b_2 \cdot (e \cdot p(x) + f \cdot q(x))}.
\]

Here, the leading coefficients of both top and bottom are minimised when setting \( e = a_2, f = b_2 \), which turns (8.7) into

\[
u(x) = \frac{a_1 \cdot p(x) + b_1 \cdot q(x)}{a_2 \cdot p(x) + b_2 \cdot q(x)}.
\]

This agrees with Flammang’s generalisation of the Gorkškov polynomials for \( \left[ \frac{a_1}{a_2}, \frac{b_1}{b_2} \right] \): Under the transformation \( \tau(x) = \frac{b_1 + a_1 x}{b_2 + a_2 x} \), the Gorkškov polynomials for \( [0, \infty) \), defined in (7.16), turn into \( P_k(x) \) satisfying

\[
\begin{align*}
P_0(x) &= a_2 x - a_1 \\
P_k(x) &= \text{numer}(P_{k-1}(u(x))), k \geq 1, \\
u(x) &= \frac{b_1(a_1 x - a_2)(b_2 - b_1 x) + a_1[(a_1 + b_1) - (a_2 + b_2)x]^2}{b_2(a_1 x - a_2)(b_2 - b_1 x) + a_2[(a_1 + b_1) - (a_2 + b_2)x]^2}.
\end{align*}
\]

This is simply the rational function obtained through Hare’s method, using the three linear polynomials with roots in the interval and small leading coefficients.

Hare also makes use of two simple lemmas. Set \( \mathcal{U} [a, b] = \bigcup_{d=1}^{\infty} \mathcal{U}_d [a, b] \).

**Lemma 8.2.2.** Let \( p(x) \) have all roots in \( I = [a, b] \), \( u(x) \in \mathcal{U} [a, b] \). Then \( \text{numer}(p(u(x))) \)
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has all roots in I.

**Lemma 8.2.3.** Let \( u(x) \in \mathcal{U}[a, b] \). Then all real roots of \( \text{num}(u(x) - x) \) lie in \( I = [a, b] \).

Using these lemmas, he systematically searches for sequences of generalised Gorškov polynomials for \( I = \left[ \frac{a_1}{a_2}, \frac{b_1}{b_2} \right] \), as follows:

1. Start with \( \mathcal{Q} = \{ a_1 - a_2 x, b_1 - b_2 x, (a_1 + b_1) - (a_2 + b_2) x \} \).

2. From \( \mathcal{Q} \), construct the set \( \mathcal{P} \) of all pairs of polynomials satisfying the conditions of Lemma 8.2.1.

3. Using rational functions \( u(x) \in \mathcal{U}[a, b] \) constructed from \( \mathcal{P} \) together with Lemmas 8.2.2 and 8.2.3, extend \( \mathcal{Q} \).

4. Repeat steps 2 and 3 until some criteria are met – for example, the maximal degree of the polynomials exceeds some bound \( N \in \mathbb{N} \). At this point, use \( \mathcal{Q} \) and rational functions constructed from \( \mathcal{P} \) to construct sequences of polynomials with all their roots in \( I \), giving lower bounds on \( t_Z(I) \).

As mentioned before, this method did not produce any improved lower bounds for \( t_Z([0, 1]) \). Its strength lies in the fact that it allows computation of lower bounds on the integer transfinite diameter for any interval with rational endpoints, and not just Farey intervals. A list of lower bounds for a variety of intervals can be found in the paper.

### 8.3 Upper bounds and Critical Polynomials

The classical method of obtaining upper bounds on \( t_Z(I) \) is through explicit computation of small polynomials on \( I \). We therefore start our discussion here.

For some \( I \subset \mathbb{R}, n \in \mathbb{N} \), let \( P_n \in \mathbb{Z}_n[x] \) have the property that

\[
\|P_n\|_I^{\frac{1}{\|P_n\|_I}} = \inf_{p_n \in \mathbb{Z}_n[x]} \|P_n\|_I^{\frac{1}{\|p_n\|_I}}.
\]
so \( P_n(x) \) is the \( n^{th} \) integer Chebyshev polynomial. This polynomial is not always unique, as Montgomery's computations for \( n = 2, 3, \ldots \) in [35] show. It is actually an open question, posed by Borwein and Erdélyi in [9], whether there exists some sufficiently large \( N \in \mathbb{N} \) such that, for \( n > N \), \( P_n \) is indeed unique. We will first examine the structure of \( P_n \) for large \( n \).

### 8.3.1 Structure of \( P_n \), \( n \to \infty \)

While Lemma 8.1.1 plays an important role in finding lower bounds on the integer transfinite diameter, it also tells us a lot about the structure of \( P_n, n \in \mathbb{N} \): in contrast to the classical Chebyshev polynomials defined in (6.1), \( P_n \) will have a number of factors of high multiplicities, as any polynomial \( q(x) = a_dx^d + \ldots + a_0 \in \mathbb{Z}_n[x] \) with all roots in \( I \) and \(|a_d|^{-\frac{1}{d}} < \|P_n\|_I^{\frac{1}{d}} \) has to be a factor of \( P_n \). Letting \( n \to \infty \), we make the following definition, following [20]:

**Definition 8.3.1** (Critical Polynomial). Let \( q(x) = a_dx^d + \ldots + a_0 \in \mathbb{Z}_n[x] \) with \( a_d > 1 \). If \( a_d^{-\frac{1}{d}} > t_Z(I) \), \( q \) is said to be critical for \( I \).

This definition of course assumes that the actual value of \( t_Z(I) \) is known – unfortunately, this is usually not the case. Thus, to prove that a polynomial \( q(x) = a_dx^d + \ldots \) is critical, one generally has to explicitly find a polynomial \( p(x) \) with \( a_d^{-\frac{1}{d}} > \|p\|_I^{\frac{1}{d}} \), from which \( a_d^{-\frac{1}{d}} > t_Z(I) \) follows.

Returning now to the problem of determining the polynomial \( P_n \), let us consider \( I = [0, 1] \). For the first few values of \( n \), we get the following polynomials (taken from [35]):

<table>
<thead>
<tr>
<th>( n )</th>
<th>Polynomial</th>
<th>( |P_n|_I^{\frac{1}{n}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( x, 1-x, 1-2x )</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>( x(1-x) )</td>
<td>( \frac{1}{2} )</td>
</tr>
<tr>
<td>3</td>
<td>( x(1-x)(1-2x) )</td>
<td>( \frac{1}{2.18...} )</td>
</tr>
<tr>
<td>4</td>
<td>( x^2(1-x)^2, x(1-x)(1-2x)^2 )</td>
<td>( \frac{1}{2} )</td>
</tr>
</tbody>
</table>

A few natural questions, aside from uniqueness of \( P_n \), arise at this point:

1. For \( n \in \mathbb{N} \), does there always exist a \( P_n \) such that the factors \( x \) and \( (1-x) \) occur
to the same multiplicity?

2. Like the (non-integral) Chebyshev polynomials, do integer Chebyshev polynomials have all their roots in the interval? In other words, is the converse of Lemma 8.1.1 true?

3. Does each critical polynomial eventually occur of arbitrarily high multiplicity in the factorisation of $P_n$ as $n \to \infty$?

4. Is $\lim_{n \to \infty} P_n$ even a polynomial, or does it have infinitely many distinct factors? If it has infinitely many factors, what proportion of them are critical polynomials?

The first question is answered by a simple corollary of a theorem due to Amoroso in [6]:

**Proposition 8.3.1.** Let $P \in \mathbb{Z}_d[x]$ be a polynomial of degree $d$ with leading coefficient $b_d$ and let $X \subset \mathbb{C}$ be compact. Then

$$\frac{1}{|b_d|} t_Z(X) \leq t_Z\left(P^{-1}(X)\right)^d \leq t_Z(X).$$

**Proof.** For the first inequality, suppose $p_n \in \mathbb{Z}_n[x]$ and let $R(x) = \text{Res}_t(p_n(t), x - P(t)) \in \mathbb{Z}[x]$. Note that this resultant takes the form

$$b_d^n \prod_{i=1}^{d} p_n(t_i),$$

where the product is taken the $d$ solutions $t_1, \ldots, t_d$ of $P(t_i) = x$. Note that $\partial_x(R) = n$, since $\text{Res}_x(f, g)$ is a polynomial of degree $\partial_x f$ in the coefficients of $g(x)$ (see Part I, Theorem 2.1.1). Thus,

$$t_Z(X) \leq \|R\|_I^n$$

$$\leq |b_d| \prod_{i=1}^{d} \|p_n\|_{P^{-1}(X)} \frac{n}{d}$$

$$= |b_d| \|p_n\|_{P^{-1}(X)} \cdot$$

Taking now the $\liminf_{n \to \infty}$ on the right-hand side gives the first inequality.
For the second inequality, note that, for any \( p_n \in \mathbb{Z}_n[x] \),

\[
\| p_n \|_X = \| p_n \circ P \|_{P^{-1}(X)}.
\]

We get

\[
t_Z(P^{-1}(X)) \leq \inf_{0 \neq p_n \in \mathbb{Z}_n[x]} \| p_n \|_{P^{-1}(X)}^{\frac{1}{n}} \\
\leq \| p_n \circ P \|_{X}^{\frac{1}{n}} = \left( \| p_n \|_{X}^{\frac{1}{n}} \right)^{\frac{1}{n}}.
\]

The result now follows, once again, by taking the \( \liminf_{n \to \infty} \) of the right hand side. \( \square \)

Using this result together with the map

\[
P : [0, 1] \to [0, \frac{1}{4}]
\]

\[
x \mapsto x(1-x)
\]

we see that the integer transfinite diameters of \([0, 1]\) and \([0, \frac{1}{4}]\) are directly related by

\[
t_Z([0, 1]) = t_Z([0, \frac{1}{4}])^2.
\]

This shows that some integer Chebyshev polynomial for \([0, 1]\) must always be a polynomial in \( x(1-x) \), therefore showing that the exponents of \( x \) and \( 1-x \) are equal.

The second question, conjectured by the authors in [9], was settled soon after the original paper, by Habsieger and Salvy. In their paper [24], they compute \( P_{70} \) to be

\[
P_{70}(x) = x^{22}(1-x)^{22}(1-2x)^8(1-5x+5x^2)^2(29x^4 - 58x^3 + 40x^2 - 11x + 1) \\
(4921x^{10} - 24605x^9 + 53804x^8 - 67586x^7 + 53866x^6 - 28388x^5 + 9995x^4 \\
- 2317x^3 + 382x^2 - 28x + 1).
\]

What makes this polynomial interesting is the occurrence of the degree 10 factor, which has 4 nonreal roots, disproving the conjecture and showing that, unlike the classical Chebyshev polynomials, integer Chebyshev polynomials can have roots outside of the interval in question. Since Habsieger and Salvy discovered this factor
in their paper, more factors of integer Chebyshev polynomials with complex roots have been found, most recently by Flammang in [17].

To answer the third question, one employs Markov’s Inequality for polynomials (see [8] for example). Let \( p_n \in \mathbb{Z}_n[x] \) be a polynomial of degree \( n \) and \( p'_n \) its derivative. Then

\[
\| p'_n \|_{[a,b]} \leq \frac{b-a}{2} n^2 \| p_n \|_{[a,b]}.
\]  \hspace{1cm} (8.9)

Taking \( n^{\text{th}} \) roots of both sides and noting that

\[
\lim_{n \to \infty} \left( \frac{b-a}{2} n^2 \right)^{\frac{1}{n}} = 1,
\]

we see that, for \( n \) sufficiently large, a critical polynomial has to also be a factor of the derivative of the \( n^{\text{th}} \) integer Chebyshev polynomial. Repeated application of Markov’s inequality extends this to derivatives of arbitrary order, so that critical polynomials eventually occur as factors of arbitrarily high multiplicity in the factorisation of integer Chebyshev polynomials.

The final question about the structure of integer Chebyshev polynomials was answered by Pritsker in [38]. He showed that the limiting function \( \lim_{n \to \infty} P_n \) is not actually a polynomial, but must consist of infinitely many factors (Theorem 1.8 in his paper). This, in connection with the following theorem due to Hare and Smyth in [27], provides some hope that there might exist an explicit expression for \( t_Z(I) \), at least for some \( I \):

**Proposition 8.3.2** (Hare & Smyth 2005). Let \( I \subset \mathbb{R} \) and \( \{q_k\}_{k=1}^{\infty} \) be a sequence of distinct critical polynomials with \( \partial q_k = d_k \) and leading coefficients \( a_{d_k} > 1 \). Then

\[
\inf_k a_j^{-\frac{1}{d_k}} = t_Z(I).
\]

Unfortunately, not a single such \( I \) is known. Even worse, it is not even known whether every real interval has at least one critical polynomial. The only partial result in this area is due to Hare and Smyth in the same paper, where they show that every interval not containing an integer in its interior has a linear critical polynomial. A
proof of this can be found in section 9.2.

A lot more is known about the structure of \( n^{th} \) integer Chebyshev polynomial, especially for \( I = [0,1] \). Using orthogonal Müntz-Legendre polynomials on \([0,1]\) (see [8] for details on these polynomials), Borwein and Erdélyi showed the following in [9]:

**Proposition 8.3.3.** As \( n \to \infty \), the \( n^{th} \) integer Chebyshev polynomial \( P_n \) for \([0,1]\) takes the form

\[
P_n(x) = x^k (1-x)^k R_{n-2k}(x)
\]

where \( k > 0.26n \) and \( R_{n-2k} \in \mathbb{Z}_{n-2k}[x] \).

Similar results can be obtained using the same techniques for arbitrary intervals with rational endpoints. This result shows that the integer Chebyshev polynomials, when normalised by their degree, behave rather like "weighted polynomials" – a result Pritsker used in his 2005 paper [38], with the help of weighted potential theory, to improve both lower and upper bounds on \( t_Z([0,1]) \). He also improved the bounds for the weights to

\[
0.31 \leq \frac{k_1}{n} \leq 0.34, \quad 0.11 \leq \frac{k_2}{n} \leq 0.14 \quad \text{and} \quad 0.035 \leq \frac{k_3}{n} \leq 0.057
\]

where

\[
P_n(x) = (x(1-x))^{k_1} (1-2x)^{k_2}(5x^2-5x+1)^{k_3} R_{n-2k_1-k_2-2k_3} \text{ for } n \to \infty.
\]

All these results were obtained for \([0, \frac{1}{4}]\), and then mapped to \([0,1]\) using \( x \to x(1-x) \). Generally, when computing results for \([0,1]\), it is more efficient to work on \([0, \frac{1}{4}]\), as this halves the degree of all polynomials involved.

From this discussion, especially with regard to the asymptotic structure of \( P_n \), it is clear that critical polynomials play a pivotal role in the theory of the integer transfinite diameter, and having methods to find critical polynomials is of some importance.
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8.3.2 Computational methods for finding small polynomials

Algorithms to search for polynomials with small supremum norm on an interval $I$ can be split into various categories:

1. Algorithms based on a method developed by Habsieger and Salvy,
2. algorithms based on LLL, and
3. algorithms based on a generalisation of the Gorškov polynomials.

The first class of algorithms are based on the work of Habsieger and Salvy in their 1997 paper [24]. There, they computed the integer Chebyshev polynomials for $[0,1]$ up to degree 75. To do this, they used a recursive algorithm. Assuming one has calculated the $k^{th}$ integer Chebyshev polynomials for $1 \leq k < n$ and wants to find the $n^{th}$ integer Chebyshev polynomial, they proceed as follows:

- Find an upper bound for $\|P\|_I$. They use $\max_{1 < p < n} \|P, P_k - P_p\|_I = c_n$.
- Given this bound and a list of known factors, check which factors have to divide $P$. Use Markov’s inequality to gain information on the exponents of the factors.
- If this does not produce a polynomial of degree $n$, use integer linear programming on a set of control points in $I$ to explicitly calculate the coefficients of the missing polynomial. This last step is the bottleneck of the algorithm.

It is of course the last step in this algorithm that can be used to find new critical polynomials. The problem is that the crucial step here is computationally very expensive. In their computations of critical polynomials up to degree 75, Habsieger and Salvy came across no previously unknown critical polynomials, but found the degree 10 factor with four nonreal roots mentioned earlier.

Subsequently, the methods employed by Habsieger and Salvy were improved by Wu [45] and recently used by Flammang [17] to find a list of critical polynomials. They use a combination of Habsieger and Salvy’s method with the LLL algorithm to find a list of factors of degree up to 8 for $I = [0, \frac{1}{4}]$.

The Lenstra, Lenstra, and Lovasz (LLL) basis reduction algorithm [32] is a modification of the well-known Gram-Schmidt orthogonalisation process, applied to a lattice.
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Given a lattice $\Lambda$ with a basis $B$, LLL produces a new basis $B'$ for $\Lambda$, where the elements of $B'$ are “small” with respect to a given norm.

There are various ways in which this can be applied to the problem of finding small polynomials with integer coefficients. Wu and Flammang use a set of control points $X \subset I$ and then apply LLL with the usual Euclidean Norm to the basis $B = \{f(x), f(x)x, f(x)x^2, \ldots, f(x)x^{n-k}\}_{x \in X}$ for a $\mathbb{R}$-lattice $\Lambda$, where $f(x) \in \mathbb{Z}_k[x]$ is a known small polynomial for $I$. Based on the reduced basis $B'$, they then obtain a polynomial of degree $n$ with small supremum norm on the interval.

One can also use the lattice structure of $\mathbb{Z}_n[x]$ over $\mathbb{R}[x]$ directly, with the inner product $\langle f, g \rangle = \frac{1}{b-a} \int_a^b f(x)g(x)\,dx$, or a discrete version $\langle f, g \rangle = \frac{1}{|X|} \sum_{x \in X} f(x)g(x)$ for a finite $X \subset I$.

Finally, one can use Hare’s generalisation of the Gorškov polynomials outlined in the previous section. As can be seen from the example of the classical Gorškov polynomials, the first few elements in the sequence $\{r_k(x)\}$ are critical polynomials. This naturally leads to a search for critical polynomials as elements of sequences of generalised Gorškov polynomials.

Using a combination of the methods outlined here, Kevin Hare [26] has produced a list of over 200 polynomials with all roots in $[0,1]$ and normalised leading coefficients $a_1^d < 2.3768$. The interested reader is encouraged to contact him directly about this list.

To determine which of these polynomials is actually critical of course requires the computation of a small polynomial on $[0,1]$.

8.4 Isolated points of $\mathcal{I}$

Using the methods of the previous section, we can find a list of possible factors of integer Chebyshev polynomials for a given interval $I \subset \mathbb{R}$. We will now turn to methods to use this list to find a discrete subset of $\mathcal{I}_{[0,1]}$ and, at the same time, improve the known upper bound for $t_Z([0,1])$. 


8.4.1 Explicitly finding small polynomials

Suppose we are given a list of polynomials \( L = \{ p_i \}_{i=1}^{N} \) with integer coefficients. Using Lemma 8.1.1, we may want to use these polynomials as factors of some \( P \in \mathbb{Z}[x] \) with \( \| P \|_I^{\frac{1}{d}} = m \) as small as possible. As all \( q_i(x) = a_{d_i,i} x^{d_i} + \ldots + a_{0,i} \in L \) with \( d_i > 0 \) and all roots in \( I \) and \( a_{d_i,i} > \| P \|_I^{\frac{1}{d}} \) have to be factors of \( P \), we know that \( L \) then contains a complete list of polynomials with all roots in \( I \) and \( a_{d_i,i} > m \).

How do we find this \( P \)? The natural approach is to consider the function

\[
F(x) = \prod_{i=1}^{N} |p_i(x)|^{\frac{c_i}{\| P \|_I^{\frac{1}{d}}}}
\]

with \( \sum_{i=1}^{N} c_i = 1 \), and attempt to find \( c = (c_1, \ldots, c_N) \) to minimise the maximum of \( F(x) \) on \( I \). This problem is easily solved by considering the logarithm and turning it into a discrete optimisation problem, by solving it over a suitable finite subset \( X \subset I \).

More specifically, if we let

\[
f(x, c) = \sum_{i=1}^{N} \frac{c_i}{\partial p_i} \log |p_i(x)|,
\]

and choose some finite \( X \in I \), we can use linear programming methods to solve the optimisation problem

\[
\begin{align*}
\min \quad & m \\
\text{s.t.} \quad & f(x, c) \leq m \\
& \sum_{i=1}^{N} c_i = 1 \\
& c_i \geq 0 \\
& x \in X.
\end{align*}
\]

Then the resulting function \( F(x) \) will have small \( \| F \|_I \). By taking a sufficiently high power of \( F(x) \), we can then recover the polynomial \( P(x) \) (of generally quite large degree).

8.4.2 Auxiliary functions

An alternative method was developed by Smyth [43], for the analysis of the spectrum of the Mahler measure of totally real algebraic integers with roots on the positive real
Suppose we are given some mean of algebraic integers – an expression in the conjugates \( \alpha^{(1)}, \ldots, \alpha^{(n)} \) of the algebraic integer \( \alpha \) of degree \( n \), for example

\[
M(\alpha) = \prod_{i=1}^{n} \max \left\{ 1, |\alpha^{(i)}| \right\} \quad \text{(Mahler measure)}
\]

\[
\Omega_p(\alpha) = \left( \frac{1}{n} \sum_{i=1}^{n} |\alpha^{(i)}|^p \right)^{\frac{1}{p}} \quad \text{(p-th Mean Value)}
\]

\[
N(\alpha) = \left( \prod_{i=1}^{n} |\alpha^{(i)}| \right)^{\frac{1}{n}}. \quad \text{(normalised Norm)}
\]

Suppose we are given some list of algebraic integers \( L = \{\alpha_1, \ldots, \alpha_N\} \) with \( Q(\alpha_i) \cap Q(\alpha_j) = Q \) whenever \( i \neq j \), small means \( \Omega(\alpha_1), \ldots, \Omega(\alpha_N) \), and with minimal polynomials \( P_1, \ldots, P_N \) over \( Q \). Further, we will assume \( \Omega(\alpha) \) can be written as \( \Omega_p(\alpha) = \frac{1}{n} \sum_{i=1}^{n} \omega(\alpha^{(i)}) \), a sum of expressions in the conjugates of \( \alpha \), such as \( \log N(\alpha) = \frac{1}{n} \sum_{i=1}^{n} \log |\alpha^{(i)}| \), or \( \Omega_p(x)^p \) above. Clearly, for any \( \alpha \not\in L \) (meaning that \( Q(\alpha_i) \cap Q(\alpha) = Q \) for any \( \alpha_i \in L \)) of degree \( n \) and with conjugates \( \alpha = \alpha^{(1)}, \ldots, \alpha^{(n)} \), the product

\[
\prod_{i=1}^{n} P_j(\alpha^{(i)})
\]

is a nonzero integer, for \( 1 \leq j \leq N \). Thus,

\[
\sum_{i=1}^{n} \log \left| P_j(\alpha^{(i)}) \right| \geq 0, 1 \leq j \leq N. \quad (8.12)
\]

We now define a (real) measure \( \mu_\alpha \) on \([0, \infty)\) by

\[
\mu_\alpha(x) = \frac{1}{n} \left( \# \text{ of conjugates of } \alpha \text{ in } (0, x] \right)
\]

Using this, we may write (8.12) as

\[
\int_{0}^{\infty} \log |P_j(x)| \, d\mu_\alpha(x) \geq 0.
\]
Thus, we are faced with the following optimisation problem.

\[
\begin{align*}
\min_{\mu} & \quad \int_{0}^{\infty} \omega(x) d\mu(x) \\
\text{s.t.} & \quad \int_{0}^{\infty} \log \left| P_j(x) \right| d\mu(x) \geq 0, \quad j = 1, \ldots, N
\end{align*}
\]

While we certainly cannot solve this problem using linear programming, we can find an upper bound for the solution by approximating it by the solution of a discrete version of the problem. Let \( X = \{x_1, \ldots, x_k\} \subset [0, \infty) \). Then we have

\[
\begin{align*}
\min & \quad \sum_{i=1}^{k} \omega(x_i) t_i \\
\text{s.t.} & \quad \sum_{i=1}^{k} \log \left| P_j(x_i) \right| t_i \geq 0, \quad j = 1, \ldots, n \\
& \quad \sum_{i=1}^{k} t_i = 1 \\
& \quad t_i \geq 0, \quad i = 1, \ldots, k
\end{align*}
\]

Instead of solving this problem directly, we will instead consider the dual: Let \( \omega_i = \omega(x_i) \). The dual problem is then

\[
\begin{align*}
\max & \quad m \\
\text{s.t.} & \quad \omega_i - \sum_{j=1}^{n} c_j \log \left| P_j(x_i) \right| \geq m, \quad i = 1, \ldots, k \\
& \quad c_j \geq 0, \quad j = 1, \ldots, n.
\end{align*}
\]

This version of the optimisation problem is often called the method of “auxiliary functions”: we consider \( g(x, c) = \omega(x) - \sum_{j=1}^{n} c_j \log |p_j(x)| \) as an “auxiliary function” in solving the problem, as by (8.12), we have

\[
\sum_{i=1}^{d} g(\alpha^{(i)}, c) = \sum_{i=1}^{d} \omega(\alpha^{(i)}) - \sum_{i=1}^{d} \sum_{j=1}^{n} c_j \log \left| p_j\left(\alpha^{(i)}\right) \right| \\
\geq \Omega(\alpha)
\]

Auxiliary functions of various types have been used by a number of authors to obtain results of this type for a variety of problems [43, 18, 3, 19], and more recently, [17].
of $\frac{1}{x}$. Thus, we will be using the measure $\Omega(x) = \log N(x)$, which turns (8.13) into

$$\begin{array}{ll}
\max & m \\
\text{s.t.} & \log(x) - \sum_{j=1}^{n} \frac{c_j}{\partial P_j} \log |P_j(x_i)| \geq m, \quad i = 1, \ldots, N \\
& c_j \geq 0, \quad j = 1 \ldots n.
\end{array}$$

(8.14)

Note that we have changed the problem slightly, normalising each coefficient in the auxiliary function by the degree of its corresponding factor. Consider now the problem under the change of variable $x \rightarrow \frac{1}{x}$. Now, the auxiliary function turns into

$$g(x, c) = -\log x - \sum_{j=1}^{n} \frac{c_j}{\partial P_j} \log |P_j\left(\frac{1}{x}\right)|$$

$$= -\log x - \sum_{j=1}^{n} \frac{c_j}{\partial P_j} \log \left|\frac{1}{x^{\partial P_j}} P_j^*(x)\right|$$

$$= \log x \left(\sum_{i=1}^{n} c_i - 1\right) - \sum_{j=1}^{n} \frac{c_j}{\partial P_j} \log |P_j^*(x)|,$$

where $P_j^*(x) = x^{\partial P_j} P_j\left(\frac{1}{x}\right)$ is the reciprocal polynomial of $P_j(x)$. Setting now $m = -M$ and imposing the additional condition $\sum_{i=1}^{n} c_i = 1$, we get the same optimisation problem as in (8.11).

8.4.3 Semi-infinite linear programming

To solve the optimisation problem (8.11) (and thus the one in (8.14) with the added constraints), we use a method known as semi-infinite linear programming, successively approximating the solution of the actual (infinite) problem by the solution of a finite optimisation problem.

Let $f(x, c)$ be as in (8.10), $m_1 = 0$.

1. Let $X_1$ be a set of 50 evenly distributed sample points in $I = [0, 1]$.

2. Solve the problem on $X_1$, using the simplex method, obtaining $c_1$ and $m_1 = \max_{x \in X_1} f(x, c_1)$. Let $M_1 = \|f(x, c_1)\|_f$. Clearly, $m_1 < M_1$.

3. Let $E_1$ be the set of extrema of $f(x, c_1)$ in $I$. Set $X_2 = E_1 \cup X_1$.

4. Repeat step (2) for $X_2$, obtaining $m_2$ and $M_2$. 
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Repeating this algorithm, we get sequences \( m_1 < m_2 < \ldots \) and \( M_1 > M_2 > \ldots \) with \( m_k < M_k \) for all \( k \in \mathbb{N} \) and

\[
\lim_{k \to \infty} m_k = \inf_{c} \| f(x, c) \|_I = \lim_{k \to \infty} M_k.
\]

Thus, for a given \( \epsilon > 0 \), we may find \( K \in \mathbb{N} \) with

\[
M_K - m_K < \epsilon,
\]

so that we can approximate the solution of the actual problem to arbitrary precision this way.

To find the maxima of \( f(x, c) \) to, we use the real roots of the function (which we can easily compute, as we have a complete factorisation of \( \exp(f(x, c)) \)) to find intervals isolating the extrema. In the case of complex roots, we use Jensen circles to gain information on the location of the minima:

If the polynomial \( p(z) \) has a complex root at \( z = z_0 \), then the derivative has a root in the circle \(|\Re(z_0) - z| < |\Im(z_0)|\) (the Jensen circle of \( p(z) \) at \( z_0 \)). Consider now a pair \( z_0, \overline{z}_0 \) of complex roots of the polynomial \( p(z) \), and suppose (without loss of generality) that the extrema of \( p(z) \) contained in the Jensen circle centred at \( z = \Re(z_0) \) is a minimum. The value of \(|p(z_0)|\) will then be smaller than \(|p(z)|\) at the adjacent extrema, so that we do not have to consider this extrema as a possible maximum of \( \log|p(z)| \) (see Figure 8.1 for an example). This leads to the following method for finding intervals containing the extrema of \( p(z) \), using Jensen circles.

Let \( z_1, z_2 \) be two roots of the polynomial \( p(z) \) with \(|p(z)| < 1\) for \( z \in I \).

- If \( \Im(z_1) = \Im(z_2) = 0 \), then \( \log|p(z)| \) has a maximum in \((z_1, z_2)\).

- If \( \Im(z_1) \neq 0, \Im(z_2) = 0 \), then \( \log|p(z)| \) has a maximum in \((\Re(z_1) - |\Im(z_1)|, z_2)\)

- If \( \Im(z_1) = 0, \Im(z_2) \neq 0 \), then \( \log|p(z)| \) has a maximum in \((z_1, \Re(z_2) + |\Im(z_2)|)\)

- If \( \Im(z_1) \neq 0, \Im(z_2) \neq 0 \), \( \Re(z_1) \neq \Re(z_2) \), then \( \log|p(z)| \) has a maximum in \((\Re(z_1) - |\Im(z_1)|, \Re(z_2) + |\Im(z_2)|)\).

Using these intervals together with MATLAB's \texttt{fminbnd} function (an implementation
of Brent’s method from [37]) allows us to efficiently find all extrema of $f(x, c)$ to high
precision ($10^{-14}$ in this case).

![Graph of $f(x) = \frac{1}{70} \log|P_{70}(x)|$ of $P_{70}(x)$, the 70-th integer Chebyshev polynomial. Note that, while the polynomial has a pair of complex roots at $0.2164 \pm 0.0228 i$, $f(x)$ only has one extremum between $x = 0.1855$ and $x = 0.2764$.](image)

Using the list of polynomials found by Flammang [17], together with all polynomials in Hare's list [26] of degree up to 9, after a number of iterations, we get some $k \in \mathbb{N}$ with $M_k - m_k < 10^{-5}$ and $e^{M_k} \approx 0.42289421$, thus proving

1. There are only 6 isolated points of $\mathcal{S}_{[0,1]}$ in $[1, 2.3647]$.

2. $t_Z([0,1]) \leq 0.42289421$.

The resulting polynomial can be found in Table 8.1. Polynomials marked with an asterisk * are critical – they have the property that $p_i(x(1 - x)) = a_{d_i}x^{d_i} + \ldots + a_0$ has $a_{d_i}^{\frac{1}{d_i}} < 2.3646$ and all roots in $[0, 1]$. The $F/H$ indicates whether the polynomial appeared in Flammang’s paper ($F$), was found by Hare ($H$), or appeared in both ($F/H$).
The polynomial was obtained by starting with Flammang’s list of factors and successively adding in elements from Hare’s list, starting with the lowest-degree polynomials. If, after adding a factor, the semi-infinite linear programming routine produced an improved value for \( m \), the additional factor was kept; otherwise it was discarded. In this case, computations were done in MATLAB, using double precision.

Interestingly, while we ran the computations far beyond degree 8 factors in Hare’s list, additional higher-degree factors (aside from the factor of degree 9) did not lead to a further improvement. This, together with the structure of the final polynomial, suggests that non-critical polynomials – polynomials with nonreal roots, or with larger normalised leading coefficients – play an important role in the theory of the integer Chebyshev constant as well.

Any results for \([0, 1]\) can easily be generalised to an arbitrary Farey interval: seeing that solving a direct optimisation problem is equivalent to solving a problem involving auxiliary functions for the normalised norm of algebraic integers on \([1, \infty)\), one can then use a linear fractional transformation to map the results for \([1, \infty)\) to the required Farey interval, as outlined in section 7.2.4. A detailed discussion of this can be found in the recent paper [4]. Note that our table contains one polynomial with constant coefficient 2, which has to be omitted, as its reciprocal is not an algebraic integer.
The extremal polynomial $P(x) = \prod_{i=1}^4 p_i(x-\alpha)^\eta_i \approx 0.42289421$

Table 8.1: The extremal polynomial $P(x) = \prod_{i=1}^4 p_i(x-\alpha)^\eta_i \approx 0.42289421$

<table>
<thead>
<tr>
<th>$p_i(x)$</th>
<th>$\eta_i$</th>
<th>$\alpha_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1(x)$</td>
<td>$\eta_1$</td>
<td>$\alpha_1$</td>
</tr>
<tr>
<td>$p_2(x)$</td>
<td>$\eta_2$</td>
<td>$\alpha_2$</td>
</tr>
<tr>
<td>$p_3(x)$</td>
<td>$\eta_3$</td>
<td>$\alpha_3$</td>
</tr>
<tr>
<td>$p_4(x)$</td>
<td>$\eta_4$</td>
<td>$\alpha_4$</td>
</tr>
</tbody>
</table>

8.4. Isolated points of $S_1$
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The Maximal Obstruction and $t_M(I)$

After having considered subintervals of $(1, \infty)$ where $S_I$ is dense, and having described techniques for finding isolated points in the spectrum, we will now focus on the infimum of the spectrum $\mathcal{S}_I$. This is the reciprocal of the so-called maximal obstruction $m(I)$ of the interval and is further related to another restriction on the transfinite diameter, the monic integer Chebyshev constant, or monic integer transfinite diameter $t_M(I)$.

9.1 Definition and Basic Properties of $t_M(I)$

In the previous chapter, we defined the integer transfinite diameter $t_Z(I)$ of an interval $I \subset \mathbb{R}$. Determining the value of $t_Z(I)$ turned out to be a very difficult problem, with no exact value known for any interval of nonzero length less than 4.

We will now impose a further restriction on the polynomials involved: let $\mathbb{Z}_n^*[x]$ be the set of monic polynomials of degree $n$ and $E \subset \mathbb{C}$ be compact. We define the monic integer transfinite diameter, or monic integer Chebyshev constant, of $E$ to be the quantity

\[
t_M(E) = \lim_{n \to \infty} \inf_{p_n \in \mathbb{Z}_n^*[x]} \| p_n \|_I^{\frac{1}{n}}.
\] (9.1)

$t_M(E)$ inherits a few properties from the other transfinite diameters.

**Lemma 9.1.1.** Let $E \subset \mathbb{C}$, $I \subset \mathbb{R}$ be compact. Then
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(a) $E \subseteq F \implies t_M(E) \leq t_M(F)$;

(b) $t_M(I) \geq t_Z(I)$;

(c) $|I| \geq 4 : t_M(I) = t_Z(I) = t(I) = \frac{|I|}{4}$.

Proof. Part (a) follows straight from the definition of $t_M(E)$, while (b) reflects the fact that $t_M(I)$ is a further restriction on the polynomials. For a proof of (c), see Theorem 1.1 in [10].

While the monic integer transfinite diameter shares many of its properties with the other transfinite diameters, it has a few peculiar properties. They are mostly consequences of the following lemma:

Lemma 9.1.2. Let $q(x) = a_dx^d + \ldots + a_0 \in \mathbb{Z}_n[x]$ have all its roots $\alpha_1, \ldots, \alpha_d$ in $E \subset \mathbb{C}$ and $a_d > 1$. Then

$$a_d^{-\frac{1}{d}} \leq t_M(E).$$

Proof. Let $P_n(x) \in \mathbb{Z}_n[x]$. Then

$$1 \leq |\text{Res}_x(P_n, q)| = a_d^d \prod_{i=1}^{d} |P_n(\alpha_i)|$$

$$\leq a_d^d \|P_n\|_E^d.$$ 

Rearranging gives $a_d^{-\frac{1}{d}} \leq \|P_n\|_E^{-\frac{1}{d}}$. The result now follows by taking the lim inf$_{n \to \infty}$ on the righthand side.

This lemma has some important consequences. Firstly, it shows that it is significantly easier to find lower bounds for the monic integer transfinite diameter than it was finding them in the nonmonic case. There is no need to deal with sequences of polynomials with all roots in the interval here – any single such polynomial yields a lower bound.

It also shows that we cannot get any upper bounds on $t_M(I)$ in terms of the other transfinite diameters. Recall that, for $t_Z(I)$, we had

$$\frac{|I|}{4} \leq t_Z(I) \leq \sqrt{\frac{|I|}{4}},$$
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due to Hilbert in [29].

One consequence of this is that the integer transfinite diameter of any single point is necessarily zero. On the other hand, if we consider the rational \( \frac{p}{q} \) and note that the polynomial \( qx - p \) has all roots in the set \( I = \{ \frac{p}{q} \} \), we see that \( t_M(I) \geq \frac{1}{q} > 0 \). Maybe even more drastic is the following example, taken from [10]: Let \( E_n = \{ z \in \mathbb{C} : z^n = 2 \} \). Then \( t_M(E_n) = 2^{-\frac{1}{n}} \to 1 \) as \( n \to \infty \), whereas \( t(E_n) = t_Z(E_n) = 0 \) for all \( n \in \mathbb{N} \).

The strange behaviour of \( t_M(E) \) does not end here, however: Consider \( E_1 = \{ \frac{1}{\sqrt{2}} \}, E_2 = \{ -\frac{1}{\sqrt{2}} \} \). As can be shown (see [10]), \( t_M(E_1) = t_M(E_2) = 0 \). Taking \( E = E_1 \cup E_2 \), we now have a complete set of conjugate algebraic numbers with minimal polynomial \( x^2 - 2 \) in the set, so that \( t_M(E) \geq \frac{1}{\sqrt{2}} \). This behaviour generalises to arbitrary incomplete sets of conjugate algebraic numbers:

**Theorem 9.1.1.** Let \( S \subset \mathbb{C} \) be a finite set of irrational numbers not containing a complete set of conjugate algebraic numbers. Then \( t_M(S) = 0 \).

A proof of this result can be found in [10].

## 9.2 The Maximal Obstruction

From Lemma 9.1.2, it is clear that calculating lower bounds for the monic integer transfinite diameter is much easier than for its non-monic counterpart. Seeing that any non-monic polynomial in \( \mathbb{Z}[x] \) with all roots in the compact set \( E \) gives rise to a lower bound for \( t_M(E) \), we define the following:

**Definition 9.2.1 (Maximal Obstruction).** Let \( E \subset \mathbb{C} \) be compact. Then the **maximal obstruction** of \( E \) is the quantity

\[
m(E) = \sup_{q(x)} a_{-\frac{1}{d}},
\]

where the supremum is taken over all polynomials \( q(x) = a_d x^d + \ldots + a_0 \in \mathbb{Z}_d(E) \) with \( a_d > 1 \).

From Lemma 9.1.2, it is clear that \( m(E) \leq t_M(E) \).

In some cases, this maximal obstruction is easily calculated: if we find a polynomial \( P \in \mathbb{Z}_n^*[x] \) with \( \|P\|_E^{-\frac{1}{n}} = m(E) \), then we say that the maximal obstruction is **attained**.
and we have

\[ m(E) \leq t_M(E) \leq \| P \|_E^{\frac{1}{d}} = m(E) \]

so that we have not only determined \( m(E) \), but also found the exact value of \( t_M(E) \).

This works for a number of "standard" intervals, as the following list shows:

- \( E = [0, 1] \): Here, \( \frac{1}{2} \leq t_M(E) \leq \| x(1-x) \|_E^{\frac{1}{2}} = \frac{1}{2} \).
- \( E = [0, \frac{1}{n}], n > 1 \): We have \( \frac{1}{n} \leq t_M(E) \leq \| x \|_E = \frac{1}{n} \).
- A similar argument also shows that \( t_M([ -\frac{1}{n}, \frac{1}{n} ]) = \frac{1}{n} \).

Using these results, together with Proposition 8.3.1, we can extend these results to a few additional intervals, getting – among others – the following results:

- \( E = [n, n+1] : t_M(E) = m(E) = \frac{1}{2} \).
- \( E = [n, n+2] : t_M(E) = m(E) = t_M([-1, 1]) = \sqrt{t_M([0, 1])} = \frac{1}{\sqrt{2}} \) (using the map \( x \mapsto x^2 \)).
- \( E = \left[ -\frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}} \right] : t_M(E) = m(E) = \sqrt{t_M([0, \frac{1}{n}])} = \frac{1}{\sqrt{n}} \).

While these relations appeared in [10] already, a full list of relations up to degree 100 between intervals of length less than 4 can be found in Table B.1.

There are, however, sets \( E \) where a polynomial attaining the maximal obstruction is not easily calculated, and this method cannot be used. To determine the maximal obstruction for such \( E \), we simply use the techniques of section 8.4, finding a (nonmonic) polynomial with small supremum norm on the interval. We then know that any critical polynomial \( q(x) = a_dx^d + \ldots + a_0 \) with \( a_d^{-\frac{1}{d}} > \| P \|_E^{\frac{1}{d}} \) has to appear as a factor of \( P \), giving the polynomial for the maximal obstruction. On the interval \([0, 1]\), it is enough to note that

\[ P(x) = x(1-x)(1-2x) \]

satisfies \( \| P \|_{[0,1]}^{\frac{1}{d}} < \frac{1}{2} \) to show that \( m([0, 1]) = \frac{1}{2} \).
9.2. The Maximal Obstruction

Consider now an interval \( I \subset \mathbb{R} \) not containing an integer in its interior. Then there exists a unique minimal integer \( q > 1 \) such that \( \frac{p}{q} \in I \) for some \( p \in \mathbb{Z} \). Then \( I \subseteq \left[ \frac{a_1}{a_2}, \frac{b_1}{b_2} \right] \) with \( a_2 b_1 - b_2 a_1 = 1 \), the smallest Farey interval of order \( q - 1 \) containing \( I \). In [27], Hare and Smyth show that, unless \( I \) contains one of the endpoints of this Farey interval, \( m(I) = \frac{1}{q} \). In particular, they show the following:

**Proposition 9.2.1** (Hare & Smyth). Let \( I \subset \mathbb{R} \) be an interval not containing an integer in its interior, and let \( \left[ \frac{a_1}{a_2}, \frac{b_1}{b_2} \right] \) be the minimal Farey Interval containing \( I \). Then

\[
m(I) = \begin{cases} 
\frac{1}{a_2} & \text{if } \frac{a_1}{a_2} \in I, \frac{b_1}{b_2} \notin I, a_2 > 1 \\
\frac{1}{b_2} & \text{if } \frac{a_1}{a_2} \notin I, \frac{b_1}{b_2} \in I, b_2 > 1 \\
\frac{1}{\min\{a_2, b_2\}} & \text{if } a_2, b_2 > 1, I = \left[ \frac{a_1}{a_2}, \frac{b_1}{b_2} \right] \\
\frac{1}{a_1+b_2} & \text{else}
\end{cases}
\]

The statement of this proposition is almost longer than its proof: one simply looks at the polynomial

\[
P(x) = (b_2 x - b_1)^{m_1} (a_2 x - a_1)^{m_1} ((a_2 + b_2) x - (a_1 + b_1))^{m_2}
\]

and shows that there is a choice of \( m_1, m_2 \in \mathbb{N} \), so that \( \|P\|_I^{\frac{1}{m_1+m_2}} < \frac{1}{a_2+b_2} \), from which the result follows. For details of the argument, see [27].

Unfortunately, no such general results are known for intervals containing integers in their interior, or for larger intervals. It is not even known whether every interval of length less than 4 has a maximal obstruction. A few results can be obtained by relating larger intervals to ones covered by the theorem using the relations in Table B.1. While the results in the table are stated for transfinite diameters, they also apply to maximal obstructions: if \( P(x) \in \mathbb{Z}_n[x] \) equioscillates on \( I_1, P(I_1) = I_2 \), and \( I_1 \) has maximal obstruction \( q(x) \), then \( q \circ P \) is a maximal obstruction polynomial for \( I_2 \).

The interval \( I = \left[ 0, \frac{4}{3} \right] \), for example, has maximal obstruction \( 7^{-\frac{1}{3}} \), as can be seen from the identity \( m([-s, s])^2 = m([0, s^2]) \), applied to the following intervals:

\[
m\left( \left[ 0, \frac{4}{3} \right] \right) = m\left( \left[ -\frac{2}{3}\sqrt{3}, \frac{2}{3}\sqrt{3} \right] \right)^2,
\]

\[
m\left( \left[ 0, \frac{4}{27} \right] \right) = m\left( \left[ -\frac{2}{5}\sqrt{3}, \frac{2}{5}\sqrt{3} \right] \right)^2.
\]
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As the two intervals on the right are connected through a cubic polynomial and $m\left([0, \frac{4}{27}]\right) = \frac{1}{7}$ by Lemma 9.2.1 above, we see that $[0, \frac{4}{3}]$ has maximal obstruction $7^{-\frac{1}{3}}$, with polynomial $q(x) = 7x^3 - 14x^2 + 7x - 1$. Further, Table 9.1 shows that $t_M\left([0, \frac{4}{27}]\right) = \frac{1}{7}$ as well, so that the maximal obstruction $m\left([0, \frac{4}{3}]\right)$ is attained on the interval.

While it appears that, once one has found the maximal obstruction $m(E)$ for $E$, calculating $t_M(E)$ is simply a matter of finding the right polynomial $P$ with $\|P\|_E^{\frac{1}{d}} = m(E)$, this is not always the case. In the same paper, Hare and Smyth showed that the interval $I = [-0.684, 0.517]$ has maximal obstruction $7^{-\frac{1}{3}}$, arising from the polynomial $q(x) = 7x^3 + 4x^2 - 2x + 1$, but that there is no $P(x) \in \mathbb{Z}[x]$ with $\|P\|_I^{\frac{1}{d}} = 7^{-\frac{1}{3}}$. This is not a unique situation either, as the following (simplified) proposition from [27] shows:

**Proposition 9.2.2** (Hare & Smyth). *Let $I \subset \mathbb{R}$ and $q(x) = a_d x^d + \ldots + a_x \in \mathbb{Z}[I], a_d > 1$. If $a_d$ is square-free, and there exists some $P \in \mathbb{Z}^+[x]$ with $\|P\|_I^{\frac{1}{d}} = a_d^{-\frac{1}{3}}$, then $\frac{1}{a_d} (q(x) - q(0)) \in \mathbb{Z}[x]$.***

In the situation above, the problem is that, $\frac{1}{7}(7x^2 - 4x^2 + 2x)$ does not have integer coefficients, keeping the maximal obstruction from being attained on this interval.

This of course does not mean that, for intervals of this type, $m(I) < t_M(I)$. It is conceivable that, as in the nonmonic case, $t_M(I)$ is not attained by an actual polynomial, but by an infinite product of polynomials.

As we will see later, the maximal obstruction of an interval does indeed not tell the whole story for all intervals: in Section 9.3.3, we will construct a sequence of intervals with maximal obstructions tending to 0, but $t_M(I)$ arbitrarily close to $\frac{1}{2}$. To show this, we need to analyse the behaviour of $t_M([0, x])$ when viewed as a function of $x > 0$.

### 9.3 $t_M([0, b]), b < 1$

In [27], the authors consider intervals of the form $I = [0, b], \frac{1}{n} < b < \frac{1}{n-1}$ for some $n > 2 \in \mathbb{N}$. By lemma 9.2.1, $m(I) = \frac{1}{n}$. Based on the examples above, the authors are led to conjecture that for these intervals, $t_M(I) = m(I)$. In this section, we will show that $t_M([0, b])$, when seen as a function of $b \in \mathbb{R}_{>0}$ is continuous and use this to
disprove the conjecture.

For reference, we define the real-valued function

\[ t_M(x) = t_M([0, x]), \quad x > 0. \]

We know the values of \( t_M(x) \) at \( x = \frac{1}{n}, n \in \mathbb{N} \), but determining \( t_M(x) \) for values between reciprocals of integers is much harder. Thus, we will instead look at the analytic properties of this function. Note that the following can also be found in [30] and will be included here for completeness.

### 9.3.1 Continuity of \( t_M(x) \)

To study the behaviour of \( t_M(x) \), it is useful to look back at the classical paper [9] of Borwein and Erdélyi in the theory of the (non-monic) transfinite diameter. In this paper, the authors define the function \( t_Z(x) \) in the equivalent way and state that this function is continuous, though without the details of the proof.

Let \( T_n(x) \) be the \( n^{th} \) Chebyshev polynomial on \([-1, 1]\), defined in 6.1. By using De Moivre’s Theorem, rewritten as

\[
\cos n\theta = \frac{1}{2} \left[ (\cos \theta + i \sin \theta)^n + (\cos \theta - i \sin \theta)^n \right].
\]

\( T_n(x) \) can then be written as

\[
T_n(x) = \frac{1}{2} \left[ \left( x + \sqrt{x^2 - 1} \right)^n + \left( x - \sqrt{x^2 - 1} \right)^n \right].
\]

From this it immediately follows that

\[
T_n(x) \leq \left( x + \sqrt{x^2 - 1} \right)^n \text{ for } x \geq 1.
\]

We will also need Chebyshev’s inequality from [8]:

**Lemma 9.3.1.** Let \( q \in \mathbb{R}_n[x] \). Then, for \( x \in \mathbb{R} \setminus [-1, 1] \),

\[
\left| q(x) \right| \leq \left| T_n(x) \right| \| q \|_{[-1,1]}.
\]
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Proof. Without loss of generality, assume \( \|q\|_{[-1,1]} = 1 \) and suppose that there exists some \( x_0 \in \mathbb{R} \setminus [-1,1] \) such that \( |q(x_0)| > |T_n(x_0)| \). Then, for \( \lambda = \frac{T_n(x_0)}{q(x_0)} \), consider the polynomial \( s(x) = T_n(x) - \lambda q(x) \in \mathbb{R}[x] \). We have

\[
|T_n(x) - s(x)| = |\lambda q(x)| \\
\leq \lambda \|q\|_{[-1,1]} < 1,
\]

so that if follows from the equioscillation that \( s(x) \) has \( n \) zeros in \([-1,1]\). Seeing that also \( s(x_0) = 0 \), but that \( \partial s(x) = n \), we are forced to conclude that \( s(x) \equiv 0 \). \(\square\)

We can then prove:

**Lemma 9.3.2.** Let \( b > 0, \ p_n \in \mathbb{R}_n[y] \). Then, for every \( \delta > 0 \), there exists \( k_{b,\delta} \), not depending on \( n \), such that

\[
\|p_n\|_{[0,b+\delta]} \leq (1 + k_{b,\delta})^n \|p_n\|_{[0,b]}, \tag{9.4}
\]

with \( \lim_{\delta \to 0} k_{b,\delta} = 0 \) for fixed \( b \).

**Proof.** Given \( p_n \in \mathbb{R}_n[y] \), let \( y \in [0,b] \) and \( x = \frac{2}{b} y - 1 \). Then \( x \in [-1,1] \). Put \( q_n(x) = p_n(y) \). Then, by Lemma 9.3.1, for \( x \not\in [-1,1], y \not\in [0,b] \), we have

\[
|p_n(y)| = |q_n(x)| \leq |T_n(x)| \|q_n\|_{[-1,1]} \\
= |T_n(\frac{2}{b} y - 1)| \|p_n\|_{[0,b]}.
\]

Note also that

\[
\max_{y \in [b,b+\delta]} \left| T_n\left(\frac{2}{b} y - 1\right) \right| = \max_{x \in [1,1+2\frac{\delta}{b}]} \left| T_n(x) \right| \\
= \|T_n\|_{[1,1+2\frac{\delta}{b}]}.
\]

This clearly implies that

\[
\|p_n\|_{[b,b+\delta]} \leq \|T_n\|_{[1,1+2\frac{\delta}{b}]} \|p_n\|_{[0,b]}.
\]
Using inequality (9.2) above, we see that
\[ \|T_n\|_{1,1+2\delta} \leq \left(1 + 2\delta \left(1 + \sqrt{1 + \frac{b}{\delta}}\right)\right)^n. \]

The result now follows by letting \( k_{b,\delta} = 2\delta \left(1 + \sqrt{1 + \frac{b}{\delta}}\right) > 0 \) and observing that
\[ \|p_n\|_{[0,b+\delta]} \leq \max\left\{ \|p_n\|_{[0,b]}, \|p_n\|_{[b,b+\delta]} \right\} \]
\[ \leq \max\left\{ \|p_n\|_{[0,b]}, (1 + k_{b,\delta})^n \|p_n\|_{[0,b]} \right\} \]
\[ = (1 + k_{b,\delta})^n \|p_n\|_{[0,b]}. \]

Using this inequality, we also get that, for \( b, \delta > 0 \) fixed,
\[ \|p_n\|_{[0,b-\delta]} \geq \|p_n\|_{[0,b]} \left(\frac{1}{1 + k_{b-\delta,\delta}}\right)^n. \]  \hspace{1cm} (9.5)

Note also that \( \lim_{\delta \to 0} k_{b-\delta,\delta} = 0. \)

For \( t_Z \), Pritsker further noted that similar results can be obtained for compact subsets of the complex plane (see Lemma 5.3 in [38]).

We can now use Lemma 9.3.2 to prove continuity of \( t_M(x) \).

**Theorem 9.3.1.** The function \( t_M(x) \) is continuous on \((0,\infty)\).

**Proof.** First, note that \( t_M(x) \) is (non-strictly) increasing in \( x \). Let \( b \in (0,\infty), \epsilon > 0 \) and choose \( \delta = \min\{\delta_1, \delta_2\} \), where \( \delta_1 \) is chosen such that \( k_{b,\delta_1} < \frac{\epsilon}{t_M(b)} \) and \( \delta_2 \) is such that \( \frac{k_{b-\delta_2,\delta_2}}{1 + k_{b-\delta_2,\delta_2}} < \frac{\epsilon}{t_M(b)} \).

Let \( 0 < |b-x| < \delta \). The argument splits into two cases:

1. Suppose that \( 0 < b-x < \delta \leq \delta_1 \). Since \( t_M(x) \) is increasing, we have
\[ 0 \leq t_M(x) - t_M(b) \leq t_M(b + \delta_1) - t_M(b) \]
\[ = \lim_{n \to \infty} \left( \inf_{p_n \in Z_n^*|x]} \|p_n\|^{1/n}_{[0,b+\delta_1]} - \inf_{p_n \in Z_n^*|x]} \|p_n\|^{1/n}_{[0,b]} \right) \]
\[ \leq \lim_{n \to \infty} \left( \inf_{p_n \in Z_n^*|x]} k_{b,\delta_1} \|p_n\|^{1/n}_{[0,b]} \right) \]
\[ = t_M(b)k_{b,\delta_1} < \epsilon. \]
(2) Now assume that \(0 < x - b < \delta \leq \delta_2\). Here, we get

\[
0 \leq t_M(b) - t_M(x) \leq t_M(b) - t_M(b - \delta_2)
\]

\[
= \lim_{n \to \infty} \left( \inf_{p_n \in Z_n^+[x]} \| p_n \|_{0,b}^{1/n} - \inf_{p_n \in Z_n^+[x]} \| p_n \|_{0,b-\delta_2}^{1/n} \right)
\]

\[
\leq \lim_{n \to \infty} \left( \inf_{p_n \in Z_n^+[x]} \left( \frac{k_{b-\delta_2,\delta_2}}{1 + k_{b-\delta_2,\delta_2}} \right) \| p_n \|_{0,b}^{1/n} \right)
\]

\[
= t_M(b) \frac{k_{b-\delta_2,\delta_2}}{1 + k_{b-\delta_2,\delta_2}} < \epsilon .
\]

Thus, for \(0 < |b - x| < \delta\), we have \(|t_M(b) - t_M(x)| < \epsilon\) for any \(b \in (0, \infty)\), proving continuity for \(x > 0\). \(\square\)

As mentioned before, Borwein and Erdélyi stated this result for the (non-monic) integer transfinite diameter. In fact, for any subset \(A_n[x] \subseteq \mathbb{R}_n[x]\) we let

\[
t_{\text{ad}}(I) = \lim_{n \to \infty} \inf_{0 \neq p_n \in A_n[x]} \| p_n \|_I^{1/n} . \tag{9.6}
\]

One can define \(t_{\text{ad}}(x)\) in the equivalent way and prove continuity of this function for \(x > 0\) as in Theorem 9.3.1.

Using (9.4), one can obtain a new lower bound for \(t_M([0, b]), b < 1\):

**Lemma 9.3.3.** Let \(I_b = [0, b], b < 1\) and let \(n = \max\{m \in \mathbb{N} | \frac{1}{m} > b\}\). Then

\[
t_M(I_b) \geq \max \left\{ \frac{1}{n+1}, \frac{b}{2(1 + \sqrt{1 - nb})} - nb \right\} .
\]

**Proof.** Let \(\delta = \frac{1}{n} - b\). As can easily be seen from (9.4),

\[
t_M([0, \frac{1}{n} - \delta]) \geq t_M([0, \frac{1}{n}]) \frac{1}{1 + k_{\frac{1}{n} - \delta, \delta}} = \frac{1 - n\delta}{n(1 + n\delta + 2\sqrt{n\delta})} = \frac{b}{2 - nb + 2\sqrt{1 - nb}} .
\]

Seeing that \(\frac{1}{n+1}\) is also a lower bound, and is a larger for \(b \leq \frac{4(3n+1)}{(2n+1)^2}\), we get the result. \(\square\)
9.3.2 Determining $b_{\text{max}}(n)$

While the maximal obstruction does not tell the whole story for intervals of the form $I = [0, b], \frac{1}{n} < b < \frac{1}{n-1}$, it turns out that $t_M(x)$ is indeed constant on a large interval to the right of $\frac{1}{n}$ for these intervals. For $n \in \mathbb{N}$, define,

$$b_{\text{max}}(n) = \sup_{b > \frac{1}{n}} \{ b \mid t_M(b) = \frac{1}{n} \}. \quad (9.7)$$

For $n = 1$, this quantity is not finite, as $t_M(I) = 1$ for $|I| \geq 4$ (see Lemma 9.1.1(c)). For $n = 2$, we can use the results in [27] to obtain $1.26 \leq b_{\text{max}}(2) < 1.328$. For $n > 2$, we have the following:

**Theorem 9.3.2.** Let $n > 2 \in \mathbb{N}$. Then

$$\frac{1}{n} + \frac{1}{n^2(n-1)} < b_{\text{max}}(n) \leq \frac{4n}{(2n-1)^2}.$$

**Proof.** The first inequality follows from the polynomial

$$P_n(x) = x^{n^2-2}(x^2 - nx + 1).$$

This polynomial, first used in [27], was shown to have the following properties:

1. $P_n\left(\frac{1}{n}\right) = \left(\frac{1}{n}\right)^{n^2}$.

2. $P'_n\left(\frac{1}{n}\right) = 0$ and the polynomial has no other extrema in $[0, \frac{1}{n-1}]$.

3. $P_n(x)$ has a root $\beta_n = \frac{2}{n+\sqrt{n^2-4}} > \frac{1}{n}$, and $|P_n(x)|$ is strictly increasing in $[\beta_n, \frac{1}{n-1}]$.

These properties were used in [27] to show that $\|P_n\|_{(0, \frac{1}{n}+\epsilon)} = \left(\frac{1}{n}\right)^{n^2}$ for some $\epsilon > 0$.

Evaluating $P_n(x)$ at $x = \frac{1}{n} + \frac{1}{n^2(n-1)}$ gives

$$\left|P_n\left(\frac{1}{n} + \frac{1}{n^2(n-1)}\right)\right| = \left(\frac{n^2-n+1}{n^2(n-1)}\right)^{n^2} \frac{n^3-3n^2+2n-1}{(n^2-n+1)^2}.$$
To show that this is indeed less than \( \left( \frac{1}{n} \right)^2 \), first note that the sequence

\[
\left\{ \left( \frac{n^2 - n}{n^2 - n + 1} \right) n^2 \right\}_{n=1}^{\infty}
\]

is increasing, as can easily be seen by noting that \( f(n) = \frac{n^2 - n}{n^2 - n + 1} \) is an increasing function (consider the derivative of \( f(x) \) for \( x > 1 \)).

Consequently, we have

\[
\left( \frac{n^2 - n}{n^2 - n + 1} \right) n^2 \geq \left( \frac{2}{3} \right)^4 \quad \text{for } n > 2.
\]

Further, note that for all \( n \),

\[
\left( \frac{2}{3} \right)^4 > \frac{n^3 - 3n^2 + 2n - 1}{(n^2 - n + 1)^2}.
\]

Thus taking (9.8) and (9.9) together, we have, for \( n > 2 \),

\[
\left( \frac{n^2(n-1)}{n(n^2 - n + 1)} \right) n^2 > \frac{n^3 - 3n^2 + 2n - 1}{(n^2 - n + 1)^2}.
\]

Rearranging now gives the desired result.

For the upper bound, one has to look directly at (9.4). Suppose we have some \( p_d(x) \in \mathbb{Z}^*_d[x] \) such that \( \|p_d\|_{L_{\delta_n}} = \frac{1}{n} \) on an interval \( I_{\delta_n} = [0, \frac{1}{n-1} - \delta_n] \).

Clearly, \( \|p_d\|_{[0, \frac{1}{n-1}]} \geq \frac{1}{n-1} \) since \( \frac{1}{n-1} \leq t_M([0, \frac{1}{n-1}]) \). Thus, using (9.4), we get

\[
\frac{1}{n-1} \leq \frac{1}{n} \left( 1 + k_{\frac{1}{n-1}, \delta_n} \right).
\]

Recall that \( k_{b, \delta} = \frac{\delta}{\delta - \delta b} \left( 1 + \sqrt{1 + \frac{\delta}{b}} \right) \) (see the proof of from Lemma 9.3.2). Using this with \( b = \frac{1}{n-1} - \delta \), we get

\[
k_{\frac{1}{n-1}, \delta_n} = \frac{2(\delta(n-1) + \sqrt{\delta(n-1)})}{\delta(n-1) - 1}.
\]
From this and (9.10), we see that

\[
\frac{1}{n-1} = \frac{1}{n} \left(1 + k\frac{1}{n-1} - \delta_{\text{min}}\right),
\]

where

\[
\delta_{\text{min}} = \frac{1}{(n+1)(2n+1)^2}.
\]

Thus, we get

\[
b_{\text{max}}(n) \leq \frac{1}{n-1} - \delta_{\text{min}}(n) = \frac{4n}{(2n-1)^2}.
\]

Using computational methods following the methods in Section 8.4, we get improved lower bounds for \(b_{\text{max}}(n)\) for \(n = 3, \ldots, 9\). This is done by finding a polynomial \(P_n(x) \in \mathbb{Z}_n^*[x]\) with \(\|P_n\|_{[0,b]} = \frac{1}{n}\), so that then \(b_{\text{max}}(n) \geq b\), for \(b \in \left(\frac{1}{n}, \frac{1}{n-1}\right)\) as large as possible. The polynomials \(P_n\) are given in Table 9.1. The polynomial \(P_3\) is a corrected version of one appearing in [27], which does not have the property claimed (see also the corrigendum [28]), while \(P_4\) appears in [27].

\[
0.465 \leq b_{\text{max}}(3), \quad 0.303 \leq b_{\text{max}}(4), \quad 0.241 \leq b_{\text{max}}(5),
\]

\[
0.184 \leq b_{\text{max}}(6), \quad \frac{4}{27} \leq b_{\text{max}}(7), \quad 0.130 \leq b_{\text{max}}(8),
\]

\[
0.119 \leq b_{\text{max}}(9).
\]

As \(n\) gets larger, computations become increasingly difficult, as the difference \(\frac{1}{n-1} - \frac{1}{n}\) becomes too small.

In order to improve the lower bounds for \(b_{\text{max}}(n)\) given in Theorem 9.3.2, we need to turn to computational methods to attempt to find a monic polynomial \(P(x) = \prod_{i=1}^{n} p_i(x)^{a_i} \in \mathbb{Z}_n^*[x]\) attaining the maximal obstruction on an interval \([0,b)\) with \(\frac{1}{n} < b < \frac{1}{n-1}\). These come in two stages:

1. Using a modification of the LLL algorithm to find factors \(p_i(x)\) of \(P(x)\).

2. Using the linear programming methods from section 8.3.2 with additional equality constraints from [27] to determine the exponents \(a_i\).

We will briefly discuss the implementations of both parts of the algorithm.
1. Here, we use the LLL algorithm introduced in section 8.3.2 with a modified inner product. In [10], the authors used the Lattice $\mathbb{Z}_n[x]$ with the basis $b = (1, x, x^2, \ldots, x^n)$ and the inner product

$$\langle f_n, g_n \rangle = \int_a^b f_n(x)g_n(x)dx + a_nb_n$$

for $f_n(x) = a_nx^n + \cdots + a_0, g_n(x) = b nx^n + \cdots + b_0 \in \mathbb{Z}_n[x]$. The additional factor $a_nb_n$ is used to discourage non-monic elements from appearing, and the algorithm usually produces only one monic basis element of degree $n$.

In detail, we used the following recursive algorithm to identify factors $p_i(x)$ of $P(x)$ for an interval $I = [a, b]$ where the maximal obstruction polynomial $q(x) = a_dx^d + \cdots + a_0$ is known:

(a) Start with $b = (1, x, x^2, \ldots, x^{20})$ (in some cases, a larger basis was required initially).

(b) Run LLL, generating a list of factors $l = \{p_i(x)\}$.

(c) Sieve the list by using the condition that if $p_i(x) \mid P(x)$, the resultant has to satisfy $|\text{Res}_x(p_i, q)| = 1$ (see [27]).

(d) For every $p_i$ still in $l$, define

$$\hat{b}_i = (1, p_i(x), p_i(x)x, p_i(x)x^2, \cdots, p_i(x)x^k)$$

and re-run the LLL Algorithm with this basis, adding new factors to $l$.

(e) Repeat steps (a)–(d) until no more new factors are found, at which point we return $l$.

2. To determine the exponents $\alpha_i = \frac{\partial p_i}{\partial x}a_i$ of $p_i(x), 1 \leq i \leq N$, we use the algorithm outlined in section 8.4, with modifications from [27]. Given a list of factors
\[ \begin{align*}
\frac{\partial}{\partial x} \log |p_i(x)| & \leq m - g(x), \quad \text{for } x \in X, \\
\sum_{i=1}^{N} \alpha_i & = 1, \\
\sum_{i=1}^{N} \frac{\partial}{\partial x} \frac{f'(_{\beta_i})}{f(_{\beta_i})} & = 0, \quad 1 \leq s \leq \partial q, \text{where } q(\beta_s) = 0, \\
\alpha_i & \geq 0, \quad 1 \leq i \leq N,
\end{align*} \]

over a finite set \( X \subset I \). Here, \( g(x) \) is a function such that

\[ g(x) = \begin{cases} 
0 & \text{if } q(x) = 0 \\
\epsilon(x) > 0 & \text{if } q(x) \neq 0
\end{cases} \]

where \( \epsilon(x) \) is small for all \( x \in I \).

The use of this function is theoretically not necessary, but is useful when doing computations, as it avoids having to deal with exact values at points where the polynomial does not need to attain the maximal obstruction.

The first two constraints in (9.12) are the same as in the non-monic case, while the third is unique to the monic case and taken from [27]. This is also where we get the final set of constraints:

Let \( \beta_s \) be a root of \( q(x) \) and define \( f_i^{(s)} = \frac{1}{\partial q} \log |f_i(\beta_s)| \). If \( b_1 = -\frac{1}{\partial q} \log |a_d|, b_2, \ldots, b_l \) is an independent generating set for the \( \mathbb{Z} \)-lattice generated by \( -\frac{1}{\partial q} \log |a_d| \) and the \( f_i^{(s)} \), let \( c_{j,i}^{(s)} \) be such that

\[ \sum_{j=1}^{l} c_{j,i}^{(s)} b_j = f_i^{(s)}. \]

Then we get the additional conditions, derived in [27]:

\[ \sum_{i=1}^{N} c_{j,i}^{(s)} \alpha_i = \begin{cases} 
-\frac{1}{\partial q} & \text{if } j = 1 \\
0 & \text{if } j > 1
\end{cases} \quad \text{for } 1 \leq s \leq \partial q. \quad (9.13) \]
Again, we use a recursive algorithm for determining the exponents. Given a set of points $X_k$, we use (9.12) and (9.13) to determine the optimal exponents $\alpha_k = \left( \alpha_1^{(k)}, \alpha_2^{(k)}, \ldots, \alpha_N^{(k)} \right)$ attaining the minimum value $m_k$. We then construct the function

$$f(x, \alpha_k) = \sum_{i=1}^{N} \frac{\alpha_i^{(k)}}{\partial f_i} \log |f_i(x)|,$$

and add its minima to $X_k$ to obtain $X_{k+1}$ and set $M_k = \inf_{x \in I} f(x, \alpha_k)$. As in the non-monic case, starting with a small set of values $X_1 \subset I$, we repeat this procedure until we get $K \in \mathbb{N}$ such that $m_K - M_K < \epsilon$ for required precision $\epsilon > 0$. In this case, we used Maple’s RootFinding[Isolate] to trap the roots of the derivative, and then used an implementation of Brent’s method [37] to determine the location of the minima of $-f(x, \alpha)$ to high precision. Finally, we verify that $e^{M_K} = |a_d|^{-\frac{1}{n}}$.

One can attempt to find rational approximations of smaller denominator to the exponents (which is not always possible), always checking that the obstruction is still attained. The attaining polynomial $P(x)$ is then found by clearing denominators in the exponents of $P_K(x) = \exp(f(x, \alpha_K))$.

The polynomials attaining the obstructions obtained this way can be found in Table 9.1.

### 9.3.3 Intervals where $t_M(I) - m(I)$ is large

As discussed before, the continuity of the function $t_M(x), x > 0$ has some important implications for the monic integer transfinite diameter of intervals $[0, b]$, where $b$ is close to $\frac{1}{n}, n \in \mathbb{N}$.

One can use this idea to produce intervals where the classical lower bound (the maximal obstruction) is very far from the actual value of the monic integer transfinite diameter, as follows:

Let $n > 1 \in \mathbb{N}, 0 \leq a < \frac{1}{n}$ and consider the interval $\left[ a, \frac{1}{n} - \delta \right]$ for $\delta < \frac{1}{n} - a$. From a simple generalisation of (9.4), one can show that
Table 9.1: Extremal monic polynomials $P_n(x)$ with $\|P_n\|_{[0,b_n]} = \frac{1}{n}$

<table>
<thead>
<tr>
<th>$n$</th>
<th>$P_n(x)$</th>
<th>$a_{n,j}$</th>
<th>$b_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$x^{14} - 114026261 x^{13} + 47054086 x^{12} - 8845630 x^{11} + 10024724 x^{10} - 76341256 x^9 + 4120885 x^8$</td>
<td>4594446</td>
<td>.456</td>
</tr>
<tr>
<td></td>
<td>$-16202606 x^7 + 4692047 x^6 - 999261 x^5 + 154318 x^4 - 16766 x^3 + 1211 x^2 - 52 x + 1$</td>
<td>2450525</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^8 + 4184 x^7 - 34944 x^6 + 36442 x^5 - 20832 x^4 + 7041 x^3 - 1405 x^2 + 153 x - 7$</td>
<td>877415</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^6 + 4842 x^5 - 19935 x^4 + 10355 x^3 - 5317 x^2 + 1594 x^3 - 278 x^2 + 26 x - 1$</td>
<td>2571030</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^5 + 7812 x^4 - 18072 x^3 + 17561 x^2 - 9271 x^4 + 286 x^3 - 516 x^2 + 50 x - 2$</td>
<td>599890</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^7 - 1233 x^6 + 2406 x^5 - 1913 x^4 + 791 x^3 - 179 x^2 + 21 x - 1$</td>
<td>1210840</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^5 - 3 x^4 + 7 x^3 - 11 x^2 + 6 x - 1$</td>
<td>1052898</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$x^7 + 8769 x^6 - 13342 x^5 + 8488 x^4 - 2784 x^3 + 514 x^2 - 50 x + 2$</td>
<td>47</td>
<td>.303</td>
</tr>
<tr>
<td></td>
<td>$x^5 + 432 x^4 - 456 x^3 + 179 x^2 - 31 x + 2$</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^5 + 432 x^4 - 456 x^3 + 179 x^2 - 31 x + 2$</td>
<td>640</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$x^{12} + 131010440 x^{11} - 237304078 x^{10} + 254285423 x^9 - 15270543 x^8 + 5408046 x^7$</td>
<td>322896804233</td>
<td>.241</td>
</tr>
<tr>
<td></td>
<td>$-1392205 x^6 + 2565036 x^5 - 33045 x^4 + 29991 x^3 - 1784 x^2 + 63 x - 1$</td>
<td>345995738198</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^9 + 644400 x^8 - 99660 x^7 + 669586 x^6$</td>
<td>437098465200</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-255106 x^5 + 6025 x^4 - 9030 x^3 + 838 x^2 - 44 x + 1$</td>
<td>9062873542196</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^4 + 120 x^3 - 74 x^2 + 15 x - 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$x^{12} - 140190 x^9 + 132517 x^5 - 51966 x^4 + 10819 x^3 - 1261 x^2 + 78 x - 2$</td>
<td>290917</td>
<td>.184</td>
</tr>
<tr>
<td></td>
<td>$x^5 + 1260 x^4 - 852 x^3 + 215 x^2 - 24 x + 1$</td>
<td>118824</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^4 + 120 x^3 - 74 x^2 + 15 x - 1$</td>
<td>5232473</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$x^2 + 3472 x^1 + 1826 x^1 + 358 x^2 - 31 x + 1$</td>
<td>44</td>
<td>1.14</td>
</tr>
<tr>
<td></td>
<td>$x^2 + 3472 x^1 + 1826 x^1 + 358 x^2 - 31 x + 1$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$x^4 - 576 x^3 + 208 x^2 - 25 x + 1$</td>
<td>3</td>
<td>.13</td>
</tr>
<tr>
<td></td>
<td>$x^2 - 8 x + 1$</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>$x^{10} - 39713976 x^9 + 39962846 x^8 - 17837477 x^7 + 4633538 x^6$</td>
<td>193221</td>
<td>.19</td>
</tr>
<tr>
<td></td>
<td>$-7720161 x^5 + 855561 x^4 - 6062 x^3 + 2981 x^2 - 82 x + 1$</td>
<td>32130</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^9 - 2720436 x^8 + 26039334 x^7 - 10845600 x^6 + 2568351 x^5$</td>
<td>184212</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$-378358 x^4 + 35516 x^3 - 2075 x^2 + 69 x - 1$</td>
<td>11410808</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x^2 + 1079992 x^1 - 721970 x^3 + 200827 x^4 - 29722 x^3 + 2468 x^2 - 109 x + 2$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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\[ t_M\left(\left[ a, \frac{1}{n} \right]\right) \leq \left(1 + k_{a, \frac{1}{n} - \delta}\right) t_M\left(\left[ a, \frac{1}{n} - \delta \right]\right) \quad (9.14) \]

where

\[ k_{c,d,\delta} = \frac{2\delta}{d-c} \left(1 + \frac{\sqrt{1 + \frac{d-c}{\delta}}}{1} \right). \]

From rearranging (9.14) and using the expression of $k_{a, \frac{1}{n} - \delta}$, we get a lower bound on $t_M([a, \frac{1}{n} - \delta])$:

\[ t_M\left(\left[ a, \frac{1}{n} - \delta \right]\right) \geq m\left(\left[ a, \frac{1}{n} \right]\right) \frac{\delta n + a(n - 1)}{an - \delta n - 1 - 2\sqrt{\delta n(1 - an)}} \quad (9.15) \]

Using this, we get the following result:

**Lemma 9.3.4.** Let $n \geq 2, \epsilon > 0$ and let $\left[ a, \frac{1}{n} \right]$ be a Farey interval. Then, for $0 < \delta < n(1 - an)\left(\frac{\epsilon}{n\epsilon - 2}\right)^2$,

\[ t_M\left(\left[ a, \frac{1}{n} - \delta \right]\right) > \frac{1}{n} - \epsilon \]

**Proof.** This is easily verified using (9.14) with $\delta < n(1 - an)\left(\frac{\epsilon}{n\epsilon - 2}\right)^2$ and using the fact (Lemma 9.2.1), that $m\left(\left[ \frac{p}{q}, \frac{1}{r-s} \right]\right) = \max\left\{ \frac{1}{q}, \frac{1}{r-s} \right\}$ if $rq - ps = 1$. \qed

We can use this to construct intervals $I$ where the maximal obstruction $m(I)$ is far from being the correct value of $t_M(I)$.

Consider the intervals $I_k = \left[ \frac{k}{2k+1}, \frac{1}{2} - \delta \right]$ for $\delta > 0, k \in \mathbb{N}$. Since the Farey interval $\left[ \frac{k}{2k+1}, \frac{1}{2} \right]$ contains $I_k$ and, as can easily be checked, is the smallest Farey interval containing $I_k$, it follows from Lemma 9.2.1 that $m(I_k) = \frac{1}{2k+1}$. But, the above Lemma shows that, for $\delta$ sufficiently small, we can have $t_M(I_k)$ arbitrarily close to $\frac{1}{2}$. 
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Appendix A

Computing the Inverse Vandermonde Matrix

When defining the polynomial representation of an equivalence class of algebraic \( n \)-tuples, we came across the problem of inverting the Vandermonde matrix.

Let \( K \) be a field, \( x_1, \ldots, x_n \in K \) be distinct. We are interested in finding the inverse of the matrix

\[
V(x_1, \ldots, x_n) = \begin{bmatrix}
1 & x_1 & x_1^2 & \cdots & x_1^{n-1} \\
1 & x_2 & x_2^2 & \cdots & x_2^{n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & x_n & x_n^2 & \cdots & x_n^{n-1}
\end{bmatrix}
\]

explicitly.

We define the coefficient vector of a polynomial \( p(z) = a_d z^d + \ldots + a_0 \in K[z] \) to be the vector \((a_0, \ldots, a_d) \in K^{d+1}\).

Lemma A.0.5. Let \( q(z) = \prod_{i=1}^n (z-x_i) \). The \( i \)th column of the right inverse of \( V(x_1, \ldots, x_n) \) is given by the coefficient vector of the polynomial

\[
q(z) \frac{q(z)}{(z-x_i)q'(x_i)}.
\]

Proof. First, note that this is indeed a polynomial in \( K[z] \): we may write \( q(z) = \)
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\[(z - x_i)s(z), \text{ where } s(z) = \prod_{i \neq j}(z - x_j) \in K[z].\]

Further, as the derivative \(q'(z) = s(z) + (z - x_j)s'(z),\) we see at once that \(s(x_i) = q'(x_i),\) so that

\[
\frac{q(z)}{(z - x_i)q'(x_i)} \bigg|_{z=x_i} = \frac{s(x_i)}{q'(x_i)} = 1
\]

On the other hand, for \(j \neq i,\) we have

\[
\frac{q(z)}{(z - x_i)q'(x_i)} \bigg|_{z=x_j} = \frac{0}{(x_j - x_i)q'(x_i)} = 0.
\]

\square

For alternative methods, see [13] or [40].
Appendix B

B.1 Irreducibility of the generalised Gorškov polynomials

In our discussion of the generalised Gorškov polynomials, we used the irreducibility of the polynomials $g_k^{(b)}(x)$, $b \equiv 1 \pmod{2}$ without proof. We will now provide the missing proof, following the argument in [42] and filling in details as needed. Unfortunately, the argument from Theorem 7.2.1 does not carry over in this case, as no 3-term recurrence relation as in (7.16) exists for the $g_k^{(b)}(x)$. To prove irreducibility in this case, we have to resort to a more sophisticated argument. We start with a nice lemma from [5]:

**Proposition B.1.1** (Albert 1956). Let $p$ be prime, $\mathbb{F}_p$ be the finite field of $p$ elements, and $\gamma \in \mathbb{F}_p^n$ for some $n \in \mathbb{N}$. Then the equation

$$x^p - x - \gamma = 0$$

has solutions in $\mathbb{F}_p^n$ if and only if $\text{Tr}_{\mathbb{F}_p} \gamma \neq 0$.

To prove this, we will need two Lemmas, both from [5]. The first is a result about a certain class of polynomials over a field of prime characteristic:

**Lemma B.1.1.** Let $p$ be prime and $a \in \mathbb{F}_p$. Then the polynomial $f(x) = x^p - x - a$ is reducible if and only if $f(x) = 0$ has a solution in $\mathbb{F}_p$. 
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Proof. Suppose \( f(x) \) has a root \( \zeta \) and consider \( \zeta + k \), \( k = 0, \ldots, p - 1 \). We have

\[
(\zeta + k)^p = \zeta^p + k^p = \zeta + k + a
\]

so that these are then all the roots of \( f(x) \). If now \( f(x) = g(x)h(x) \), with \( \partial g = r < p \) and \( \beta \) is a root of \( g(x) \), the trace of \( \beta \) will have the form \( \operatorname{Tr}_{F_p} \beta = r\zeta + s, s \in \mathbb{N} \), so that

\[
\begin{align*}
\zeta &= r^{-1}(r\zeta + s) - r^{-1}s \\
&= r^{-1} \operatorname{Tr}_{F_p} \beta - r^{-1}s \in F_p,
\end{align*}
\]

as required. The converse is trivial.

Lemma B.1.2. Let \( p \) be prime, \( n \in \mathbb{N} \), \( q = p^n \) and let \( \gamma \in F_q \). Then

\[
\operatorname{Tr}_{F_p} \gamma = 0 \iff \gamma = \sigma_p \alpha - \alpha,
\]

for some \( \alpha \in F_q \). Here, \( \sigma_p \) is the Frobenius endomorphism.

Proof. First, let us recall that the Frobenius endomorphism

\[
\sigma_p : \mathbb{F}_q / \mathbb{F}_p \rightarrow \mathbb{F}_q / \mathbb{F}_p
\]

\[
x \mapsto x^p
\]

is a generator for the cyclic Galois group \( \operatorname{Gal}(\mathbb{F}_q / \mathbb{F}_p) \). Thus, choose a primitive root \( u \) of \( x^q - x \). Then

\[
u, \sigma_p u, \ldots, \sigma_p^{n-1} u
\]

forms a basis for \( \mathbb{F}_q / \mathbb{F}_p \). Write \( \alpha = \alpha_1 u + \ldots + \alpha_n \sigma_p^{n-1} u \). Then \( \sigma_p \alpha - \alpha \) takes the form

\[
\sigma_p \alpha - \alpha = (\alpha_n - \alpha_1) u + (\alpha_1 - \alpha_2) \sigma_p u + \ldots + (\alpha_{n-1} - \alpha_n) \sigma_p^{n-1} u.
\]
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If we let \( \gamma = \gamma_1 u + \ldots + \gamma_n \sigma_p^{n-1} u = \sigma_p \alpha - \alpha \), we see that

\[
\sum_{i=1}^{n} \gamma_i = (\alpha_n - \alpha_1) + (\alpha_1 - \alpha_2) + \ldots + (\alpha_{n-1} - \alpha_n) = 0.
\]

Note now that this is indeed the trace of \( \gamma \), as

\[
\text{Tr}_{F_q/F_p} \gamma = \sum_{i=1}^{n} \sigma_p^i \gamma = (\gamma_1 + \ldots + \gamma_n)(u + \sigma_p u + \ldots + \sigma_p^{n-1} u) = \sum_{i=1}^{n} \gamma_i.
\]

This follows from the fact that \( w = u + \ldots + \sigma_p^{n-1} u \neq 0 \) satisfies the equation \( x^{p^k} = x \) for every \( k \in \mathbb{N} \), and therefore \( w = 1 \).

This shows that if \( \gamma = \sigma_p \alpha - \alpha \) for some \( \alpha \in F_q \), it indeed has zero trace. To prove the converse, if given \( \gamma \) with \( \text{Tr}_{F_q/F_p} \gamma = 0 \), choose \( \alpha_1 \) arbitrary in \( F_p \) and solve for \( \alpha_2, \ldots, \alpha_n \).

Consider now the polynomial \( f(x) = x^p - x - \gamma \), \( \gamma \in F_q \), \( q = p^n \). Then we have

\[
f(x) \text{ reducible over } F_q \iff \alpha^p - \alpha = \gamma \text{ for some } \alpha \in F_q \iff \text{Tr}_{F_q/F_p} \gamma = 0,
\]

the first by Lemma B.1.1, the second from Lemma B.1.2. This completes the proof of Proposition B.1.1.

We will also need the following basic result:

**Lemma B.1.3.** Let \( \alpha \neq 0 \) lie in a field of characteristic 2 and let \( \mu = \alpha + \alpha^{-1} \) with \( \mu^{2^n} = \mu \). Then \( \alpha^{2^n} \in \{ \alpha, \alpha^{-1} \} \).

**Proof.** Using characteristic 2, we have

\[
\mu^{2^n} = (\alpha + \alpha^{-1})^{2^n} = \alpha^{2^n} + \alpha^{-2^n},
\]
which equals $\mu$ by assumption. Thus, $\alpha^{2^n}$ has to be one of the two solutions of the equation $\mu = x + x^{-1}$, i.e. one of $\alpha$ or $\alpha^{-1}$. 

We can now use these to prove the following:

**Proposition B.1.2.** In $\mathbb{F}_2$, let $\gamma_0 = 1$ and, for $n \geq 1$, define

$$\gamma_n + \gamma_n^{-1} = \gamma_{n-1}. \tag{B.1}$$

Then $[\mathbb{F}_2(\gamma_n) : \mathbb{F}_2] = 2^n$.

**Proof.** We will proceed by induction. First, note that for $n = 1$, the polynomial $x^2 + x + 1$ is irreducible over $\mathbb{F}_2$, so that $[\mathbb{F}_2(\gamma_1) : \mathbb{F}_2] = 2$. Further, $\gamma_1^2 = \gamma_1^{-1}$ and $\text{Tr}_{\mathbb{F}_2} \gamma_1 = \gamma_1 + \gamma_1^{-1} = 1$. Suppose now that we have some $n \in \mathbb{N}$ such that the following hold:

$$[\mathbb{F}_2(\gamma_n) : \mathbb{F}_2] = 2^n, \quad \gamma_n^{2^{n-1}} = \gamma_1^{-1}, \quad \text{Tr}_{\mathbb{F}_2} \gamma_n = 1. \tag{B.2}$$

Multiplying both sides of (B.1) by $\frac{\gamma_{n+1}}{\gamma_n}$ and rearranging, we get

$$\left( \frac{\gamma_{n+1}}{\gamma_n} \right)^2 + \frac{\gamma_{n+1}}{\gamma_n} + \frac{1}{\gamma_n^2} = 0. \tag{B.3}$$

Now, as we are working in a field of characteristic 2, we have $p(\gamma_n)^{2^k} = p(\gamma_n^{2^k})$ for any $k = 0, \ldots, 2^n - 1$, so that the conjugates of $\gamma_n$ can be expressed as $2^k$-th powers of $\gamma_n$, yielding

$$\text{Tr}_{\mathbb{F}_2} \gamma_n = \sum_{i=0}^{2^n-1} \gamma_n^{2^i}. \tag{B.4}$$

Further, the induction hypothesis gives $\gamma_n^{-2} = \gamma_2^{-2^{n-1}}$, so that $\text{Tr}_{\mathbb{F}_2} \gamma_n^{-2} = \text{Tr}_{\mathbb{F}_2} \gamma_n$. Applying Lemma B.1.1 to (B.3), we see that indeed

$$[\mathbb{F}_2(\gamma_{n+1}) : \mathbb{F}_2] = [\mathbb{F}_2(\gamma_{n+1}) : \mathbb{F}_2(\gamma_n)] \cdot [\mathbb{F}_2(\gamma_n) : \mathbb{F}_2]$$

$$= 2^n \cdot 2 = 2^{n+1}.$$
To prove the second part of (B.2), we note that Fermat’s Theorem tells us that the equation

\[ x^{2^n} = x \]

has exactly \(2^{2^n}\) solutions in \(\mathbb{F}_{2^n} = \mathbb{F}_2(\gamma_n)\). Since it cannot have more solutions, \(\gamma_n^{2^n} \neq \gamma_{n+1}\), which implies \(\gamma_{n+1} = \gamma_n^{-1}\), using Lemma B.1.3.

Using characteristic 2 once again, we get \(\gamma_{n+1}^{2^k} + \gamma_n^{2^k} = 2\gamma_n^k\), \(k = 0, \ldots, 2^n - 1\). Using \(\gamma_{n+1} = \gamma_n^{-1}\) and (B.4), we see that we can write the trace of \(\gamma_n^1\) as

\[
\text{Tr}_{\mathbb{F}_2} \gamma_{n+1} = \sum_{k=0}^{2^n-1} \gamma_{n+1}^{2^k} = \sum_{k=0}^{2^n-1} \gamma_{n+1}^{2^k + 2^{-k}} = \sum_{k=0}^{2^n-1} \gamma_n^k = \text{Tr}_{\mathbb{F}_2} \gamma_n = 1,
\]

using the induction hypothesis.

Finally, we can use this to prove irreducibility:

**Theorem B.1.1.** Let \(\beta_0 = b \equiv 1 \pmod{2}\) and define

\[ \beta_n = \beta_{n+1} + \beta_{n+1}^{-1}, \quad n \geq 1. \]

Then \([Q(\beta_n) : Q] = 2^n\).

**Proof.** We will actually work over \(\mathbb{Q}_2\), the 2-adic numbers and show that \([\mathbb{Q}_2(\beta_n) : \mathbb{Q}_2] = 2^n\), from which the result will follow. We will proceed by induction, using Hensel’s Lemma. For \(n = 0\), note that the result certainly holds.

For inductive purposes, assume that \(\mathbb{Q}_2(\beta_n)\) is unramified over \(\mathbb{Q}_2\) and let \(f(x) = x^2 - \beta_n x + 1\). Further, let \(\gamma_n \equiv \beta_n \pmod{2}\), so that \(\mathbb{Q}_2(\beta_n)\) has residue class field \(\mathbb{F}_2(\gamma_n)\). Note that \(f(\gamma_{n+1}) \equiv \gamma_n^2 - \gamma_n \gamma_{n+1} + 1 \equiv 0 \pmod{2}\), while \(f'(\gamma_{n+1}) \equiv \gamma_n \not\equiv 0 \pmod{2}\). Hensel’s Lemma thus guarantees a \(\beta_{n+1}\) with \(f(\beta_{n+1}) = 0\) and \(\beta_{n+1} \equiv \gamma_{n+1} \pmod{2}\). Further, for such \(\beta_{n+1}\),

\[
[\mathbb{Q}_2(\beta_{n+1}) : \mathbb{Q}_2(\beta_n)] \geq [\mathbb{F}_2(\gamma_{n+1}) : \mathbb{F}_2(\gamma_n)] = 2,
\]
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so that $Q_2(\beta_{n+1})$ is unramified of degree $2^{n+1}$ over $Q_2$. \hfill $\square$
B.2 Relations between various subintervals of length less than 4

Given a polynomial \( P(x) \in \mathbb{Z}_d[x] \) with leading coefficient \( b \), we have

\[
\frac{1}{b} t_{\text{sd}}(X) \leq \left( t_{\text{sd}}(P^{-1}(X)) \right)^d \leq t_{\text{sd}}(X)
\]

for any \( X \subset \mathbb{C} \), as shown in [6], and is proved in proposition 8.3.1. In particular, if we take \( P(x) \) to be monic, we get equality, such as in the case of \( P(x) = x(1-x) \), giving the relation \( t_{\text{sd}}([0,1]) = \sqrt{t_{\text{sd}} ([0,\frac{1}{4}])} \). As this gives a way to generalise results about the various transfinite diameters (and related quantities, such as maximal obstructions), it is an interesting problem to try and determine all such relations for intervals \( I \) of length less than 4.

We immediately note that there is an important restriction on the polynomials involved: for a real interval \( I \), in general, \( P^{-1}(I) \subset \mathbb{C} \), but we want \( P^{-1}(I) \subset \mathbb{R} \), we can only use polynomials equioscillating on, and with all roots in, the real interval \( I \). Let \( R(I) \) denote the set of all such relations on \( I \subset \mathbb{R} \).

B.3 Relations up to degree 100

Recall that \( T_n(x) \), the \( n \)th Chebyshev polynomial on \([-1,1]\), is an equioscillating polynomial, and that \( 2^{1-n}T_n(x) \) is the monic polynomial of minimal supremum norm on \([-1,1]\). Also, by Lemma 7.1.3, \( T_n(x) \) has an explicit expression

\[
T_n(x) = \frac{1}{2} \left( (2x)^n + \sum_{k=1}^{\lfloor \frac{n}{2} \rfloor} (-1)^k \frac{n!}{k!(n-k-1)!} (2x)^{n-2k} \right). \tag{B.5}
\]

When we proved this (along with the uniqueness of \( T_n(x) \)) in Theorem 6.2.2, we only used the fact that \( T_n(x) \) equioscillates on the interval. Thus, any monic equioscillating polynomial \( p_n(x) \in \mathbb{R}_n[x] \) on \([-1,1]\) is of the form \( p_n(x) = T_n(x) + c \) for suitable \( c \in \mathbb{R} \). We can use this fact to perform an exhaustive search for all monic equioscillating polynomials with integer coefficients and all roots in a subinterval
Appendix B.

$I = [a, b] \subset [0, 5]$ with $b - a < 4$.

Recall that the $n^{th}$ Chebyshev polynomial for $[a, b]$ is the monic polynomial

$$\tilde{T}_n(x) = 2^{n} \left( \frac{b - a}{4} \right)^n T_n \left( \frac{2x - a - b}{b - a} \right).$$

Letting $\tilde{T}_n(x) = x^n + c_{n-1}x^{n-1} + \ldots + c_0$, we can use (B.5) to deduce $c_{n-1}$ and $c_{n-2}$:

$$c_{n-1} = -\frac{n}{2} (a + b)$$
$$c_{n-2} = \frac{1}{16} \left( 4 \left( \frac{n}{2} \right)^2 (a + b)^2 - n(b - a)^2 \right)$$

Now setting $c_{n-1} = -k, k > 0 \in \mathbb{Z}$ and using this to eliminate $a$ in $c_{n-2}$ we see that $a, b$ have to satisfy

$$a = \frac{kn - 2\sqrt{n(n^2)k^2 - un^3}}{n^2}$$
$$b = \frac{kn + 2\sqrt{n(n^2)k^2 - un^3}}{n^2},$$

where $u = c_{n-2} \geq 0$ is an integer.

Using the conditions $a > -2, b - a < 4$ and the fact that the discriminant is positive, we get bounds on $u$ in terms of $n$ and $k$. By further using the fact that $k = 1, \ldots, 5n - 1$ (seeing that the $(n - 1)^{th}$ derivative of $\tilde{T}_n(x)$ has to have all roots in $[0, 5]$), we can construct all such $\tilde{T}_n(x)$, discarding any with nonintegral $a_{n-3}, \ldots, a_1$. For the remaining polynomials, one then simply finds a suitable $c$ so that $p_n(x) = \tilde{T}_n(x) + c$ has integer coefficients and all roots on the real line.

We will call a relation $P(x) \in R(I)$ primitive if it cannot be written as a composition of other relations in $R(I)$. Using the methods described above, we can construct an exhaustive list of (non-primitive) relations between intervals of degree up to 100. The primitive relations arising from this list are shown in Table B.1.

Thus, every relation on intervals $I$ with $|I| < 4$ can be obtained through composition of the relations in the table. In particular, this includes integer shifts and reflections
around integers, but also the degree 6 relation

\[ P(x) = (x + 1)(x - 1)(x^2 - x - 1)(x^2 + x - 1), \]

mapping \([-\frac{2}{3}\sqrt{6}, \frac{2}{3}\sqrt{6}]\) to \([-1, \frac{5}{27}]\) was omitted, as it can be written as

\[ P(x) = (x^2 - 1)((x^2 - 1) - (x^2 - 1) - 1) = P_{12}(P_1(P_3(x))), \]

using the notation in the table.

### B.4 Relations where \(|I| \leq 3.7\)

While the methods of the previous section cannot be used to perform an exhaustive search, we can show that the list of polynomials in Table B.1 is exhaustive in cases where \(|I| \leq 3.7\). To do this, we once again recall that, if we have \(P(x) \in \mathbb{Z}[x]\) with \(\|P\|_I^I < 1\), then any \(q(x) \in \mathbb{Z}^*(I)\) occurs as a factor of \(P\).

Recall too that, for every interval of length up to 4, some integer translate of the interval lies in \([-2, 3]\). Thus, were there some \(P(x) \in \mathbb{Z}[x]\) with \(\|P\|_{[-2,3]} < 1\), its factors would give an exhaustive list of all such \(q(x) \in \mathbb{Z}^*([-2,3])\). This, of course, is not possible, as \(t_{\mathbb{Z}}([-2,3]) = t([-2,3]) = \frac{5}{2}\).

We can, however, attempt to find a list of intervals \(I_i\) with \(|I_i| < 4\) such that every interval of length less than some fixed \(l\) has an integer translate contained in one of the \(I_i\). For

\[ I_i = \left[ -2 + \frac{i}{10}, 1.8 + \frac{i}{10} \right], \quad i = 0, \ldots, 12, \]

it is easy to see that every interval of length up to 3.7 can be translated by an integer to lie within one of these intervals. By using the symmetry \(x \rightarrow 1 - x\), we can reduce this list. Table B.2 shows that each of the \(I_i\) indeed has \(t_{\mathbb{Z}}(I_i) < 1\) and gives the factors of the polynomials.

Of course, this in itself does not prove that Table B.1 is exhaustive for these intervals. To prove this, we need to do the following:
Appendix B.

1. Find a way to construct equioscillating polynomials from a list of factors

2. Use this with the polynomials in Table B.2 to construct a list of relations.

For 1., suppose that \( P(x) \) is a relation on the interval \( I \). Thus, \( P(x) \) equioscillates on \( I \) and maps the interval \( \partial P : 1 \) to \( P(I) \). In other words, for every \( y \in P(I) \), \( \#(P^{-1}(y)) = \partial P \). We then have:

**Lemma B.4.1.** Let \( P(x) \in R(I) \). Then

\[
P(x) = s(x) t(x)^2,
\]

where \( s(x), t(x) \in \mathbb{Z}^*(I) \) are square-free, and \( \partial s = 0, 1, \) or \( 2 \).

**Proof.** First, note that if \( P(x) = s(x)^n \), where \( n > 2 \), then for any \( a \neq 0 \), there is some \( a \in I_2 \) with \( \#(P^{-1}(a)) = 1 < \partial P \). The same holds for \( P(x) = s(x) t(x)^n \) when \( n > 2 \) and \( s(x) \) is square-free.

Consider now the case \( P(x) = s(x) t(x)^2 \), where \( s(x) \) is again square-free and \( t(x) \) has \( d \) roots at \( \alpha_1, \ldots, \alpha_d \). Looking at the derivative

\[
P'(x) = t(x) \left( 2 t'(x) s(x) + s'(x) t(x) \right),
\]

and seeing that the roots of the derivative have to interlace the roots of \( P(x) \), we conclude that \( \partial s(x) = 0, 1, \) or \( 2 \). As is easily verified, the only possible cases are as follows:

- \( s(x) \) is linear, with a root at \( x = \beta \) and \( \beta < \alpha_1 < \ldots < \alpha_d \), or \( \alpha_1 < \ldots < \alpha_d < \beta \), or

- \( s(x) \) is a quadratic with roots \( \beta_1, \beta_2 \), satisfying \( \beta_1 < \alpha_1 < \ldots < \alpha_d < \beta_2 \). \( \square \)

Now, as any polynomial of the form \( P(x) = s(x)^2 \) is simply a composition of \( s(x) \) with \( x \mapsto x^2 \) and is therefore omitted in Table B.1, we can simply restrict ourselves to looking for relations generated by polynomials with no repeated roots and polynomials of the form \( P(x) = s(x) t(x)^2 \), as described above. By constructing all relations that can be obtained this way from the factors in Table B.2, we see that Table B.1 is indeed exhaustive for all intervals \( I : |I| \leq 3.7 \). As it turns out, the relations never actually have any repeated roots.
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All computations were done in Maple, following the algorithm in Section 8.3.2. As all factors had all their roots in the intervals in question, we simply used the roots of the factors as endpoints of intervals containing the roots of the derivative, and then used an implementation of Brent’s method [37] to determine the location and value of the extrema to high precision.
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Table B.1: List of primitive relations occurring as factors of relations $P(x)$ of degree up to 100 for intervals $I$ with $|I| < 4$. $s \geq 0$ is a real parameter

<table>
<thead>
<tr>
<th>$n$</th>
<th>$I_1$</th>
<th>$P_n(I)$</th>
<th>$P_n(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[a, b]$</td>
<td>$[a + 1, b + 1]$</td>
<td>$x - 1$</td>
</tr>
<tr>
<td>2</td>
<td>$[a, b]$</td>
<td>$[-b, -a]$</td>
<td>$-x$</td>
</tr>
<tr>
<td>3</td>
<td>$[-s, s]$</td>
<td>$[0, s^2]$</td>
<td>$x^2$</td>
</tr>
<tr>
<td>4</td>
<td>$[-s, 1 + s]$</td>
<td>$[-s - s^2, 1/4]$</td>
<td>$x(1 - x)$</td>
</tr>
<tr>
<td>5</td>
<td>$[-1 - s, 1 + s]$</td>
<td>$[-2s - s^2, 1]$</td>
<td>$(1 - x)(1 + x)$</td>
</tr>
<tr>
<td>6</td>
<td>$[-1 - s, 2 + s]$</td>
<td>$[-3s - s^2, 9/4]$</td>
<td>$(1 - x)(2 - x)$</td>
</tr>
<tr>
<td>7</td>
<td>$[-\sqrt{2} - s, \sqrt{2} + s]$</td>
<td>$[-2, 2\sqrt{2}s + s^2]$</td>
<td>$x^2 - 2$</td>
</tr>
<tr>
<td>8</td>
<td>$[-\sqrt{3} - s, \sqrt{3} + s]$</td>
<td>$[-3, 2\sqrt{3}s + s^2]$</td>
<td>$x^2 - 3$</td>
</tr>
<tr>
<td>9</td>
<td>$[\frac{1}{2} - \frac{1}{2}\sqrt{5} - s, \frac{1}{2} + \frac{1}{2}\sqrt{5} + s]$</td>
<td>$[-\frac{5}{4}, \sqrt{5}s + s^2]$</td>
<td>$x^2 - x - 1$</td>
</tr>
<tr>
<td>10</td>
<td>$[-\frac{2}{3}\sqrt{3}, \frac{2}{3}\sqrt{3}]$</td>
<td>$[-\frac{2}{9}, \frac{2}{9}\sqrt{3}]$</td>
<td>$x(x - 1)(x + 1)$</td>
</tr>
<tr>
<td>11</td>
<td>$[-\frac{2}{3}\sqrt{6}, \frac{2}{3}\sqrt{6}]$</td>
<td>$[-\frac{4}{9}, \frac{4}{9}\sqrt{6}]$</td>
<td>$x(x^2 - 2)$</td>
</tr>
<tr>
<td>12</td>
<td>$[-1, \frac{5}{3}]$</td>
<td>$[-1, \frac{5}{27}]$</td>
<td>$x^2(x - x - 1)$</td>
</tr>
<tr>
<td>13</td>
<td>$[\frac{1}{3} - \frac{2}{3}\sqrt{7}, \frac{1}{3} + \frac{2}{3}\sqrt{7}]$</td>
<td>$[-\frac{20}{27}, \frac{14}{27}\sqrt{7}, -\frac{20}{27} + \frac{14}{27}\sqrt{7}]$</td>
<td>$x(x + 1)(x - 2)$</td>
</tr>
<tr>
<td>14</td>
<td>$[\frac{3}{2} - \frac{3}{2}\sqrt{7}, \frac{3}{2} + \frac{3}{2}\sqrt{7}]$</td>
<td>$[-\frac{7}{27}, \frac{14}{27}\sqrt{7}, -\frac{7}{27} + \frac{14}{27}\sqrt{7}]$</td>
<td>$x^3 - 2x^2 - x + 1$</td>
</tr>
<tr>
<td>15</td>
<td>$[\frac{1}{2} - \frac{1}{2}\sqrt{6}, \frac{1}{2} + \frac{1}{2}\sqrt{6}]$</td>
<td>$[-\frac{1}{4}, \frac{5}{16}]$</td>
<td>$(x - 1)x(x^2 - x - 1)$</td>
</tr>
<tr>
<td>16</td>
<td>$[\frac{1}{2} - \frac{1}{2}\sqrt{10}, \frac{1}{2} + \frac{1}{2}\sqrt{10}]$</td>
<td>$[-1, \frac{9}{16}]$</td>
<td>$(x + 1)x(x - 1)(x - 2)$</td>
</tr>
</tbody>
</table>
Table B.2: Polynomials $P_j(x)$ used to prove that the list of relations in Table B.1 is exhaustive for $I : |I| \leq 3.7$. $P_j(x) = \prod_{i=1}^{28} p_i(x)^{a_{ij}}$, where $a_{ij}$ is the $i^{th}$ entry in the $j^{th}$ column. The bottom row gives the (normalised) supremum norm of the polynomial.

<table>
<thead>
<tr>
<th>$p_i(x)$</th>
<th>([-2, 1.8])</th>
<th>([-1.9, 1.9])</th>
<th>([-1.8, 2])</th>
<th>([-1.7, 2.1])</th>
<th>([-1.6, 2.2])</th>
<th>([-1.5, 2.3])</th>
<th>([-1.4, 2.4])</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>321470</td>
<td>75340</td>
<td>237870</td>
<td>81111</td>
<td>65943</td>
<td>1654100</td>
<td>1647800</td>
</tr>
<tr>
<td>$x + 1$</td>
<td>632390</td>
<td>59455</td>
<td>302080</td>
<td>94963</td>
<td>95898</td>
<td>1060800</td>
<td>1089600</td>
</tr>
<tr>
<td>$x - 1$</td>
<td>451070</td>
<td>59455</td>
<td>616120</td>
<td>94081</td>
<td>64428</td>
<td>578400</td>
<td>589190</td>
</tr>
<tr>
<td>$x + 2$</td>
<td>387200</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x - 2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^2 - 2$</td>
<td>147760</td>
<td>46982</td>
<td>100340</td>
<td>63950</td>
<td>50695</td>
<td>812250</td>
<td>788300</td>
</tr>
<tr>
<td>$x^2 - 3$</td>
<td>274940</td>
<td>53630</td>
<td>315320</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^2 + x - 1$</td>
<td>353980</td>
<td>18402</td>
<td>182520</td>
<td>69045</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^2 - x - 1$</td>
<td>367970</td>
<td>18402</td>
<td>291200</td>
<td>54295</td>
<td>67875</td>
<td>464060</td>
<td>464060</td>
</tr>
<tr>
<td>$x^3 - 3x + 1$</td>
<td>383570</td>
<td>39513</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^3 - 3x - 1$</td>
<td>0</td>
<td>39513</td>
<td>398600</td>
<td>58720</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^3 + x^2 - 2x - 1$</td>
<td>141640</td>
<td>20954</td>
<td>149980</td>
<td>0</td>
<td>0</td>
<td>34033</td>
<td>28022</td>
</tr>
<tr>
<td>$x^3 - x^2 - 2x + 1$</td>
<td>286300</td>
<td>20954</td>
<td>109950</td>
<td>28887</td>
<td>30265</td>
<td>1013300</td>
<td>1039300</td>
</tr>
<tr>
<td>$x^3 - x^2 - 3x + 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^4 - 5x^2 + 5$</td>
<td>0</td>
<td>10618</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^4 - 4x^2 + 2$</td>
<td>0</td>
<td>31410</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^4 - 5x^2 - x + 3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^4 - x^2 - 3x^2 + x + 1$</td>
<td>256400</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^4 + x^3 - 4x^2 - 4x + 1$</td>
<td>0</td>
<td>0</td>
<td>261080</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^4 - 2x^3 - 2x^2 + 3x + 1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>17220</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^5 - x^4 - 4x^3 + 3x^2 + 3x + 1$</td>
<td>141000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^5 - x^4 - 3x^3 + 2x^2 + 3x - 1$</td>
<td>0</td>
<td>0</td>
<td>204100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^6 - 5x^4 + x^3 + 6x^2 - x - 1$</td>
<td>12039</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^6 - 5x^4 - x^3 + 6x^2 - 1$</td>
<td>0</td>
<td>0</td>
<td>97958</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^6 + x^5 - 5x^4 + 4x^3 - 6x^2 + 3x - 1$</td>
<td>190120</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^6 - x^5 - 5x^4 + 4x^3 - 6x^2 - 3x - 1$</td>
<td>0</td>
<td>0</td>
<td>293970</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^7 - x^6 - 6x^5 + 5x^4 + 10x^3 - 7x^2 - 4x + 3$</td>
<td>0</td>
<td>0</td>
<td>84067</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$x^7 - x^6 - 6x^5 - 5x^4 + 10x^3 + 7x^2 - 4x - 3$</td>
<td>77216</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

$\|P_j\|_{lip}^{10^{10}}$ | .99007 | .97734 | .98863 | .96922 | .97168 | .95048 | .95052 |
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