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Lay summary

A growing global demand for electricity coupled with a divestment from fossil fuels are presenting new challenges for power generation. A promising renewable energy resource is that of the tides. A tidal stream turbine converts energy in the tidal current into electricity. A horizontal axis turbine does this by the rotation of two to three rotor blades which drive a generator. Devices are typically located in water depths of 20 m to 50 m.

The tidal energy sector is still in development. Presently devices have low reliability which contributes to the large cost of energy, making tidal energy uncompetitive with other energy sectors, such as wind energy. To improve reliability we need to better understand the unsteady loadings acting on a tidal turbine, which is the aim of this thesis.

A model for the unsteady hydrodynamics of the rotor has been developed to compute the loadings under different current and wave conditions. The code is readily available from the author’s GitHub repository (www.github.com/gabscarlett). The model has led to the discovery that some of the common believes are incorrect (e.g. that the main source of unsteadiness are waves and not the shear), and that in some conditions the engineering tools that are commonly used (i.e. quasi-steady approach) can largely underestimate the loadings. Therefore, the knowledge and the tools that have been developed will contribute to the design of more reliable blades. Which will, in turn, reduce the cost of tidal energy, making the sector more commercially viable.
Abstract

Tidal turbines encounter a range of unsteady flow conditions, some of which may induce severe load fluctuations. A rotor blade can experience stall delay, load hysteresis and dynamic stall. This thesis addresses the need for the quantification of the unsteady flow around and loads on a full-sale tidal turbine rotor to improve fatigue analysis and enable the development of mitigating technologies.

A model for the unsteady hydrodynamics of the rotor has been developed which comprises of blade-element momentum, attached flow, separated flow and rotational augmentation implementations. The model can take as an input synthetic flow velocities or measured flow velocities. The code is readily available from the author’s GitHub repository (www.github.com/gabscarlett).

A parameter study across a range of flow conditions is carried out by modelling the flow and predicting the root bending moment responses. The results show that waves and turbulence are the main sources of unsteadiness, and that extreme waves dominate over extreme turbulence. Severe yaw misalignment increases the load fluctuations but reduces the maximum peak. Large yaw angles, low tip-speed ratios, and very large waves lead to dynamic stall increasing the mean loads. Conversely, added mass effects mostly attenuate the load peaks.

An assessment of the rotor’s performance during large, yet realistic wave conditions is carried out by considering field measurements of the onset flow. The load cycle is found to be governed by the waves, and the power and blade bending moments oscillate by half of their mean values. While the flow remains attached near the blade tip, dynamic stall occurs near the blade root, resulting in a twofold overshoot of the local lift coefficient compared to the static value. At the optimal tip-speed ratio, the difference between the unsteady loads computed with the proposed model and a simple quasi-
steady approximation is small. However, below the optimal tip-speed ratio, dynamic stall may occur over most of the blade, and the maximum peak loads can be twice those predicted with a quasi-steady approximation.

These results inform designers of the governing loads which are important for fatigue analysis. This will enhance the durability of tidal turbine blades without over-engineering them. In addition, the results reveal under which conditions simple, low-cost modelling approaches can be applied. These will, in turn, reduce the levelised cost of tidal energy, making the sector more commercially viable.
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Nomenclature

Latin Symbols

\( A \) \hspace{1cm} \text{Rotor swept area (m}^2\text{)}

\( A_R \) \hspace{1cm} \text{Aspect ratio (-)}

\( a \) \hspace{1cm} \text{Axial induction factor (-)}

\( a' \) \hspace{1cm} \text{Tangential induction factor (-)}

\( a_0 \) \hspace{1cm} \text{Wave amplitude (m)}

\( a_\gamma \) \hspace{1cm} \text{Axial induction factor for a yawed rotor (-)}

\( a_c \) \hspace{1cm} \text{Coordinate along normalised half chord (-)}

\( b \) \hspace{1cm} \text{Half chord length (m)}

\( C'(k,W) \) \hspace{1cm} \text{Loewy’s transfer deficit function (-)}

\( C(k) \) \hspace{1cm} \text{Theodorsen’s transfer deficit function (-)}

\( C_u^c \) \hspace{1cm} \text{Unsteady chordwise force coefficient (-)}

\( C_C \) \hspace{1cm} \text{Chordwise force coefficient (-)}

\( C_D^u \) \hspace{1cm} \text{Unsteady drag coefficient (-)}

\( C_D^{ind} \) \hspace{1cm} \text{Induced drag coefficient (-)}

\( C_D^{st} \) \hspace{1cm} \text{Static drag coefficient (-)}
Nomenclature

$C_{D}^{\text{vis}}$ Viscous drag coefficient (-)

$C_{D}$ Drag coefficient (-)

$C_{D0}$ Zero lift drag coefficient (-)

$C_{D}^{\text{rot}}$ Rotational drag coefficient (-)

$C_{F_{\text{Tan}}}$ Tangential force coefficient (-)

$C_{F_{T}}$ Thrust force coefficient (-)

$C_{L}^{p}$ Lift coefficient in attached flow (-)

$C_{L}$ Lift coefficient (-)

$C_{L0}$ Unsteady lift coefficient for two degrees of freedom (-)

$C_{L}^{u}$ Unsteady lift coefficient (-)

$C_{L}^{c}$ Circulatory lift coefficient (-)

$C_{L}^{nc}$ Non-circulatory lift coefficient (-)

$C_{L}^{\text{rot}}$ Rotational lift coefficient (-)

$C_{M}$ Pitching moment coefficient (-)

$C_{M_{x}}$ Edgewise bending moment coefficient (-)

$C_{M_{y}(q,s)}$ Quasi-steady root bending moment coefficient (-)

$C_{M_{y}}$ Root bending moment coefficient (-)

$C_{N}^{p}$ Normal force coefficient in attached flow (-)

$C_{N}^{u}$ Unsteady normal force coefficient (-)

$C_{N}^{v}$ Vortex normal force coefficient (-)

$C_{N}$ Normal force coefficient (-)

$C_{N_{1}}$ Critical normal force coefficient for leading edge separation (-)

$C_{N_{\alpha}}$ Linear normal force (lift) curve (-)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C'_N$</td>
<td>Lagged normal force coefficient (-)</td>
</tr>
<tr>
<td>$C''_N$</td>
<td>Circulatory normal force coefficient (-)</td>
</tr>
<tr>
<td>$C^{f}_N$</td>
<td>Unsteady trailing edge separation normal force coefficient (-)</td>
</tr>
<tr>
<td>$C^{mc}_N$</td>
<td>Non-circulatory normal force coefficient (-)</td>
</tr>
<tr>
<td>$C^{rot}_N$</td>
<td>Rotational normal force coefficient (-)</td>
</tr>
<tr>
<td>$C_P$</td>
<td>Power coefficient (-)</td>
</tr>
<tr>
<td>$C_Q$</td>
<td>Torque coefficient (-)</td>
</tr>
<tr>
<td>$C_T$</td>
<td>Thrust coefficient (-)</td>
</tr>
<tr>
<td>$C_v$</td>
<td>Vortex circulation build up coefficient (-)</td>
</tr>
<tr>
<td>$c$</td>
<td>Chord length (m)</td>
</tr>
<tr>
<td>$D$</td>
<td>Tower diameter (m)</td>
</tr>
<tr>
<td>$D_\alpha$</td>
<td>Deficit function for lagged angle deficit (-)</td>
</tr>
<tr>
<td>$D_{ff}$</td>
<td>Deficit function for lagged separation point (-)</td>
</tr>
<tr>
<td>$d$</td>
<td>Water depth (m)</td>
</tr>
<tr>
<td>$F$</td>
<td>Frequency (Hz)</td>
</tr>
<tr>
<td>$F_r$</td>
<td>Rotational frequency (Hz)</td>
</tr>
<tr>
<td>$F_D$</td>
<td>Drag force per unit length (Nm$^{-1}$)</td>
</tr>
<tr>
<td>$F_L$</td>
<td>Lift force per unit length (Nm$^{-1}$)</td>
</tr>
<tr>
<td>$F_T$</td>
<td>Thrust force per unit length (Nm$^{-1}$)</td>
</tr>
<tr>
<td>$F_{Tan}$</td>
<td>Tangential force per unit length (Nm$^{-1}$)</td>
</tr>
<tr>
<td>$f$</td>
<td>Trailing edge separation point (-)</td>
</tr>
<tr>
<td>$f'$</td>
<td>Lagged trailing edge separation point (-)</td>
</tr>
<tr>
<td>$f''$</td>
<td>Lagged trailing edge separation point (-)</td>
</tr>
</tbody>
</table>
$f^{\text{rot}}$  Trailing edge separation point corrected for rotation (-)

$f_a$  Apparent wave frequency (Hz)

$f_t$  Turbulent frequency component (Hz)

$g$  Gravitational acceleration (ms$^{-2}$)

$H$  Wave height (m)

$H_s$  Significant wave height (m)

$\ddot{h}$  Heave acceleration of blade (ms$^{-2}$)

$\dot{h}$  Heave velocity of blade (ms$^{-1}$)

$h_w$  Wake spacing parameter (-)

$I$  Total turbulent intensity (-)

$I_i$  Turbulent intensity $[i = x, y, z]$ (-)

$K$  Wave number (m$^{-1}$)

$k$  Reduced frequency (-)

$L$  Total aerodynamic loss factor (-)

$L_2$  $L_2$-norm least squares error (-)

$L_H$  Hub loss factor (-)

$L_i$  Turbulent length scale $[i = x, y, z]$ (m)

$L_T$  Tip loss factor (-)

$M$  Mach number (-)

$M_x$  Edgewise bending moment (Nm)

$M_y$  Root bending moment (Nm)

$m$  frequency ratio (-)

$N$  number of turbulent frequency constituents (-)
$N_b$  number of blades (-)

$P$  Power (W)

$Q$  Torque (Nm)

$R$  Blade tip radius (m)

$R(\hat{t})$  Correlation coefficient (-)

$R(\phi)$  Blade-element momentum residual equation (-)

$R_t$  Turbulent anisotropy ratio(-)

$R_h$  Blade hub radius (m)

$r$  Reduced pitch rate (-)

$r$  Blade radial coordinate (m)

$S$  Power spectral density ($m^2s^{-1}$)

$S_i$  Turbulent velocity spectrum, [$i = x, y, z$] ($m^2s^{-1}$)

$St$  Strouhal number (-)

$s$  Reduced time (incompressible) (-)

$s'$  Reduced time (compressible) (-)

$T$  Thrust force acting on actuator disc (N)

$T_a$  Apparent wave period (s)

$T_f$  Trailing edge separation time lag constant (-)

$T_p$  Leading edge pressure time lag constant (-)

$T_r$  Period of revolution (s)

$T_v$  Vortex time lag constant (-)

$T_z$  Zero-crossing wave period (s)

$T_\alpha$  Angle time lag constant (-)
Nomenclature

\(T_{St}\)  Effective Strouhal number (-)

\(T_{vL}\)  Vortex transit time (-)

\(\hat{t}\)  Time lag (turbulence) (s)

\(t\)  Time (s)

\(t_\gamma\)  Time lag (yaw) (s)

\(U_0\)  Reference velocity at hub height (ms\(^{-1}\))

\(U_\psi\)  Accumulated tangential velocity (ms\(^{-1}\))

\(U_i\)  Current velocity \([i = x, y, z]\) (ms\(^{-1}\))

\(\bar{U}_i\)  Mean velocity component \([i = x, y, z]\) (ms\(^{-1}\))

\(U_r\)  Relative inflow velocity (ms\(^{-1}\))

\(U_X\)  Accumulated axial velocity (ms\(^{-1}\))

\(U_\infty\)  Freestream reference velocity (ms\(^{-1}\))

\(u'_i\)  Fluctuating velocity component \([i = x, y, z]\) (ms\(^{-1}\))

\(u_0\)  Axial induced velocity component (ms\(^{-1}\))

\(u_1\)  Azimuthally varying axial induced velocity component (ms\(^{-1}\))

\(V_x\)  Velocity in \(x\) corrected for tower shadow (ms\(^{-1}\))

\(V_y\)  Velocity in \(y\) induced by tower shadow (ms\(^{-1}\))

\(v_i\)  Average wake convection velocity (ms\(^{-1}\))

\(v_x\)  Vortex shape function (-)

\(W\)  Loewy’s function (-)

\(W_k\)  Wave induced velocity \([k = x, z]\) (ms\(^{-1}\))

\(x\)  Horizontal Cartesian coordinate (m)

\(\hat{x}\)  Non-dimensional \(x\)-coordinate from tower (-)
Nomenclature

\( x_c \) Coordinate along chord (m)
\( y \) Horizontal Cartesian coordinate (m)
\( z \) Vertical Cartesian coordinate (m)
\( z_0 \) Depth of rotor hub (m)

**Greek Symbols**

\( \alpha \) Angle of attack (rad)
\( \alpha' \) Lagged angle of attack (rad)
\( \alpha_{rot} \) Rotational angle of attack (rad)
\( \alpha_{rot}^{ds0} \) Critical dynamic stall onset angle (rad)
\( \alpha_{ss}^{rot} \) Angle of static stall (rad)
\( \alpha_{cr} \) Critical angle (rad)
\( \alpha_{ds0} \) Critical dynamic stall onset angle (rad)
\( \alpha_{ds} \) Angle of dynamic stall onset (rad)
\( \alpha_{ss} \) Angle of static stall (rad)
\( \bar{\alpha} \) Mean angle of attack (rad)
\( \ddot{\alpha} \) Pitch acceleration of blade (rads\(^{-2}\))
\( \dot{\alpha} \) Pitch rate (rads\(^{-1}\))
\( \alpha_0 \) Zero lift angle (rad)
\( \alpha_E \) Equivalent angle of attack (rad)
\( \beta \) Pitch angle (rad)
\( \beta_g \) Geometrical pitch angle (rad)
\( \beta_p \) Operational pitch angle (rad)
\( \chi \)  
Wake skew angle (rad)

\( \Delta \alpha \)  
Pitch amplitude (rad)

\( \delta a \)  
Axial induction factor iteration error (-)

\( \delta s \)  
Non-dimensional time increment (-)

\( \delta t \)  
Time increment (s)

\( \delta \alpha^{rot} \)  
Rotational angle shift (rad)

\( \delta \alpha_1 \)  
Shift delay from static stall angle (rad)

\( \eta \)  
Free surface elevation (m)

\( \gamma \)  
Yaw angle (rad)

\( \lambda \)  
Tip speed ratio (-)

\( \lambda_r' \)  
Local instantaneous tip-speed ratio (-)

\( \lambda_r \)  
Local tip-speed ratio (-)

\( \mu \)  
Normalised blade coordinate (-)

\( \nu \)  
Shear exponent (-)

\( \Omega \)  
Rotor rotational speed (rads\(^{-1}\))

\( \omega \)  
Forcing frequency (rads\(^{-1}\))

\( \omega_a \)  
Apparent wave frequency (rads\(^{-1}\))

\( \Phi(s) \)  
Wagner function (-)

\( \Phi_j \)  
Phase angle of \( j^{th} \) turbulent frequency (rad)

\( \phi \)  
Flow angle (rad)

\( \Psi \)  
Stream function (m\(^2\)s)

\( \psi \)  
Azimuthal position of blade (rad)

\( \rho \)  
Density of working fluid (kgm\(^{-3}\))
Nomenclature

\[ \sigma \] Dummy non-dimensional time variable (-)

\[ \sigma_i \] Standard deviation of flow velocity component \([i = x, y, z]\) (-)

\[ \sigma_r \] Local solidity (-)

\[ \sigma_{CM_y} \] Standard deviation of root bending moment coefficient (-)

\[ \tau \] Vortex transit time scale (-)

\[ \tau_i \] Integral time scale of flow velocity component \([i = x, y, z]\) (s)

\[ \theta \] Oblique wave angle (rad)

\[ \theta_b \] Phase angle of blade (rad)

\[ \zeta \] Chordwise force recovery factor (-)

**Acronyms**

BEM \hspace{1em} Blade element momentum

BL \hspace{1em} Beddoes-Leishman

D-ADP \hspace{1em} Divergent beam Acoustic Doppler Profiler

EMEC \hspace{1em} European Marine Energy Centre

LCOE \hspace{1em} Levelised cost of energy

LEV \hspace{1em} Leading edge vortex

NACA \hspace{1em} National Advisory Committee for Aeronautics

NREL \hspace{1em} National Renewable Energy Laboratories

OSU \hspace{1em} Ohio State University

ReDAPT \hspace{1em} Reliable Data Acquisition Platform for Tidal

SB-ADP \hspace{1em} Single-beam Acoustic Doppler Profiler

SWL \hspace{1em} Still water level
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Chapter 1

Introduction

“There is a tide in the affairs of men, Which taken at the flood, leads on to fortune.”

— William Shakespeare

1.1 Tidal stream power

The growing global demand for electricity coupled with a divestment from fossil fuels are presenting new challenges for power generation. A promising renewable energy resource is that of the tides. The gravitational pull of the moon, sun and other celestial bodies on the Earth causes the oceans to bulge twice daily giving rise to tidal flows. In the open ocean these flows are not fast enough to harness, however, near coastal basins such as channels, inlets, headlands and islands the flow interacts with the land to produce flow velocities in excess of 7 ms\(^{-1}\) (Draper et al., 2010). Such sites are well suited for the deployment of tidal stream energy devices which convert the kinetic energy of the tide into electrical energy. Unlike the wind, the mean flow of tides is well known, making the amount of extractable energy very predictable. One of the most promising sites in the UK is the Pentland Firth, which, according to one assessment has an estimated maximum power output of 1.9 GW (Adcock et al., 2013). Studies commissioned by The Carbon Trust estimate that the UK has an extractable energy resource of 18 TWh per year (Black and Veatch, 2005a,b), which is 5% of the total energy demand. Harnessing this resource would make tidal stream energy a key player in the UK electricity market.
A variety of tidal stream devices exist; horizontal axis turbines, vertical axis turbines, oscillating foils, to name but a few. To date the horizontal axis turbine is the leading technology, primarily because it has already been proven for the wind industry. A horizontal axis tidal turbine generates power by the rotation of two to three lift driven blades which drive a generator. Devices are typically located in water depths between 20 m and 50 m and are either bottom mounted, pile mounted or floating. The increased density of water compared to air means that for similarly rated devices a tidal turbine typically has a rotor diameter four times smaller than that of a wind turbine. The higher distributed forces acting on tidal turbine blades means that they have thicker sections than wind turbine blades, making them very stiff. In addition, wind turbines may operate at compressible speeds, whereas tidal turbines operate well below this threshold due to the threat of cavitation, where the high rotational velocity of the blade elicits a local pressure causing vapour bubbles to implode against the blade, damaging the surface. Another difference is the free surface, this is beneficial in that the theoretical maximum extractable power for a wind turbine, known as the Betz limit can be exceeded due to the free surface restricting the flow. However, gravity waves generated at the free surface present a real challenge to blade designers.

A number of sea tests have been carried out in recent years, and the technology is approaching pre-commercial readiness. Six full scale tests have been completed at the European Marine Energy Centre (EMEC) at the Fall of Warness in Orkney, as well as several others elsewhere (Neill et al., 2017). To date, the Crown Estate have issued 17 leases for tidal current energy extraction in Scottish waters, 9 of which are in the Pentland Firth (Neill et al., 2017). The MeyGen project which is currently the world’s largest array has now been installed by SIMEC Atlantis Energy in the Pentland Firth (Meygen LTD, 2012). Currently the array is about 6 MW with a plan to increase up to 86 MW by 2021 and then up to 400 MW in the second phase.

### 1.2 Challenges

Marine renewables have a very high capital expenditure compared with wind energy and thermal power generation, which is estimated to be between 60 - 80% of the final energy cost (Ocean Energy Forum, 2016). Therefore, the industry heavily relies on investment, loans and grants. As an example, the first phase of MeyGen required over £50 million, of which 34% was taken as debt and 26% from grants (Ocean Energy
The next stage of the project which will take the installed capacity up to 86 MW is estimated to cost £420 million (Meygen LTD, 2012). Thus the future of this and similar project relies heavily on revenue support through mechanisms such as CFD (contracts for difference) and FITs (feed-in tariffs).

Questions remain regarding the performance and long-term survivability of a horizontal axis tidal turbine rotor operating in a harsh marine environment (Chen and Lam, 2015). To be commercially viable devices must endure up to 25 years in the water with infrequent overhaul or repair. An area identified as high priority for technical progress by the Ocean Energy Forum (2016), is an increase in both reliability and survivability to protect investment and reduce costs.

The marine environment is inherently unsteady due to waves and turbulence. The rotation of the rotor blades through the shear layer of the tidal current and the unsteady flow causes a time-dependent flow field which can lead to unsteady flow phenomena such as load hysteresis, stall delay and dynamic stall. Stall delay is a process whereby the angle of attack increases sufficiently rapidly so that separation is prevented beyond the static stall angle, which causes lift increases above the maximum static value. Dynamic stall is when unsteady separation and stall occurs, resulting in a hysteresis loop of the lift with the angle of attack. If the angle of attack becomes large enough, dynamic stall may induce vortex shedding from the leading-edge of the blade. The convection of the leading-edge vortex over the blade surface can produce load overshoots of 100% or more above the quasi-steady value (McCroskey, 1995). These effects compounded with rotational forces and velocities induced by the dynamic wake behind the rotor make for a highly unsteady operational environment.

A probability analysis from 2012 investigated the survivability of four horizontal axis tidal turbines with powers ratings between 1 MW and 1.2 MW, and for a range of different fixings (Delorm et al., 2012). Using data from similarly rated wind turbines, the study estimated the reliability of tidal turbine blades would result in one failure every two years per turbine. Technology developers continue to improve devices. However, it is difficult to know the current state of the technology since failure rate data for full-scale devices is commercially sensitive. Certification standards for tidal turbine blades state that the nominal probability of failure per year should be under $10^{-4}$ (DNV-GL, 2015). A lack of quantifiable data relating to fatigue and extreme loading could lead to over conservative designs being produced in order to meet these standards, which will impact the levelised cost of energy (LCOE) and the roll-out-rate of technology.
1.3 Experimental work on the unsteady hydrodynamics of tidal turbines

In this section previous experimental work on the unsteady hydrodynamics of tidal turbines are reviewed.

It is necessary to first introduce the non-dimensional parameter used to determine the extent of the unsteadiness in the flow: the reduced frequency \( k \), which is defined as

\[
    k = \frac{\omega c}{2U_r},
\]

where \( U_r \) and \( \omega \) are the relative velocity and the angular frequency of the unsteady fluctuations, respectively. In general the flow is said to be unsteady for \( k > 0.05 \) and highly unsteady for \( k > 0.2 \) (Leishman, 2006).

1.3.1 Towing tank experiments

Towing tank experiments move the turbine on a carriage rather than generating a flow. This produces oscillations in the rotor plane that are uniform with depth, which is an idealised method of representing waves and turbulence.

Whelan et al. (2009) carried out experiments on a scaled turbine in a towing tank. The turbine with a rotor diameter of 0.3 m was towed at a uniform speed whilst oscillating the external carriage on which it was mounted. In an attempt to quantify the circulatory and added mass contributions to the forces, the authors compared measured thrust data with the Morison equation, which conveniently separates the added mass and drag forces (Morison et al., 1950). This study was performed for a range of individual sinusoidal flow fluctuations. The tested reduced frequency for each were relatively low (ca. 0.02). The study showed for the first time that the complex, 3D geometry of a tidal turbine, for a low reduced frequency, has a positive and small inertia term. However, the Morison equation does not account for the phase shift of the circulatory term due to the wake, and hence the added mass is always contributing to increase the load fluctuation. Conversely, for low reduced frequencies, the added mass could balance the wake effect, leading to a lower load fluctuation.

The relative contribution between the true added mass and the inertia term due to the wake was investigated by Milne et al. (2013a). They too carried out towing tank experiments using a range of oscillating frequencies set to replicate the type of
unsteadiness caused by waves and large scale turbulence. Root bending moment measurements were compared with Theodorsen’s theory (Theodorsen, 1935) which separates the circulatory and non-circulatory lift response. The authors anticipated that the wake contribution of the circulatory term is greater than the added mass. This is typical of when the reduced frequency is low, such as those tested here (ca. 0.05). They found this for a range of individual sinusoidal flow fluctuations. It remains to be determined how realistic these sinusoidal flow fluctuations are for a commercial scale turbine.

In a later study Milne et al. (2015) found that in attached flow the root bending moment fluctuations increased with frequency, which could exceed the steady value by 15%. A significant increase of the fluctuation with the reduced frequency is typically due to added mass, unless dynamic stall occurs. This result seems to suggest a significant added mass effect at high frequency. Again, it remains unclear which is the representative frequency experienced by the rotor. Moreover, this study revealed that the effect of multiple frequencies could be predicted from the superposition of single frequencies. Then in a further study, Milne et al. (2016) reported that at lower tip-speed ratios, the flow would be separated over most of the blade span, which for high frequency forcing caused the root bending moment to exceed the quasi-steady value by up to 25%. Hysteresis was found in the root bending moment time history with instantaneous tip-speed ratio, in which the authors were able to qualitatively highlight the key stages of dynamic stall. This indicates that severe unsteady conditions may lead to dynamic stall occurring over much of the blade eliciting overshoots in the global loadings (e.g. the root bending moment).

This work revealed that not only are we uncertain of the governing frequency experienced by the rotor, and of the effect of multiple frequencies, but that the turbine operates on the verge of a flow condition where dynamic stall effects become very significant. Hence we need to understand when and where on the blade this occurs. This is challenging and requires advanced models, as shown by the preliminary attempt of Milne (2014) where these experimental results were compared with theory using a Beddoes-Leishman dynamic stall model. The model included a modification for wind turbine blade load analysis by (Pierce and Hansen, 1995), however, the attached flow component was omitted, which as discussed in section 4.4, is an integral part of the model. A key parameter of the model is the angle of attack on the blade, which could only be approximated from the experimental data. Qualitative agreement was achieved for the lowest frequency case (0.50 Hz), however, the results diverge for higher fre-
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quencies cases. It is postulated that this is due to an underestimate in the point of reattachment which leads to an overestimate in the loads. An attempt is made to correct the model by reducing the steady lift coefficient by 10%, however, the delay in reattachment is still under predicted.

1.3.2 Wave-towing tank experiments

In wave-towing tanks current in generated by towing the turbine rotor whilst waves paddles produce scaled representations of real waves reported in the ocean which vary in both space and time.

Barltrop et al. (2007) investigated loading due to waves in a towing tank on a rotor of 0.35 m. The rotor scaling is not reported, however, the wave frequencies are roughly 1/10 full-scale. The authors found that long waves, with a representative full-scale period of 10.7 s and reduced frequency of ca. 0.05, induced fluctuations in the root and edgewise bending moments of 50% and 100% above the mean value, respectively. Results were compared using linear-wave theory and a steady blade-element momentum model. The model predicted the loading due to long waves well, however, for steeper high frequency waves the model under predicted the experimental results. These results indicate that at high frequencies the unsteady effects are significant, however, it is uncertain what these are due to.

Galloway et al. (2014) tested the effects of a yaw misalignment and waves using a wave tank to generate linear waves incident to a 1/20 scale rotor. The experimental results showed that the median value of the root and edgewise bending moments was exceeded by up to 175% and 100%, respectively, during the presence of waves with a representative full-scale height of 2 m and period of 12.8 s, corresponding to a reduced frequency of ca. 0.03. The authors noted that the wave period had more of an effect on the fluctuations than wave height. Yaw misalignment angles ranging from 7.5° to 22.5° were investigated. The resulting load fluctuations were found to be negligible compared to those induced by waves. The experimental results were compared using an in-house blade-element momentum code, which included a dynamic inflow correction and the Boeing-Vertol dynamic stall model. The authors selected this dynamic stall model due to its simplicity, however, it does not contain attached flow and vortex shedding implementations. Comparison between the results and the model were mixed with better prediction achieved for cases without the presence of a yaw misalignment. The authors conclude that without the dynamic inflow model the load amplitudes were
underpredicted and that the effect of dynamic stall was limited and, therefore, can be neglected in some cases, despite not making comparison with quasi-steady values. These results are not in agreement with Milne et al. (2016).

1.3.3 Flume tank experiments on turbulent load fluctuations

Maganga et al. (2009) carried out experiments on a 1/30 scale model in a flume tank. They adjusted the turbulent intensity of the flow using honeycomb flow straighteners. Their results indicate that for a mean flow velocity of 0.8 m\(s^{-1}\), that increasing the freestream turbulent intensity from 8% to 25% causes a reduction in the mean thrust and power. The decrease is moderate at low tip-speed ratios, however, exceeded 9% for tip-speed ratios above 9. The study does not report whether the turbulence is isotropic or the length scales present. Chamorro et al. (2015) investigated how coherent turbulent structures effect the power of a rotor of 0.50 m. Cylinders of varying size were placed upstream of the rotor, which were shown to alter the structure of the streamwise velocity spectra in the low frequency range. Their results found that for larger cylinders the turbine power was modified in the same frequency range, whereas, for decreasing cylinder size the turbine power spectra was largely unchanged. This result indicates that the power of a turbine is sensitive to turbulent length scale. Blackmore et al. (2016) developed a method of using static grids to generate turbulence in a flume of varying turbulent intensity and length scale. They used the set up to investigate the effects of turbulence on the performance of a 1/20 scale turbine. For an increase in turbulence intensity from 7% to 14% they observed a 10% decrease in the mean power and thrust, which concurs with Maganga et al. (2009). Conversely, the authors found that increasing length scale led to an increase in both the mean power and thrust, which concurs with Chamorro et al. (2015). With regard to blade root bending moments, they observed that increasing both turbulent intensity and length scale led to significant fluctuations above the mean value, which could reach up to 45%.

1.3.4 Scaling limitations

The discussed experimental results have given excellent insight into the unsteady loading on tidal turbine blades, however, compared to full-scale models both the Reynolds number and the reduced frequency are small.

The experimental results discussed in this section Barltrop et al. (2007); Whelan
et al. (2009); Milne (2014); Galloway et al. (2014) did not exceeded a reduced frequency of 0.05. Sequeira and Miller (2015) characterised a range of marine unsteadiness for a full-scale tidal turbine and found that at the blade tip, mid-section and hub, the reduced frequency can attain values of 0.4, 0.6 and 1.4, respectively. This indicates that very different unsteady flow regimes occur at full scale compared to model scale. The results only provide global load quantities, such as bending moments, thrust, etc. and it remains to be understood how the unsteady effects change along the blade span as the angle of attack changes. For instance it may be that only in extreme cases does dynamic stall have a global effect on the loadings, such as when operating at a low tip-speed ratio, as reported by Milne et al. (2016). Likewise, it could be that dynamic stall is occurring, but is confined to areas near the blade root where the local forces have little contribution to the root bending moment, so go undetected.

1.4 Modelling the unsteady hydrodynamics of tidal turbine blades

Techniques to model the unsteady loads and incident flow to tidal turbine blades are introduced. Following this previous work using such methods are reviewed.

1.4.1 Onset flow modelling

The onset flow in a tidal channel can be modelled using one of three ways. The most computational expensive is to solve the Navier-Stokes (NS) equations for mass and momentum in 3D with an appropriate turbulence model. Turbulence modelling is achieved through Reynolds-averaged Navier-Stokes (RANS) simulations or Large-Eddy Simulations, where the latter is the most accurate, but also has the greatest computationally overhead. This limits the area and resolution of topography that can be modelled. Further to this the non-linear combination of waves with turbulence is out of reach for engineering purposes. RANS and LES modelling require an onset turbulence condition. This can be provided using a spectral method, such as the von Kármán spectra or the Synthetic Eddy Method (SEM), both of which are discussed further in section 2.3. The second approach to modelling the flow is to depth average the NS equations giving the shallow water equations. These depth averaged 2D equations are more computationally efficient than the 3D equations. They typically give an accurate measure of the
mean flow through the channel, but the turbulence dynamics are inaccurate. The final approach is to physically model individual flow constituents, e.g. waves and turbulence and combine them to form an effective flow velocity at the blade. For example using the von Kármán spectrum or SEM to create a turbulent velocity time series and then a potential flow wave model to create a separate wave induced velocity time series. Then linearly combining each, with the addition of the rotational speed of the rotor, yielding a relative flow velocity. This lower order technique enables many different flow combinations to be considered efficiently, however, it ignores the non-linear physics relating to flow interaction. This final technique is used in this work since it enables one to quickly analyse the unsteady loads to many different flow combinations over a long time period.

1.4.2 Computational fluid dynamics

Computational Fluid Dynamics (CFD) which was briefly introduced in the previous subsection with respect to modelling the onset flow. Here its potential to model the unsteady blade loads are discussed.

To compute the loads acting on the blade the pressures over the blades are integrated. If the flow is mostly attached to the blade a reasonable estimate is achieved using RANS. However, when dynamic stall occurs, and the flow cycles through separation and reattachment then the simulation requires LES to model the boundary layer. This is a formidable and computationally intensive task requiring billions of cells to discretise the flow. To the best of my knowledge, there exists only one such case where a 3D simulation capturing deep dynamic stall with LES is carried out (Visbal, 2011). This case analysed a wing oscillating in heave for a Reynolds number in the order of 10,000. Tidal turbines operate at Reynolds number three orders of magnitudes greater than this. The further addition of blade rotation and surface waves would make for a highly complex simulation.

Afgan et al. (2013) carried out CFD simulations with both LES and RANS, but without onset turbulence. Results were compared to towing tank experiments. The authors reported that for a wide range of tip-speed ratios that the mean thrust and power are largely unaffected by turbulence. However, these results were pertaining to the RANS simulation only. Mean values for thrust and power were not reported for the LES simulation. Simulations by Ahmed et al. (2017) present results from an LES model with onset inflow turbulence generated by SEM. They found that turbulent inflow with
larger length-scales produced higher power and in some cases thrust coefficients than an LES model without SEM onset flow. These results concur with the experimental observations of Chamorro et al. (2015) and Maganga et al. (2009).

### 1.4.3 Vortex methods

If the flow is assumed to be inviscid then vortex methods such as vortex lattice and vortex panel can be used to determine the loads. These methods use potential flow theory to model circulation by placing vortices along a line or sheet placed on the blade or in the wake. The induced velocity is then computed using the Biot-Savart law. Vortex methods can represent the wake of the turbine well and give good accuracy of the loads when assuming there is minimal separation. However, for large regions of separation potential flow models cannot capture trailing edge separation, stall delay and dynamic stall.

McCombes et al. (2011) developed a vortex lattice method using the vorticity transport equations to model the wake of a tidal turbine. They compared the method with data from the NREL Phase IV experiment. The model agreed well with the data when the flow was perpendicular to the rotor plane, however, for the yawed case, where the flow is skewed, the model could not capture the viscous effects which led to overpredictions. Johnson et al. (2013) used a vortex method to quantify the circulatory effect for an impulsive turbine start-up in a fully developed flow. The authors found that the thrust force can be twice the steady state value, which compared well against experimental data. McNae (2013) developed an unsteady vortex lattice method to analyse the circulatory and non-circulatory forces acting on tidal rotors operating in unsteady flows. They showed that dynamic inflow can have a significant influence on the turbine thrust in unsteady flow conditions.

### 1.4.4 Industry standard engineering models

Two engineering tools exist for industry standard simulations of the loads; Tidal Bladed which is a commercial software and FAST which is open-source. These models are discussed herein.

Tidal Bladed is a multibody dynamics tool capable of modelling all the components of a tidal turbine (Bossanyi, 2012). The product is an offshoot from Bladed, a dedicated wind turbine analyses tool. There is a graphical interface, and visualisation tools
making it easy to use. Waves, turbulence, blade rotation through the shear layer and tower shadow can all be modelled. The turbulence model is based on the turbulence model used in Bladed for wind turbines. The aerodynamic loads are determined using blade element momentum (BEM) theory with the unsteady loads determined using a dynamic wake model and a dynamic stall model. The dynamic wake model determines the dynamic inflow velocity due to the unsteady wake behind the rotor. The dynamic stall model uses the original Beddoes-Leishman model which is for helicopter rotors. The use of this model in tidal bladed is justified by the early use of it to determine the unsteady loads on horizontal axis wind turbine blades by Galbraith et al. (1990). However, more recently the same author has contributed to research which found this model poorly reconstructs the unsteady load coefficients in low Mach number flows Sheng et al. (2008, 2010).

FAST is an open-source software developed by the National Renewable Energy Laboratory (NREL). The software is primarily used for wind turbines. The FAST code framework pulls together a number of subroutines; AeroDyn to model the aerodynamics, TurbSim to model turbulence and a number of other modules for; control, elasticity, etc. As with Tidal Bladed, AeroDyn contains BEM, dynamic wake and dynamic stall implementations (Moriarty and Hansen, 2005). The source code for the NREL software is available and can be manipulated. There is no option to model waves, instead the user must provide a wave velocity field as an input. Galloway et al. (2014) compared their experimental bending moment time histories from their scaled tidal turbine rotor with those predicted by FAST. They implemented changes to the velocity input files in order to model wave conditions, however, the prediction was poor with root bending moments over predicted by around 25% and edgewise bending moments under predicted by approximately 25%. They postulate that the FAST source code requires further modification to make it suitable for tidal turbine analysis. This highlights the problems using models specifically developed for the wind energy industry.

1.5 Research gap

Past results show that, in some realistic unsteady flow conditions, the flow around a tidal turbine blade is dominated by dynamic stall, eliciting large load peaks. However, there has yet to be a comprehensive study of global and local blade loadings for a broad range of flow conditions representative of full-scale unsteadiness. The significance of
the angle of attack parameter on the unsteady loadings along the blade span has yet to be considered. Other than the work of Milne et al. (2016), no documentation of dynamic stall occurring on tidal turbine blades exists. Yet, it is known to occur on all type of horizontal-axis wind turbines where skewed flow, shear, turbulence or tower shadow effects are present (Butterfield et al., 1991). Since tidal turbine blades will also experience these effects with the addition of waves, it is likely that dynamic stall occurs. In addition, the difference between the mean value and the steady state has yet to be quantified. Understanding the unsteady flow around the blade and the resulting unsteady loads is of paramount importance to improve the reliability of tidal turbines without over-engineering components and increasing the LCOE. Moreover, detailed knowledge of the unsteady loads will enable the development of novel technology to mitigate the fatigue loadings and enhance the durability of tidal turbines (Tully and Viola, 2016; Young et al., 2016).

1.6 Research aims and objectives

The aim of this research was to assess the unsteady forces experienced by a tidal turbine blade and identify the conditions where unsteady effects are significant compared to quasi-steady approximations. This is an open research question as experimental work has led to conflicting conclusions.

The first objective of this thesis was to develop an efficient unsteady load model for arbitrary forcing which incorporates state of the art theory. This model was to be able to both synthetically model the onset flow conditions or take as an input flow velocity measurements. With the model developed the next objective was to quantify the unsteady affects by addressing the following research questions, in order of importance:

(a) Which flow conditions (e.g. large waves, yaw, etc.) elicit the most significant load fluctuations, which includes quantifying the velocity fluctuations and angles of attack experienced by the blade in different flow conditions.

(b) For these conditions, how does unsteadiness manifests along the span of the blade? Which blade section incurs the largest load fluctuations? Does added mass amplify or attenuate the loads? Is the effect of shed vorticity significant? and does shed vorticity from returning and neighbouring wakes change the loads signifi-
cantly? Is dynamic stall occurring? and if so does it result in leading-edge vortex shedding?

(c) How important is modelling the unsteady hydrodynamics as opposed to using a simpler less computationally intensive quasi-steady approximation?

1.7 Thesis synopsis

Following on from this introductory chapter, the remainder of the thesis comprises three parts. Part I presents the background on the unsteady flow and load phenomena and modelling techniques. Part II details the formulation of an unsteady flow and load model to analyse loading on tidal turbine blades, and provides some validation cases. Part III contains the results chapters which address the research questions using the developed model.

Part I: Background

Chapter 2: Onset flow experienced by a tidal turbine blade

Chapter 2 presents the unsteady flow conditions encountered by a tidal turbine blade. The parameters which describe the position of a tidal turbine in a tidal channel water column are introduced. Then, spatial variations in the tidal current with depth are described, with a power law representation provided to model the resulting velocity profile. Turbulence measurements at different sites are reviewed and the statistical parameters required to characterise the random nature of the turbulent velocity fluctuations defined. Then methods to introduce synthetic turbulence velocity fluctuations are described, which focuses on the von Kármán atmospheric spectrum. A review of ocean gravity waves and their variability at different tidal sites is given. The chapter concludes by presenting Stokes 2nd order wave theory which defines wave particle velocities in space and time and a simple correction for wave-current interaction.

Chapter 3: Rotor blade hydrodynamics

Chapter 2 introduces the fundamental steady hydrodynamics for a rotor blade. The force and velocity components acting on a blade section are presented. A brief review of the rotational forces and modelling techniques used to correct the load coefficients due
to rotational augmentation are discussed. The effect that the rotor has on the incoming flow is described and the modelling technique, blade-element momentum theory and its various corrections presented. Lastly, the potential velocity field induced by a support structure, such as a tower, is discussed along with a simple potential flow modelling approach.

Chapter 4: Unsteady hydrodynamics

Chapter 4 introduces unsteady flow. A review of the physical flow phenomena which may occur during both attached and separated flow is given. Then low-order modelling techniques to predict the unsteady load coefficients are explained. Which begins with the classical analytical theories valid for attached flow and moves on to dynamic stall modelling techniques for separated flow. The chapter concludes with a short description of the Beddoes-Leishman model which has widely been used in the helicopter industry.

Chapter 5: Unsteady loads on rotor blades

Chapter 6 expands on the theory and modelling techniques introduced in Chapter 5 by investigating how dynamic stall occurs on wind turbine blades so as to better understand how it may occur on tidal turbine blades. Firstly, experimental data from unsteady wind tunnel tests for a range of wind turbine blade-section geometries are examined to reveal how dynamic stall occurs as the load amplitude and geometry thickness increases. After which a number of Beddoes-Leishman type dynamic stall models, developed specifically for wind turbine blades are reviewed. This leads to the identification of a modern low speed model for wind turbine blades, which is described in detail.

Part II: Method

Chapter 6: Formulation of the model

In Chapter 6 a model is formulated comprising the theories and modelling techniques discussed and reviewed in the preceding chapters. Firstly, the parameters of the commercial-scale tidal turbine rotor to be analysed are given. Next, the method to create a synthetic flow field and the formulation of an unsteady load model for tidal turbines are described. The model comprises three components: angle of attack time series, dynamic load coefficients and rotational augmentation, which are coupled to-
gethether. The chapter concludes by describing the code implementation and quantifying the computational costs.

**Chapter 7: Evaluation of the model**

In Chapter 7 the model is validated. Firstly, the blade-element momentum implementation is validated using AeroDyn, an open source software provided by NREL. Next, the dynamic stall model is validated using wind tunnel test data, for a pitching foil. Lastly, a global validation is carried out using tank scale measurements of the root bending moment time history during wave loading.

**Part III: Results**

**Chapter 8: Blade response to unsteady flow**

In Chapter 8 a parameter study is carried out to determine which conditions elicit the most significant load fluctuations and to ascertain the importance of the unsteady phenomena occurring. A wide range of flow and operating conditions are synthesised and the responses categorised by the standard deviation of the root bending moment and the ratio between the unsteady and the quasi-steady mean values, this latter quantity reveals when dynamic stall has a global affect on the loads. After identifying the conditions which elicit the most significant load fluctuations. These are used to select combined realistic flows which are further examined to reveal how unsteadiness manifests along the span of the blade. The chapter concludes by investigating how unsteadiness is effected during power control when the current speed exceeds the rated velocity.

The results from this chapter reveal that large waves above all induce the most significant load fluctuations, and that dynamic stall has a global effect when operating at low-tip speed ratios, during very large waves and during a severe yaw misalignment.

**Chapter 9: Unsteady loads due to large wave conditions**

The findings of Chapter 8 are expanded by using flow velocity measurements taken at the European Marine Energy Centre. A sample containing a large wave train is identified and used as an input to the unsteady load model. As well as investigating the unsteady load fluctuations on the blade, analysis of the rotor performance is undertaken.
to determine if these large wave events affect the mean power and thrust of the rotor. The analysis concludes by exploring how the unsteadiness and mean rotor loads are effected when operating below the optimum tip-speed ratio.

The key results from this chapter are that the mean performance of the rotor is not significantly altered by large waves and that modelling dynamic stall has negligible effects on the mean loads provided that the rotor is not operating below the optimum tip-speed ratio.

Chapter 10: Conclusions

Lastly, Chapter 10 summarises the key results and outcomes from the previous chapters. Some recommendations to further develop the model and to expand the results are herein given.

1.8 Research outputs

The following journal papers, conference proceedings and abstracts are outputs from the research outlined in this thesis.
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- Scarlett, GT, Sellar, B, van den Bremer, T and Viola, IM, Unsteady hydrodynamics of a full-scale tidal turbine operating in large wave conditions, Renewable Energy, 2019, 143, 199-213.

Conference papers


- Scarlett, GT, van den Bremer, T, Sellar, B and Viola, IM, 2018, 'Unsteady hydrodynamics of full-scale tidal turbines'. In the proceedings of the European
Conference on Computational Mechanics (Solids, Structures and Coupled Problems) (ECCM 6) and the European Conference on Computational Fluid Dynamics (ECCFD 7), Glasgow, United Kingdom, 11/06/18 - 15/06/18.


- Scarlett, GT and Viola, IM, 2016, 'Unsteady tidal turbine blade loading; an analytical approach'. In the proceedings of the 5th Oxford Tidal Energy Workshop (OTE2016), Oxford, United Kingdom, 21/03/16 - 22/03/16 (peer-reviewed 2pp extended abstract).

- Viola, IM, Tully, S and Scarlett, GT, 2016, 'Unsteady hydrodynamics of flexible submerged foils'. In the proceedings of the 5th Oxford Tidal Energy Workshop (OTE2016), Oxford, United Kingdom, 21/03/16 - 22/03/16 (peer-reviewed 2pp extended abstract).

**Conference abstracts**


- Scarlett, GT, van den Bremer, T, Sellar, B and Viola, IM, 2018, 'Unsteady hydrodynamics of full-scale tidal turbines'. In the proceedings of the 31st Scottish Fluid Mechanics Meeting 2018, Aberdeen, United Kingdom, 29/05/2018 (abstract with poster).
Part I

Background
Onset flow experienced by a tidal turbine blade

In this first background chapter the unsteady characteristics of the onset flow are discussed. Firstly, the geometry and parameters which describe the position of a tidal turbine in the water column are introduced. Then, spatial variations in the tidal current with depth are described along with a power law representation to model the resulting velocity profile. Turbulent velocity measurements at different sites are reviewed and the statistical parameters required to characterise the random nature of turbulence defined. Then methods to introduce synthetic turbulence velocity fluctuations are describe, which focuses on the von Kármán atmospheric spectrum. A review of ocean gravity waves and their variability at different tidal sites is given. The chapter concludes by presenting Stokes 2nd order wave theory which defines wave particle velocities in space and time and a simple correction for wave-current interaction.

2.1 Geometrical parameters

To describe the flow incident to a tidal turbine blade it is convenient to first introduce the geometry. Schematic views of the port and front sides of a 3-bladed, bottom mounted tidal turbine are shown in Figure 2.1. A Cartesian coordinate system is placed at the still water level (SWL). The freestream current velocity is in the $x$ direction, $y$ is the port side direction and $z$ is the vertical coordinate positive above the SWL with the hub located at $z = z_0$. A cylindrical coordinate system with origin at the hub describes the radial ($r$) position along the blade, which extends to tip ($R$), and the azimuthal
angle of the blade ($\psi$), which tracks the position of the blade as it rotates anti-clockwise from the $z$-axis where $\psi = 0$. Also shown are the radius of the hub ($R_h$) and the water depth ($d$).

Figure 2.1: Schematic diagram of the tested tidal turbine.

### 2.2 Sheared current

The magnitude of the mean current velocity measured at EMEC fluctuates between 0 - 4 m$^{-1}$ due to the tidal cycle. The presence of the seabed, coast line and free surface produces a channel boundary layer resulting in spatial variability of the current velocity. The horizontal current velocity ($U_x$) is non-uniform with depth due to the presence of the bed, which causes a reduction in the velocity profile with depth. Hence, a tidal turbine blade will experience a once per revolution forcing every rotation. At the bed there is no slip ($U_x(-d) = 0$), and at the still water level $U_x(0) = U_\infty$. The $U_x$ profile is then defined using a power law approximation:

$$U_x = U_\infty \left( \frac{z + d}{d} \right)^\nu,$$  

(2.1)
for \(-d \leq z \leq 0\). The value of \(\nu\) can range between 0.1 and 0.25 depending on the bed roughness (Soulsby, 1983). At EMEC McCann et al. (2008) reported that \(\nu\) varies between 0.1 and 0.19, whereas Sellar et al. (2018) reported that the standard \(1/7\) power law represents the velocity profiles well during flood tide, but, during an ebb tide the power law approximation breaks down due to the flow retarding back from the mid-depth to the free surface.

2.3 Turbulence

In this section sources of turbulence in a tidal channel and wake are discussed along with the difference modelling techniques. Then the method to create a turbulent velocity time series using the von Kármán spectra is described.

2.3.1 Turbulence characteristics

Turbulence intensity \((I)\) is one of the major measures which quantifies the magnitude of the turbulent fluctuations in the flow. It is defined as

\[
I = \frac{1}{3}(u'_{x}^2 + u'_{y}^2 + u'_{z}^2)^{1/2} \quad (2.2)
\]

where \(u'_i = U_i - \bar{U}_i\), and \(i\) denotes \(x, y\) or \(z\). If the turbulence is approximately isotropic, then \(I = I_i, \forall i\). The turbulence length scale \((L_i)\) gives the characteristic length in meters of the energy rich eddies in the flow. It is determined by computing the spatial correlation of \(u'_i\) between two points, as the separation distance between the points increases the correlation will decay to zero, integrating over this distance then gives \(L_i\) (Pope, 2001). Flows with large eddies will remain correlated over longer distances or time period. If only a single point measurement exists or the spacing between measurements is insufficient, then \(L_i\) can be computed using the autocorrelation of a point in time \((t)\). The correlation coefficient \((R(\hat{t}))\) is defined as

\[
R(\hat{t}) = \frac{\langle u'(t)u'(t + \hat{t}) \rangle}{\sqrt{u'^2}}, \quad (2.3)
\]
where the argument \( \hat{t} \) is the time lag. Integrating \( R(\hat{t}) \) with respect to \( \hat{t} \) gives the integral time scale \( (\tau_i) \):

\[
\tau_i = \int_0^\infty R(\hat{t})d\hat{t}.
\]  
(2.4)

Then by assuming Taylor’s frozen turbulence hypothesis such that fluctuations advect with the mean velocity between two points in a frozen state, \( L_i \) can be defined as

\[
L_i = \bar{U}_i \tau_i.
\]  
(2.5)

### 2.3.2 Turbulence incident on tidal turbine blades

Tidal energy sites are highly turbulent with Reynolds numbers in the order of \( 10^8 \) reported (Milne et al., 2017). The turbulence characteristics vary with channel width, bed roughness and, tidal cycle (Sellar et al., 2018; Thomson et al., 2012). Values of \( I \) at hub height are reported to be approximately 10% for both Puget Sound, USA (Thomson et al., 2012) and the Fall of Warness, Orkney, UK (Sellar et al., 2018) and 6-8% at the Sound of Islay (Milne et al., 2016). Turbulence is distorted as it approaches the turbine due to the expansion of the turbulent wake behind the rotor. Rapid distortion theory (RDT) developed by Batchelor and Proudman (1954) can be used to predict the change in turbulence intensity as it passes through the rotor. Graham (2017) used RDT to predict the amplification of the streamwise turbulent velocity for a rotor perpendicular to the flow. He found the amplification only becomes significant towards the tip of the blade. The model was later extended by Milne and Graham (2019) to include a fluctuating potential flow. They then predicted that for a tidal turbine operating below rated power that the distortion has the effect of attenuating the low frequency fluctuations, whereas when operating above rated power the intensity of the fluctuations were amplified. These predictions were found to agree qualitatively with full-scale data.

### 2.3.3 Spectral methods of synthesising turbulence

Turbulent velocity fluctuations can be synthesised using a spectral method such as the von Kármán atmospheric turbulence spectrum (Diederich et al., 1957), or the Kaimal spectra, both of which have widely been used in the wind industry (Burton et al., 2011). At present there is only one spectral model reported for a tidal site (Jonkman and Kilcher, 2012) which was developed using measurements of the flow structure at the Puget Sound. This model takes the friction velocity and reference hub height as
an input, rather than $L_i$, thus fine tuning is required to achieve the desired $L_i$. In addition, the channel depth of 18 m is quite site specific and not representative of where a commercial scale tidal turbine rated at 1 MW or above will be deployed. Recent characterisation studies of the turbulent flow structure at the Sound of Islay ascertained that the von Kármán spectra predicted well the measured velocity spectra (Milne et al., 2013b, 2017).

**Synthetic eddy methods for synthesising three dimensional turbulence**

If spatial correlations of the flow exist, then state of the art spectral methods can simulate spatially coherent, three-dimensional turbulence. For spectral methods this is done using the Sandia method (VEERS, 1984). The Sandia method is well established in the wind energy industry for generating turbulent velocity fields the. The approach is to compute a cross spectrum between spatial points using a coherence function. Various correlations of the flow exist for wind turbines, however, for tidal channels such correlations are yet to be established. Another approach of generating spatially coherent turbulence is the Synthetic Eddy Method (SEM) (Jarrin et al., 2006). As discussed in subsection 1.4.1 this method is primarily used as an initial condition for Large Eddy Simulations. Carlier et al. (2015) carried out a study into using the SEM to generate ambient turbulence in a tidal channel. Togneri et al. (2018) utilised both the Sandia and SEM inside a blade-element momentum model and reported little difference between the two models. Mullings and Stallard (2018) used both the von Kármán spectrum and the SEM to recreate tank scale turbulent flow. The authors found that the recovered values of $L$ from the simulations were better conserved using the von Kármán spectrum than the SEM, with observed differences of 10% and 20%, respectively, between the input and output.

**2.3.4 Generation of a turbulent velocity time series using the von Kármán spectrum**

The streamwise von Kármán spectra $S_x$ is defined as

$$S_x = \frac{4L_x\sigma_x}{U_x} \frac{1}{(1 + 70.7n^2)^{5/6}},$$  \hspace{1cm} (2.6)
where $\sigma_x$ is the standard deviation, defined as $\sigma_x = I_x \bar{U}_x$, $n = L_x f_t / \bar{U}_x$ and $f_t$ is the turbulent frequency component. The spectra in the $y$-direction is

$$S_y = \frac{4L_y \sigma_y}{U_x} \frac{1 + 753.6n^2}{(1 + 282.8n^2)^{1/4}},$$

(2.7)

where $\sigma_y = R_t \sigma_x$, $L_y = R_t L_x$ and $R_t$ is the anisotropy ratio. For $R_t = 1$, turbulence is isotropic and anisotropic if $R_t < 1$. The vertical component $S_z = S_y$. Streamwise velocity spectra are shown in Figure 2.2 for $L_x = 2$ m and 5 m, and $I_x = 10\%$ and 20%. These show that as $L_x$ increases the value of $f_t$ at which energy transfers from the integral scale to the inertial subrange occurs at a lower frequency. Increasing $I_x$ amplifies the energy content in $S_x$. A velocity time series can be simulated from a von Kármán spectrum using the method of Shinozuka (1972):

$$u_i' = \sqrt{\frac{2}{N}} \sum_{j=1}^{N} \sqrt{S_{ij}} \cos(2\pi f_j t + \Phi_j),$$

(2.8)
where $N$ is the number of $f_i$ components and $\Phi$ is the phase angle, which is a random value, distributed uniformly between 0 and $2\pi$.

2.4 Waves

A tidal turbine will encounter a wide range of surface waves. Regular linear waves are periodic and sinusoidal; yet in the ocean waves are almost never perfectly regular. They are irregular, with randomly varying amplitude, period and direction. However, such sea states can by modelled by the linear superposition of many regular waves. The components can then be analysed in the frequency domain making a Fourier transform of the time domain signal to give a frequency amplitude spectra of representative regular wave periods ($T_w(f)$) and heights ($H(f)$). Statistical quantities can then be used to described random waves. The significant wave height ($H_s$), is the average height of the 1/3 largest observed waves, which is equivalent to $H_{m0}$, the zero moment computed from the power spectrum. The zero crossing wave period ($T_z$), is the average time between the upward and downward crossings of the zero line or SWL, and the peak wave period ($T_p$) which is the period corresponding to the most energetic frequency in the wave spectrum (Holthuijsen, 2007).

At the EMEC tidal site reported annual average and extreme values for $H_s$ and $T_z$ are 2 m and 6 s, and 10 m and 10 s, respectively (Norris and Droniou, 2007). In the winter months large peaks occur due to storm conditions. At the Fromveur Strait site in Western Brittany mean values of $T_z = 10$ s and $H_s = 3$ m were reported during November (Guillou et al., 2016), and at the Skerries tidal site in Anglesey, $T_z \approx 9$ s and $H_s > 5$ m have been reported during January (Hashemi et al., 2015).

Wave particle velocities decay with depth. Thus a tidal turbine blade section will experience a time-varying velocity as it rotates at period $T_r$ through a velocity profile that oscillates with wave period $T_w$ about the mean velocity profile and for which the rate of decay of velocity amplitude with depth is a non-linear function (Equation 3.13) of wave period. The relative velocity to the blade will therefore be across a range of periods/frequencies. In deep water a wave particle will follow a circular orbit which decreases in size with increasing distance from the surface approaching zero by $z = -L_w/2$, where $L_w$ is the wave length. In shallow water the bottom boundary causes the wave orbital to flatten into an ellipse.

A plethora of theories exist to model waves. One of the earliest and simplest is linear
(Airy) wave theory (Airy, 1841), in which the wave problem is addressed by solving the Laplace equation with linearised freesurface and the bottom boundary conditions. This restricts the analysis to wave amplitudes \((a_0)\) which are small compared to the wavelength, or more formally that the steepness, \(Ka_0 \ll 1\), where \(K\) is the wavenumber in \(m^{-1}\). This range insures that the waves are not breaking. Stokes 2nd order wave theory extends linear theory by expanding the boundary conditions to second order (Stokes, 1847). This introduces into the equations a superharmonic component describing the self interaction, for monochromatic waves (see Dean and Dalrymple (1991)), and wave-wave interactions for a wave train (see Dalzell, 1999). For a tidal turbine blade the difference between linear and 2nd order non-linear waves is negligible for small waves. Larger waves, however, exhibit more non-linearity such that the crests are sharper and the troughs flatter. This means that the peak velocities and accelerations will be larger, albeit for a shorter period. The will be less pronounced with depth. Therefore the blade will experience more variation in wave orbital velocities over its depth range.

The streamwise wave particle velocity for monochromatic waves from Stokes 2nd order wave theory is

\[
W_x = \frac{gHK \cosh K(z + d)}{2\omega_a \cosh (Kd)} \cos(Kx - \omega_a t) + \frac{3}{16} H^2 \omega_a K \frac{\cosh 2K(z + d)}{\sinh^4(Kd)} \cos \left(2(Kx - \omega_a t)\right),
\]

and the depthwise particle velocity \((U_z)\) is

\[
W_z = \frac{gHK \sinh K(z + d)}{2\omega_a \cosh (Kd)} \sin(Kx - \omega_a t) + \frac{3}{16} H^2 \omega_a K \frac{\sinh 2K(z + d)}{\sinh^4(Kd)} \sin \left(2(Kx - \omega_a t)\right),
\]

where \(H\) is the wave height, \(d\) is the depth from SWL (see Figure 2.1), \(t\) is time, \(g\) is gravitational acceleration and \(\omega_a\) is the apparent angular velocity. The wavenumber is determined by solving the linear dispersion relation given by

\[
\omega_a^2 = gK \tanh(Kd).
\]

This important relation describes the evolution of waves. It can be shown that in deep water \((Kd \gg 1)\) the phase speed of a wave is independent of \(d\), and that longer waves travel faster. In shallow water, waves travel at the same phase speed which is a function of \(d\).

Waves interact with the current: when they follow it they are elongated and when
they oppose it they are shortened. In the Pentland Firth a study to quantify wave energy found that the energy can be attenuated or amplified in following and opposing currents, respectively, by up to 60% (Saruwatari et al., 2013). The wave period is altered by the superposition of a uniform current. The relative wave period, $T_w$ is the period observed when travelling with the current. Whereas for a fixed observer at the turbine hub the apparent wave period ($T_a$) is observed which includes the Doppler shift due to the current. In the case where there is no current, $T_w$ is equivalent to $T_a$. The Doppler effect can be modelled by making a simple modification to the linear dispersion relation to superimpose the effect of the current. The modified relation is given by

$$(\omega_a + KU_\infty \cos \theta)^2 = gK \tanh(Kd),$$

(2.12)

where $\theta$ is the oblique wave angle relative to $U_\infty$. For a velocity, which does not vary with depth.

The effect of the current on the horizontal wave particle velocity at hub height are shown in Figure 2.3, for waves with zero current, following current and opposing current. The current velocity at hub height is 2.8 ms$^{-1}$, $H = 5$ m, $T_w = 10$ s, the total depth is 45 m and the hub is at a depth of 27 m. As shown, waves which follow the current have a greater standard deviation, compared to waves with zero current, whereas for opposing waves, the standard deviation is significantly reduced from the zero current case.

Figure 2.3: Time series of the streamwise wave particle velocity at hub height for waves with zero current, following current and opposing current.
The velocity components for the onset flow conditions described in this chapter are combined as described in section 6.2. They are used in Chapter 7 to analyse the unsteady load response for a wide range of flow cases.
Chapter 3

Rotor blade hydrodynamics

This second background chapter introduces the fundamental steady hydrodynamics for a rotor blade. The rotation of a streamline body such as an aerofoil/hydrofoil introduces different hydrodynamic effects compared to a static foil. The force and velocity components acting on a blade section are given along with geometrical parameters. A brief review of the rotational forces and modelling techniques used to correct the load coefficients due to rotational augmentation are discussed. After which the effect that the rotor has on the incoming flow is described and the modelling technique, blade-element momentum theory and its various corrections presented. Lastly, the potential velocity field induced by a support structure such as a tower is discussed along with a simple potential flow modelling approach.

3.1 Blade section force components

A horizontal axis tidal turbine is a lift device. The blades comprise of streamline sections which promote the curvature of flow around them which creates a pressure gradient and subsequent lift force (Babinsky, 2003). The velocity and force components acting on a blade section are shown in Figure 3.1 (a) and (b), respectively. The tangential velocity component \( U_\psi \) is defined as \( U_\psi = U_z \cos \psi + U_y \sin \psi + \Omega r \), where \( \Omega \) is the rotor speed in [rads\(^{-1}\)]. The relative velocity \( U_r \) is the vector sum of the axial velocity \( U_x(1 - a) \) and the tangential velocity \( U_\psi(1 + a') \), where \( a \) and \( a' \) are the axial and tangential induction factors, respectively. The angle of attack \( (\alpha) \) is the angle that \( U_r \) makes with the chord line \( (c) \), \( \beta = \beta_g + \beta_p \) is the pitch angle which is measured between \( c \) and the rotor plane, where \( \beta_g \) is the geometrical twist angle of the blade section and \( \beta_p \) is
3.1. BLADE SECTION FORCE COMPONENTS

any operational pitch which may be applied to the blade. The flow angle is \( \phi = \alpha + \beta \). The sectional drag force \( (F_D) \) which is codirectional with \( U_r \) and the lift force \( (F_L) \)

perpendicular to it are defined per unit length as

\[
F_D = \frac{1}{2} C_D \rho U_r^2 c, \quad F_L = \frac{1}{2} C_L \rho U_r^2 c,
\]

where \( C_D \) and \( C_L \) are the sectional coefficients of drag and lift, respectively and \( \rho \) is the fluid density. The axial force known as thrust \( (F_T) \) is perpendicular to the rotor plane and is responsible for the blade bending around the \( y \)-axis known as root bending moment \( (M_y) \). The tangential force \( (F_{Tan}) \) drives the turbine and causes bending around the \( x \)-axis referred to as edgewise bending moment \( (M_x) \). \( F_T \) and \( F_{Tan} \), expressed in terms of \( F_D \) and \( F_L \), are

\[
F_T = F_L \cos \phi + F_D \sin \phi, \quad F_{Tan} = F_L \sin \phi - F_D \cos \phi,
\]

which given in coefficient form are

\[
C_{F_T} = C_L \cos \phi + C_D \sin \phi, \quad C_{F_{Tan}} = C_L \sin \phi - C_D \cos \phi.
\]

The blade bending moments are then defined as

\[
M_y = \int_{R_h}^R F_T \cdot r \cdot dr, \quad M_x = \int_{R_h}^R F_{Tan} \cdot r \cdot dr.
\]
3.2 Rotational augmentation

In the rotor environment stall is delayed to higher angles of attack leading to an increased lift force compared to a non-rotating blade for the same angle of attack.

The National Renewable Energy Laboratory (NREL) investigated the effects of both unsteadiness and rotation on a 10.1 m diameter wind turbine employing NREL S809 profiles (Hand et al., 2001). This study, named the NREL Phase VI test, found that for inboard blade sections both lift and drag force are augmented compared to a non-rotating blade. However, conversely, for outer blade sections, both lift and drag are reduced. Steady values for $C_L$ and $C_D$ from these tests are shown in Figure 3.2 for a blade section near the root ($r \approx 0.3R$) and a section near the tip ($r \approx 0.95R$).

![Figure 3.2: Measured lift and drag coefficients at blade locations near the tip and hub for a rotating and non-rotating blade. Data from the NREL Phase VI test of a 10.1 m diameter wind turbine (Hand et al., 2001).](image)

The physics which cause rotational augmentation are not very well understood. It is widely agreed (Harris, 1966; Klimas, 1986; Eggers and Digumathi, 1992; Du and Selig, 2000; Lindenburg, 2004) that the blade rotation induces a centrifugal force, which acts on the fluid that rotates with the blade, such as the boundary layer, separation bubbles and the separated flow region near the trailing edge, causing a spanwise flow, towards the blade tip. Since the flow is moving perpendicular to the rotation it experiences an
apparent Coriolis force which deflects it towards the trailing edge. These effects reduce
the adverse pressure gradient in the boundary layer to promote flow reattachment and
delay stall, which in turn leads to lift augmentation from the stationary value (Du and
Selig, 2000). The chordwise pressure distribution consists of a large suction peak just
aft the leading edge which decreases towards the trailing edge. The magnitude of the
suction peak is proportional to \( U_r \), and since \( U_r \propto r^2 \), the peak increases towards \( R \).
The leads to a mechanism referred to as “centrifugal pumping” (Eggers and Digumathi,
1992), whereby the chordwise negative pressure gradient and spanwise dynamic pressure
gradient enable the fluid in separated regions to flow towards the tip and overcome the
Coriolis force (Lindenburg, 2004).

Modelling this behavior is a challenge. Breton et al. (2008) tested the prediction
capabilities of a number of rotational augmentation models to predict the NREL Phase
VI test data. Their study determined that none of the models could satisfactorily
predict \( C_L \) and \( C_D \) across the entire blade span, and that only the model of Lindenburg
(2004) successfully captured a reduction in \( C_L \) at the outer sections.

The expression for the lift coefficient corrected for rotation \( (C_L^{\text{rot}}) \) given by Linden-
burg is

\[
C_L^{\text{rot}} = C_L + \frac{b_3 C}{r} \cos^2(\phi)((1 - f)^2 \cos(\alpha^{\text{rot}}) + b_4 \cos(\alpha^{\text{rot}} - \alpha_0)),
\]

where \( b_3 \) and \( b_4 \) are empirical coefficients tuned to the NREL S809 using data from the
NREL Phase VI tests, \( f \) is the trailing edge separation point, \( \alpha_0 \) is the zero lift angle
and \( \alpha^{\text{rot}} = \alpha + \delta \alpha^{\text{rot}} \) is the equivalent rotational angle of attack with the following shift
applied

\[
\delta \alpha^{\text{rot}} = \frac{b_3 b_4 C}{2 \pi r} \cos^2(\phi).
\]

At the outer sections \( (r \geq 0.8R) \) where a reduction from the non-rotating lift and drag
values occur \( C_L^{\text{rot}} \) is given as

\[
C_L^{\text{rot}} = C_L - \left( \frac{\cos^2(\phi) \exp(-1.5 A_{R_{\text{out}}})}{C_{N_{\alpha}}(\alpha - \alpha_0)} \right),
\]

where \( C_{N_{\alpha}} = \frac{dC_N}{d\alpha}|_{\alpha_0} \) is the slope evaluated at \( \alpha_0 \) and \( A_{R_{\text{out}}} \) is the aspect ratio of the
part of the blade outboard of the section; \( r_i \), which is being analysed. It is defined as

\[
A_{R_{\text{out}}} = \frac{(R - r_i)^2}{\int_{r_i}^{R} c \, dr}.
\]
Lindenburg defines the drag coefficient corrected for rotation ($C_{D}^{rot}$) at all sections as

$$C_{D}^{rot} = C_D \frac{b_3c}{r} \cos^2(\phi)(1 - f)^2 \sin(\alpha^{rot}), \quad (3.9)$$

### 3.3 Blade-element momentum theory

To determine the forces acting on a rotor’s blade one must consider the affect that the rotor has on the flow. As shown in Figure 3.1 the rotor induces a velocity ($u_0 = -a U_\infty$) which opposes the freestream and a velocity ($a'U_\psi$) which opposes the rotation. The simplest method to determine the induction factors is blade-element momentum (BEM) theory. As the name implies it is a combination of blade-element and momentum theory. There are a number of limitations and assumptions to the theory: (1) a steady flow, (2) no radial flow (i.e blade sections are independent), (3) that the rotor is perpendicular to the flow, (4) there are an infinite number of blades and (5) that the rotor wake does not become turbulent. Even so modifications and corrections have been developed to circumvent all but (2). A brief description of the model, some corrections and the solution method are given herein.

The following description of blade-element momentum theory is based on the textbook descriptions of Burton et al. (2011). The hydrodynamic forces are equated to the momentum rate of change acting on a blade annulus of width $dr$ and position $r$ on the blade, as shown in Figure 3.3. The blade-element equations describe what is happening

![Figure 3.3: Incremental annulus swept out by a blade element.](image)
locally on the blade. They are defined as

\[ dT = N_b \frac{1}{2} \rho U_r^2 C_F_T c \, dr, \quad dQ = N_b \frac{1}{2} \rho U_r^2 C_{F_{TaN}} c \, dr, \]  

where \( dT \) and \( dQ \) are the incremental thrust and torque components acting on the annulus and \( N_b \) is the number of blades.

Momentum theory is based on the actuator disc concept where the steady Bernoulli equation is applied upstream and downstream of the disc to determine the maximum extractable energy from the flow, leading to the well known Betz limit. Applying conservation of angular momentum to the actuator disc model and allowing some radial variation leads to the following momentum balance equations for \( dT \) and \( dQ \):

\[ dT = 4\pi r \rho U_r^2 (1 - a)\ell \, dr, \quad dQ = 4\pi r^3 \rho U_r \Omega (1 - a) a' \ell \, dr, \]

where \( \ell \) corrects for the fact that the blades are not infinitely long, thus, tip losses \( (L_T) \) and hub losses \( (L_H) \) arising from flow leakages at the extremities where a jump in the tangential velocity occurs causing the flow to roll up forming a trailing vortex, which for a rotor forms a helical wake structure. Using the Prandtl model (see Burton et al., 2011, p. 81), tip losses are defined as

\[ L_T = \frac{2}{\pi} \cos^{-1} \left[ \exp \left( -\frac{N_b}{2} \frac{1 - \mu}{\mu} \sqrt{1 + \frac{(\lambda_r \mu)^2}{(1 - a)^2}} \right) \right], \]

and hub losses expressed as

\[ L_H = \frac{2}{\pi} \cos^{-1} \left[ \exp \left( -\frac{N_b}{2} \frac{\mu - \mu_R}{\mu} \sqrt{1 + \frac{(\lambda_r \mu)^2}{(1 - a)^2}} \right) \right], \]

where \( \mu = r/R, \mu_h = R_h/R \) and the \( \lambda_r = \Omega r/U_x \). Then the total losses \( L = L_T L_H \). The blade-element and momentum equations are equated and rearranged to give the following implicit definitions for \( a \) and \( a' \):

\[ a = \frac{g_1}{1 + g_1}, \quad a' = \frac{g_2}{1 - g_2}, \]

where

\[ g_1 = \frac{\sigma_r C_{F_T}}{4L \sin^2(\phi)}, \quad g_2 = \frac{\sigma_r C_{F_{TaN}}}{4L \sin(\phi) \cos(\phi)}, \]
3.3. BLADE-ELEMENT MOMENTUM THEORY

and $\sigma_r = N_b c/2\pi r$ is the local solidity.

Momentum theory breaks down for high induction and incorrectly predicts wake reversal and a decrease in thrust for $a > 0.5$. Where in reality the wake enters a turbulent state and the thrust increases as the flow becomes increasingly blocked. To circumvent this corrections are applied from $a > 0.4$. Glauert provides an empirical relationship between $a$ and the thrust coefficient $C_T$ for the entire rotor (see Burton et al., 2011, p. 65). The relationship was further modified by Buhl (2005) for application on individual blade elements. This correction is defined as

$$a = \frac{\tau_1 - \sqrt{\tau_2}}{\tau_3}, \quad (3.16)$$

where

$$\tau_1 \equiv 2g_1 L - \left(\frac{10}{9} - L\right), \quad \tau_2 \equiv 2g_1 L - L\left(\frac{4}{3} - L\right), \quad \tau_3 \equiv 2g_1 L - \left(\frac{25}{9} - 2L\right). \quad (3.17a, b, c)$$

If the turbine is at a yaw angle ($\gamma$) to the mean flow then the loadings at a section change as the blade rotates. Blade sections downstream relative to the center of the hub, encounter more of the wake, therefore, a greater induced velocity, whereas, blade sections upstream of the hub, outside of the wake encounter a lower induced velocity. This is problematic since the generalised momentum theory assumes an averaged force at each annulus. Glauert (1926) proposed a simple definition for the axial velocity which was later extended by Pitt and Peters (1981). Here $u_0$ is either attenuated or amplified by an azimuthally varying component $u_1$, as illustrated in Figure 3.4. The definition for the azimuthally varying axial induction factor ($a_\gamma$) is given as

$$a_\gamma = a\left(1 + \frac{15\pi}{32} \mu \tan \chi \cos \psi\right), \quad (3.18)$$

where $\chi$ is the wake skew angle which is approximated as $\chi \approx (0.6a + 1)\gamma$ (Burton et al., 2011). This post BEM correction is uncoupled from the BEM equations (Equation 3.14 (a) and (b)). A more physical representation would be to correct the velocity terms in the blade-element and momentum equations and then redefine the BEM equations, coupling them with $\gamma$. Such an approach has been proposed by Ning et al. (2015) which the same authors plan to implement into the NREL software AeroDyn, however, the complexity of the solution method has so far delayed the implementation.

The BEM equations are solved by first making an initial guess for $\phi$, from which $\beta$
is subtracted to give $\alpha$, then the corresponding values of $C_L$ and $C_D$ are selected from look-up tables and $C_{Fr}$ and $C_{Ftan}$ are determined. A new value for $\phi$ is computed with $a$ and $a'$ and the process continues until convergence. The simplest convergence method is fixed point iteration, however, this is slow and a quicker, more effective solution is obtained using Newton-Raphson iteration. Convergence problems have led to more complex solution methods such as the Monte Carlo initialiser of Masters et al. (2011) and the heuristic smoothing method of Maniaci (2011). Although these methods have improved convergence, they are still not guaranteed to converge (Ning, 2014). A simpler solution method has been developed by Ning (2014), who utilises a residual equation to converge on $\phi$ rather than solving for both $a$ and $a'$. This enables the use of a root finding algorithm which guarantees convergence. Using the geometrical definition for $\phi$ shown in Figure 3.1(a), the following residual equation is formed

$$ R(\phi) = \frac{\sin(\phi)}{(1 - a)} - \frac{\cos(\phi)}{\lambda_r(1 + a')} $$

The value $\phi^*$ which satisfies $R(\phi) \leq 10^{-6}$ is determined and used in the following iteration to recompute $a$ and $a'$. The process is repeated until $R(\phi) \leq 10^{-6}$. 

Figure 3.4: Induced velocity components in a skewed flow (reproduced from Burton et al. (2011)).
3.4 Tower shadow

The presence of a support structure will deflect the flow around it causing a velocity deficit. As a rotor’s blade passes the structure it will experience a periodic fluctuation. The support structure could be a monopile, tripod, truss, etc., it could be bed fixed or mounted to some floating structure. Depending on the effected region the fluctuation may occur at multiples of the rotational frequency. However, if the rotor is located far enough upstream of the tower, or is mounted to the side of the tower such as with the SeaGen device (Atlantis Resources Ltd, 2016), then the fluctuations are likely to be negligible.

A simple physical representation of the velocity field due to a tower structure, which causes a velocity deficit in $x$ and an induced velocity in $y$, is modelled as potential flow around a cylinder (Bossanyi, 2012). For a doublet superimposed on a uniform flow, the stream function ($\Psi$) is defined as

$$\Psi = U_x \left[1 - \frac{(D^2)}{x^2 + y^2}\right]y. \tag{3.20}$$

where $D$ is the tower diameter, $y$ is the coordinate of the blade relative to the centre of the hub and $x$ is the blade location in front of the tower. The streamwise and transverse velocity components by definition are then

$$V_x = \frac{\partial \Psi}{\partial y}, \quad V_y = -\frac{\partial \Psi}{\partial x}. \tag{3.21a, b}$$

3.5 Yaw correction during waves

If the turbine is yawed relative to the freestream a small correction is made to combine the effect of a yawed rotor sampling waves. When this happens wave particle velocities either lead or lag relative to those experienced at the hub. The correction given by Galloway et al. (2014) is used, where a lag $t_\gamma$ is applied to $t$ in Equation 2.9 and Equation 2.10, which is defined:

$$t_\gamma = r \sin \psi \sin \gamma. \tag{3.22}$$
3.5. YAW CORRECTION DURING WAVES

The effect of a 20° yaw misalignment on the streamwise wave particle velocities seen by the blade as it rotates is illustrated in Figure 3.5. For a blade section near the hub ($r = 0.15R$), there is little difference in the velocity magnitude for the yawed case. Conversely, for a section near the blade tip ($r = 0.95R$) there is a significant difference, this is due to the increased difference in position relative to the hub. The trends are similar for waves opposing the current ($\theta = 0^\circ$).

![Figure 3.5: Horizontal wave particle velocity seen by the blade near the hub ($r = 0.15R$) and tip ($r = 0.95R$) during a yaw misalignment for following ($\theta = 0^\circ$) and opposing ($\theta = 0^\circ$) waves.](image-url)
Chapter 4

Unsteady hydrodynamics

This third background chapter introduces unsteady flow. A review of the physical flow phenomena which may occur during both attached and separated flow is given. Then descriptions of low order modelling techniques to predict the unsteady load coefficients are given. This begins by describing classical analytical theories valid for attached flow and moves on to reviewing dynamic stall modelling techniques for separated flow. The chapter concludes with a short description of the Beddoes-Leishman model which has widely been used in the helicopter industry.

The aerodynamic theory introduced in this section are defined using the freestream velocity, $U_\infty$. It is important to clarify that for a rotor blade the parameter would be the relative velocity, $U_r$ since the inflow velocity contains a tangential component due to the blade rotation.

4.1 Unsteady flow phenomena

The unsteady hydrodynamics of a tidal turbine blade strongly depends on whether the flow is attached to or separated from its surface. The latter induces moderate load oscillations, whereas the former can elicit significant fluctuations. If $\alpha$ exceeds the static stall angle ($\alpha_{ss}$), an unsteady phenomena known as dynamic stall can manifest leading to large overshoots from the static aerodynamic forces and moments (Carr, 1988). Operating below $\alpha_{ss}$ is a constraint for most fixed wing aircraft. However, in the rotor environment rotational sampling of unsteady flow can produce oscillations that exceed it, which induces dynamic stall. The associated flow phenomena and methods to accurately reconstruct the unsteady aerodynamic forces and moments are ongoing areas
of research. The reduced frequency, defined in Equation 1.1 is the non-dimensional parameter used to measure the extent of unsteadiness. For a commercial scale tidal turbine the typically range is \( k \in [0.1, 1] \), with waves occupying the lower limit and turbulence and blade rotation the upper limit.

### 4.1.1 Attached flow

In unsteady attached flow there are two key phenomena which affect the loading. The first, known as the circulatory effect, arises when vorticity is shed from the trailing edge. This causes a change in the bound circulation around the foil and a subsequent amplitude reduction and phase lag in \( C_L \) with \( \alpha \), compared to the quasi-steady value. The second, non-circulatory effect, also referred to as the added mass effect, is due to the time change in the pressure gradient over the foil. The combined response of the two phenomena is a hysteresis in \( C_L \), as illustrated in Figure 4.1. This response is representative of what may occur towards the tip of a tidal turbine blade.

![Figure 4.1: Unsteady lift coefficient in attached flow showing compared to the quasi-steady response.](image-url)
4.1.2 Separated flow

As \( \alpha \) increases an adverse pressure gradient builds up in the boundary layer. The flow reverses and separates from the surface forming a viscous layer, which moves towards the leading edge of the foil as \( \alpha \) increases. Static stall then occurs resulting in a sudden decrease in lift and an increase in drag.

Unsteady separated flow is analogous with dynamic stall. This non-linear flow phenomena manifests when unsteady separation and stall occur resulting in a clockwise hysteresis loop of the lift response with \( \alpha \). There are two dynamic stall regimes: light stall and deep stall. The flow characteristics of each are illustrated in Figure 4.2 for a non-rotating foil, where (a) shows light stall and (b) shows deep stall. Light stall is characterised by trailing edge separation and boundary layer viscous-inviscid interactions, where the viscous layer is typically of the same order as the aerofoil thickness (McCroskey, 1981). Deep stall materialises at larger mean angles of attack (\( \bar{\alpha} \)) and is characterised by the presence of a leading edge vortex (LEV) and a viscous layer of similar order to the chord length. The unsteady loads are influenced by two distinct flow phenomena, those that are quasi-steady and those which are inherently transient (Ericsson and Reding, 1988). The quasi-steady effects can be further separated into time lag effects and boundary layer improvement effects, both reduce the adverse pressure gradient in the boundary layer, which delays separation, however, the latter also serves to increase the loads. These effects are termed quasi-steady because they can be represented by modifying the steady load coefficients for unsteady effects. Whereas the transient effects; the formation and convection of the leading edge vortex, require a separate time scale. Figure 8.5 which has been adapted from Leishman (2002), chronologically illustrates the typical stages during a deep stall event, where (a), (b) and (c) show the histories of \( C_L \), pitching moment \( C_M \) and \( C_D \) with \( \alpha \), respectively, and (d) illustrates the key flow phenomena occurring at each stage in the cycle. At point 1 in Figure 8.5, (a) \( \alpha_{ss} \) is exceeded and \( C_L \) increases linearly up to point 2 where separation occurs at the leading edge. At a critical angle, a LEV sheds and convects over the top surface (stage 2-3), which induces maximum lift and moment stall as shown in Figure 8.5 (a) and (b), respectively. At stage 3 lift stall occurs, which can be very abrupt compared to static stall. The flow then fully separates from the surface (stages 3-4). Then once \( \alpha \) decreases sufficiently the flow reattaches to the surface from front to back (stage 5), and the coefficients recover to pre-stalled values. The vortex convection can produce gradients much steeper than that shown in Figure 8.5 (b), and if \( \alpha \)
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Figure 4.2: Flow characteristics of dynamic stall regimes where (a) shows a light stall event and (b) a deep stall event. Edited from McCroskey (1981)

continues increasing secondary or even tertiary vortices may shed giving rise to further load overshoots (McCroskey, 1981).

The effect of different parameters on the dynamic stall process was investigated by McCroskey (1981, 1977) who documented large effects for aerofoil geometry, reduced frequency, amplitude and mean angle of attack, and Mach number (M). The prominence of the leading edge was found to affect light stall, with separation more likely to occur at the leading edge and propagate downstream towards the trailing edge for profiles with sharper leading edges, resulting in a more concentrated vortex, whereas trailing edge separation is more likely to occur on foils with rounded leading edges. The angle of attack magnitude mostly affects the light stall regime, but limiting the amplitude in deep stall leads to no vortex shedding. The LEV was found to develop in strength for $0.15 \geq k \geq 0.05$, outside of which it was independent of $k$. There are significant effects for high Mach number flows such as static stall delay for $M \approx 0.18$, shock...
Figure 4.3: Unsteady and static load coefficient curves for each stage of a deep dynamic stall event (a) lift coefficient, (b) pitching moment coefficient, (c) drag coefficient and (d) the subsequent flow phenomena at each stage of the process. Edited from Leishman (2002)
induced stall for $M \geq 1$, and an inverse relationship with vortex strength (Corke and Thomas, 2015). Reynolds number dependence is largely unknown due to difficulties separating the effects from compressibility. However, as tidal turbines operate at lower Reynolds numbers, typically $10^6$ and $10^7$ for model scale and full scale, respectively, than helicopters which can attain $10^8$, its sensitivity could be a factor, whereas Mach number is not.

4.2 Attached load response in the frequency-domain

The following section introduces two analytic models to determine the transient load response in the frequency domain. First to be introduced is the model of Theodorsen which gives the unsteady lift coefficient for a flat plate undergoing oscillations in angle of attack, pitch or plunge. The solution is given explicitly, but is restricted to pure harmonic forcing. Then the theory of Loewy is introduced which includes a new term that is applied to Theodorsen’s theory to account for the helical wake occurring behind the rotor. These frequency-domain solutions can be used to investigate the effects of simple transient conditions on the loads since the closed form solution restricts the forcing to harmonic oscillations.

4.2.1 Theodorsen

Theodorsen (1935) solved explicitly the unsteady loads on a flat plate for small sinusoidal pitching or plunging perturbations by assuming an irrotational and incompressible fluid. Theodorsen’s method was to conformally map the flow around a flat plate to a unit circle through the Joukowski transform, and determine velocity potentials separately for the non-circulatory, and circulatory shed wake contribution. The non-circulatory lift contribution is found by applying the unsteady Bernoulli equation to determine the pressure difference over the foil and then integrating along the chord. The circulatory case is non trivial since the magnitude of the circulation due to the shed vorticity is required. It is assumed that the shed vortices propagate downstream with the freestream velocity. The velocity potentials are then evaluated at the trailing edge, where by applying the Kutta condition, they are finite. This yields an integral ratio, with limits extending from the trailing edge of the foil to infinity, which is evaluated analytically by prescribing pure sinusoidal motion, allowing the integral forms to be matched to known solutions in terms of Bessel functions. The result is a complex
valued lift deficiency function, known as Theodorsen’s function, where the argument is shown to be the reduced frequency. The full lift coefficient for combined pitching and heaving motion is

\[ C_{L_0} = \pi b \left( \frac{\dot{\alpha}}{U_\infty} + \frac{\dot{h}}{U_\infty^2} - \frac{ba_c\ddot{x}}{U_\infty^2} \right) + 2\pi C(k) \left( \frac{\dot{h}}{U_\infty} + \alpha + b \left( \frac{1}{2} - a_c \right) \frac{\dot{\alpha}}{U_\infty} \right) \]  

(4.1)

where dots denote partial time derivatives, \( b = c/2 \), \( a = x_c/b \) is the non-dimensional coordinate of the pitch axis \((x_c)\), with the origin located at the mid chord, and positive rightwards such that at the trailing edge \( a_c(x_c = b) = 1 \), and at the leading edge \( a_c(x_c = -b) = -1 \). Thus for a pitching axis at the quarter chord, \( a_c = -1/2 \). \( \dot{h} \) is a plunging velocity, which acts normal to the chord line. The first term in Equation 4.1 is the non-circulatory added mass component \((C_{L_0}^{nc})\), and the second term is the circulatory component \((C_{L_0}^c)\). \( C(k) \), which multiplies \((C_{L_0}^c)\) is Theodorsen’s complex transfer deficit function, which is defined as

\[ C(k) = \frac{H_1^{(2)}(k)}{H_1^{(2)}(k) + iH_0^{(2)}(k)}, \]  

(4.2)

where \( H_v^{(2)} = J_v - iY_v \) is a Hankel function of the second kind, \( J_v \) and \( Y_v \) are Bessel functions of the first and second kind respectively; \( v \) refers to the order, which in this model takes either the value 0 or 1.

### 4.2.2 Loewy’s returning wake

Loewy (1957) addressed the problem of a helicopter rotor in hover, where a blade section may encounter its own returning vorticity and that of neighbouring blades. The solution was to modify Theodorsen’s function with a new term. This term has the effect of amplifying or attenuating \( C_L \) depending on \( k \), the wake spacing \((h_w)\) and the frequency ratio \((m = \omega/\Omega)\) where \( \Omega \) is the rotational frequency of the rotor. A tidal turbine is analogous to a helicopter rotor in hover, however, the wake convects with the mean velocity rather than the induced downwash. In Loewy’s model \( C' \) is used in place of \( C \) in Equation 4.1, where

\[ C'(k,W) = \frac{H_1^{(2)}(k) + 2J_1(k)W}{H_1^{(2)}(k) + iH_0^{(2)}(k) + J_1(k) + iJ_0(k)W}. \]  

(4.3)
and Loewy’s function ($W$) is defined as

$$W(k, h_w, m) = (e^{kh_w}e^{j2\pi m/N_b} - 1)^{-1},$$  \hspace{1cm} (4.4)

where $N_b$ is the number of blades. The wake spacing parameter is

$$h_w = \frac{4\pi v_i}{\Omega N_b},$$  \hspace{1cm} (4.5)

where $v_i$ is the averaged wake convection velocity. For a helicopter rotor $v_i$ is the average induced downwash, whereas for a tidal turbine it is the streamwise velocity. From actuator disc theory, the convective velocity at the blade is $U_0(1 - \bar{a})$, where $U_0$ is the mean current velocity and $\bar{a}$ is the mean axial induction factor, and in the far wake, the convective velocity is $U_0(1 - 2\bar{a})$. A simple linear average between the two velocities gives

$$v_i = U_0(1 - \frac{3}{2}\bar{a}).$$  \hspace{1cm} (4.6)

4.3 Attached load response in the time-domain

Leishman (2002) suggests that $k$ is an ambiguous parameter for rotor analyses since the blade experiences different relative velocity, and typically variation of chord length, along the span, thus $k$ changes along the span. A more general solution is obtained in the time domain using the indicial response which provides the lift coefficient to any arbitrary forcing.

4.3.1 Wagner’s step change in angle of attack

Wagner’s theory gives lift in the time domain using the indicial response (Wagner, 1925). An indicial function is the unit step response to an input applied at $t = 0$, which is held constant thereafter. In circuit theory the indicial response is the current (in our case lift) response to a linear network, to a suddenly applied unit voltage (in our case $\alpha$). As with the frequency domain solution the lift coefficient for a single step change in $\alpha$ consists of two terms

$$C_L(t) = \frac{\pi c}{2U_\infty} \delta(t) + 2\pi \alpha \Phi(s),$$  \hspace{1cm} (4.7)
where the first term is the non-circular component which is a Dirac-delta function $\delta(t)$ for a unit step impulse. The second term is the circular component containing Wagner’s function $\Phi(s)$, which is analogous to Theodorsen’s function. The argument $s$ is the reduced time which gives the distance travelled in semi-chords as

$$s = \frac{2}{c} \int_0^t U_\infty(t) dt,$$

which for constant $U_\infty$ gives $s = \frac{2U_\infty t}{c}$. Wagner does not give a convenient analytic solution to $\Phi(s)$. Garrick (1938) related it to Theodorsen’s function, whereby

$$\Phi(s) = \frac{2}{\pi} \int_0^\infty \frac{F(k)}{k} \sin(ks) \, dk,$$

where $F(k) = \text{Re}\{C(k)\}$. However, it is more practical to approximate $\Phi(s)$ as an exponential decay

$$\Phi(s) = 1 - A_1 e^{-b_1 s} - A_2 e^{-b_2 s}. \quad (4.10)$$

Decay parameters for $\Phi(s)$ are shown in Table 4.1. The A1-24 is an aerofoil developed by Risø which has a maximum thickness of 24%. Wagner’s model is based on a flat plate, however, it has been shown that through curve fitting using unsteady panel methods that the indicial response can be determined for any arbitrary profile (Bergami et al., 2013).

If the indicial response is known for any arbitrary time dependent forcing (a number of different unit step changes in $\alpha$), then $C_L^c$ can be determined through Duhamel’s integral using the principle of superposition. An excellent account of the mathematical theory involved is given by Von Karman and Biot (1940). The expression for the circular component is

$$C_L^c = 2\pi \left( \alpha(0) \Phi(s) + \int_0^s \frac{d\alpha(\sigma)}{ds} \Phi(s - \sigma) d\sigma \right), \quad (4.11)$$

where $\sigma$ is a dummy time variable of integration. The non-circular component is evalu-

<table>
<thead>
<tr>
<th>Profile</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat plate</td>
<td>0.165</td>
<td>0.335</td>
<td>0.0455</td>
<td>0.300</td>
<td>(Jones, 1940)</td>
</tr>
<tr>
<td>Risø A1-24</td>
<td>0.294</td>
<td>0.331</td>
<td>0.0664</td>
<td>0.327</td>
<td>(Hansen et al., 2004)</td>
</tr>
</tbody>
</table>
ated outside of the Duhamel integral as long as the flow remains incompressible, which is given by Theodorsen for $\alpha$ oscillations as

$$C_L^{nc} = \frac{\pi c}{2U_\infty^2} \left( \dot{\alpha} U_\infty - a_c \frac{c}{2} \ddot{\alpha} \right), \quad (4.12)$$

For a pitching axis at the quarter chord ($a_c = -1/2$) the non-circular lift coefficient becomes

$$C_L^{nc}_{(1/4)} = \frac{\pi c}{2U_\infty^2} \left( \dot{\alpha} U_\infty + \frac{c}{4} \ddot{\alpha} \right). \quad (4.13)$$

The numerical solution to $C_L^{nc}$ can be obtained for any arbitrary forcing using exponential approximation (Equation 4.10). The method and full solution are given in Appendix A.

4.4 Modelling dynamic stall

As described the unsteady flow phenomena associated with dynamic stall are either quasi-steady meaning they can be modelled by modifying their static counterparts, or are inherently transient, thus require temporal modelling. In the helicopter industry and more recently the wind industry semi-empirical models have been developed which couple theory with experimental correlations to predict the aerodynamic loads and moments.

4.4.1 Review of semi-empirical dynamic stall models

A variety of semi-empirical dynamic stall models exist. One of the simplest is the Boeing-Vertol (Tarzanin, 1972) method. The approach is to modify static $\alpha$ for dynamic effects by relating the static stall angle to the dynamic stall angle. A time-constant determined during pitching foil experiments is used to obtain an equivalent dynamic angle which corrects $C_L$. The ONERA method (Tran and Petot, 1981) matches the lift curve through a set of differential equations as opposed to modelling the physical system. Which makes it easily applicable to aeroelastic modelling. A first order equation models the attached loads and a second order equation for the viscous effects. The dynamic $C_L$ is then comprised of both parts. This model requires five empirical parameters. The dynamic lift is linearised so strictly restricts the forcing to small oscillations, however, has successfully modelled large amplitude forcings. The Beddoes-Leishman
(BL) method (Beddoes, 1978; Leishman and Beddoes, 1986, 1989) was devised for helicopter blade analysis. However, more recently a number of BL-type models (Hansen et al., 2004; Larsen et al., 2007; Gupta and Leishman, 2006; Sheng et al., 2007) have been developed for analysis of wind turbine blades. The original model comprises of three coupled physical modules. An attached flow module which uses the indicial method previously discussed but compressibility included, a dynamic flow separation model which implements two time lags on $f$, one for the lag in the leading-edge pressure distribution and another for the lag in the boundary layer, and lastly, a vortex lift module which temporally models the growth and passage of a LEV. The original model requires 12 empirical parameters, some of which are Mach dependant. The Øye method (Øye, 1991) is similar to the BL model in that a dynamic $f$ is determined. The process requires knowledge of the angle at which full separation occurs. Then $f$ across the range is determine by interpolating between $C_L$ in fully attached and fully separated flow. A time constant describing the separation delay is used to apply a first order lag to the dynamic separation point. As with the Boeing-Vertol method attached flow or vortex shedding are neglected.

The ability of these models to successfully predict the loading for any given condition are mixed. Comparisons have found all to be lacking in some area (Larsen et al., 2007; Holierhoek et al., 2013). Larsen et al. (2007) developed a BL-type model which they compared with the original BL model the modern Risø BL-type model (Hansen et al., 2006), and the Øye, ONERA and the Boeing-Vertol models. The study concluded that only the BL models adequately reproduced the loadings under both attached and separated flow. Given that a tidal turbine blade may contain regions concurrently experiencing attached and separated flow, the ability to model both phenomena in a single algorithm is desirable. Although the Boeing-Vertol model only requires a single parameter making it attractive over the original BL model. The results of Larsen et al. (2007) suggest that the use of it by Galloway (2013) may have led to the authors misinterpreting the significance of dynamic stall for tidal turbine blades.

4.4.2 Beddoes Leishman dynamic stall model

The following description of the original BL-method is reproduced from Beddoes (1978); Leishman and Beddoes (1986, 1989) with some minor modifications to the descriptions
to clarify application to tidal turbines.

The BL model provides definitions for the normal force coefficient \(C_N\), chord-wise force coefficient \(C_C\), and \(C_M\). The process to determine \(C_N\) is herein explained.

1. Attached flow.

The linear response is the precursor to the onset of non-linear trailing edge separation and dynamic stall. The circulatory normal force coefficient \(C_N^c\) is determined using the indicial method described in section 4.3 with a compressibility correction. A modified time scale \(s' = s(1 - M^2)\) replaces \(s\) as the argument in Wagners’s function \(\Phi(s')\). A compressible non-circulatory \(C_N^{nc}\) coefficient is determined using piston theory, which is based on the analogy of a piston moving through a cylinder to create a compressions wave (Bisplinghoff et al., 1996, Chap. 6).

2. Leading edge separation.

Under static conditions leading edge separation occurs at a critical pressure which corresponds to a critical normal force coefficient \(C_{N_1}\). In the original model this is obtained from the value corresponding to either the break in \(C_M\) or \(C_C\) at stall. Due to unsteadiness there is a lag in the leading edge pressure resulting in it occurring at a higher \(C_N\) than under steady conditions, which contributes to stall delay. This can be modelled as a first order time lag

\[
\frac{dC_N'}{ds} = -\frac{(C_N' - C_{N}^p)}{T_p},
\]

where \(C_N^p = C_N^c + C_N^{nc}\) and \(T_p\) is an empirically determined non-dimensional time constant which describes the lag between the pressure distribution at the leading edge and the lift. Leishman and Beddoes (1986) determine the value of \(T_p\) to be Mach dependent, but largely independent of aerofoil geometry.

3. Trailing edge separation.

The next step is to relate the position of the trailing edge separation point to the static normal force coefficient \(C_N\). For this, Kirchhoff theory (Thwaites, 1960, p. 170) is integral. The separation point coordinate \(x\) is normalised by \(c\)
giving a non-dimensional separation point \( f \), as illustrated in Figure 4.4. When the boundary layer is fully attached, \( f = 1 \), and when fully separated, \( f = 0 \).

![Figure 4.4: Trailing-edge separation point described by Kirchhoff flow past a flat plate.](image)

The relationship between \( C_N, \alpha \) and \( f \) is

\[
C_N = C_{N,0}(\alpha - \alpha_0)\left(1 + \sqrt{f}\right)^2.
\]  

(4.15)

Equation 4.19 is then rearranged to solve for \( f \), in terms of \( C_N \) using static test data. In the original model data for the NACA 0012 is used to relate \( f \) to \( \alpha \) by a least squares fit using two exponential curves

\[
f = \begin{cases} 
1 - 0.3\exp((\alpha - \alpha_1)/S_1) & \alpha \leq \alpha_1 \\
0.04 + 0.66\exp((\alpha_1 - \alpha)/S_2) & \alpha > \alpha_1,
\end{cases}
\]  

(4.16)

where \( \alpha_1 \) corresponds to the value at \( f = 0.7 \) which is approximately the point at which static stall occurs, \( S_1 \) and \( S_2 \) are empirical coefficients describing the static stall characteristics. These parameters are all defined from the static lift data.

An effective angle of attack due to the pressure lag is defined using the lagged normal force coefficient

\[
\alpha_f = \frac{C'_N}{C_{N,0}}.
\]  

(4.17)

\( \alpha_f \) is then used to determine an effective separation point \( f' \) by replacing the static value \( \alpha \) in Equation 4.16.

The separation point is then further modified to account for the lag in boundary
layer separation due to the transient motion. A first order lag is applied to \( f'' \)

\[
\frac{df''}{ds} = -\frac{(f'' - f')}{T_f} ,
\]

(4.18)

where \( T_f \) is a time constant describing the lag in \( f' \) due to the transient boundary layer, which is Mach dependent, however, for clarity, this is not relevant for tidal turbine applications. The non-linear normal force coefficient \( (C_N^f) \) describing trailing edge separation can then be determined using the Kirchhoff equation

\[
C_N^f = C_N^c \left( 1 + \frac{\sqrt{f''}}{2} \right)^2 + C_N^{nc} .
\]

(4.19)

4. Vortex lift.

The final part of the model determines the lift due to the shedding and convection of a vortex over the top surface of the aerofoil. In the LB model the criterion for vortex lift is the attainment of the force coefficient value \( C_{N_1} \) which corresponds to the critical leading edge pressure value where static leading edge flow separation occurs. Thus vortex shedding occurs when

\[
C_N' \geq C_{N_1} .
\]

(4.20)

The vortex is tracked in time using a non-dimensional time parameter \( (\tau) \). At the leading edge \( \tau = 0 \), and at the trailing edge \( \tau = T_{vL} \). It has been shown for low Mach numbers that the vortex convects at approximately \( U_\infty / 3 \), Beddoes (1978). Therefore the non-dimensional travel time \( T_{vL} = c / 3U_\infty \). The lift contribution due to the vortex is described as the excess build up of circulation until the critical leading edge pressure is attained. The circulation build up \( (C_v) \) is defined as the difference between the circulatory attached coefficient and the dynamic contribution given by the Kirchhoff expression:

\[
C_v = C_N^c \left( 1 - \left( \frac{1 + \sqrt{f''}}{2} \right)^2 \right) .
\]

(4.21)

The vortex contribution \( (C_N^v) \) decays exponentially in time whilst also growing
by a new increment. The first order lag is given as

\[
\frac{dC_N^v}{ds} = -\frac{(C_N^v - C_v)}{T_v},
\]  

(4.22)

where \( T_v \) is the vortex decay time constant, which is independent below transonic speeds. When the vortex reaches the trailing edge (\( \tau = T_{vL} \)), \( C_N^v \) ceases. If \( \alpha \) continues increasing subsequent shedding can occur, which has been observed at lower values of \( k \) coupled with higher \( \alpha \). The shedding was found to coincide with a Strouhal number \( St \approx 0.19 \). An effective Strouhal number (\( T_{St} \)) can then be determined using the non-linear trailing edge separation point

\[
T_{St} = \frac{2(1 - f'')}{St}.
\]  

(4.23)

A secondary vortex is then allowed to build up after non-dimensional time \( T_{St} \).

The total nonlinear unsteady normal force coefficient is then defined as

\[
C_N^u = C_N^c \left( \frac{1 + \sqrt{f''}}{2} \right)^2 + C_N^mc + C_N^v.
\]  

(4.24)

**Chapter summary**

Sources of unsteady flow for a tidal turbine and the methods to model both the unsteady flow and loads along the blade have been reviewed. A differentiation of the loads which occur in steady, unsteady attached and unsteady separated flow conditions has been given. Classical unsteady aerodynamic models have been introduced and their applicability to tidal turbine applications discussed. The Beddoes-Leishman method was identifies as the state of the art modelling technique for wind turbine engineering load models. The method was described in detail to aid the selection of an appropriate unsteady load model for tidal turbines, which is carried out in the proceeding chapter.
Unsteady loads on rotor blades

To help understand how dynamic stall may occur for a tidal turbine blade this final background chapter looks at how the phenomena occurs on wind turbine blades. Firstly, experimental data from unsteady wind tunnel tests for a range of aerofoil geometries of various thicknesses are examined. Then a number of Beddoes-Leishman type dynamic stall models, developed specifically for analysing the unsteady loads on wind turbine blades are reviewed. This leads on to the description of a modern low speed dynamic stall model for wind turbine applications.

5.1 Unsteady loads on wind turbine blades

There is little evidence of dynamic stall occurring on tidal turbine blades. However, the phenomena is known to contribute to the transient loads on all types of horizontal-axis wind turbines. Early work by Butterfield et al. (1991) showed it often occurs when operating at large yaw angles, or when tower shadow, boundary shear or turbulence cause large $\alpha$ excursions. Thus the phenomena is likely prevalent on tidal turbine blades, too, where these conditions occur with the addition of waves. In addition some tidal power companies passively regulate power by employing stall-regulated blades, these profiles are designed to stall at high $\alpha$, making them particularly susceptible to dynamic stall.

The blade profiles of installed tidal turbines are not openly available, however, to the authors knowledge at least one full scale and one model scale device employ profiles developed by NREL, these aerofoils as well as those designed by RISØ National Laboratory in Denmark and The Delft University of Technology in the Netherlands were
designed specifically for the wind industry so as to minimise sensitivity to leading edge roughness, which for a wind turbine blade is caused by bugs and debris, etc. as well as to provide a gentler stall, and to cap the maximum lift coefficient for optimum design conditions (Burton et al., 2011). They have also been found to improve the annual energy yield by up to 35% for stall-regulated and up to 20% for pitch regulated wind turbines over wind turbines which employ aeronautical aerofoils (Tangler and Somers, 1995). Since fouling is also a significant problem for tidal turbine blades it is likely that similar profiles will be used. Therefore, a good indication of how dynamic stall might occur on tidal turbine blades is to investigate tests from wind turbine blade sections.

5.1.1 Pitching oscillations on NREL foils

A series of experiments funded by NREL investigated the effects of grit roughness and pitching oscillations on the aerodynamic forces and moments on a range of aerofoils designed for wind turbines. The tests were carried out at The Ohio State University (OSU) wind tunnel. Four flows were tested with \( \text{Re} \in [0.75, 1.5] \) millions. For each flow the foil was oscillated about its pitch axis at three different frequencies, three mean angles and two pitch amplitudes (\( \Delta \alpha \)). Test results are summarised in Table 5.1 and 5.2 for eight NREL aerofoils (Reuss Ramsay et al., 1995, 1996a,b,c; Janiszewska et al., 1996; Reuss Ramsay et al., 1996d, 1998a,b). The aerofoils are arranged in ascending thickness from left to right, and represent aerofoil families for different rotor types and locations along the blade. The inboard sections are typically thicker to withstand structural loads, which comes at an aerodynamic cost for thicknesses greater than 26% (Tangler and Somers, 1995). Tidal turbine blades are likely to have even thicker blade sections (Evans et al., 2013), therefore the profiles in Table 5.1 and 5.2 with maximum thickness (max \( t \)) greater than 20% are a good representation for a mid-blade section of a 1 MW rated tidal turbine. Table 5.1 lists \( \alpha_{ss} \) and the maximum static lift coefficient for each foil, and Table 5.2 summaries the results from the dynamic tests where the peak lift coefficients, maximum percentage overshoot from the static lift coefficient \( \Delta C_{L_{ss}} \) and pitching moment coefficient \( \Delta C_{M_{ss}} \), are shown for \( \Delta \alpha = 5.5^\circ, 10^\circ \). Comparing \( C_L \) values from Table 5.1 and 5.2 we observe that for each value of \( \Delta \alpha \) tested the static coefficient is exceeded for every aerofoil, with \( C_L \) greatest for \( \Delta \alpha = 10^\circ \). The criterion for the occurrence of deep dynamic stall is the presence of a large negative pitching moment, as shown at stage 3 in Figure 8.5(b). For \( \Delta \alpha = 5.5^\circ \), the S814 and S815 did not experience deep dynamic stall, and for the larger \( \Delta \alpha = 10^\circ \) case, only the S815 did
5.2 Modelling the unsteady loads on wind turbine blades

The NREL Phase VI experiment (briefly introduced in section 3.2) is the first and to date the only full-scale (10.1 m rotor diameter) laboratory test of a wind turbine (Hand et al., 2001). The experiment was carried out in the NASA Ames wind tunnel and tested over 1,700 configurations, producing an extensive data set to aid the development of both steady and unsteady models. A number of modellers were invited to participate in blind testing using the experimental results. In total 19 modelling tools were used.

### Table 5.1: Static properties of eight NREL aerofoils

<table>
<thead>
<tr>
<th></th>
<th>S801</th>
<th>S813</th>
<th>S825</th>
<th>S810</th>
<th>S809</th>
<th>S812</th>
<th>S814</th>
<th>S815</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{\text{max}}$ (%)</td>
<td>13.5</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>21</td>
<td>21</td>
<td>24</td>
<td>26</td>
</tr>
<tr>
<td>$\alpha_{ss}$ (°)</td>
<td>16.2</td>
<td>14.3</td>
<td>10.9</td>
<td>15.2</td>
<td>15.2</td>
<td>16.2</td>
<td>11.2</td>
<td>12.1</td>
</tr>
<tr>
<td>$C_L$</td>
<td>1.46</td>
<td>1.16</td>
<td>1.41</td>
<td>1.15</td>
<td>1.03</td>
<td>1.12</td>
<td>1.29</td>
<td>1.27</td>
</tr>
</tbody>
</table>

The maximum percentage overshoot for both coefficients are considerable. $\Delta C_L$% ranges from 53% up to 110% for the S814, and $\Delta C_M$% from 137% up to 800% for the S810. These results indicate that both deep and light dynamic stall could occur on tidal turbine blades, and that for large amplitude oscillations deep dynamic stall is likely to occur. The large percentage overshoots from the static values highlight the importance of analysing the unsteady loads. Frequent excursions in $\alpha$ may result in fatigue loads, which if not properly accounted may result in failure before the predicted lifetime of the blade.

### Table 5.2: Summary of peak unsteady lift coefficient and maximum lift and moment coefficient percentage overshoots for pitch amplitudes of 5.5° and 10° for eight NREL aerofoils

<table>
<thead>
<tr>
<th></th>
<th>S801</th>
<th>S813</th>
<th>S825</th>
<th>S810</th>
<th>S809</th>
<th>S812</th>
<th>S814</th>
<th>S815</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_L(\Delta \alpha=5.5°)$</td>
<td>1.79</td>
<td>1.53</td>
<td>1.83</td>
<td>1.61</td>
<td>1.30</td>
<td>1.48</td>
<td>1.85</td>
<td>1.75</td>
</tr>
<tr>
<td>$C_L(\Delta \alpha=10°)$</td>
<td>2.12</td>
<td>2.08</td>
<td>2.4</td>
<td>1.91</td>
<td>1.89</td>
<td>1.96</td>
<td>2.42</td>
<td>2.18</td>
</tr>
<tr>
<td>$\Delta C_L$% (%)</td>
<td>53</td>
<td>82</td>
<td>73</td>
<td>97</td>
<td>86</td>
<td>92</td>
<td>110</td>
<td>53</td>
</tr>
<tr>
<td>$\Delta C_M$% (%)</td>
<td>137</td>
<td>340</td>
<td>300</td>
<td>800</td>
<td>195</td>
<td>350</td>
<td>200</td>
<td>137</td>
</tr>
</tbody>
</table>

5.2 Modelling the unsteady loads on wind turbine blades
to predict the loads using 20 data sets ranging from steady to highly unsteady. The results showed high disagreement between the data and different models, even for simple steady flow conditions the bending moment predictions ranged from 25% to 175% of the predicted, and for higher wind speeds from 60% to 150% of the predicted (Simms et al., 2001). These results highlighted the difficulty of modelling the unsteady loads on wind turbine blades. Analysis of the results found shortcomings due to the different measured two-dimensional aerofoil data and a lack of correlation with the stall delay due to rotational augmentation occurring at the inboard sections (Tangler, 2002; Coton et al., 2002). With regard to unsteady model approaches Coton et al. (2002) found that models with dynamic stall implementations, in general, improved load prediction during large yaw angles. However, shortcomings in the dynamic stall models were identified, in that they were developed for helicopter blades which operate at higher Mach numbers compared to wind turbine blades.

The early use of dynamic stall models for wind turbine blades made minor modifications to the original BL model for helicopter blades. An example is the model of Pierce and Hansen (1995) which extended the range of $\alpha$ since a wind turbine blade may be incident to flow in the full $360^\circ$ range. Gupta and Leishman (2006) took a similar approach and tuned the time constants to the NREL S809 profile which is employed on wind turbine blades. Models developed specifically for wind turbine blades are the model of Hansen et al. (2004), which has vortex lift removed, and the model of Larsen et al. (2007) which does include vortex lift, however, definitions for both the drag and the pitching moment coefficients are not provided.

A model which includes all the parameters required to model both light and deep dynamic stall is that of Sheng et al. (2008). This low speed dynamic stall model includes a number of adaptations to achieve better prediction at lower Mach numbers, making it well suited to tidal turbine blade analyses. The motivation behind the development of this model was the identification that at low Mach numbers ($M \approx 0.12$) the original BL model under predicts stall and fails to capture the reattachment process, leading to the loads being over predicted (Sheng et al., 2008). The authors identified that at low $M$ stall onset was being predicted too early. To remedy this they identified a new stall onset parameter by establishing a relationship between the pitch rate and the critical stall onset angle. They also identified that at low $M$ there is a wave of separated flow which convects over the foil during the reattachment process. To this end they suggest a method whereby this process could be modelled. The downside of this model is the complexity. To determine $C_N$ and $C_C$ 16 empirical parameters
are needed with a further six required to determine \( C_M \). However, in a subsequent publication, (Sheng et al., 2010) the authors test the model with test data from the previously discussed Ohio State University wind tunnel experiments for a number of NREL aerofoils. With some fine tuning of the model was shown to perform well. In addition the authors conveniently provide the empirical parameters for a number of NREL aerofoils of varying thickness. As discussed on subsection 5.1.1, tidal turbine blades are likely to employ similar profiles.

5.3 Low speed dynamic stall model

In the previous section the low speed dynamic stall model of Sheng et al. (2008) was found to better predict the unsteady loads at lower speeds as opposed to the original model developed for the higher Mach speeds encountered by helicopter blades. A full description of the model is provided in this section.

5.3.1 Load response in attached flow

The attached force coefficients are computed using the method of Beddoes (1993). This indicial, Mach dependant implementation is very similar to that used in the original BL model.

5.3.2 Load response in separated flow

The first part of the non-linear solution is the load response in separated flow. To quantify this, as with the BL model, Kirchhoff theory is used, which relates the position of the trailing-edge separation point to the static normal force coefficient \( C_N \) (see Figure 4.4 and Equation 4.19). When considering NREL aerofoils the method of obtaining \( f \) is to rearrange Equation 4.19 and solve for \( f \) using static \( C_N \) wind tunnel test data Sheng et al. (2010). Then, \( f \) can be obtained for any \( \alpha \) using a look-up table. Under unsteady conditions, boundary layer separation is delayed to a higher value of \( \alpha \). This lagged angle \( (\alpha') \) is modelled as a first-order lag in the \( s \) domain, namely

\[
\frac{d\alpha'}{ds} = -\frac{(\alpha' - \alpha)}{T_\alpha},
\]

(5.1)
where $T_\alpha$ is an empirical non-dimensional time constant describing the angle of attack delay. The solution for $\alpha'$ is

$$\alpha' = \alpha \left(1 - \exp\left(-\frac{s}{T_\alpha}\right)\right). \tag{5.2}$$

For arbitrary forcing the exponential decay is modelled numerically with a deficit function $D_\alpha$ such that

$$\alpha' = \alpha - D_\alpha. \tag{5.3}$$

Then numerically

$$D_{\alpha_j} = D_{\alpha_{j-1}} \exp\left(\frac{\delta s}{T_\alpha}\right) + (\alpha_j - \alpha_{j-1}) \exp\left(\frac{\delta s}{2T_\alpha}\right), \tag{5.4}$$

where $j$ denotes the current time $s_i$ and $\delta s$ the time step. With $\alpha'$ determined, the dynamic separation point $f'$ is found using the look-up table and replacing $\alpha$ as follows

$$f'(\alpha) = f(\alpha' - \delta \alpha_1), \tag{5.5}$$

where $\delta \alpha_1$ is a shift delay from the static stall angle ($\alpha_{ss}$).

### 5.3.3 Dynamic stall onset

The critical dynamic stall onset angle is defined

$$\alpha_{cr} = \begin{cases} 
\alpha_{ds0}, & \dot{\alpha} \geq \dot{r}_0 \\
\alpha_{ss} + (\alpha_{ds0} - \alpha_{ss}) \frac{\dot{r}}{\dot{r}_0}, & \dot{\alpha} < \dot{r}_0,
\end{cases} \tag{5.6}$$

where $\dot{r} = \dot{c}/2U_r$, is the reduced pitch rate, $\dot{r}_0$ is the value of $\dot{r}$ above which $\alpha_{cr}$ increases linearly and $\alpha_{ds0}$ is the constant dynamic stall onset angle.

The shift delay from $\alpha_{ss}$ is evaluated is evaluated in a similar manner

$$\Delta \alpha_1 = \begin{cases} 
\alpha_{ds0} - \alpha_{ss}, & \dot{r} \geq \dot{r}_0 \\
(\alpha_{ds0} - \alpha_{ss}) \frac{\dot{r}}{\dot{r}_0}, & \dot{r} < \dot{r}_0.
\end{cases} \tag{5.7}$$
Then stall onset occurs when
\[ \alpha' \geq \alpha_{cr}. \] (5.8)

### 5.3.4 Dynamic stall load response

After the onset of dynamic stall an additional lag in the separation point occurs, as the leading edge vortex forms causing an additional load overshoot. As with \( \alpha' \) a first-order lag is implemented to determine the dynamic separation point (\( f'' \))

\[ \frac{df''}{ds} = -\frac{(f'' - f')}{T_v} \] (5.9)

The solution is again modelled with a deficit function (\( D_{ff} \)) which describes the lag due to the dynamic vortex as

\[ f'' = f' - D_{ff}, \] (5.10)

with \( D_{ff} \) solved numerically as

\[ D_{ff_j} = D_{ff_{j-1}} \exp\left(\frac{\delta s}{T_v}\right) + (f'_j - f'_{j-1}) \exp\left(\frac{\delta s}{2T_v}\right). \] (5.11)

Vortex shedding follows the method of Beddoes (1993), which uses a vortex shape function (\( v_x \)) defined as follows:

\[ v_x = \begin{cases} \sin^{3/2}\left(\frac{\pi \tau}{2T_v}\right), & 0 \leq \tau \leq T_v \\ \cos^2\left(\frac{\pi(\tau-T_v)}{T_v+L}\right), & T_v < \tau, \end{cases} \] (5.12)

Subsequent vortex shedding occurs for \( \tau > T_v \) until the foil starts pitching down (\( \dot{r} < 0 \)) and \( v_x \) is set to zero. The additional lift contribution due to vortex shedding is then computed as the difference between the delayed and the static separation points multiplied by the shape function

\[ C_N^v = B(f' - f)v_x, \] (5.13)

where \( B \) is a constant dependent on aerofoil geometry.
5.3.5 Non-linear force coefficients

The final expression for the normal force coefficient $C_N$ is

$$C_N = C_N^c \left(1 + \frac{\sqrt{f'}}{2}\right)^2 + C_N^{nc} + C_N^v. \quad (5.14)$$

The expression for the chordwise force coefficient is

$$C_C = \zeta C_N \left(\alpha - \alpha_0\right)^2 (\sqrt{f'} - E_0), \quad (5.15)$$

which has no contribution from the vortex. The parameter $\zeta$ is the leading edge pressure recovery factor provided by Leishman and Beddoes (1989) and $E_0$ is a constant used to reconstruct the chordwise force post stall (Sheng et al., 2010).

Chapter Summary

This chapter has shown that dynamic stall is significant for wind turbine blades, where even thick blade sections can undergo deep dynamic stall. Thus the phenomena is likely to occur for tidal turbine blades which are thicker, but operate in higher levels of unsteady flow due to waves combined with turbulence. A review of the blind tests carried out on the NREL Phase VI dataset using 19 different unsteady models revealed the difficulties predicting the loadings on wind turbine blades, even under steady flow conditions. This led on to a review of a number of Beddoes-Leishman type models for wind turbine blades. The model of Sheng et al. (2008) was found to be an excellent candidate for dynamic stall modelling on tidal turbine blades due to its representation of the dynamic stall process for low speed flows. At low Mach numbers this representation greatly improves the lift coefficient prediction compared to the original Beddoes-Leishman model.
Part II

Method
Formulation of the model

A model is formulated comprising theories and modelling techniques reviewed in the preceding chapters. To recap, in Chapter 2 the unsteady flow conditions: a sheared current, turbulence and waves were reviewed. Then in Chapter 3 a review of how these conditions are compounded by induced velocities due to the presence of the rotor and the support structure is given. Following on from this it is shown that blade rotation induces rotational forces on the flow, that augments the lift and drag forces, compared to a non-rotating blade. Modelling rotational augmentation was identified as being particularly difficult. In Chapter 4 analytical models were introduced which are useful for simple harmonic analysis during attached flow, and dynamic stall models were reviewed for modelling unsteady separated flow. The Beddoes-Leishman model was identified as the state of the art. Chapter 5 investigated how dynamic stall occurs on wind turbine blades. By analysing experimental data from pitching experiments on a number of NREL aerfoils, it was determined that even these thick blade sections undergo deep dynamic stall, which is characterised by leading edge vortex shedding. A review of the blind tests carried out on the NREL Phase VI dataset using 19 different models revealed the difficulties encountered predicting the loadings on wind turbine blades, even under steady flow conditions. This led on to a review of a number of Beddoes-Leishman type models for wind turbine blades. The model of Sheng et al. (2008) was found to be an excellent candidate for dynamic stall modelling on tidal turbine blades due to its representation of the dynamic stall process for low speed flows. At low Mach numbers this representation greatly improves the lift coefficient prediction compared to the original Beddoes-Leishman model.

The remainder of this chapter proceeds as follows. Firstly, the parameters of the
6.1 TURBINE SPECIFICATION

The dimensions of a 3-bladed, 1 MW tidal turbine representative of the Tidal Generation Ltd. DEEPGEN IV device deployed at the EMEC test site during the ReDAPT (Reliable Data Acquisition Platform for Tidal) project are used. The turbine has a gravity base, as shown in Figure 2.1 in section 2.1, where the distance from the base to the hub \((d - z_0)\) is 18 m, the rotor diameter is 18 m, with a tip radius \((R)\) of 9 m and a hub radius \((R_h)\) of 1 m.

Three dimensional views of the blade are shown in Figure 6.1. Here (a) shows the leading edge of the foil and the increase in thickness from the tip to the hub, (b) presents the pressure surface view which illustrates how the chord increases towards the hub, then tapers back in to form a cylinder at the root, and (c) shows the trailing edge where the geometrical twist of the blade can be seen. The distributions of \(\frac{c}{\beta_g}\) along the blade span, which have been taken from Gretton (2010), are shown in Figure 6.2.

The original blade profile has a non-uniform thickness and comprises NACA 63-4XX geometries, where XX denotes the maximum camber thickness of each section in relation to \(c\). To simplify it is assumed that all sections have uniform thickness comprising of the NACA 63-418, and to aid the modelling of dynamic stall the NACA profile is replaced with a NREL profile since a large database of empirical dynamic stall parameters are available for a series of NREL aerofoils (Sheng et al., 2010). A suitable profile was selected by matching the maximum power coefficient \((C_P)\) at the optimum tip-speed ratio. The power coefficient is defined as

\[
C_P = \frac{P}{\frac{1}{2} \rho (U_x^3) A},
\]
where $A$ is the area swept by the rotor and the angle brackets indicate the double
average over $\Delta t$ and $A$. The rotor power $P$ for a turbine with three blades is defined as

$$P = \Omega \sum_{j=1}^{3} Q_j,$$

(6.2)

where $j$ denotes the blade and $Q_j$ is the torque on blade $j$, which is

$$Q_j = \int_{R_h}^{R} F_{\tan} \cdot r \cdot dr.$$

(6.3)

In this analysis $\langle U_x^3 \rangle = 2.7 \text{ ms}^{-1}$, which is the velocity at which rated power is achieved for the DEEPGEN IV device. As shown in Figure 6.3 the NREL S814 profile which has a thickness of 24% provides a similar $C_L$ with $\alpha$ curve to the NACA 63-418 profile. The stall characteristics are slightly different due to geometry differences, as illustrated in Figure 6.4. The S814 is clearly thicker, which is desirable for inboard blade sections that incur large $\alpha$ fluctuations. This profile has been employed on the tank scale tidal turbine rotors of both Milne et al. (2013a) and Barltrop et al. (2007) indicating that it is suitable for tidal turbine application.

![Figure 6.3: Lift coefficient with angle of attack for the NACA 63-418 and the NREL S814 geometries.](image)

Power coefficients for $\lambda \in [0, 10]$, are shown for both profiles in Figure 6.5. A max $C_P \approx 0.47$ occurs at $\lambda = 4.5$ for both geometries. Thus, the NREL S814 profile will be used throughout. The static $C_L$ and $C_D$ data used to analyse the NACA 63-418 and NREL S814 have been obtained from Janiszewska et al. (1996) and (Abbott and
6.2 Unsteady inflow

In this section the method to generate an unsteady time series is described using the theory introduced in chapter 2. This method is used in chapter 8 to investigate a range of unsteady flow conditions on the local and global blade loads, whereas in chapter 9 a measured time series will be considered.

Albert Edward Von Doenhoff, 1959), respectively, both of which were measured in a uniform flow at a Reynolds numbers in the order of $10^6$. 

Figure 6.4: Comparison of the NACA 63-418 and the NREL S814 geometries.

Figure 6.5: Power coefficient with tip-speed ratio relationship for the NACA 63-418 and the NREL S814 geometries.
Turbulence is synthesised using the von Kármán spectral model to generate a velocity spectrum. To date spatial correlations have not been recorded for tidal channel turbulence. Therefore, it is assumed that turbulence is spatially uniform and referenced to the current velocity at the hub: \( U_0 = \frac{3}{\sqrt{\langle U_x^3 \rangle}} \). A comparison of the streamwise velocity spectra measured at EMEC with that predicted using the von Kármén spectrum is carried out. Measurements were recorded during the ReDAPT campaign, using a Single-Beam Acoustic Doppler Profiler at a sample rate of 4 Hz, full details of the data acquisition method are described in Sellar et al. (2018). The flow sample was measured during flood tide with \( H_s < 0.8 \) m. The location of the measurements: \( x = -20 \) m, \( y = 0 \) m and \( z = -27 \) m, corresponds to hub height. The measured flow statistics are: \( U_0 = 2.74 \text{ ms}^{-1} \), \( I_x = 9\% \) and \( L_x = 26.5 \) m. Observing Figure 6.6, the modelled spectrum fits the measured data very well. Doppler noise from the instrument distorts the measurements from about 0.5 Hz, without this the profile would continue along the 5/3 slope or steeper.

![Figure 6.6: Comparison of the measured and modelled streamwise velocity spectrum from the European Marine Energy Center in Orkney.](image)

The Shinazuka method (Shinozuka, 1972) is used to create a velocity time series using uniformly distributed random phases between components. A representative time series is shown in Figure 6.7 which was been generated over 50 blade rotations with \( \lambda = 4.5 \), \( I_x = 0.1 \), \( L_x = 10 \) m and \( U_0 = 2.7 \text{ ms}^{-1} \). The recovered \( I_x = 0.0975 \), which is a 2.5% difference from the input. The \( R(t) \) decay is shown in Figure 6.8, from which
The integral time scale is 3.4 s resulting in $L_x = 9.1$ m, which is a 9% difference from the input value used to generate the von Kármán spectrum, which concurs with the difference reported by Mullings and Stallard (2018).

Shear, turbulence and tower shadow, as described in chapter 2, are superimposed in respective order to give a linearly combined velocity profile, which is then combined with the wave velocity profile. In cylindrical coordinates the combined tangential and
6.3 Angle of attack time history

With the flow velocity time series computed the instantaneous angle of attack time is determined using the BEM implementation outlined in section 3.3. In all cases the static $C_L$ and $C_D$ values are corrected for rotational augmentation using the Lindenburg model explained in section 3.2. However, since the NREL phase VI results show a reduction in the drag coefficient at the outer sections of the blade Hand et al. (2001). The present model will assume for $r \geq 0.8R$, that $C_D^{rot} = C_D$ to avoid any over-prediction.

BEM theory is strictly steady, to circumvent this, the instantaneous, local tip-speed ratio ($\lambda' = U_\psi/U_X$) replaces $\lambda_r$ in the residual equation (Equation 3.19), and the induction factors are solved at every time step over a rotational period ($T_r$). With the induction factors determined for each time step, these are time averaged over the previous $T_r$. The time averaged solution $\langle a \rangle$ at time $t_i$ is

$$\langle a \rangle = \frac{1}{T_r} \int_{t_i-T_r}^{t_i} a(t) \, dt,$$

(6.6)

likewise, the time average of $\langle a' \rangle$ follows the exact same procedure.

The effect of yaw is incorporated into the axial induction factor using the uncoupled approach described by Ning et al. (2015) using Equation 3.18. In the present model a post correction occurs on $a$ after the time averaging process. The tangential induction factor remains unchanged.

Lastly, $\alpha$ time histories are calculated for each $r$ as follows

$$\alpha(t) = \tan^{-1} \left( \frac{U_x(t)(1-a(t))}{U_\psi(t)(1+a'(t))} \right) - \beta.$$  

(6.7)
6.4 Dynamic load coefficients

The total unsteady load response comprises of three elements: attached flow, trailing edge separation and leading edge vortex shedding. The non-linear load coefficients are determined using the dynamic stall model of Sheng et al. (2008) as detailed in section 5.3, with modifications for attached flow, drag and rotational augmentation which are now discussed.

6.4.1 Load response in attached flow

Sheng et al. (2008) determine the linear solution using a method developed by Beddoes (1993), which considers compressibility effects. However, for a tidal turbine the maximum Mach number is approximately 0.03, which occurs at the blade tip and is an order of magnitude less than the compressible range. Thus the attached loads are determined using the incompressible time domain solution of Wagner (1925) (see subsection 4.3.1). The $C_L^c$ time history for a number of arbitrary unit step changes in $\alpha$ is determined by superposition through the Duhamel integral as follows:

$$C_L^c = 2\pi \alpha_E,$$

where the equivalent angle of attack that lags the physical $\alpha$ is

$$\alpha_E = \alpha(0)\Phi(s) + \int_0^s \frac{d\alpha(\sigma)}{ds}\Phi(s - \sigma)d\sigma,$$

where $\Phi(s)$ is computed using Equation 4.10 with the indicial response parameters for the Risø A1-24 profile shown in Table 4.1. The non-circulatory coefficient $C_L^{nc}$ is treated outside of the Duhamel integral. For this term, the following approximation given by Hansen et al. (2004) is used:

$$C_L^{nc} = \frac{\pi c\dot{\alpha}}{2U_r}.$$

Then the full unsteady lift coefficient in attached flow is

$$C_L^p = C_L^c + C_L^{nc}.$$

For an arbitrary $\alpha$ time-variation, (Equation 6.8) and (Equation 6.10) are determined numerically. The numerical solution can be found in Appendix A.
6.4.2 Non-linear lift and drag coefficients

The unsteady force coefficients $C_N^u$ and $C_C^u$ are computed as described in section 5.3. The lift coefficient is then defined as

$$C_L^u = C_N^u \cos(\alpha) + C_C^u \sin(\alpha). \quad (6.12)$$

Sheng et al. (2008) define the drag coefficient as

$$C_D^u = C_N^u \sin(\alpha) - C_C^u \cos(\alpha) + C_D^0, \quad (6.13)$$

where $C_D^0$ is the drag coefficient at $\alpha_0$, however, this definition does not bound $C_D^u$ to the static drag curve in steady conditions. Therefore, the definition provided by Hansen et al. (2006) is used, which is expressed as three terms

$$C_D^u = C_D^{st} + C_D^{ind} + C_D^{vis}, \quad (6.14)$$

where

$$C_D^{ind} = C_L^u (\alpha - \alpha_E), \quad (6.15)$$

and

$$C_D^{vis} = (C_D^{st} - C_D^0) \left(1 + \frac{f''(\alpha_E)}{2}\right)^2 - \left(1 + \frac{f(\alpha_E)}{2}\right)^2, \quad (6.16)$$

where $C_D^{st}$ is the static drag coefficient determined from wind tunnel test data. The three terms on the right hand side of (6.14) are the static, induced and viscous components, respectively. $C_D^{vis}$ is zero when the flow remains attached since $f'' = f(\alpha_E)$, and under near steady conditions $C_D^{ind} \rightarrow 0$ as $\alpha_E \rightarrow \alpha$.

The empirical parameters for the NREL S814 are shown in Table 6.1. The empirical constants are taken from Sheng et al. (2010), with slight modifications made using the Ohio State University (OSU) wind tunnel test data (Janiszewska et al., 1996). The dynamic constants are shown in bold. The rotational parameters: $b_3 = 0.5$ and $b_4 = 0.5$, are tuned to the NREL S809 profile using the NREL Phase VI test data (as discussed in section 3.2), since no empirical data is available for any other profiles, these are used.
6.5 Rotational augmentation correction

For a rotor blade the combination of blade rotation, which induces a centrifugal and Coriolis force on the flow, with dynamic stall can produce very large lift amplitudes compared to the non-rotational case (Guntur et al., 2016). This recent study by Guntur et al. (2016) used the NREL Phase VI data, an in-house Navier-Stokes solver and dynamic stall models to investigate modelling dynamic stall on blades undergoing rotational augmentation. The authors used the steady rotational data for the NREL S809 profile with their dynamic stall model to give reasonable prediction. These results show that the non-rotational dynamic stall models should be able to reasonably predict the rotational hydrodynamics when combined with a suitable rotational augmentation model.

The Lindenburg model is well-suited to combination with the Beddoes-Leishman dynamic stall modelling approach since both use the separation point parameter $f$. To this end, Lindenburg’s model is combined with the low speed dynamic stall implementation to superimpose the effect of rotation on both $C_L^\alpha$ and $C_D^\alpha$. To the best of my knowledge combination of these two models has not been attempted before. The correction proceeds by first modifying $f$ such that it is also a function of $r$ and then by applying the rotational angle shift, $\delta \alpha^{rot}$ to the static stall angle and the critical dynamic stall angle. These are then used in the dynamic stall model. The steps are as

---

Table 6.1: Table of empirical parameters for the NREL S814.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{ds0}$</td>
<td>0.2426</td>
</tr>
<tr>
<td>$\alpha_{ss}$</td>
<td>0.2007</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>-0.0573</td>
</tr>
<tr>
<td>$C_{D0}$</td>
<td>0.01</td>
</tr>
<tr>
<td>$C_{N\alpha}$</td>
<td>6.267</td>
</tr>
<tr>
<td>$E_0$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>1</td>
</tr>
<tr>
<td>$r_0$</td>
<td>0</td>
</tr>
<tr>
<td>$T_\alpha$</td>
<td>6.33</td>
</tr>
<tr>
<td>$T_v$</td>
<td>4</td>
</tr>
<tr>
<td>$T_{vL}$</td>
<td>6</td>
</tr>
<tr>
<td>$B$</td>
<td>0.5</td>
</tr>
<tr>
<td>$b_3$</td>
<td>0.5</td>
</tr>
<tr>
<td>$b_4$</td>
<td>0.5</td>
</tr>
</tbody>
</table>
6.6 COUPLED MODEL

follows:

1. Compute $C_{rot}^N$ for each section using Equation 3.5 to Equation 3.9.

2. Replace $C_N$ with $C_{rot}^N$ in Equation 4.19 to determine $f_{rot}$ for each $r$.

3. Replace $f$ in Equation 5.5 and Equation 5.13 with $f_{rot}$.

4. Angle shift given by Equation 3.6 is applied to the static stall angle: $\alpha_{ss}^{rot} = \alpha_{ss} + \delta \alpha^{rot}$.

5. Angle shift given by Equation 3.6 is also applied to the critical dynamic stall onset angle: $\alpha_{ds0}^{rot} = \alpha_{ds0} + \delta \alpha^{rot}$.

6. Replace $f, \alpha_{ss}$ and $\alpha_{ds0}$ with $f_{rot}, \alpha_{ss}^{rot}$ and $\alpha_{ds0}^{rot}$ in the dynamic stall model as described in section 5.3 and section 6.4.

6.6 Coupled model

The unsteady, rotational load coefficients are coupled with the BEM model to investigate the effect on the induction factors; something which has not previously been reported in the literature.

Due to hysteresis and non-linearities, $C_{uL}(t)$ and $C_{uD}(t)$ are non-unique for a given $\alpha$. This is a problem for the BEM model which requires predefined values of $C_L$ and $C_D$ for a given $\alpha$. To accomodate this, $C_{uL}^n(t)$ and $C_{uD}^n(t)$ are collected from the previous time steps over the period of revolution, sorted into $\alpha$ bins, and the mean value calculated for each bin. A smoothing spline is then applied to the points to achieve a continuous set of values. After this the Viterna-Corrigan deep stall extrapolation Viterna and Corrigan (1981) is applied. This extends the coefficients $\alpha$ range between $-\pi$ and $\pi$, which is a numerical requirement of the BEM model. The look-up tables, containing unique values of $C_{uL}^n(\alpha)$ and $C_{uD}^n(\alpha)$ for each $r$ are then passed to the BEM model. New values of $a$ and $a'$ are determined and fed back into the numerical model, coupling the unsteady response with the induction factors. The solution is iterated until the sum of the squares error over $r$ is $L_2 \leq 10^{-6}$, where

$$L_2 = \sum_{r=R_h}^{R} (\delta a)^2,$$

(6.17)
here $\delta a$ is the difference between the current and the previous value.

A flow diagram is shown in Figure 6.9 which illustrates the key stages and logic of the numerical model. The initial conditions first determine $U_x$ and $U_\psi$ as previously described, then solve $a$ and $a'$ for the first rotation using the static coefficients. After this $\alpha$ and the subsequent unsteady, rotational coefficients are calculated. The coefficients are then transformed into $C_L^u(\alpha)$ and $C_D^u(\alpha)$, enabling the BEM model to solve the new induction factors at each time step, which are then time averaged and fed back into the coupled model until convergence is satisfied. After which time increases by an increment $\delta t$, and the converged solution becomes the new initial condition. The process continues until the time history is complete.

Figure 6.9: Process diagram of the coupled model.
6.7 Code implementation

The code is written in MATLAB and is freely available for use and can be downloaded from the author’s GitHub repository (Scarlett and Viola, 2017). The code is modular and comprises of multiple functions which are called from a run script. All functions have been developed by the author other than “zero.m” which is the Brent algorithm (Brent and Burkardt, 2002) used to solve the root of the BEM residual equation, “simps.m” which applies Simpson’s rule to numerical integration (Garcia, 2013) which is used to integrate the distributed blade loads and “wavenumber.m” which solves the linear dispersion equation with a current (Sanchex, 2013) which is used to model waves. The code has been vectorised such that the loads on a full blade are evaluated concurrently. The BEM implementation cannot be vectorised since it relies on the Brent algorithm. For this reason further optimisation was carried out using the MATLAB parallelisation toolbox to run concurrent simulations on multiple CPU’s.

6.8 Computational costs

The computational cost of the model is examined for three convergence parameters after which the performance of the coupled model is evaluated by comparing the prediction with a steady BEM prediction and a quasi-steady BEM prediction.

A five minute flow sample is simulated with waves; $H_s = 5 \text{ m}, T_a = 10 \text{ s}, z_0 = -27 \text{ m}$, turbulence, $I_x = 0.1, L_x = 10 \text{ m}, R_t = 1$, and a sheared current; $U_0 = 2.7 \text{ ms}^{-1}, \nu = 1/7$. In total 65 rotations are simulated with $\delta t$ corresponding to a $5^\circ$ rotation, which gives 4680 time steps. Referring to the process diagram shown in Figure 6.9, a compute cycle can be defined as the number of times which to convergence parameter is evaluated. In Figure 6.10, the compute cycle counts are shown for three convergence criteria; $L_2 \leq 10^{-6}, L_2 \leq 10^{-2}$ and $L_2 \leq 5 \times 10^{-2}$, which correspond to errors of 0.0001%, 1% and 5%, respectively. The simulations were carried out on a desktop computer with 12, 3.0 GHz CPU cores. The simulation times were approximately 15 hours, 6 hours and 3 hours, respectively.

The performance of the coupled model is compared with a steady BEM model, where the inflow velocity is a constant $2.7 \text{ ms}^{-1}$ over the entire rotor plane and with a quasi-steady method, where the inflow is unsteady but unsteady load phenomena are ignored. The induction factors for three different tip-speed ratios are computed; $\lambda = 4.5, 4.0, 3.5$. The time step corresponds to a $5^\circ$ increment in the azimuthal position.
and for the unsteady cases convergence is on \( L_2 \leq 10^{-6} \). The results, presented in Figure 6.11, show there is no discernible difference between the unsteady and the quasi-steady predictions. However, there is a moderate difference compared to the steady prediction. The maximum percentage difference between the unsteady and quasi-steady for \( \bar{a} \) is 0.6\% and for \( \bar{a}' \) is 5.4\%, both for the \( \lambda = 3.5 \) case. The unsteady simulation took approximately 15 hours compared to 3 minutes for the quasi-steady simulation. This gain in accuracy, arguable comes at too high a computational cost. Conversely, the maximum percentage difference between the quasi-steady and steady prediction are 8.6\% and 25.7\% for \( \bar{a} \) and \( \bar{a}' \), respectively, again both for the \( \lambda = 3.5 \) case. These results indicate that using the instantaneous flow is more important than the unsteady load phenomena for the BEM algorithm.
Figure 6.11: Time averaged induction factor predictions at each blade section, compared with a steady, quasi-steady and coupled unsteady blade-element momentum implementation.
Chapter 7

Evaluation of the model

In this chapter the model is validated. Firstly the individual key components of the numerical model are validated. The blade-element momentum model is validated against the AeroDyn by predicting the power and thrust coefficients for a range of tip-speed ratios. The dynamic stall model is then used to predict the lift coefficient for a pitching (non-rotating) aerofoil using experimental data. Following on from this a qualitative validation is carried out for the rotating case by inspecting the difference in the lift coefficient hysteresis for the non-rotating and rotating cases and comparing these with data for a different aerofoil profile. After validating these individual components the full model is used to predict the root bending moment for a tank scale turbine undergoing wave loading.

7.1 Blade-element momentum validation

First the BEM implementation is used to predict values of $C_P$ and thrust ($C_T$) coefficients, respectively, for a range of tip-speed ratios ($\lambda = \Omega R / U_0 \in [0.5, 8]$), which are compared to those predicted using AeroDyn, an opensource aerodynamic software developed by NREL, which also uses the theoretical implementation of Ning et al. (2015). The turbine (described in section 6.1) employs uniform thickness NREL S814 profiles at each section, the flow is steady with a current velocity of 2.77 ms$^{-1}$, the rotor is normal to the flow and $\beta_p = 0$. The results are shown in Figures 7.1(a) and 7.1(b) for $C_P$ and $C_T$, respectively. The predicted values of $C_P$ are in very good agreement with that of AeroDyn with both models predicting a similar maximum $C_P$ occurring at $\lambda = 4.5$. From $\lambda = 5$ onwards, $C_P$ is slightly under predicted compared to AeroDyn, although
both have similarly decreasing slopes. The predicted values of $C_T$ agree across the full range, apart from a slight over prediction for $\lambda \in [4, 5]$. This validation is sufficient for the analysis carried out in chapter 8 and chapter 9 since values of $\lambda = 4.5$ or less are mostly considered.

![Figure 7.1](image.png)

Figure 7.1: Power (a) and thrust (b) coefficient performance curves for a turbine operating in steady conditions.

### 7.2 Dynamic stall validation

Next, the predictive capabilities of the dynamic stall model are tested. The relationship between $C_L$ and $\alpha$ for the S814 aerofoil is shown in Figure 7.2 for a number of cases. Empirical values from the OSU wind tunnel tests are shown for the measured static and dynamic cases (Janiszewska et al., 1996). Predicted values are shown for the dynamic case, and for both the static and dynamic cases with the effect of rotational augmentation. The forcing is $\alpha = 13.8^\circ + 10.75^\circ \sin(\omega t)$, $k = 0.091$ and for the rotational case, $r = 0.47R$. The predicted values of $C_L$ when pitching positively from around $3^\circ$ to $18^\circ$ agree with the measured dynamic data, and the shape of the load hysteresis matches qualitatively.

The model predicts the increase in lift at around $18^\circ$ caused by vortex shedding, as well as the partial recovery from stall at around $23^\circ$ due to a secondary vortex being shed. During the return from stall, when $\alpha$ is decreasing the model over predicts $C_L$. Prediction in this region could be improved by using an additional return from stall.
model (Sheng et al., 2008). However, the accuracy is satisfactory to address the research questions in this thesis, and is therefore, not included.

![Graph](image_url)

Figure 7.2: Lift coefficient as a function of angle of attack for static and dynamic conditions, with and without the effect of rotation. Comparison is made with measured data from Janiszewska et al. (1996)

The modification made to combine the effects of dynamic stall with rotational augmentation cannot easily be validated since no dynamic rotational data exists for the NREL S814. However, a qualitative comparison can be made using the NREL Phase VI experimental data for the S809. Figure 7.3 which has been reproduced from Guntur et al. (2016) shows the lift coefficient curve for a NREL S809 foil while dynamically pitching for both non-rotational and rotational cases. Here $k = 0.1$ and the location along the blade is $0.47R$. The difference between the non-rotational and rotational curves for the S809 matches qualitatively with the difference between modelled dynamic and dynamic rotational curves for the S814 shown in Figure 7.2. However, while pitching up the non-rotational and rotational curves are not aligned as would be expected. In this region the linear lift curve of the S809 for both the rotational and rotational static curves produce $C_L(10^\circ) = 1$ (see Breton et al., 2008, Figure 3). During dynamic stall $C_L$ follows the linear static lift curve, and then exceeds it. Yet, the non-rotational data shows $C_L(10^\circ) = 0.9$. There are two possible explanations for the discrepancy; firstly that there is ambiguity in the $\alpha$ values. Guntur et al. (2016) explain that these are computed through inverse steady BEM, where the loads are averaged over the cycle, so actual values may differ, secondly, that the $\alpha$ amplitude is greater for the non-rotational case. In Figure 7.3 a corrected non-rotational curve has been
7.2. DYNAMIC STALL VALIDATION

The dynamic stall model agrees well quantitatively for increasing $\alpha$, and captures qualitatively the hysteresis shape and transient vortex shedding which characterises dynamic stall. The non-rotational model over predicts $C_L$ while returning from stall, however for a rotating blade the corresponding $C_L$ are much greater in this region (Guntur et al., 2016). A qualitative comparison with rotational dynamic data for the NREL S809 was made. There is some discrepancy with this data since the non-rotational and rotational curves are not aligned in the linear region, as one would expect. After applying a correction to the non-rotational data the difference between the curves agrees qualitatively with the difference between the modelled curves, suggesting that the modification is sufficient to superimpose the effect of rotational augmentation on

Figure 7.3: Unsteady lift coefficient with angle of attack for the NREL S809 aerofoil for a rotating and non-rotating aerofoil (reproduced from Guntur et al. (2016)).

produced by aligning with the expected $C_L(10^\circ) = 1$. The corrected curve is compared with the rotational curve.

The rotating foil generates a larger value of $C_L$, with a prominent increase due to vortex shedding visible from $17^\circ$ to $19^\circ$. During the return from stall the value of $C_L$ is approximately 50% greater for the rotational case. This confirms that dynamic lift is enhanced by rotational augmentation, and the severity, in terms of the area enclosed by the hysteresis is reduced.

7.2.1 Accuracy of dynamic stall model

The dynamic stall model agrees well quantitatively for increasing $\alpha$, and captures qualitatively the hysteresis shape and transient vortex shedding which characterises dynamic stall. The non-rotational model over predicts $C_L$ while returning from stall, however for a rotating blade the corresponding $C_L$ are much greater in this region (Guntur et al., 2016). A qualitative comparison with rotational dynamic data for the NREL S809 was made. There is some discrepancy with this data since the non-rotational and rotational curves are not aligned in the linear region, as one would expect. After applying a correction to the non-rotational data the difference between the curves agrees qualitatively with the difference between the modelled curves, suggesting that the modification is sufficient to superimpose the effect of rotational augmentation on
the unsteady loading.

Load prediction errors in the subsequent chapters through dynamic stall modelling will have little affect globally. This is because dynamic stall is mostly confined to inner blade regions, near the hub, which contribute less to power and bending moments than outer blade sections do.

### 7.3 Tank scale validation

In this section a global evaluation of the model is made against tank scale measurements.

The proposed model is used to predict the root bending moment \( M_y \) time series for a tank scale turbine. The turbine has three blade, with a rotor diameter of 1.2 m and is bottom mounted. Full specifications of the turbine can be found in Payne et al. (2017). The blades comprise NACA 63-8XX profiles of various thickness. Unfortunately, the dynamic stall time constants required by the proposed model are unavailable for this profile. On this basis the static lift and drag coefficients for each section are here assumed to follow the NACA 63-816, which is representative of the blade section at \( 0.75R \), which has a 16% maximum thickness. The load coefficients for this profile were obtained using the Xfoil software (Drela, 1989). The Xfoil simulation was carried out using a Reynolds number of \( 0.249 \times 10^6 \) and \( N_{\text{crit}} = 5 \), where \( N_{\text{crit}} \) describes the turbulence level of the fluid or roughness of the surface, both of which affect the location where laminar to turbulent transition in the boundary layer occurs. The value of 5 was selected because of recent experiments carried out on wind turbine sections where this value was computed for a turbulent intensity of 8% in the flow (Wilcox and White, 2017), which is the same turbulence level encountered in here. As discussed in subsection 2.3.2, the turbulence level in \( U_r \) at the blade may be greater than that of the flow due to wake distortion. However, this effect is neglected in the subsequent analysis. The dynamic stall time constants for the NREL S813, are used in the simulation because this profile also has a maximum thickness of 16%.

The empirical parameters for the NREL S813 are shown in Table 7.1, with the dynamic time constants shown in bold. The empirical constants are taken from Sheng et al. (2010), with slight modifications made using the Ohio State University (OSU) wind tunnel test data (Janiszewska et al., 1996). The dynamic constants are shown in bold. The rotational parameters: \( b_3 = 0.5 \) and \( b_4 = 0.5 \), are tuned to the NREL S809 profile using the NREL Phase VI test data (as discussed in section 3.2), since no
empirical data is available for any other profiles, these are used.

Table 7.1: Table of empirical parameters for the NREL S813.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{ds0}$</td>
<td>0.3306</td>
</tr>
<tr>
<td>$\alpha_{ss}$</td>
<td>0.2443</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>-0.0436</td>
</tr>
<tr>
<td>$C_{D0}$</td>
<td>0.021</td>
</tr>
<tr>
<td>$C_{N\alpha}$</td>
<td>6.876</td>
</tr>
<tr>
<td>$E_0$</td>
<td>0.1</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>1</td>
</tr>
<tr>
<td>$r_0^*$</td>
<td>0</td>
</tr>
<tr>
<td>$T_\alpha$</td>
<td>4</td>
</tr>
<tr>
<td>$T_v$</td>
<td>8</td>
</tr>
<tr>
<td>$T_{vl}$</td>
<td>11</td>
</tr>
<tr>
<td>$B$</td>
<td>0.5</td>
</tr>
<tr>
<td>$b_3$</td>
<td>0.5</td>
</tr>
<tr>
<td>$b_4$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The turbine dimensions used in the simulation are shown in Table 7.2.

Table 7.2: Dimensions of tank scale turbine

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tip radius</td>
<td>0.6 m</td>
</tr>
<tr>
<td>Hub height</td>
<td>1.0 m</td>
</tr>
<tr>
<td>Tower diameter</td>
<td>0.1 m</td>
</tr>
<tr>
<td>Hub distance from tower</td>
<td>0.12 m</td>
</tr>
<tr>
<td>Radius at three quarter span</td>
<td>0.45 m</td>
</tr>
<tr>
<td>Chord at three quarter span</td>
<td>0.05 m</td>
</tr>
</tbody>
</table>

Experiments were carried out in the FloWave curved wave tank (Ingram et al., 2014) at The University of Edinburgh, during the FlowTurb campaign (Draycott et al., 2019). The onset flow conditions are monochromatic opposing waves, in a sheared current with both turbulence and tower shadow present. The flow parameters are shown in Table 7.3. Those relating to waves are measured in the presence of the current. A flow time series is modelled using these parameters, where the peak wave induced velocity is aligned with the peak freesurface elevation measured at the turbine.

The modelled and measured $M_r$ time series are shown in Figure 7.4 over 50 periods of revolution ($T_r$). The fluctuations appear to be dominated by the wave period ($T_\alpha$),
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Table 7.3: Flow and operating parameters used in the comparison

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water depth</td>
<td>2 m</td>
</tr>
<tr>
<td>Tip-speed ratio</td>
<td>7</td>
</tr>
<tr>
<td>Current velocity (rms at hub height)</td>
<td>0.81 ms⁻¹</td>
</tr>
<tr>
<td>Froude number</td>
<td>0.183</td>
</tr>
<tr>
<td>Reynolds number (diameter)</td>
<td>$1.092 \times 10^6$</td>
</tr>
<tr>
<td>Reynolds number (three quarter span)</td>
<td>$0.249 \times 10^6$</td>
</tr>
<tr>
<td>Shear exponent</td>
<td>$\frac{1}{15}$</td>
</tr>
<tr>
<td>Wave height</td>
<td>0.1 m</td>
</tr>
<tr>
<td>Wave period</td>
<td>2.5 s</td>
</tr>
<tr>
<td>Wave direction</td>
<td>$\pi$</td>
</tr>
<tr>
<td>Turbulent intensity</td>
<td>8%</td>
</tr>
<tr>
<td>Turbulent length scale</td>
<td>0.2 m</td>
</tr>
</tbody>
</table>

![Figure 7.4: Measured and predicted root bending moment time series for a tank scale tidal turbine over 50 periods of revolution.](image)

where $4T_a \approx 15T_r$. The proposed model agrees qualitatively with the measured data by reproducing these dominant fluctuations. Quantitatively, there is a 1% difference between the mean values and a 3% difference between the standard deviations, showing good agreement. However, there is a 17% difference between the kurtosis values (4th statistical moment), which indicates that the extremes are not predicted well. At this
high tip-speed ratio the mean angle of attack is small, therefore the flow is likely to be attached over most of the blade, so using the simplified static load coefficient and dynamic stall coefficients are unlikely to have caused the difference in the extreme values. A possible source of disagreement is a build up of wave reflections in the tank, resulting in the formation of a standing wave, which could combine in phase with the incident wave resulting in a two-fold amplitude increase. This is not captured by the model, however, this eventuality was minimised by not considering the final 30 rotations, when the build up would be most prominent.

A comparison is made in the frequency domain using the amplitude spectrum. The positive amplitudes of the Fourier components are normalised by half the signal length to obtain the $M_y$ amplitude components in Nm. To check convergence a large number of $T_r$ were simulated. Simulations were made from $300T_r$ in steps of $300T_r$ which is equal to $80T_a$. The spectra are shown in Figure 7.5 for each simulation for (a) the full frequency range and (b) a close up of the maximum amplitude, which corresponds to the wave frequency. The frequency ($F$) is non-dimensional by the rotational frequency ($F_r$). The maximum amplitude decreases with increasing rotational periods, falling from approximately 3.7 Nm for $300T_r$ to 2.8 Nm for $1800T_r$, with the peak also becoming narrower. It was not possible to simulate past $1800T_r$ due to a lack of memory. However, as shown in Figure 7.6, the maximum amplitude matches the measured data very well.

In Figure 7.6 the energy peaks are annotated to aid the comparison between measured and modelled (over $1800T_r$) values of $M_y$. As discussed the amplitude of the wave peak is predicted well, however, the 1P peak is under predicted by a factor of three. There are also peaks at 2P and 3P, evident in the measured spectrum, which are absent from the modelled spectrum. The reason for these could be that the blade experiences multiple frequencies due to the tower, or that the blade is sampling returning and neighbouring wakes, which is a realistic problem at high tip-speed ratios. Lastly, the measured spectrum contains lobes either side of the 1P frequency, which are approximately twice the amplitude as those predicted by the model. These side-lobes which occur at $F_r \pm F_a$ are due to the rotational sampling of the wave. They are equivalent to an amplitude modulation and are discussed in more detail in Drayott et al. (2019).

The validation carried out herein demonstrates that the model is capable of predicting the root bending moment for a model scale turbine to a reasonable accuracy. The difference between the mean and standard deviation values were within 1% and 3%, respectively. In the frequency domain the wave amplitude is predicted well, however
Figure 7.5: Convergence of the modelled bending moment amplitude spectrum where (a) shows the full range and (b) shows the convergence of the maximum amplitude (which corresponds to the wave frequency) with increasing rotations.

Figure 7.6: Measured and predicted root bending moment amplitude spectrum for a tank scale tidal turbine over measured 50 and 1800 modelled periods of revolution. With frequency non-dimensional by the rotational frequency.
the rotational peaks are under predicted. It is thought that this is due to the high tip-speed ratio. The analysis carried out in the following chapters does not consider tip-speed ratios this high.
Part III

Results
Chapter 8

Blade response to unsteady flow

In this first results chapter the flow conditions considered are artificially synthesised. The unsteady phenomena acting on a tidal turbine blade in both attached and separated flow are explored. A wide range of individual flow and operating conditions are simulated in order to determine which conditions elicit the most severe loads. The responses are categorised by the standard deviation of the root bending moment and the ratio between the unsteady and the quasi-steady mean values, this latter quantity reveals when dynamic stall has a global effect on the loads. After identifying the conditions which elicit the most significant load fluctuations, these results are used to select combined realistic flows which are further examined to reveal how unsteadiness manifests itself along the span of the blade.

The chapter is laid out as follows. Firstly, the lift response at sections along the blade are analysed for single frequency oscillations in angles of attack to determine how the response varies with both frequency and amplitude. Next, the global quantity; the blade root bending moment is investigated for a range of individual flow conditions. In the following section a selection of individual flow conditions are combined to investigate the global response due to combined, realistic flow conditions when operating at rated power. Then for these combined cases the local unsteady characteristics are examined along the blade span. The chapter concludes by investigating how unsteadiness is affected when the turbine operates above the rated current velocity and the power is capped.
8.1 Monochromatic oscillations on the lift amplitude

In this section the nature of the unsteady lift response for both attached and separated flow are investigated. The rotor is assumed to be operating at the optimum $\lambda = 4.5$ and the channel depth, $d = 45$ m. Single monochromatic $\alpha$ oscillations are considered in the reduced frequency range; $0.05 < k < 1$, in which tidal turbines operate. This preliminary investigation highlights how the amplitude of the lift coefficient is effected by both the frequency and amplitude of the fluctuations.

8.1.1 Attached flow

Attached flow effects are investigated analytically for simple harmonic forcing using the theory of Theodorsen (1935) for a blade section and Loewy (1957) for a rotor blade, as described in section 4.2. This investigation reveals how the effect of shed vorticity, added mass and returning wakes affect the lift response in attached flow.

Assuming pure $\alpha$ oscillations of the form $\alpha(t) = \bar{\alpha} + \text{Re}(\Delta \alpha e^{i\omega t})$, where $\bar{\alpha}$ is the mean value and $\Delta \alpha$ the amplitude, Theodorsen’s solution (Equation 4.1) reduces to

$$C_L = \text{Re}([i\pi k + 2\pi C(k)]\alpha(t)). \quad (8.1)$$

The first term in Equation 8.1 is the non-circulatory, added mass effect, and the second term which is multiplied by Theodorsen’s function $C(k)$ is the circulatory effect. For a moderate forcing, with $U_r = 7.0$ ms$^{-1}$, $\Delta \alpha = 4^\circ$, and $\bar{\alpha} = 5^\circ$. Figure 8.1 shows the unsteady lift response at a section near the blade tip, where $r \approx 0.98R$ and $c \approx 0.8$ m. The quasi-steady value ($2\pi\alpha$) corresponding to $k = 0$, is shown for comparison. Three values of $k$ are simulated: $k = 0.07$, $k = 0.16$ and $k = 0.31$. Representing a wave period of 5.1 s, a 1P ($T_r = 2.3$ s) and a 2P forcing, respectively. It is observed that the unsteady responses are counter-clockwise hysteresis in $C_L$ with $\alpha$, and that there is an amplitude reduction and phase lag compared to the quasi-steady value, which for this $k$ range decreases inversely with $k$.

Theodorsen’s model conveniently separates the circulatory and non-circulatory components, enabling the contribution of each to the total $C_L$ response to be quantified.
Figure 8.1: Unsteady lift coefficient given by Theodorsen for a section near the tip of the blade. The static linear value ($2\pi\alpha$) is shown for comparison.

Defining the normalised lift coefficient amplitude ($\zeta$) as

$$\zeta = \frac{|C_L|}{2\pi|\Delta\alpha|} = |(F + iG) + \frac{k}{2}|,$$

(8.2)

where the first and second terms are the circulatory and added mass components respectively, $F = \text{Re}(C(k))$ and $G = \text{Im}(C(k))$. In Figure 8.2(a) the contribution to $\zeta$ is shown for $k \in [0, 4]$. If $k \leq 1.8$ then $\zeta < 1$, however, when $k > 1.8$, the amplitude exceeds the steady value ($\zeta > 1$) and then increases linearly with $k$, approaching the added mass linear response in the limit. Figure 8.2(b) shows a magnification of the region $k \in [0, 1]$, which is the range in which a tidal turbine operates. Interestingly, for $k < 0.6$ the total response is less than the circulatory response. To investigate the inequality; $|C'_c| > |C'_L|$, which states that the magnitude of the circulatory response is greater than the magnitude of the total response is examined and expanded. The
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Figure 8.2: Normalised amplitude of the total, circulatory and non-circulatory coefficients with reduced frequency for pure angle of attack oscillations for (a) the full range and (b) a magnification of the range tidal turbines operate in.

The inequality is split into real and imaginary parts and simplified,

\[
|C_c| > |C_L| \equiv \left[ \sqrt{F^2 + G^2} > \sqrt{F^2 + \left( G + \frac{k}{2} \right)^2} \right] \Leftrightarrow \left[ G^2 > \left( G + \frac{k}{2} \right)^2 \right] \]
\[
\Leftrightarrow \left[ 0 > Gk + \frac{k^2}{4} \right] \Rightarrow \left[ 0 > 4G(k) + k \right].
\]

Solving \(-4G(k) = k\), yields \(k \approx 0.56\). Therefore, in the interval \([0 < k < 0.56]\), added mass dampens the total response. This is because the circulatory and added mass components are combined vectorially, which has previously been reported for harmonic heaving motion Leishman (2002). Since tidal turbines mostly operate within this interval, added mass effects are unlikely to become a problem. This is important since it has been suggested (Maniaci and Li, 2012; Whelan et al., 2009; McNae, 2013) that the high density of water might lead to significant added mass effects for tidal turbines. However, this is not the case as long as \(k < 0.56\). Conversely, the circulatory response, associated with dynamic inflow, is the significant effect, which concurs with the scale model results of Milne et al. (2013a). Clearly the observation from Figure 8.1,
that the amplitude reduces inversely with $k$, is only true inside the interval $[0 < k < 0.56]$. For $k > 0.56$ the relationship inverts.

The significance of neighboring and returning wakes on the circulatory lift component can can be investigated by replacing $C(k)$ with $C(k,W)$ which is a function of Loewy’s function $W$ defined in Equation 4.4. To determine $W$ the averaged wake convection velocity $v_i$ for a tidal turbine is computed using Equation 4.6. In Figure 8.3 $C_L$ hysteresis loops are predicted for a section near the tip for a range of $k \in [0.07, 0.72]$ using both Loewy and Theodorsen’ models. In each case $\Delta \alpha = 4^\circ$, $\bar{\alpha} = 5^\circ$, $U_0 = 2.7$ ms$^{-1}$, $\bar{a} = 0.3$ and $U_r = 7.0$ ms$^{-1}$. The results show that as $k$ increases, the phase lag and amplitude reduction from $2\pi \alpha$ also increases. For the lowest $k$, corresponding to a large 10 s wave, the width of the hysteresis ellipse predicted by Loewy is reduced compared to Theodorsen’s prediction. However, the amplitude is slightly increased. The amplitude predicted by Loewy continues this trend until $k = 0.31$. For larger $k$ there is a greater added mass contribution and the difference between the two theories becomes negligible. Thus, for this turbine and these operating conditions, a slight increase in the amplitude of $C_L$ is expected for $k < 0.3$ due to returning and neighbouring wakes.

![Figure 8.3: Unsteady lift coefficient given by Theodorsen and Loewy for a section near the blade tip for a range of oscillation frequencies.](image)

Loewy’s theory is now used to compare the $C_L$ amplitude ($\Delta C_L$) for different forcing conditions at the three quarter span. The individual components tested are: four waves
$T_a = [10, 7.5, 5, 2.5]$ s, $H = [5, 4, 2, 1]$ m, corresponding to $k = [0.05, 0.06, 0.09, 0.18]$, respectively, four turbulent constituents $f_t = [0.01, 0.1, 1, 4]$ Hz, shear with $\nu = 1/7$ and tower shadow with $D = 2$ m and $x = 6$ m. The waves, which are generated using wave theory, are following the current with $U_0 = 2.7$ ms$^{-1}$, $\lambda = 4.5$, $r = 0.75R$ and $c \approx 1.3$ m. The individual $\Delta C_L$ responses are shown in Figure 8.4. Here the forcing frequency ($\omega = 2\pi/T_a$) is non-dimensional by the rotational frequency $\Omega$. Notably, the four largest values all have amplitudes which are an order of magnitude greater than that due to tower shadow. The $\Delta C_L$ due to shear is moderate and turbulent frequencies greater than unity are negligible in comparison. It is important to note, however, that wave frequencies shown here do not include rotation through the time-varying depth decay which results in variation of $\alpha$ at multiple frequencies.

![Figure 8.4: Individual lift amplitudes at the three quarter span for following waves.](image)

8.1.2 Separated flow

Examples of dynamic stall lift hysteresis are simulated using the low-speed dynamic stall model introduced in section 5.3, with the rotational augmentation correction described in section 6.5.

Two blade sections undergoing unsteady flow separation are considered. Figure 8.5 (a) shows representative load hysteresis at a mid-blade section where $r \approx 0.56R$ and
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\[ c \approx 1.26 \text{ m, for a harmonic forcing representing a 10 s period wave, } \Delta \alpha = 5^\circ, \bar{\alpha} = 10^\circ \text{ and } k = 0.05. \] The \( C_L \) response increases linearly past \( \alpha_{ss} \approx 12^\circ \), until the end of the cycle, then \( C_L \) lightly stalls and returns to the static value. In Figure 8.5 (b) the load hysteresis loop is shown for a blade section near the root where \( r \approx 0.15R \) and \( c \approx 1.6 \text{ m.} \) A larger \( \Delta \alpha = 10^\circ, \bar{\alpha} = 14^\circ \) and \( k = 0.09 \) occur here due to the reduced tangential velocity, which increases the flow angle. There is a linear increase in \( C_L \) above \( \alpha_{ss} \) until \( \alpha \approx 19^\circ \), which is the critical angle for dynamic stall. The flow then separates at the leading edge, and there is a build up of circulation into a concentrated vortex. A LEV then detaches and convects over the chord, producing a load overshoot more than twice the quasi-steady value. The vortex sheds near the trailing edge and stall occurs, however, as \( \alpha \) continues to increase a secondary vortex forms, producing a slight \( C_L \) recovery at \( \alpha \approx 23^\circ \). Deep stall then occurs and \( C_L \) rapidly decreases. Then once \( \alpha \) becomes sufficiently small enough the flow reattaches.

**Figure 8.5:** Unsteady lift coefficient with angle of attack for (a) light dynamic stall and (b) deep dynamic stall.
8.2 Individual flow conditions on the blade root bending moment

An investigation of the wide range of unsteady flow conditions which a tidal turbine blade may encounter is carried out. The individual flow conditions which are important are split into three types: once per revolution (1P) which is caused by the blade rotating through spatially non-uniform flow (sheared current, tower shadow and yaw), multiple frequency turbulence and monochromatic waves. These results are used to select combined realistic flows which are further examined in section 8.3.

The velocity time series and induction factors (using the quasi-steady method) are modelled as described in section 6.2. The unsteady load model, corrected for rotation, as described in chapter 6, is used to predict the loads at 100 sections along the full span of the blade, which are summed along the blade span to give the root bending moment \( M_y \). The responses are categorised by the standard deviation of the root bending moment coefficient \( C_{M_y} \), defined as

\[
C_{M_y} = \frac{2M_y}{\pi R^3 \rho U_0^2}.
\]  

(8.4)

Events where the mean root bending moment coefficient exceeds the quasi-steady counterpart \( C_{M_y(q,s)} \) are identified by isolines of the ratio \( \bar{C}_{M_y}/\bar{C}_{M_y(q,s)} \), where the overbar denotes the time averaged value. This will indicate the extent to which dynamic stall is having a global effect.

8.2.1 Once per revolution

A tidal turbine blade will likely encounter a 1P load fluctuation on every rotation throughout its service life due to the sheared current or the potential field of the support structure, hence, the predictable 1P unsteady loads are very important for fatigue analysis. To investigate a range of inflow conditions, \( U_0 \in [1.2, 3.5] \text{ ms}^{-1}, \nu \in [0.05, 0.3], \hat{x} \in [1, 5] \lambda \in [3, 7], d = 45 \text{ m and } \gamma \in [0, \pi] \) are simulated over 50 rotations, where \( \hat{x} = x/D \) is the non-dimensional upstream distance from the tower to the rotor. For each flow condition the standard deviation of the root bending moment \( \sigma_{C_{M_y}} \) is predicted. As shown in Figure 8.6, the fluctuations due to the rotation through the shear profile and tower shadow are small. The magnitude increases for the steepest shear gradient and when the blades are closer to the tower, however, since no isolines are present,
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these instances do not lead to a global dynamic stall. Next, the fluctuations due to

![Filled contour map showing the standard deviation of the root bending moment due to tower shadow and the sheared current profile.](image)

Figure 8.6: Filled contour map showing the standard deviation of the root bending moment due to tower shadow and the sheared current profile.

a change in $\lambda$ and $\gamma$ are simulated for a range of current velocities with $\nu = 1/7$. As previously shown in Figure 6.5, altering $\lambda$ from the optimum value reduces $C_P$. This is also the case for $\gamma \neq 0$, since the freestream is reduced by $\cos \gamma$, as shown in Figure 8.7 for $\lambda \in \{3, 5, 7\}$. Comparing the predicted $C_P$, $\lambda = 5$ which is close to optimum produces the highest $C_P$ up to $\gamma = 28^\circ$, for higher values of $\gamma$ the results for $\lambda = 3$ indicate that the performance is improved by decreasing $\lambda$, whereas increasing $\lambda$ degrades performance. Thus for lower $\lambda$ the rate at which $C_P$ degrades for an increase in $\gamma$ is slower. The load fluctuations displayed in Figure 8.8 show that, $\sigma_{C_M_y}$ increases with $\gamma$ and the inverse of $\lambda$. At low $\lambda$, dynamic stall effects the mean loads, even when the only source of unsteadiness is the rotation through the shear layer. This is evident by the 1.00 isoline indicating the boundary where $\bar{C}_{M_y}/\bar{C}_{M_y(q,s)}$ exceeds unity for the $\gamma = 0$ case. The range increases to $\lambda \approx 4$ for $\gamma = 40^\circ$, and $\lambda \approx 4.5$ for the largest $\gamma = 50^\circ$ case. However, as $\gamma$ increases the ratio decreases, with no values above 1.10 occurring for $\gamma > 20^\circ$. At high $\lambda$, added mass effects result in lower $C_{M_y}$ compared to the quasi-steady counterpart. However, the ratio was never found to to be below 0.95, and hence no isolines of values below unity are displayed.

Thus, at low $\lambda$, unsteady conditions will always increase the mean loads compared to a quasi-steady prediction. This is due to the slower rotational speed, which reduces the tangential velocity, which increases $\alpha$. As $\alpha$ increases along the blade, dynamic stall
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Figure 8.7: The relationship between the rotor power coefficient and a yaw misalignment angle when operating at the optimum tip-speed ratio.

Figure 8.8: Filled contour map showing the standard deviation of the root bending moment due to varying current velocity, tip-speed ratio and yaw angle. Solid contour lines show the ratio between the mean root bending moment and the quasi-steady counterpart.

becomes the dominant loading regime. These results show that the yaw misalignment must be extremely significant to affect the mean loads at the optimal $\lambda$. 
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8.2.2 Turbulence

A range of turbulent parameters, $I_x \in [5, 20] \%$, and $R_t \in [0.5, 1]$, are simulated over 50 rotations with $L_x = 20$ m and $\lambda = 4.5$. From the results shown in Figure 8.9, it is clear that increasing turbulence intensity elicits the greatest change in $\sigma_{C_{My}}$, and that isotropic turbulence produces similar fluctuations to anisotropic turbulence. Notably, there are no isolines showing where the ratio between $\bar{C}_{My}$ and $\bar{C}_{M_{y(q,s)}}$ exceeds unity, which indicates that turbulence in isolation does not affect the mean loads for a rotor operating at optimal $\lambda$.

![Figure 8.9: Filled contour map showing the standard deviation of the root bending moment due to varying turbulence intensity, length scale and anisotropy ratio.](image)

8.2.3 Regular waves

A number of regular waves are simulated with parameters, $H \in [1, 6]$ m, $T_a \in [2, 12]$ s and $\theta \in [0, \pi]$, are simulated over 50 rotations with $\lambda = 4.5$, $d = 45$ m and $U_0 = 2.7$ ms$^{-1}$. It is important to note that some of these waves cannot physically exist, such as $H = 6$ m with $T_a = 2$ s, which would break due to its large steepness, and opposing waves with shorter values of $T_a$, which will not propagate. However, these waves are included for completeness of the parameter space. In addition, the relative wave period ($T_r$) which produces the same $T_a$ value for following and opposing waves directions is different due to the Doppler effect (see section 2.4), further more, the depth decay of the wave orbitals differ for each direction, in both magnitude and frequency.
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The predicted $\sigma_{C_{My}}$ for all flow combinations are shown in Figure 8.10. Here, the load amplitude is found to be proportional to $T_a$ and, to a lesser extent, $H_s$. Waves following the tidal current ($\theta = 0$) lead to greater amplitude fluctuations at shorter wave periods, compared to waves opposing the current ($\theta = 180^\circ$). The amplitude is significantly reduced for $\theta = 2\pi/5$ and $3\pi/5$. This is because the perpendicular velocity component becomes small for angles close to $\pi/2$. The isolines show that ratio between $C_{My}$ and $\bar{C}_{My(q,s)}$ only exceeds unity for the most extreme waves which have very large heights combined with a long period.

These results confirm that $T_a$ has more influence on blade loads than $H_s$ and that the load amplitude is increased when waves follow the current.

8.3 Combined flow conditions on the blade root bending moment

In this section the individual flow components are combined as outlined in section 6.2. Combinations of shear, yaw, waves and turbulence are simulated to determine which combined flow condition produces the largest fluctuations. Informed by the results from
the individual forcing tests, the flow parameters considered are: isotropic turbulence with $I_x = 10\%$ and $L_x = 20$ m, a wave with $H = 5$ m, $T_a = 10$ s and $\theta = 0$ and a yaw misalignment of $\gamma = 30^\circ$. The turbine operates at the optimum, $\lambda = 4.5$ and at the velocity for rated power, $U_0 = 2.7$ ms$^{-1}$. Shear is present for all cases, with $\nu = 1/7$.

Using the spectral method to generate turbulence ensures that the expected value and standard deviation both remain constant, albeit with a slight loss from the input standard deviation (see section 6.2). However, random phasing could potentially produce extraordinarily extreme values due to components combining or cancelling. To ensure extreme values are statistically significance (i.e. within a 95\% confidence interval), a number of random samples are simulated and the minimum ($\text{min } u_x$) and maximum ($\text{max } u_x$) velocities for each sample recorded. The sample histograms from $10^4$ simulations are shown in Figure 8.11, which have been fitted to the generalised extreme value distribution. Using this distribution the 95\% confidence interval (CI) for

![Figure 8.11](image)

Figure 8.11: Histogram and generalised extreme value distribution fit for (a) the minimum turbulent velocity variation and (b) the maximum turbulent velocity variation.

the minimum and maximum values are $[1.617 - 2.025]$ and $[3.375 - 3.785]$, respectively. Ensuring that extreme values remain inside this 95\% CI, ensures that a statistically significant case is used for comparison. In addition, identical turbulent time series are
used for all cases. The extreme values for the sample used in the following analysis are: \( \min u_x = 1.864 \text{ m}^{-1} \) and \( \max u_x = 3.488 \text{ m}^{-1} \), which are comfortably inside the 95\% CI. The histogram of the sample time series, shown in Figure 8.12, approximately fits a normal distribution.

The distribution of \( C_{M_y} \) over 100 rotations are presented as a boxplot for each flow combination. A boxplot shows the distribution of the quartiles as illustrated in Figure 8.13. The boxplots for the eight possible flow combinations are shown in Figure 8.14. As expected, shear in isolation produces the narrowest \( C_{M_y} \) spread and the inclusion of a yaw misalignment reduces the median value and increases the spread. Turbulence significantly increases the spread and produces some very large outliers. The total spread of \( C_{M_y} \) due to waves is narrower than the turbulence case, however, the interquartile range (IQR), containing the 25th to 75th percentiles has the largest spread of the set. Combining waves with turbulence, produces the widest spread and maximum value in the set. The further inclusion of a yaw misalignment reduced both the median, the peak and the spread and produces the minimum values in the set.

Having identified that waves combined with turbulence produce the largest \( C_{M_y} \) amplitude, a range of waves combined with turbulence are simulated with and without
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Figure 8.13: Box plot descriptor.

Figure 8.14: Box plot showing the summary statistics for the root bending moment time history over 50 blade rotations for several unsteady flow conditions.

a yaw misalignment to determine which cases lead to $\bar{C}_{My(q,s)}$ overshoots. The predicted $\sigma_{CM_y}$ are shown in Figure 8.15 (a) for $\gamma = 0$ and (b) for $\gamma = 30^\circ$. Comparing the two cases, there is a small reduction in $\sigma_{CM_y}$ across the full range for $\gamma = 30^\circ$, confirming that a yaw misalignment reduces $\sigma_{CM_y}$ when combined with waves and turbulence. The range and severity of $\bar{C}_{My(q,s)}$ overshoots for $\gamma = 0$ compared to waves without turbulence (Figure 8.10) is unchanged, whereas for $\gamma = 30^\circ$ both have increased, with more than a quarter of the test space affected.
8.4. Unsteadiness along the blade span due to combined flow conditions

In this section an investigation of how unsteadiness unfolds along the blade for different flow combinations is carried out revealing which unsteady phenomena are occurring.

8.4.1 Local unsteady load characteristics

The unsteady response at three span locations, tip \((r = 0.98R)\), mid \((r = 0.56R)\) and root \((r = 0.15R)\), are analysed for each combined flow. Box plots shown in Figure 8.16 present the \(C_L\) summary statistics at each location. Notably, both the mean and the amplitude of \(C_L\) grow as one travels inboard from the tip, and become very large at the root. As with \(C_{M_y}\), the mean value is reduced when the rotor is yawed. The case without a yaw misalignment (waves with turbulence), as expected, produces the largest median at each location. This case also yields the widest spread at the tip and mid locations, however, conversely the shortest at the root. At the root the inclusion of a yaw misalignment induces extremely large fluctuations, especially when combined with
turbulence. The case where all flow conditions are present leads to a maximum $C_L \approx 5$, which is extreme. The reason being the very large $\alpha$ fluctuations arising from the slow tangential velocity, coupled with the tangential component induced by the rotor misalignment. This case also produces the widest spread along with the maximum and minimum values for the set. Interestingly, at the root, when turbulence and yaw combine, a much wider $C_L$ spread than waves with yaw occurs. Waves combined with turbulence produces the smallest spread in the set, whereas this forcing produced the widest $C_{M_y}$ spread (see Figure 8.14).

![Figure 8.16: Box plot showing the summary statistics for the lift coefficient time history over 50 blade rotations for several unsteady flow conditions at the tip mid and root blade sections.](image)

While the results in Figure 8.16 show the largest unsteady loadings in relative terms (relative to the local dynamic pressure), Figure 8.17 shows how these are relevant in absolute terms, by computing the distributed thrust force ($F_T$) at the three blade locations. This force component is responsible for $M_y$. The pattern is quite different from $C_L$. Notably, with dimensions considered, the median value decreases as one travels inboard from tip. The $F_T$ spread is reduced at the root, which is most notable for yawed cases. There is little difference between the spread at the tip and mid sections, since the larger $C_L$ at the mid section counteracts the smaller $U_r$ compared to the tip. The combination of waves with turbulence produces the largest median, peak and widest spread of the set, which, occurs at the mid-section.
8.4. UNSTEADINESS ALONG THE BLADE SPAN DUE TO COMBINED FLOW CONDITIONS

8.4.2 The unsteady lift spectrum

To understand which unsteady phenomena are occurring along the blade span the peak frequency constituents are determined by examining the $C_L$ frequency spectrum. These constituents can then be used to compute the dominant reduced frequencies along the blade span.

Four flow cases are considered; turbulence combined with a yaw misalignment, a regular wave following the current combined with a yaw misalignment, a regular wave opposing the current combined with a yaw misalignment and a regular wave following the current combined with turbulence. For each of these cases $U_0 = 2.7 \text{ ms}^{-1}$ with $\eta = 1/7$ and $\lambda = 4.5$. Turbulence is isotropic with $I_x = 10\%$ and $L_x = 20 \text{ m}$. The yaw misalignment, $\gamma = 30^\circ$, and for the wave cases the relative wave period is 10s and $H = 5 \text{ m}$. For each flow case the energy spectra are shown for three sections along the blade: tip, mid and root, and the four largest angular frequencies ($\omega$) are identified.

The first flow case; turbulence with a yaw misalignment, is shown in Figure 8.18. For this case the rotor rotational frequency, $\Omega$ is by far the dominant constituent, which for the tip and mid-sections is followed by the frequency which corresponds to the turbulent time scale ($\omega_t$). However the highest frequency components occur at the tip due to the rotor 2P and 3P terms, these higher frequencies combined with slower $\bar{U}_r$ at the root will produce higher values of $k$. The second flow case; a following regular
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Figure 8.18: Energy spectra of the lift coefficient response to turbulence combined with a yaw misalignment. Showing the four peak frequency components at blade locations near the tip, mid-section and root.

wave combined with a yaw misalignment, is shown in Figure 8.19. Here $\Omega$ and $\omega_a$ have similar magnitudes at the tip and mid-section, however, at the root the rotation is more dominant with a 2P harmonic evident. At each location the third peak corresponds to the rotational sampling of the wave ($\Omega + \omega_a$).

The next flow case; an opposing regular wave combined with a yaw misalignment, is shown in Figure 8.20. The is very similar to the following wave case, however, due to the opposing current the period is shorter thus $\omega_a$ is higher. Because of this the wave has less energy which is confirmed by comparing the magnitude of the wave peaks for both cases.

The final flow case; a following regular wave combined with turbulence, is shown in Figure 8.21. Now, with no yaw misalignment, the rotor frequency is barely visible at the tip and mid-section of the blade. It is slightly more prominent at the root section, however, the wave frequency is dominant throughout.

8.4.3 Local unsteady load and flow phenomena

Here a visualisation of the unsteady phenomena discussed in section 8.1 is given for each of the four flow combinations by displaying on the blade: the location and duration of
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Figure 8.19: Energy spectra of the lift coefficient response to a following regular waves combined with a yaw misalignment. Showing the four peak frequency components at blade locations near the tip, mid-section and root.

Figure 8.20: Energy spectra of the lift coefficient response to an opposing regular waves combined with a yaw misalignment. Showing the four peak frequency components at blade locations near the tip, mid-section and root.

Flow separation, leading edge vortex shedding, highly unsteady regions, where returning wakes are discernible and where added mass is significant. The frequencies used to
compute $k$ were determined by analysing the $C_L$ frequency spectrum, as discussed in the previous section. The three highest peaks at the tip, mid-section and root of the blade are used to compute $k$. In reality there are multiple values of $k$ present, however, looking at those due to the dominant frequencies gives an indication of the governing effects.

The representative blades in Figure 8.22 show (a) turbulence and yaw, (b) waves and yaw, (c) waves, turbulence and yaw and (d) waves and turbulence. The results reveal that variation in the unsteady phenomena is dependent on the flow forcing. The flow becomes highly unsteady ($k > 0.2$) for every case, however, the transition point on the blade depends on the forcing. For $\gamma = 0$ (d) this occurs at the root of the blade, whereas for turbulence combined with a yaw misalignment, transition occurs outboard of the mid-section. Interestingly, only two of the flow conditions have regions where added mass effects are significant ($k > 0.56$). These are when either turbulence (a) or waves (b) are combined with yaw misalignment. For blade (a) undergoing turbulence and yaw, the affected area is almost a quarter of the span. This case also contains the set maximum $k \approx 0.9$. Compared to blade (b), the affected region is only half the size and confined to the very bottom of the blade where the global effect is negligible due to the low relative velocity and short moment arm. In addition, the flow is separated inside
these regions, thus, dynamic stall will govern the loading. At the outer sections of each blade the flow is found to be attached and $k < 0.3$. Therefore, returning wakes will give rise to slightly larger amplitudes than predicted by the model. Observing separated flow phenomena, it is clear that both regimes of dynamic stall (light and deep) occur on each blade. The blade without a yaw misalignment (d) contains the largest region of flow separation, spanning from the hub to $r \approx 6$ m. Deep dynamic stall, identified by the presence of the LEV, is mostly confined to the blade root. However, for waves with both turbulence and yaw (c) the region covers almost a third of the span. As shown in Figure 8.15, this leads to an overshoot in $\bar{C}_{M_y}$.

8.5 Unsteady characteristics outside rated speed

So far it has been assumed that the turbine operates at rated power ($U_0 = 2.7$ ms$^{-1}$). But, how do the unsteady effects change below or above the rated velocity? An idealised
power curve for a variable speed tidal turbine is shown in Figure 8.23. Below $U_0$ for rated power the turbine operates at optimum $\lambda$ to achieve max $C_P$. The relative velocity is reduced compared to rated power, and as shown in Figure 8.8, a change in $U_0$ at $\lambda = 4.5$ does not affect the load amplitude. Above rated velocity the power must be controlled to match the rated value. If the device has a pitch mechanism, the blades are pitched towards the inflow to reduce $\alpha$ and $C_L$, whilst the rotor speed is kept constant (Whitby and Ugalde-Loo, 2014). In Figure 8.24 (a) $U_r$ is shown for three current velocities: $U_0 = [2.7, 3.0, 3.2] \text{ ms}^{-1}$, with $\Omega$ fixed there is only a small increase in $U_r$ from the rated velocity, however, power scales with the cube of this there is a significant increase. To keep the power constant a pitch is applied to reduce $\alpha$. In Figure 8.24 (b) the $\alpha$ distribution along the blade is shown with a change in the pitch angle ($\Delta \beta$) from the rated velocity ($U_0 = 2.7 \text{ ms}^{-1}$) applied. The thrust and tangential forces are shown in Figure 8.24 (c) and (d), respectively. There is a significant reduction in $F_T$ compared to that during rated velocity, this is because both $C_L$ and $C_D$ reduce with $\alpha$. However, an increase in $F_{Tan}$ occurs at the mid section. This is due to the decrease in $C_D$, which $F_{Tan}$ is inversely proportional to, conversely from $0.75R$ there is a reduction in $F_{Tan}$. The decrease in $C_D$ is less here as the flow remains attached, thus the decrease in $C_L$ is more significant. If the turbine is without a pitch mechanism, the power can be actively controlled by reducing the rotor speed, referred to as “underspeed” (Arnold et al., 2016). The latter will reduce $\lambda$. Referring back to Figure 8.8, as shown by the solid
isolines this will lead to increased separation and dynamic stall. For a pitch regulated turbine the consequences are unclear. To investigate the cases shown in Figure 8.22 are reproduced with $U_0 = 3.2 \text{ ms}^{-1}$ and pitched the blades by $4.6^\circ$. The results presented in Figure 8.25 show that separation still occurs at the same locations on the blade but the duration has reduced, which concurs with the observations from Figure 8.24 (c) and (d). The severity of the unsteadiness in terms of $k$ has also reduced due to the increase in $U_r$. For waves with turbulence (d), there are no sections undergoing highly unsteady oscillations ($k > 0.2$). The range of LEV shedding increases for all cases undergoing a yaw misalignment, whereas for the case without (d) the range decreases. Hence, for a pitch controlled turbine operating above rated velocity, LEV shedding would increase if a yaw misalignment is present.

8.6 Discussion and summary of results

A summary of the key results and a brief discussion of how these can be generalised for different turbines and operating conditions are provided herein.

Analytical unsteady attached flow solutions were used to investigate the $C_L$ response
for monochromatic $\alpha$ oscillations. For $k < 0.56$, added mass effects damp the total response, however, above this value significant load fluctuations can occur. This result is valid for different turbines and operating conditions. The reduced frequency can be computed along the blade span to determine whether added mass effects are significant or not. Returning wakes were found to slightly increase the lift amplitude for $k < 2$. This result is specific to the turbine and operating conditions considered in this study, because Loewy’s theory relies on the spacing parameter which is a function of blade solidity and the operating conditions. However, it is possible to generalise this result for different conditions by considering the rate at which shed vorticity is both encountered by each blade and convected downstream. Increasing the rotational speed or decreasing the convection velocity will increase the amount of shed vorticity encountered by a blade because the convection rate has been reduced, conversely decreasing the rotational speed or increasing the convection velocity, will reduce the effect as the shed vorticity will have convected further down stream.

Figure 8.25: Parameterisation of unsteady effects along the blade span for, (a) turbulence and yaw, (b) waves and yaw, (c) waves, turbulence and yaw and (d) waves and turbulence.
A parameter study of the unsteady flow conditions on the root bending moment was carried out. Large yaw angles ($\gamma > 30^\circ$), low tip-speed ratios ($\lambda < 4$) and very large waves ($H > 5$ m) elicit overshoots in the time averaged blade root bending moment compared to the quasi-steady prediction. This indicates that dynamic stall is having a global effect. Turbines operating at higher $\lambda$ will be less susceptible to dynamic stall, whereas, those operating at lower $\lambda$ will incur significant increases in the global load response. This is important for turbines which curtail power when operating above the rated velocity by reducing the rotor speed.

In this study extreme waves ($H > 5$ m) were found to dominate over extreme turbulence ($I_x > 15\%$). However, this result is specific to a hub depth of 27 m, it is postulated that extreme turbulence may be more significant for turbines installed closer to the bed. Conversely, floating devices, which are located closer to the free surface will likely experience greater loadings due to waves. The most significant root bending moment amplitudes are produced by large ($H > 2$ m), long period waves ($T_a > 5$ s) which follow the current. The amplitude is further increased when combined with turbulence ($I_x > 10\%$). In comparison, loadings induced by the blade rotating through tower shadow and the shear layer are negligible.

Locally, a yaw misalignment induces extreme $C_L$ values at the root of the blade, which can exceed the median value twofold. Conversely, when dimensions are considered, the distributed thrust force is larger at the tip than at the root. However, the peak occurs at the mid section during large waves and turbulence. Flow separation is most prevalent with waves, leading to light dynamic stall (i.e. periodic trailing edge separation) over a large region of the blade. However, deep dynamic stall occurs near the hub of the blade, for all flow combinations. If the power is regulated fixing the rotational speed and pitching the blades to feather, then the effect of yaw misalignment becomes even more critical. In these conditions, the region affected by dynamic stall extends to half of the blade span.
Unsteady loads due to large wave conditions

In the previous chapter large waves and turbulence were identified as inducing to the greatest blade root bending moment fluctuations. To investigate further this chapter asks; How significant are the unsteady effects of very large, realistic waves on the loads of a tidal turbine blade? Does unsteadiness affect the mean power and thrust of the rotor? And how do the loads change if the rotor operates at tip-speed ratios outside that which produces the peak power coefficient? To answer these questions flow velocity measurements taken at the European Marine Energy Centre during a large wave train are used as an input to simulate the loads.

The remainder of this chapter is laid out as follows. Firstly, a five minute wave train flow sample is identified and the flow sample categorised. Then before examining the rotor performance some theoretical consideration are made with regard to the how the power coefficient varies with flow fluctuations. The study then moves on to evaluating the power, thrust and bending moments due to the measured flow field which are compared to the those expected in a steady flow. An investigation of the time averaged sectional coefficients are carried out before investigating the unsteady flow phenomena occurring at different blade sections, which includes tracing the dynamic stall hysteresis. The chapter concludes by examining how the unsteadiness and mean rotor loads are affected when operating below the optimum tip-speed ratio.

9.1 Flow sample from EMEC

Data used in this chapter was acquired during field measurement campaigns conducted by the University of Edinburgh at the EMEC tidal test site during the ReDAPT project
between 2011 and 2015 (Energy Technologies Institute, 2015). Environmental data acquired up to October 2014 is publicly available at the UKERC Energy Data Centre in an archival format (UKERC, 2018).

9.1.1 ReDAPT data acquisition

Time series of the free surface elevation were acquired using a remotely operable, single-beam acoustic Doppler profiler (SB-ADP) installed on a prototype turbine. The SB-ADP was orientated in the vertical direction measuring a fixed point in space directly above the hub of the turbine. Depth profiles of velocity measurements were provided by seabed mounted divergent beam acoustic Doppler profilers (D-ADP) deployed on the port and starboard sides of the turbine, approximately in line with the rotor plane. The location of the D-ADP is approximately \( y = -40 \) m, which is deemed far enough away from the rotor wake and tower to be measuring the freestream (McNaughton et al., 2015). The velocity components are measured from 2 m above the bed to the SWL in 1 m increments at a sampling frequency of 0.5 Hz. Using the vertically orientated SB-ADP, sea surface elevation was inferred from amplitude backscatter measurements at a sample rate of 4 Hz using image processing techniques. Results have been validated against an industry standard wave-measurement technique which is fully discussed in Sellar et al. (2018).

9.1.2 Flow characteristics

A 256 s flow sample measured during a flood tide at EMEC on the 22nd of November 2014 is considered. The measured D-ADP velocity data is interpolated in \( t \) and \( z \) to determine the \( U_x \) and \( U_z \) components incident on to each blade section for a given \( t \). The channel depth \( d = 45 \) m, \( z_0 = -27 \) m and the rotor operates at \( z \in [-18, -36] \) m. The velocity readings incorporate the effects of waves, turbulence and the shear profile, but not velocities induced by the wake or the support structure of the turbine. Tower shadow effects due to the support structure are neglected in this study since the results from the previous chapter found that the load amplitude caused was an order of magnitude less than that due to moderate waves 2 m high with 5 s periods (see Figure 8.4).

The sample was selected on the basis of it containing an energetic wave train and to investigate the unsteady hydrodynamic response of the rotor. The waves, which
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originate from the North Sea, are opposing the current. The free surface elevation ($\eta$) is measured at a fixed point in space directly above the turbine nacelle. The $\eta$ time history is shown over 250 s in Figure 9.1(a). The significant wave height from the sample is 4.2 m and the maximum wave height observed is approximately 5 m with a wave period of 10 s. The wave steepness, defined as the product of wave amplitude and wave number is approximately 0.17, indicating that the wave is weakly non-linear. The power spectral density ($S$) of $\eta$, shown in Figure 9.1(b), confirms that the energy contained within this wave group is centred around an apparent wave period: $f_a = 0.095$ Hz. The time averaged $U_x$ depth profile from 3 m above the bed ($z = -42$ m) to the SWL is shown in Figure 9.2, where each measurement in $z$ are input at all values of $y$ across the width of the rotor plane. The current velocity depth profile of $U_x$ for $z \in [-18, -36]$ follows a power law with exponent 0.162, with a hub velocity of 2.70 ms$^{-1}$. The power spectral density of $U_x$ is shown in Figure 9.3(a) for the blade tip at $z = -18$ m, $z_0 = -27$ m, and $z_0 = -36$ m. The peak frequency in the velocity spectrum at both $z = -18$ m and $z = -27$ m corresponds to the 0.095 Hz value found in the $\eta$ spectrum. Towards the bed, from $z = -18$ m to $z = -27$ m, the energy peak associated with the wave decays by about 80%, and at $z = -36$ m the value has decreased by roughly 95%. The power spectral density of $U_z$ is shown in Figure 9.3(b). As with $U_x$, the energy decreases with increasing depth and has a peak centred at the wave frequency. The fact that power spectral density of both $U_x$ and $U_z$ have peaks centred around the peak

---

Figure 9.1: Free surface elevation (a) time history and (b) power spectrum density.
wave frequency confirms that the waves recorded above the turbine correlate well with the measurements taken \( y = -40 \text{ m} \) away from the hub.

Figure 9.3: Power spectral density of (a) the streamwise velocity and (b) the vertical velocity encountered at the minimum \( (z = -18 \text{ m}) \), hub \( (z = -27 \text{ m}) \) and maximum \( (z = -36 \text{ m}) \) depth ranges of the turbine blade.
The turbulent statistics cannot easily be computed from this time series because velocity fluctuations in the water column are so dominated by these large wave, which even at $z_0$ will be orders of magnitude greater than those caused by turbulence. However, referring to the turbulent spectra measured during negligible waves, shown in Figure 6.6, where $U_0 = 2.74 \text{ms}^{-1}$, $I_x = 9\%$ and $L_x = 26.5 \text{m}$, then it is reasonable to infer that the turbulent statistics are similar for the present data set, ignoring wave induced turbulence.

### 9.2 Rotor performance in a varying freestream

Here the difference in $P$ and $C_P$ of a rotor operating at variable and fixed speeds are reviewed and compared. A variable speed rotor adjusts its angular velocity $\Omega$ whilst keeping its tip-speed ratio $\lambda$ constant, whereas a fixed speed rotor keeps $\Omega$ constant and $\lambda$ varies. The considered parameters are: $U_x \in [1.5, 4.5] \text{ms}^{-1}$, a variable speed with $\lambda = 4.5$ and a fixed speed with $\Omega = 1.25 \text{rads}^{-1}$. To enable a clear interpretation of the results, $C_D = 0$, $C_L = 2\pi a$, $a$ is assumed constant (0.3) and $a' = 0$, for all $r$. The results are shown in Figure 9.4. Observing the computed $\lambda = \text{constant}$ values it is found that by varying $\Omega$ according to the onset velocity that $P \propto U_x^3$ and $C_P$ remains constant. On the other hand, by keeping $\Omega$ fixed, as shown in Figure 9.4(a) $P \propto U_x^{2.71}$, which is a fit specific to these conditions. Even when such a large range of flow velocity is considered, the difference between the two curves is marginal. This important result suggests that if $C_p$ is defined as in Equation 6.1 then the mean $C_p$ is almost constant for any unsteady onset flow condition, even if the rotational speed is not adjusted to keep the optimal tip speed. One may have erroneously expected that, by fixing $\Omega$, $P \propto U_x^2$. For a constant $\Omega$, from Equation 6.2 and Equation 6.3, $P \propto Q \propto F_{Tan}$. Then from Equation 3.2(b), with $C_D = 0$, $F_{Tan}$ becomes:

$$F_{Tan} = \frac{1}{2} C_L \sin(\phi) \rho U_r^2 c,$$

therefore it would seem that $P \propto U_r^2 \propto U_x^2$. However, since $C_L \propto \alpha \propto U_x$, then $P \propto U_x^3$.

From Figure 9.4(b) by keeping $\Omega$ constant, the rotor does not operate constantly at the optimal $\lambda$, resulting in a marginal loss in performance, which is the reason why $P \propto U_x^{2.71}$. This is important for high frequency flow fluctuations where it would not be possible to match $\lambda$ to $U_2(t)$ by constantly varying $\Omega$. 
9.3 Power and thrust

The magnitude of $U_x$ averaged over the swept area and the sample time period of 256 s is $\langle U_x \rangle = 2.72 \text{ ms}^{-1}$, while the mean of the square $\sqrt{\langle U_x^2 \rangle} = 2.74 \text{ ms}^{-1}$ and the mean of the cube $\sqrt[3]{\langle U_x^3 \rangle} = 2.77 \text{ ms}^{-1}$. The latter velocity is used for the steady simulation and to nondimensionalise forces, torque and power. The operating parameters $\lambda$ and $\beta_p$, which yield a maximum $C_P$ in a steady current with $U_0 = 2.77 \text{ ms}^{-1}$ are determined using the BEM model with static coefficients corrected for rotation. $C_P$ is simulated for $\lambda \in [3, 6]$ in steps of 0.1, combined with $\beta_p \in [-10^\circ, 10^\circ]$ in steps of 0.1°. A peak $C_P = 0.47$ was found to occur for $\lambda = 4.5$ and $\beta_p = 0.1^\circ$, with $C_T = 0.81$. All subsequent simulations are carried out using these operating parameters.

Values for $C_P$ and $C_T$ for both steady and unsteady conditions are shown in Figure 9.5 for ten rotational periods ($T_r = 4.5$ s). The unsteady fluctuations are dominated by an oscillation slightly over $2T_r$, which, as shown in Figure 9.1, corre-
sponds to the peak wave period. There is no discernible contribution from turbulence or the rotational period. These fluctuations were found to exceed the steady value by up to 48% and 25% for $C_p$ and $C_T$, respectively. Comparing the mean value of the unsteady time history (which is averaged over the full sample record) with the steady value reveals a power decrease of 3% and a thrust decrease of 3% from the steady-state. Here, the steady state result is computed with the same model used for the unsteady case but using a steady uniform onset flow.

To investigate what causes the mean power coefficient to decrease, additional simulations are performed where the model is gradually simplified. Firstly, a quasi-steady simulation is carried out without accounting for the load hysteresis, stall delay and dynamic stall, and using the static force coefficients from wind tunnel tests. Then, linear force coefficients are used, i.e. $C_L = 2\pi(\alpha - \alpha_0)$ and $C_D = 0$. Finally, a steady simulation in an ideal, steady, uniform flow with $U_0 = \sqrt{\langle U_x^2 \rangle} = 2.77 \text{ ms}^{-1}$, is performed. In total a 7% reduction is found from this latter steady ideal case to the fully unsteady mean value shown in Figure 9.5(a). This 7% loss can be broken down as follows. Firstly, the effect of an unsteady onset flow leads to a loss of 0.5%. As discussed in section 9.2, this can be avoided by operating the turbine at a constant tip-speed ratio rather than a constant rotational speed. Next, the presence of the drag and the non-linearity of the lift force due to the large excursion in the angles of attack which lead to flow separation, accounts for a further 6% reduction in the power coefficient. Finally, the unsteady effects (load hysteresis, stall delay and dynamic stall) lead to an additional 0.5% reduction. In conclusion, the unsteady phenomena have a small effect on the mean values, whose reduction in unsteady flow conditions is largely due to flow separation.

### 9.4 Root and edgewise bending moments

Time histories for $C_{My}$ and the edgewise bending moment coefficient ($C_{Mx}$) are shown in Figures 9.6(a) and 9.6(b), respectively for the unsteady, steady and quasi-steady predictions. The mean unsteady predictions for $C_{My}$ and $C_{Mx}$ are reduced by 4.5% and 3%, respectively from the steady value and the fluctuations were found to exceed these by 45% and 65%, respectively. The unsteady and quasi-steady time histories have similar periodicity, however, a phase lag and on the most part, an amplitude reduction from the quasi-steady prediction is found. The mean values predicted by the
9.5. TIME AVERAGED SECTIONAL PARAMETERS

The difference between the unsteady and steady rotor performance is investigated by plotting the time averaged axial ($\bar{a}$) and tangential ($\bar{a}'$) induction factors along the blade span in Figures 9.7(a) and 9.7(b), respectively for the steady, quasi-steady and unsteady prediction. Firstly, there is no discernible difference between the unsteady and quasi-steady values anywhere along the blade, for either induction factor. Comparing the unsteady and steady predictions, a visible difference is evident inward from approximately $0.4R$ towards the root of the blade, where the steady value is larger for...
both factors. There is very little difference in the factors at the outer blade sections towards the tip, steady $\bar{\alpha}$ is slightly larger and steady $\bar{\alpha}'$ slightly smaller. Since the majority of the power is generated near the tip, the observed differences in $C_P$, $C_T$, $C_{Mx}$, and $C_{My}$ from the steady state are not fully accounted for by the differences in $\bar{\alpha}$ and $\bar{\alpha}'$.

To investigate further the mean angle of attack $\bar{\alpha}$ along the blade is shown in Figure 9.8 for steady and unsteady conditions. A noticeable difference is evident between both values along the entire blade span. The difference is most prominent from $0.4R$ towards the root of the blade. This is due to the smaller $\bar{\alpha}$ under unsteady conditions which is more favourable.

Time averaged, sectional values for lift ($\bar{C}_L$), drag ($\bar{C}_D$), thrust ($\bar{C}_T$) and torque ($\bar{C}_Q$) coefficients are shown in Figures 9.9(a-d), respectively, for the steady, quasi-steady and unsteady predictions. The quasi-steady values are determined using static wind tunnel data Janiszewska et al. (1996).

Inspecting Figure 9.9(a) the steady value of $\bar{C}_L$ is greater at the outer sections, where the flow is attached and lower at the inner sections where separation occurs, compared with the unsteady prediction. An increase in both the unsteady and quasi-steady value of $C_D$ occurs near the blade root where the flow is highly separated, which will be discussed in the following section. However, from about $0.3R$, $\bar{C}_D$ follows the steady
value. As a consequence of the difference in $\bar{C}_L$, the unsteady value of $\bar{C}_T$ is reduced at the outer blade sections, which compounded with the higher dynamic pressure and longer moment arm at the tip, reduces the mean rotor thrust load. Likewise, unsteady $\bar{C}_Q$ is less from about $0.3R$ to $R$ than in steady conditions, reducing the mean $C_P$ value.
9.6 Unsteady flow along the blade span

Time histories for, $U_r$, $f$, $\alpha$ and $C_L$ are shown in Figure 9.10 at locations $0.15R$, $0.4R$ and $0.96R$ on the blade. The first five periods of revolution are shown, which correspond to $t \in [0, 23]s$ from Figure 9.1.

Near the tip ($0.96R$), the separation point is a constant and equal to unity, indicating that no separation occurs, which is confirmed by the moderate $\alpha$ fluctuations, which remain inside the attached flow region ($-8^\circ$ to $8^\circ$). The associated unsteady $C_L$ is slightly below the quasi-steady value due to the shedding of vorticity from the trailing-edge, which causes a phase lag and amplitude reduction. At the mid-section ($0.4R$) the flow remains attached under steady and unsteady conditions. Moderate separation is evident for the quasi-steady case. The unsteady value of $\alpha$ is in excess of $8^\circ$. However, unsteady phenomena reduces the adverse pressure gradient in the boundary layer, causing a delay in separation from the quasi-steady value Ericsson and Reding (1988). The separation point near the blade root ($0.15R$) is a constant 0.7 under steady conditions. The unsteady mean value and amplitude for $f$ is less than the quasi-steady value, indicating that highly non-linear phenomena are occurring. The $\alpha$ history shows that the oscillations are almost completely outside of the linear region. The instantaneous
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Figure 9.10: Time histories of the relative flow velocity, separation point, angle of attack and lift coefficient at blade sections near the tip ($r = 0.96R$), mid-section ($r = 0.40R$) and root ($r = 0.15R$).

$C_L$ computed with the unsteady approach was up to 98% and 71% greater than that computed with a quasi-steady and a steady approach, respectively. The large unsteady $C_L$ value is due to the formation and shedding of the leading-edge vortex.

Relationships between $\alpha$, $C_L$ and $C_D$ are shown at the tip, mid-section and root in Figure 9.11 for $t \in [0, 12]$ s and Figure 9.12 for $t \in [120, 132]$ s, both of which encapsulate a full peak wave period. These plots show the nature of the hysteresis, which is mild at the tip where $k \approx 0.02$ where the flow is attached, the amplitude grows towards the middle of the blade where $k \approx 0.1$, hysteresis is not visible in $C_L$. However,
it is evident in $C_D$. Moving toward the root, the flow is highly unsteady, $k \approx 0.3$ and the hysteresis is distinct. This large increase in the $C_L$ above the quasi-steady value is caused by a vortex shedding from the leading-edge.

The build-up and transit of the leading-edge vortex as predicted by the model is illustrated in Figure 9.13 for the blade root section ($r = 0.15R$). The following description is given in terms of the time constants used to model the growth and transit of the LEV, which are fully described in section 5.3. At stage 1, $\alpha' > \alpha_{cr}$ inducing leading-edge separation, and initialising the vortex time parameter $\tau$. At stage 2, $\alpha$ has increased causing a build-up in circulation at the leading-edge. At stage 3, the circulation has built up into a concentrated vortex which sheds and convects downstream resulting in a maximum value of $C_L$ when the vortex is directly above the centre of the foil, in addition a counter circulation has forming at the trailing-edge. At stage 4, $\tau = T_v$, and the leading edge vortex passes the trailing edge and breaks down; concurrently the trailing edge vortex sheds inducing full stall.

The location and duration of separation occurring on the blade is highly dependent on unsteady and rotational effects. In Figure 9.14 the locations along the blade
9.6. UNSTEADY FLOW ALONG THE BLADE SPAN

Figure 9.12: Unsteady lift and drag coefficients with angle of attack for locations near the tip \((r = 0.96R)\), mid-section \((r = 0.40R)\) and root \((r = 0.15R)\) of the blade for \(t \in [120, 132] \text{ s}\).

Figure 9.13: Lift coefficient hysteresis near the blade root for \(t \in [0, 12] \text{ s}\). Showing the stages of leading-edge vortex formation and convection; (1) leading-edge separation occurs, (2) build up of circulation at the leading-edge, (3) leading-edge vortex sheds, (4) leading edge vortex passes trailing edge and trailing edge vortex sheds.
where separation occurs for (a) the rotational unsteady case, (b) the non-rotating unsteady case and (c) the rotational quasi-steady prediction. The contours represent the percentage of time that separation occurred. For the unsteady rotational case separation is mostly restricted to the very root of the blade where a minimum $f \approx 0.5$ occurs roughly 10% of the time. Significantly, full separation does not occur. For the unsteady non-rotating case separation is also confined to root sections. However, the point of separation moves closer to the leading edge with full separation almost occurring up to 30% of the time. For the quasi-steady prediction separation is observed over a greater portion of the blade, albeit near the trailing edge. Since the flow is mostly attached over the blade, there is an overall amplitude reduction from the quasi-steady lift value (Theodorsen’s theory). Which explains the reduced standard deviations for the root and edgewise bending moment coefficients compared to the quasi-steady prediction (see Root and edgewise bending moments, Section 8.2). The large overshoots occurring near the root, where the flow is heavily separated has a negligible effect due to the short

\[ \begin{align*}
\text{Figure 9.14: Location and duration in percentage of separation occurring along the blade span for (a) including unsteady and rotational, (b) only unsteady and (c) quasi-steady with rotation.}
\end{align*} \]
moment arm, and lower relative velocity.

9.7 Sub-optimal operating conditions

The analysis so far has assumed that the optimal $\lambda = 4.5$ is always met. However, in reality, it will be difficult for the rotor to always rotate at the optimum speed to match the time dependent inflow. In this section an investigation into how the flow along the blade span and the root bending moment coefficient are effected by a reduced rotor speed causing $\lambda = 4$ and $\lambda = 3.5$, where the pitch angle which yields maximum $C_P$ for each is $\beta_p = 0.2^\circ$ and $\beta_p = 1.2^\circ$, respectively. As discussed in section 8.5 a rotor without a pitch control actuator may use underspeed (reduce the rotor speed) to shed power, which, in turn, will reduce $\lambda$. In Figures 9.15(a) and 9.15(b) the cases of $\lambda = 4$ and $\lambda = 3.5$ are shown, respectively, over 10 periods of revolution. For $\lambda = 4$ a clear

![Diagram](image)

Figure 9.15: Root bending moment coefficient for (a) tip-speed ratio $\lambda = 4$ and (b) $\lambda = 3.5$.

differences are observed in the phase and peak values where the quasi-steady prediction was found to be as much as 30% below the unsteady fluctuating value throughout the
full time series. There is also a small 2% reduction in the quasi-steady mean value. For the \( \lambda = 3.5 \) case, the quasi-steady prediction is very poor. A maximum difference of 80% from the unsteady value occurs and the mean value is underpredicted by 8% which is significant.

The quasi-steady prediction is poor at lower values of \( \lambda \) because the flow around the blade undergoes large periods of separation. Shown in Figure 9.16 is the unsteady prediction (a) and the quasi-prediction (b). Clearly the flow is largely separated over most of the blade span for the unsteady case, thus dynamic stall is also occurring at most span locations, and moreover, the model predicts vortex shedding all the way up from the root to 0.5\( R \) of the span. Because a large proportion of the blade is undergoing dynamic stall, unlike the optimum \( \lambda = 4.5 \) case, there is a global effect which causes the peaks in \( C_{My} \) shown in Figure 9.15(b). For the quasi-steady prediction separation occurs over almost the entire span, and at some mid-span locations the flow is observed to be approximately two thirds separated (\( f \approx 0.33 \)) for 10% of the time.

![Figure 9.16: Location and duration in percentage of separation occurring along the blade span for (a) unsteady and (b) quasi-steady predictions.](image-url)
9.8 Discussion and summary of results

A summary of the key results from this chapter are herein given along with a brief discussion.

A study of large realistic wave conditions was carried out using velocity measurements made at the EMEC test site, where the mean current was 2.72 ms$^{-1}$. The waves have a maximum height of approximately 5 m, steepness of 0.17 and a dominant frequency of 0.095 Hz.

The unsteady loads are governed by the frequency of the waves. Even at a hub depth of 27 m, the free stream velocity fluctuations are dominated by the wave frequency.

The mean unsteady forces and bending moments computed with the unsteady model are within ca. 1% of those predicted using a quasi-steady approximation. However, the standard deviation of the root and edgewise bending moments are overpredicted by 15% and 5%, respectively. This is due to lift amplitude reduction (Theodorsen’s theory), which occurs under unsteady attached flow conditions. Under these optimal operating conditions, a reasonable quasi-steady approximation of the unsteady loadings can be achieved. These findings agree with Galloway et al. (2014) who determined that dynamic stall may be neglected. However, reducing the rotor speed, such that the turbine operates at sub-optimum tip-speed ratios, increases flow separation and dynamic stall occurs over most of the blade. This concurs with the findings of Milne et al. (2013a) who showed that dynamic stall can dominate the blade loading at lower tip-speed ratios. At a tip-speed ratio of 3.5, the maximum root bending moment coefficient was almost twice that predicted using a quasi-steady approximation. Clearly, load fluctuations are significantly under-predicted by the quasi-steady approach in this region.

For turbines which control power through stall regulation. It is recommended that an unsteady model is used to predict the loads a blade may encounter during power control. However, if the turbine employs a pitch mechanism and yaw drive, or the turbine operates at higher $\lambda$, then it is likely that a quasi-steady model will predict the loads to a reasonable accuracy.
Chapter 10

Conclusions

10.1 Conclusions and research accomplishments

A better understanding of the unsteady loads encountered by a full-scale tidal turbine blade will aid the future development of tidal power. In response a model has been developed to quantify the unsteady loads on an axial-flow tidal turbine. The model accounts for load hysteresis, dynamic stall, leading-edge vortex shedding and rotational augmentation. A novel method of coupling dynamic stall with rotational augmentation has been presented. The induction factors are computed with blade-element momentum theory, based on a running average of the loads from the previous period of revolution. The model has been validated using tank-scale measurements of the root bending moment during waves, turbulence, tower shadow and sheared current. The difference between the mean and standard deviation values were within 1% and 3%, respectively, demonstrating that the model is capable of predicting the root bending moment for a model scale turbine to a reasonable accuracy. The code is freely available for use and can be downloaded from the authors GitHub repository (Scarlett and Viola, 2017). Using the model a parameter study of the unsteady loads, for a range of unsteady flow conditions, encountered by an 18 m diameter, 1 MW, commercial-scale tidal turbine blade has been carried out. Then the performance of the turbine during large waves is assessed using measured onset flow velocities as an input to the model. It is envisaged that the results will inform designers of the governing loads which are important for fatigue analysis. This will enhance the durability of tidal turbine blades without over-engineering them. In addition, the results reveal under which conditions simple, low-cost modelling approaches can be applied. These will, in turn, reduce the
levelised cost of tidal energy, making the sector more commercially viable.

The research questions raised in section 1.6 have been addressed as follows:

(a) The most significant load fluctuations, parametrised by the blade root bending moment, are caused by large waves which follow the current, and that the peak blade root bending moment is further increased when combined with turbulence.

(b) Near the blade root large waves or a yaw misalignment can elicit lift coefficients twice the median value due to deep dynamic stall, where vortex shedding occurs. Added mass effects mostly attenuate the lift amplitude for the range of reduced frequencies in which tidal turbines operate. Shed vorticity from returning and neighbouring wakes of other blades cause a slight increase in the lift amplitude for lower reduced frequency values.

(c) In terms of the importance of modelling the unsteady loads on a tidal turbine. This is specific to the operating conditions and power control mechanism. For turbines which control power through stall regulation. It is recommended that an unsteady model is used to predict the loads a blade may encounter during power control. However, if the turbine employs a pitch mechanism and yaw drive, or the turbine operates at higher tip-speed ratios, then it is likely that a quasi-steady model will predict the loads to a reasonable accuracy.

The following conclusions are valid for any tidal turbine geometry operating up to the rated velocity for maximum power:

- Turbulence, waves or yaw misalignment can lead to load peaks which are twice the median value.

- At the outer blade sections, the flow is attached and unsteady phenomena results in a reduction of the mean sectional lift. Towards the mid-section, a delay in flow separation occurs. Near the blade root, dynamic stall and leading-edge vortex shedding cause a twofold increase of the sectional lift compared to the static value.

- The most significant root bending moment amplitudes, for a fixed blade pitch angle, are produced by large \( H > 2 \text{ m} \), long period waves \( T_a > 5 \text{ s} \) which follow the current, and that the amplitude is further increased when combined with turbulence \( I_x > 10\% \). In comparison, loadings induced by the blade rotating through tower shadow and the shear layer are negligible.
• A yaw misalignment leads to larger fluctuations and a lower median value which in turn reduces the peak load. Locally, yaw induces extreme lift coefficients at the root of the blade. However, when dimensions are considered, the thrust force, which is normal to the blade, is larger at the tip than at the root.

• Below a critical reduced frequency of 0.56, the added mass effects damp the total response, but above this value significant load fluctuations can occur. Such events are confined to blade sections near the root during high frequency oscillations in angle of attack. Turbines operating at high tip-speed ratios are unlikely to encounter added mass effects due to the greater onset velocity.

• Flow separation is most prevalent with waves, leading to light dynamic stall (i.e. periodic trailing edge separation) over a large region of the blade. However, deep dynamic stall occurs for all flow combinations near the hub of the blade.

The findings which are specific to the turbine geometry studied here are:

• Extreme waves \((H > 5 \text{ m})\) dominate over extreme turbulence \((I_x > 15\% )\).

• The largest thrust force occurs at the mid-section of the blade during large waves and turbulence.

• Large yaw angles \((\gamma > 30^\circ)\), low tip-speed ratios \((\lambda < 4)\) and very large waves \((H > 5 \text{ m})\) elicit overshoots in the time averaged blade root bending moment compared to the quasi-steady prediction. This indicates that dynamic stall is having a global affect.

• If the power is regulated by fixing the rotational speed and pitching the blades to feather, then the effect of a yaw misalignment becomes even more critical. In these conditions, the region affected by dynamic stall extends to half of the blade span.

The findings which have implications for future design practice are:

• The mean power and thrust, as well as the mean root and edgewise bending moments, show a moderate reduction of less than 5% compared to the steady state. This is largely due to flow separation. However, both the fact that the rotor is operating at fixed rotational speed, and unsteady phenomena, occurring near the tip, make a minor contribution. The extreme loads predicted near the
blade root caused by dynamic stall have little effect on the global thrust and
torque acting on the blade due to the short lever arm and lower relative flow
velocity compared to the outer sections. These results show that large waves
induce significant load fluctuations. However, there is little effect on the mean
loads and performance of the turbine which confirm the observations of Galloway
et al. (2014).

- Overall, fluctuations in the root bending moment and power were found to exceed
the steady values by almost 50%.

- The mean unsteady forces and bending moments computed with the unsteady
model are within ca. 1% of those predicted using a quasi-steady approximation.
However, the standard deviation of the root and edgewise bending moments are
overpredicted by 15% and 5%, respectively. This is due to lift amplitude reduction
(Theodorsen’s theory), which occurs under unsteady attached flow conditions.
Under these optimal operating conditions, a reasonable quasi-steady approxima-
tion of the unsteady loadings can be achieved. These findings agree with Galloway
et al. (2014) who determined that dynamic stall may be neglected. However, re-
ducing the rotor speed, such that the turbine operates at sub-optimum tip-speed
ratios, increases flow separation and dynamic stall occurs over most of the blade.
This concurs with the findings of Milne et al. (2013a) who showed that dynamic
stall can dominate the blade loading at lower tip-speed ratios.

- When operating at a sub-optimum tip-speed ratio of 3.5 during large \( H = 5 \text{ m} \),
long period waves \( T_a = 10 \text{ s} \), the maximum root bending moment coefficient
was almost twice that predicted using a quasi-steady approximation. Clearly,
load fluctuations are significantly under-predicted by the quasi-steady approach
in this region.

These results have shown that turbulence, waves or yaw misalignment can lead to
extreme load peaks. Moreover, low tip-speed ratios, as well as large yaw misalignment
can cause the mean root bending moment to overshoot the mean value predicted by a
quasi-steady approximation. For these reasons it is advisable that unsteady phenomena
are always considered in the assessment of both the instantaneous and time-averaged
loads on a turbine.
10.2 Recommendations for future work

10.2.1 Model improvements

There are a number of limitations to the model. Perhaps the most significant is the lack of spatial coherence in the turbulent fluctuations, such that the same fluctuation is experienced on all blade sections in time. There is a lack of spatial correlations for tidal channel turbulence, however, these do exist for atmospheric turbulence. Spatial coherence can be implemented into the present model by computing the cross spectra in three dimensions. The implementation of such a method could be optimised by considering only the rotationally sampled turbulence (see Veers, 1988).

Wake effects are only considered through trailing edge vortex shedding, which results in an amplitude reduction in the attached flow regime (Theodorsen’s theory), however, sampling of returning and neighbouring wakes is not accounted for in the general model, although it was quantified using Loewy’s theory, and found to be small for the turbine considered here. However, for turbines which rotate faster, or operate in lower current velocities, wake sampling is likely to be more prevalent. The effect can be modelled using potential flow vortex methods, however, combining such a model with the present dynamic stall implementation would be challenging. Doing so would also enable the wake distortion affect to be accounted for on the turbulent fluctuations which is also not presently captured.

The model is limited to creating directional regular waves. Implementation of irregular waves could be carried out using a similar method as that used to make a turbulent time series. A number of regular waves could be generated from a spectrum with random phases applied. Lastly, the model has assumed that waves and turbulence can be combined linearly. It would be interesting to study from field data how the depth decay of the wave orbitals are affected by turbulence and then to implement a physical model to investigate the significance of this for the unsteady loadings.

10.2.2 Application of the model

The author hopes that the proposed model will now be used for fatigue analysis. Considering that a tidal turbine is always operating in unsteady flow. It would be very interesting to discover whether the fatigue life is shortened by the inclusion of the unsteady phenomena discussed in this thesis.

Comparison of the proposed model with load data from a full-scale device would
further validate the model and aid improvements. To date it has not been possible to obtain the turbine data acquired during the ReDAPT project. This is unfortunate since the combination of load data with corresponding flow measurement could enhance modelling techniques.

The unsteady load model could be expanded in a number of ways. Floating tidal turbines are now a very attractive proposition due to the ease of installation and accessibility. However, the unsteady hydrodynamics become a function of how much the structure moves with the fluid. It would be useful to couple this fluid structure interaction so that floating tidal turbines could be considered. An additional reason is that turbines employing flexible/deformable blades could also be analysed.

Dynamic stall modelling is off-putting to designers due the requirement of a number of empirical parameters which describe the time lags under unsteady conditions. Something which would make dynamic stall modelling more accessible would be a way of predicting these parameters if the user does not have them. The present model could be made more universal by giving the user the option of extrapolating or learning the empirical time constants. A number of databases of dynamic stall measurements exists for a range of aerofoil profiles operating across a range of flow conditions. A valuable PhD project would be to collect such data and implement a neural network algorithm to learn the time constants and develop a tool to predict them for different geometries and perhaps even extending to Reynolds number and reduced frequency variability.

Investigate more tide and site specific turbulence conditions, for instance the turbulence statistics can depend on the tidal cycle and local geometrical features may give rise to gust which may reach the hub of the turbine. One way to model such flow conditions would be to couple the model with a flow field computed using a Navier-Stokes solver.

The results could be expanded by investigating active pitch control. The present work focused on pitching the blade due to a change in the mean flow so as to maintain a constant power, however, a pitch mechanism which follows the flow fluctuations could be investigated to optimise both load alleviation and power output.

A wider range of turbine geometries should be investigated. This work was constrained by there being only one source in the literature which provides the geometry of a full-scale blade (Gretton, 2010). In addition this analysis assumed that the blades have smooth leading edges, whereas in reality they are likely to undergo bio-fouling which will alter the lift and drag coefficients. It would be interesting to evaluate how bio-fouling alters the unsteady loads.
Appendices

A Numerical solution to the indicial load response

Assuming the indicial response takes the exponential form given in Equation 4.10 then $C_L$ given by Equation 6.8 can be solved using a recurrence relation and a simple finite difference scheme for the temporal derivative inside the Duhamel integral as described in this section.

Inserting Equation 4.10 inside Equation 6.8 gives the following expression

\[
\alpha_E(s) = 2\pi \left( \alpha(0)(1 - A_1e^{-b_1s} - A_2e^{-b_2s}) + \int_0^s \frac{d\alpha(\sigma)}{ds} \left( 1 - A_1e^{-b_1(s-\sigma)} - A_2e^{-b_2(s-\sigma)} \right) d\sigma \right)
= \alpha(0) - A_1\alpha(0)e^{-b_1s} - A_2\alpha(0)e^{-b_2s} + \int_0^s d\alpha(s) - A_1 \int_0^s \frac{d\alpha(\sigma)}{ds} e^{-b_1(s-\sigma)} d\sigma
- A_2 \int_0^s \frac{d\alpha}{ds}(\sigma)e^{-b_2(s-\sigma)} d\sigma.
\]

(1)

Neglecting $A_1\alpha(0)e^{-b_1s}$ and $A_2\alpha(0)e^{-b_2s}$ since they are short term transients, Equation 1 can be rewritten as

\[
\alpha_e(s) = \alpha(s) - X(s) - Y(s),
\]

(2)

where

\[
X(s) = A_1 \int_0^s \frac{d\alpha}{ds}(\sigma)e^{-b_1(s-\sigma)} d\sigma,
\]

(3)

and

\[
Y(s) = A_2 \int_0^s \frac{d\alpha}{ds}(\sigma)e^{-b_2(s-\sigma)} d\sigma.
\]

(4)
Evaluating Equation 3 at the next time step $s + \Delta s$ gives

$$X(s + \Delta s) = A_1 \int_0^{s+\Delta s} \frac{d\alpha}{ds} (\sigma) e^{-b_1(s+\Delta s-\sigma)} d\sigma$$

$$= A_1 e^{-b_1 \Delta s} \int_0^{s} \frac{d\alpha}{ds} (\sigma) e^{-b_1(s-\sigma)} d\sigma + A_1 \int_{s}^{s+\Delta s} \frac{d\alpha}{ds} (\sigma) e^{-b_1(s+\Delta s-\sigma)} d\sigma$$

$$= X(s) e^{-b_1 \Delta s} + A_1 \int_{s}^{s+\Delta s} \frac{d\alpha}{ds} (\sigma) e^{-b_1(s+\Delta s-\sigma)} d\sigma$$

$$= X(s) e^{-b_1 \Delta s} + I. \quad (5)$$

Equation 5 is recursive since the previous value $X(s)$ is evaluated alongside the new increment $I$, at the new time period. Bringing constant values outside of the integral the expression for $I$ becomes

$$I = A_1 \int_{s}^{s+\Delta s} \frac{d\alpha}{ds} (\sigma) e^{-b_1(s+\Delta s-\sigma)} d\sigma,$$

$$= A_1 e^{-b_1(s+\Delta s)} \int_{s}^{s+\Delta s} \frac{d\alpha}{ds} (\sigma) e^{b_1 \sigma} d\sigma. \quad (6)$$

The next step is the introduction of a differencing scheme. Making the following backwards approximation

$$\frac{d\alpha}{ds} = \frac{\alpha(s + \Delta s) - \alpha(s)}{\Delta s}, \quad (7)$$

then the remainder of the integral can be evaluated analytically

$$\int_{s}^{s+\Delta s} e^{b_1 \sigma} d\sigma = \frac{(e^{b_1 \Delta s} - 1)}{b_1} e^{b_1 s}. \quad (8)$$

Putting everything together the expression for the new increment becomes

$$I = A_1 e^{-b_1(s+\Delta s)} \left( \frac{\alpha(s + \Delta s) - \alpha(s)}{\Delta s} \left( \frac{e^{b_1 \Delta s} - 1}{b_1} \right) \right), \quad (9)$$

and Equation 5 becomes

$$X(s + \Delta s) = X(s) e^{-b_1 \Delta s} + A_1 \left( \frac{\alpha(s + \Delta s) - \alpha(s)}{\Delta s} \left( \frac{1 - e^{-b_1 \Delta s}}{b_1} \right) \right), \quad (10)$$
then the previous time step is

\[ X(s) = X(s - \Delta s)e^{-b_1\Delta s} + A_1 \left( \frac{\alpha(s) - \alpha(s - \Delta s)}{\Delta s} \right) \left( \frac{1 - e^{-b_1\Delta s}}{b_1} \right), \tag{11} \]

and similarly

\[ Y(s) = Y(s - \Delta s)e^{-b_2\Delta s} + A_2 \left( \frac{\alpha(s) - \alpha(s - \Delta s)}{\Delta s} \right) \left( \frac{1 - e^{-b_2\Delta s}}{b_2} \right). \tag{12} \]

Equation 11 and Equation 12 are one-step recursive formulae that give the new value \( \alpha_E(s) \).


