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Abstract

A search for heavy right-handed Majorana or Dirac neutrinos ($N_R$) and heavy right-handed $W$ gauge bosons ($W_R$) participating in the Keung-Senjanović process has been performed in events with a pair of energetic electrons or muons, with opposite-sign charges, and two energetic jets. Events were selected from $pp$ collision data with an integrated luminosity of $36.1\text{ fb}^{-1}$ collected by the ATLAS detector at $\sqrt{s} = 13$ TeV. No significant deviations from the Standard Model expectation were observed. The results were interpreted within the theoretical frameworks of two forms of Left-Right Symmetric Model and lower limits were set on masses in the heavy right-handed $W$ and neutrino mass plane, as well as upper limits on the Keung-Senjanović process cross section multiplied by the branching fraction to $eejj$ or $\mu\mu jj$. The excluded region extends to $m_{W_R} = 4.7$ TeV for both Majorana and Dirac $N_R$ neutrinos. The $m_{N_R} > m_{W_R}$ region is explored for the first time by a search for the Keung-Senjanović process at the LHC.
Abstract
Lay Summary

Science’s current best description of particle physics, the Standard Model, agrees with nature to a high degree of accuracy in almost all ways that humanity has been able to test it. However, the Standard Model does not, for historical reasons, correctly describe a group of particles called the neutrinos. When the Standard Model was formulated, it was thought that neutrinos had no mass, but subsequent experiments have shown that they do have small masses. There are various ways that the Standard Model could be extended to include a description of neutrino mass. This thesis is concerned with one type of extension, the Left-Right Symmetric Model extensions to the Standard Model. The Left-Right Symmetric Models contain a mechanism which gives mass to the neutrinos, by making their masses be inversely proportional to the masses of some new, as-yet undiscovered, neutrinos. By making these new neutrinos very heavy, the known neutrinos can have small masses.

In the Standard Model, forces act between particles by the exchange of force-carrying particles called ‘bosons’. One of the fundamental forces described by particle physics, the weak nuclear force, has an interesting characteristic, which is, unlike the other fundamental forces, it doesn’t act the same way on a system as it would on the mirror image of that system. This happens because the weak force only acts on particles which are ‘left-handed’ (this classification refers to the particle’s ‘chirality’, a particular quantum mechanical property of a particle). The weak force only acts on left-handed particles because its bosons are left-handed, and only particles of the same handedness can interact. Reflecting a left-handed particle in a mirror turns it into a right-handed particle, so the weak force would no longer act on that particle. For this reason, we say the weak force is left-handed.

Left-Right Symmetric Models, as well as describing how neutrinos can have small masses, extend the weak force to have a right-handed component. In order to
explain why we don’t see right-handed weak interactions happening in nature, the right-handed bosons introduced within Left-Right Symmetric Models must be very heavy compared to the left-handed weak bosons. As previously stated, the new neutrinos also predicted by Left-Right Symmetric Models must also be heavy. Creating such heavy particles requires a lot of energy, due to the equivalence of mass and energy. The Large Hadron Collider, the world’s most powerful particle accelerator and collider, has the capability to produce these heavy particles, if they exist.

In this thesis, data collected by the ATLAS detector, one of the multipurpose particle detectors at the Large Hadron Collider, was analysed to try to find evidence that one type of Left-Right Symmetric Model right-handed boson, $W_R$, and the new heavy neutrinos, $N_R$, had been produced. The energy at which collisions at the Large Hadron Collider occur sets a limit on the range of masses of $W_R$ and $N_R$ that the collisions would be able to create. No evidence that the particles were created on collisions at the Large Hadron Collider during 2015 and 2016 was found. The non-observation of $W_R$ and $N_R$ allows us to say, with some degree of confidence, that the particles must be heavier than the range of $W_R$ and $N_R$ masses that could be created with the current collision energy of the Large Hadron Collider, if they exist.
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Chapter 1

Introduction

One of the major goals of the ATLAS experiment at the Large Hadron Collider (LHC) is to search for signs of new physics. One group of beyond the Standard Model (BSM) theories that can be investigated with ATLAS are the Left-Right Symmetric Models (LRSMs). These models are attractive for a number of reasons, including that they restore parity to the Standard Model (SM) by introducing a right-handed component to the left-handed weak force, and can offer a plausible explanation to the smallness of the masses of the known neutrinos. New particles predicted by LRSMs include heavy right-handed $W$ bosons ($W_R$) and heavy right-handed neutrinos ($N_R$). Depending on the form of the LRSM, the heavy right-handed neutrinos can be Majorana or Dirac particles.

In this thesis, an analysis searching for evidence of $W_R$ and $N_R$ using data collected by the ATLAS experiment is presented. The search focuses on the Keung-Senjanović process, in which an initial $W_R$ is produced during a proton-proton collision and then decays to an $N_R$ and a charged lepton, with the $N_R$ then decaying to a second $W_R$ and a second charged lepton. Final states containing an electron–positron pair or a muon–anti-muon pair are considered. The situation where the second $W_R$ decays to a quark pair is considered, resulting in a two lepton plus two jet experimental signature for the process. Either the first or second $W_R$ must be off mass shell, depending on the mass hierarchy of the LRSM particles. The situation where $m_{N_R} > m_{W_R}$ is studied in this thesis for the first time by an LHC analysis. The analysis was performed by myself and other members of a small analysis team within the ATLAS collaboration.

More details regarding the motivation and theoretical background to the analysis
described in this thesis can be found in Chapter 2. The dataset used in
the analysis consists of 36.1 fb$^{-1}$ of proton-proton collision data collected at
\( \sqrt{s} = 13 \) TeV with the ATLAS detector (described in Chapter 3) during 2015–
2016. Data collection and data quality monitoring for the ATLAS experiment is
described in Sections 4.1 and 4.2 including work I performed to improve the data
quality monitoring capabilities of the ATLAS Trigger Group in Section 4.2.1.
Simulated datasets were used to model the Keung-Senjanović process and SM
processes, described in Section 5.2. Data collected by ATLAS and simulated
data alike were reconstructed using the methods described in Section 4.4.

The analysis strategy, which I designed in conjunction with the rest of the analysis
team, is detailed in Chapter 5. The statistical analysis, which I performed, is
described in Chapter 6. The final results, which consist of exclusion limits in
\( m_{W_R} - m_{N_R} \) space and upper limits on the Keung-Senjanović process cross section
multiplied by the branching fraction to \( eejj \) or \( \mu\mu jj \), can be found in Chapter 7.
No evidence for the existence of \( W_R \) and \( N_R \) was found.

Natural units (\( \hbar = c = 1 \)) are used throughout this thesis.
Chapter 2

Theoretical Background

With so much misery, inequality and human-exploitation in the world, why would anyone invest precious resources in studying hypothetical (i.e. imaginary) particles because some theorist (let’s face it, probably some old white guy) came up with a crazy idea while in the shower?

In this chapter, the theoretical motivation for the work described in this thesis is outlined. First, in Section 2.1 the Standard Model (SM) is briefly discussed, before some issues with the SM are covered in Section 2.2. In Section 2.3 Left-Right Symmetric Models (LRSMs) are discussed, focussing on how they can address the highlighted issues in the SM. These models, depending on the model variant, can restore parity to the SM, provide a mechanism for the generation of neutrino masses, and explain why neutrino masses are so different in scale to the other lepton masses. The chapter concludes with a description of the Keung-Senjanović process, an interaction predicted by LRSMs, which is of interest in this thesis.

2.1 The Standard Model

The Standard Model of particle physics consists of the theories of the electroweak and strong interactions. The particles within the SM
are divided into fermions, matter particles with spin $\frac{1}{2}$, and bosons, force carrying particles with spin 1. The fermions are further divided into the six quarks and the six leptons, both of which are grouped into three families of increasing mass. The bosons that mediate the electromagnetic, weak and strong interactions are the photon, $W$ and $Z$ bosons and the eight gluons, respectively. The gauge group of the SM is $SU(3)_c \times SU(2)_L \times U(1)_Y$, where $SU(3)_c$ is the strong gauge group and $SU(2)_L \times U(1)_Y$ is the electroweak group. Spontaneous symmetry breaking via the Higgs mechanism breaks the $SU(2)_L \times U(1)_Y$ part down to $U(1)_{EM}$, the electromagnetic gauge group, during which the weak bosons and the charged fermions become massive particles. A schematic of the SM, including its particle content, the interactions that occur between those particles, and the effect of spontaneous symmetry breaking within the SM is shown in Figure 2.1.

The SM is a very successful theory, which accurately predicts the cross sections of many particle physics processes across many orders of magnitude, as shown in Figure 2.2. A recent validation of the SM, and a triumph of the LHC, was the discovery of the Higgs boson, generator of mass for the weak bosons and charged fermions, in 2012 [13, 14]. However, there are issues with the SM which necessitate movement to Beyond the Standard Model (BSM) theories. Section 2.2 focusses on two such issues, the non-existence of neutrino mass within the theory and the fact that the weak force is parity violating.

It is important to briefly define parity, helicity and chirality. The parity transformation switches the sign of spatial coordinates, and so describes a reflection through the origin. The parity of a variable is defined as either even (+1) or odd (−1) depending on whether the system or variable changes sign after the parity transformation. For example, the momentum of a particle changes under reflection as momentum is a vector quantity, so momentum has odd parity. The parity of a particle is the parity of its quantum mechanical state (or wavefunction). By Noether’s theorem [17], if a system is symmetric (behaves the same way) before and after a parity transformation, then parity is conserved within that system. In other words, if the universe behaves the same way when reflected, then parity would be a conserved quantity. A force is parity violating if it affects a system differently when the system is reflected, and the result would be that parity would not be conserved by that force.

The helicity of a particle is affected by the parity operator (so is a variable with odd parity), as helicity (a pseudoscalar) is defined as the projection of a particle’s spin onto its momentum, and momentum (a vector) is affected by the
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The Standard Model of Particle Physics

Figure 2.1 A summary of the Standard Model, including particle contents, quantum numbers and interactions before and after spontaneous symmetry breaking (SSB) [15] (CC-SA 4.0). Key features with respect to this thesis are that right-handed neutrinos do not exist within the SM (indicated by the fact they have no associated hypercharge (Y) or weak isospin (T3)), and that the weak force is left-handed (indicated by $SU(2)_{\text{LEFT}}$, written as $SU(2)_L$ in this thesis). These features are described in more detail in the text.

parity operator, whilst spin (a pseudovector) is not. If a particle’s momentum and spin are aligned, the particle is right-handed, whilst if they are anti-aligned, the particle is left-handed. In the massless particle limit, helicity is equivalent to chirality. Chirality is a frame independent intrinsic property of a particle, unlike helicity, and relates to the direction that a particle’s wavefunction shifts when the particle is rotated. When a spin $\frac{1}{2}$ particle is rotated through $2\pi$, the quantum mechanical state of the particle gains a minus sign. The chirality of this spin half particle defines the manner in which this minus sign is obtained: either by passing through $i$ or $-i$ in the complex plane. In the rest of this thesis, right-handed and left-handed will be used to refer to chirality states, unless otherwise stated.
2.2 Selected issues within the Standard Model

2.2.1 Parity violation in weak interactions

The first hint that parity might not be conserved by the weak force came with the discovery of the $\tau^+$ and $\theta^+$ particles in the 1950s, which decayed as:

$$\tau^+ \rightarrow \pi^+ + \pi^+ + \pi^-$$
$$\theta^+ \rightarrow \pi^+ + \pi^0$$

Luminosity is defined as $\mathcal{L} = \frac{1}{\sigma} \frac{dN}{dt}$, where $N$ is number of events and $\sigma$ is the interaction cross section.
As pions have intrinsic parity $-1$ (due to the fact that quarks have parity $+1$ and antiquarks have parity $-1$) and parity is multiplicative, the $\tau^+$ and $\theta^+$ were therefore known to decay to systems with different intrinsic parity states. However, as the two particles had the same masses and lifetimes as each other, there was speculation that they could be the same particle. In response to this, Lee and Yang pointed out that it had not be experimentally demonstrated that the weak force conserved parity, so if one of the decays proceeded via the weak force and the other not, this could be a solution. They therefore proposed experiments to further test the nature of the weak force. This led to the first definitive evidence of parity violation in weak interactions in the observation of an asymmetry in the direction of emission of electrons from the decay of Cobalt-60 atoms and in the angular distribution of electrons from muon decays originating from pions decaying in a cyclotron. The discovery of parity violation confirmed that the $\tau^+$ and $\theta^+$ particles were one particle, now referred to as the $K^+$, where the decay to two pions is the parity violating decay mode of the two, as the $K^+$ has intrinsic parity $-1$.

The parity violating nature of the SM is explicit, through its gauge group structure of $SU(3)_c \times SU(2)_L \times U(1)_Y$, where $SU(2)_L$ is the left-handed weak gauge group. Only particles with a left-handed component experience the weak force for this reason. Left-handed particles have weak isospin ($T_3$, the quantum number relating to weak interactions) values of $\pm 1/2$ and consequently form doublets, whilst right-handed particles have $T_3 = 0$ and form weak isospin singlets, as shown in Figure 2.1.

Though it is clear that the weak force is parity violating, it is not explained within the SM why this should be the case. As parity is conserved during strong and electromagnetic interactions, the weak force is the clear odd one out within the SM. If there were a theory which included non-conservation of parity at low energies, conservation of parity at high energies, and provided testable predictions at accessible energies, this would provide a reason for the observed behaviour of the weak force.

2.2.2 Lack of neutrino masses

Fermions that are massive within the SM (all fermions except the neutrinos) have mixed helicity states, reflecting that they have right- and left-handed chirality components. Once antiparticle components are accounted for, these massive
fermions have four components. Right-handed components have corresponding 
left-handed antiparticle components, and left-handed components have corre-
spanding right-handed antiparticle components. Mass terms for four component 
particles take the form of Yukawa couplings \[23\]:

\[
m \bar{\psi} \psi = m ( \bar{\psi}_L \psi_R + \bar{\psi}_R \psi_L )
\]

The Yukawa coupling allows a right-handed chiral component to convert to a left-
handed chiral component, and vice versa. As the fermion components that take 
part in the Yukawa coupling are massless, and chirality and helicity are equivalent 
in the massless limit, chirality and helicity are equivalent for these components. 
Therefore, the Yukawa coupling allows a component with right-handed helicity 
to switch to one with left-handed helicity. To switch from right-handed to left-
handed helicity is to switch direction of motion. This means that switch helicity 
is to travel slower than the speed of light, and therefore, to have mass. Fermions 
that gain mass in this way are referred to as a Dirac fermions, in reference to 
the fact that their behaviour is described by the Dirac equation \[24\], and the 
mass they gain as a Dirac mass. The SM Yukawa couplings between the left- and 
right-handed components of the massive fermions are facilitated by the Higgs 
field \[7, 8, 9\], which has the correct quantum numbers, relative to those of the 
massive fermions, to conserve all quantum numbers that must be conserved by 
such interactions.

Following from experiments demonstrating the parity violating nature of the 
weak force (see Section \[2.2.1\]), it was suggested that the neutrinos may have 
only two components \[25, 26, 27\], either a right-handed component and a left-
handed antiparticle component, or left-handed component and a right-handed 
antiparticle component. Evidence for this was found in 1958, when it was shown 
that electron neutrinos have negative (left-handed) helicity \[28\], one of the two 
possibilities from the two-component theory. Two-component neutrinos can not 
generate Dirac masses. However, an alternative way to generate mass, which is 
available to two-component particles, is the Majorana mechanism \[29\]. Majorana 
particles are their own antiparticles, meaning they have the property:

\[
\psi^c = \psi \quad \text{where} \quad \psi^c = \hat{C} \psi^T
\]

where \( \hat{C} \) is the charge conjugation operator. Only uncharged particles such as 
neutrinos can be Majorana particles. The Majorana mechanism allows particles
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with two components to have mass, with terms of form:

\[ m\bar{\psi}_L \psi_L \text{ or } m\bar{\psi}_R \psi_R \]

At the time when the SM was developed, no evidence for neutrino mass had yet been found, so it was not desirable for terms like this to be present in the SM Lagrangian. This resulted in the SM being formulated without a field that would allow the two neutrino components to couple in this way whilst conserving all required quantum numbers.

To summarise, the fermions fields in the SM are:

\[ \psi_L = \left( \nu_{\ell L} \ell_L \right) \quad \psi_R = (\ell_R) \]

where \( \ell = e, \mu, \tau \), and the Higgs doublet is:

\[ \phi = \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix} \]

The part of the SM Lagrangian that concerns the interaction of the Higgs field with the lepton fields is:

\[
\mathcal{L}^{\text{SM mass}} = h_D \left[ \bar{\psi}_L \phi \psi_R + \bar{\psi}_R \bar{\phi} \psi_L \right] \\
= h_D \left[ \bar{\nu}_{\ell L} \ell_L \left( \phi^+ \phi^0 \right) \ell_R + \bar{\ell} R (\phi^+, \phi^0) \left( \nu_{\ell L} \ell_L \right) \right]
\]

where \( h_D \) is the coupling strength. When spontaneous symmetry breaking occurs, and the neutral component of the Higgs field gains a vacuum expectation value (VEV):

\[ \phi = \begin{pmatrix} 0 \\ v \end{pmatrix} \]

which results in Dirac mass terms for the charged leptons, and no mass terms for the neutrinos:

\[
\mathcal{L}^{\text{SM mass}} = h_D v \left[ \bar{\ell}_L \ell_R + \bar{\ell}_R \ell_L \right]
\]

That neutrinos may be massive and oscillate between flavours was first suggested
by Pontecorvo in 1957 [30-31], and later expanded upon by Maki, Nakagawa and Sakata [32], and by Pontecorvo again in 1967 [33]. The central idea is that the neutrino flavour eigenstates that participate in weak interactions ($\nu_e$, $\nu_\mu$, $\nu_\tau$) are superpositions of neutrino mass eigenstates ($\nu_1$, $\nu_2$ and $\nu_3$). A neutrino with a particular flavour emitted during a weak interaction is therefore formed of a mixture of the mass eigenstates. The flavour eigenstates and mass eigenstates are related through the Pontecorvo–Maki–Nakagawa–Sakata (PMNS) mixing matrix, which specifies the mixing angles between the eigenstates:

$$
\begin{pmatrix}
\nu_e \\
\nu_\mu \\
\nu_\tau
\end{pmatrix}
= 
\begin{pmatrix}
U_{e1} & U_{e2} & U_{e3} \\
U_{\mu1} & U_{\mu2} & U_{\mu3} \\
U_{\tau1} & U_{\tau2} & U_{\tau3}
\end{pmatrix}
\begin{pmatrix}
\nu_1 \\
\nu_2 \\
\nu_3
\end{pmatrix}
= 
\begin{pmatrix}
1 & 0 & 0 \\
0 & c_{23} & s_{23} \\
0 & -s_{23} & c_{23}
\end{pmatrix}
\begin{pmatrix}
c_{13} & 0 & s_{13}e^{-i\delta_{CP}} \\
0 & 1 & 0 \\
-s_{13}e^{i\delta_{CP}} & 0 & c_{13}
\end{pmatrix}
\begin{pmatrix}
c_{12} & s_{12} & 0 \\
-s_{12} & c_{12} & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
\nu_1 \\
\nu_2 \\
\nu_3
\end{pmatrix}
$$

The matrix is shown parametrised into three mixing angles $\theta_{ij}$ where $i, j = 1, 2, 3$ and $\delta_{CP}$, a CP violating phase. $c_{ij} = \cos \theta_{ij}$ and $s_{ij} = \sin \theta_{ij}$. $|U_{\ell i}|^2$ gives the probability for a neutrino with flavour $\ell$ to be found with mass $m_i$. A neutrino flavour eigenstate is a weighted sum of mass eigenstates:

$$|
u_\ell\rangle = \sum_i U_{\ell i} |\nu_i\rangle$$

A neutrino emitted in a weak interaction is a weak eigenstate, but the mass eigenstates are the ones that propagate through space. The time evolution of the neutrino flavour eigenstate is given by:

$$|\nu_\ell(t)\rangle = \sum_i e^{-iE_i t} U_{\ell i} |\nu_i\rangle$$

Therefore, if the mass eigenstates are non-degenerate in mass, they will pick up different phases (because of their different energies $E_i$, due to their different masses) as they propagate through space, resulting in a different mixture of mass eigenstates that may correspond to a different flavour eigenstate. Thus, having at least one non-zero mass eigenstates is necessary in order for neutrino oscillations to occur, or at least two non-zero mass eigenstates for neutrino oscillations between all three pairings of flavour eigenstates.

The first evidence for neutrino oscillations came when the Homestake experiment,
which ran from the late 1960s, reported fewer neutrinos arriving at Earth from the Sun than were expected from solar models at the time [34]. Neutrino oscillations were suggested as a solution to this problem by Pontecorvo and Bilenky [35]. As the Homestake experiment was only sensitive to one flavour of neutrino, the electron neutrino, if neutrinos could change flavour en route from Sun, this would result in an apparent deficit in detected yield. The SNO Collaboration conclusively demonstrated in 2001, with an experiment sensitive to multiple solar neutrino types, that neutrino oscillations were indeed responsible for the deficit in electron neutrinos seen at Homestake [36]. Today, from various atmospheric, reactor and beam neutrino oscillation experiments, the differences-squared between all combinations of neutrino masses, and the mixing angles in the PMNS matrix, are known to be non-zero [22].

Direct measurements of neutrino mass have provided only upper bounds so far. For electron (anti-)neutrinos, the most stringent limits come from tritium beta decay measurements ($^3\text{H} \rightarrow ^3\text{He} + e^- + \bar{\nu}_e$), where the mass of the $\bar{\nu}_e$ is determined from the shape of tail of the measured electron energy distribution, giving a limit of $m_{\bar{\nu}_e} < 2.05 \text{eV}$ [37]. For muon neutrinos, the limit is obtained from pion decays at rest ($\pi^+ \rightarrow \mu^+ + \nu_\mu$) by measuring the momentum of the resultant muon, which gives a limit of $m_{\nu_\mu} < 170 \text{keV}$ [38]. The limit on tau neutrino mass is the highest at $m_{\nu_\tau} < 18.2 \text{MeV}$, and comes from the ALEPH Collaboration, from analysis of tau decays to pions and a tau neutrino ($\tau^- \rightarrow 2\pi^- + \pi^- + \nu_\tau$, $\tau^- \rightarrow 3\pi^- + 2\pi^- + \nu_\tau$ and $\tau^- \rightarrow 3\pi^- + 2\pi^- + \pi^0 + \nu_\tau$) [39].

It is clear then, that the neutrinos have small, but non-zero masses. Neutrino mass needs to be incorporated into the SM, in such a way as to preserve the degree of parity violation that is observed within the SM at low energies. It is possible to introduce Dirac masses for neutrinos to the SM by introducing right-handed $SU(2)$ singlet neutrino components [40]. Neutrino masses would then be generated via the Higgs mechanism, through mixing between the left- and right-handed components. This is not the ideal solution because the smallness of the known neutrino masses is not naturally explained, as the coupling constants between the right- and left-handed components would be arbitrary [40]. It would also be possible to introduce extra Higgs fields to allow two-component neutrino Majorana mass terms. However, a more attractive option is available if the need to introduce neutrino masses is seen as an opportunity to restore parity to the SM overall. This is the approach taken by Left-Right Symmetric Models, which are the focus of Section 2.3. Within the forms of LRSM considered in this thesis,
neutrino masses are generated by so-called ‘Seesaw Mechanisms’. Very simply, these Seesaw Mechanisms describe a situation where the known neutrino masses are inversely proportional to the masses of some as-yet undiscovered neutrinos, and therefore the known neutrinos can be very light, if the new neutrinos are made to be heavy. These Seesaw Mechanisms are described in more detail in Sections 2.3.1 and 2.3.2.

2.3 Left-Right Symmetric Models (LRSMs)

LRSMs are a class of models that can restore parity to the SM, and can introduce a mechanism for the generation of neutrino masses. A key feature of LRSMs is that they introduce a right-handed component to the weak force, allowing left- and right-handed fermions to take part in weak interactions.

Pati and Salam first suggested the idea of left-right symmetry in 1974, as part of the Pati–Salam partial unification theory that attempted to unify the quarks and leptons under a set of four colour charges [11]. This idea of left-right symmetry was developed into the first Left-Right Symmetric Model in 1975 [12, 13, 14, 15]. This was then developed into a variant featuring the Type-I Seesaw Mechanism [16, 47, 48, 49], referred to in this thesis as the Type-I LRSM and discussed in Section 2.3.1, and a variant featuring the Inverse Seesaw Mechanism [50, 51], referred to in this thesis as the Inverse LRSM [52, 53, 54] and discussed in Section 2.3.2, among others. All of the the above LRSM variants predict heavy, right-handed $W$ bosons ($W_R$), and the Type-I and Inverse LRSMs predict heavy, right-handed neutrinos ($N_R$). The Keung-Senjanović process, involving $W_R$ and $N_R$, is discussed in Section 2.4 and is the focus of the analysis described in this thesis.

Though it is possible to introduce neutrino mass via a Seesaw Mechanism without embedding it in an LRSM [40, 55], LRSMs have the advantage of also explaining the parity violating nature of the weak force. It is also possible to formulate an LRSM that does not include a Seesaw Mechanism, but instead adds right-handed $SU(2)$ singlet neutrino components so that neutrino masses are obtained via the Higgs mechanism. In fact, this is how neutrino masses were included in the LRSM during its early development [12, 13, 14, 15]. Modern versions of LRSMs including Seesaw Mechanisms are preferred because they can explain the smallness of the known neutrino masses in a way that this setup cannot, as the coupling constants between the right- and left-handed neutrino components would be arbitrary [40].
Heavy neutrinos are sometimes postulated as dark matter candidates [56]. However, in the Type-I and Inverse LRSMs, the \( N_R \) can decay, as discussed in Section 2.4. As dark matter must be stable on timescales comparable to the age of the Universe [57], LRSM \( N_R \) do not seem to be a good candidate. But, if there were to exist a very light \( N_R \) compared to the mass of the \( W_R \), the decay of the \( N_R \) could be highly suppressed, resulting in a long lifetime for the \( N_R \) [58]. Therefore, it is possible that there could be one or more light, long-lifetime \( N_R \) coexisting with heavy, short-lifetime \( N_R \). Long-lifetime \( N_R \) are not the focus of this thesis, but the discovery of a heavy \( N_R \) participating in the Keung-Senjanović process would allow for the possibility that long-lifetime \( N_R \) may also exist.

Features common to the Type-I and Inverse LRSMs will now be described. Both LRSMs introduce the \( SU(2)_R \) gauge group, a right-handed analogue to the left-handed weak gauge group \( SU(2)_L \). \( U(1)_Y \) is also exchanged for \( U(1)_{B-L} \), where \( Y \) is the SM \( U(1) \) hypercharge, \( B \) is baryon number and \( L \) is lepton number. The electric charge formula is redefined as follows:

\[
Q = T_3 + \frac{Y}{2} \rightarrow T_{3L} + T_{3R} + \frac{B-L}{2}
\]

where \( T_{3L} = T_3 \), weak isospin under \( SU(2)_L \), and \( T_{3R} \) is the weak isospin under \( SU(2)_R \).

Right-handed neutrino components are introduced, forming doublets with the existing right-handed lepton components:

\[
\psi_L = \begin{pmatrix} \nu_{\ell_L} \\ \ell_L \end{pmatrix} \quad \psi_R = \begin{pmatrix} \ell_R \\ \nu_{\ell_R} \end{pmatrix}
\]

where \( \ell = e, \mu, \tau \). The right-handed lepton doublet has \( T_{3R} = \pm \frac{1}{2} \) and \( T_{3L} = 0 \), whilst the left-handed lepton doublet has \( T_{3R} = 0, T_{3L} = \pm \frac{1}{2} \). Both doublets have \( B-L = -1 \).

The gauge fields associated with \( SU(2)_L \) and \( SU(2)_R \) are \( \tilde{W}_L \) and \( \tilde{W}_R \) respectively, where:

\[
\tilde{W}_{L,R} = \begin{pmatrix} W_1 \\ W_2 \\ W_3 \end{pmatrix}_{L,R}
\]

\( \tilde{W}_L \) is identical to the SM \( \tilde{W} \) with elements \( W_1, W_2 \) and \( W_3 \), and \( B \) is associated
with $U(1)_{B-L}$ in the same way it is for the SM $U(1)_Y$. The gauge coupling constants between the respective gauge fields and lepton fields are $g_L$ for $SU(2)_L$, $g_R$ for $SU(2)_R$, and $g'$ for $U(1)_{B-L}$.

The part of the LRSM Lagrangian that concerns the interaction of the LRSM gauge bosons with fermions is [40, 42]:

$$\mathcal{L}_{\text{gauge}}^{\text{LRSM}} = g_L \left[ \bar{\psi}_L \gamma_i \frac{\sigma}{2} q_L + \bar{\psi}_L \gamma_i \frac{\sigma}{2} \psi_L \right] \cdot \vec{W}_L^i + g_R \left[ \bar{\psi}_R \gamma_i \frac{\sigma}{2} q_R + \bar{\psi}_R \gamma_i \frac{\sigma}{2} \psi_R \right] \cdot \vec{W}_R^i + g' \left[ \frac{1}{6} \bar{\psi}_i q - \frac{1}{2} \bar{\psi}_i \psi \right] B$$

where $q_L$ and $q_R$ are the SM left- and right-handed quark doublets, $\gamma_i$ are the Dirac matrices and $\sigma$ are the Pauli matrices. In order to ensure the model is parity conserving the Lagrangian is required to be invariant under:

$$\psi_L \leftrightarrow \psi_R \quad q_L \leftrightarrow q_R \quad \vec{W}_L \leftrightarrow \vec{W}_R$$

This requires that the $SU(2)$ coupling constants are set to be equal ($g_R = g_L$).

Spontaneous symmetry breaking then occurs to break the LRSM gauge group down to the SM pre-spontaneous symmetry breaking group:

$$SU(2)_L \times SU(2)_R \times U(1)_{B-L} \rightarrow SU(2)_L \times U(1)_Y$$

Following this, the usual SM spontaneous symmetry breaking occurs, which ensures that the LRSM looks like the SM at low energy scales:

$$SU(2)_L \times U(1)_Y \rightarrow U(1)_{EM}$$

Different Higgs multiplets are introduced in different LRSM versions, and will be described in the following sections. The nature of the first SSB stage is dependent on the Higgs multiplets introduced.
2.3.1 ... with Type-I Seesaw Mechanism

In the Type-I LRSM, the SM Higgs doublet is replaced with a bidoublet $\phi$ and a triplet $\Delta$ with forms:

$$\phi = \begin{pmatrix} \phi_0^0 & \phi_1^+ \\ \phi_2^- & \phi_0^0 \end{pmatrix}$$

$$\Delta_{L,R} = \begin{pmatrix} \left(\frac{1}{\sqrt{2}}\Delta^+ \Delta^0 \right) \\ -\frac{1}{\sqrt{2}}\Delta^+ \end{pmatrix}_{L,R}$$

This set of Higgs fields is left-right symmetric, as can be seen from the fields’ $T_3^R$ and $T_3^L$ values. $\phi$ has $T_{3R} = \pm \frac{1}{2}$, $T_{3L} = \pm \frac{1}{2}$ and $B - L = 0$. $\Delta$ has $T_{3R} = \pm 1$, $T_{3L} = 0$, whilst $\Delta_L$ has $T_{3R} = 0$, $T_{3L} = \pm 1$. Both have $B - L = 2$.

The Higgs fields spontaneously gain VEVs [49]:

$$\langle \phi \rangle = \begin{pmatrix} \kappa & 0 \\ 0 & \kappa' \end{pmatrix}$$

$$\langle \Delta_R \rangle = \begin{pmatrix} 0 & 0 \\ v_R & 0 \end{pmatrix}_R$$

$$\langle \Delta_L \rangle = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}_L$$

The introduction of a VEV for the neutral $\Delta_R$ component ($\Delta^0_R$) breaks the LRSM gauge group to $SU(2)_L \times U(1)_Y$. It is important that $\Delta_L$ does not have a similarly induced VEV in order to prevent possibly large corrections to the light neutrino mass [59, 60]. The VEVs for $\phi$ take care of breaking $SU(2)_L \times U(1)_Y$ to $U(1)_{EM}$.

New LRSM gauge bosons $W^\pm_R$ (referred to as $W_R$ throughout this thesis) and $Z_R$ are formed post-SSB, along with the familiar SM gauge bosons, from the mixing of the pre-SSB gauge fields [40, 45, 59]. In general, the mass states of the charged bosons are a mixture of the $W_L$ and $W_R$ states, and the $\kappa'$ controls the degree of mixing. By choosing $\kappa \gg \kappa'$, mixing between $W_L$ and $W_R$ states is suppressed [40, 45] and the $W_L$ and $W_R$ can be treated as the mass states. A similar effect occurs whereby the mass states of the heavy neutral gauge bosons are mixtures of the $Z$ and $Z_R$ states, but as $v_R \to \infty$ this mixing is suppressed and $Z$ and $Z_R$ can be treated as mass states [40]. The set of gauge boson states are therefore,
in the limit $v_R \gg \kappa \gg \kappa'$:

$$W_L^\pm = \frac{1}{\sqrt{2}}(W_L^1 \pm W_L^2)$$

$$W_R^\pm = \frac{1}{\sqrt{2}}(W_R^1 \pm W_R^2)$$

$$Z = W_L^3 \cos \theta_W - W_R^3 \sin \theta_W - B \tan \theta_W \sqrt{\cos 2\theta_W}$$

$$Z_R = \frac{W_R^3 \sqrt{\cos 2\theta_W}}{\cos \theta_W} - B \tan \theta_W$$

$$\gamma = (W_L^3 + W_R^3) \sin \theta_W + B \sqrt{\cos 2\theta_W}$$

where $\theta_W$ is the SM Weinberg angle defined by $\sin \theta_W = e/g$, where $g = g_L = g_R$.

In the limit $v_R^2 \gg \kappa^2 + \kappa'^2$, the masses of the bosons are given by:

$$m_{W_L}^2 \simeq \frac{g^2}{2}(\kappa^2 + \kappa'^2)$$

$$m_{W_R}^2 \simeq \frac{g^2}{2}(\kappa^2 + \kappa'^2 + 2v_R^2)$$

$$m_Z^2 \simeq \frac{1}{\cos^2 \theta_W} m_{W_L}^2$$

$$m_{Z_R}^2 \simeq \frac{\cos^2 \theta_W}{2 \cos 2\theta_W} m_{W_R}^2$$

$$m_\gamma \simeq 0$$

By choosing $v_R \gg \kappa, \kappa'$, it is ensured that the LRSM gauge bosons are heavier than the SM gauge bosons.

The part of the Type-I LRSM Lagrangian that concerns the interaction of the LRSM Higgs fields with leptons is \[59, 61\] (shown for one generation for simplicity):

$$L_{\text{LRSM mass}} = h_{D_1} \bar{\psi}_L \phi \psi_R + h_{D_2} \bar{\psi}_L \tilde{\phi} \psi_R$$

$$+ h_M (\bar{\psi}_L^c \Delta_L \psi_L + \bar{\psi}_R^c \Delta_R \psi_R) + \text{H.c.}$$

where $\tilde{\phi} = \sigma_2 \phi^* \sigma_2$ and ‘+ H.c.’ indicates Hermitian conjugate terms have been omitted. The terms in the Lagrangian preceded by $h_{D_{1,2}}$ are Dirac mass terms, and $h_{D_{1,2}}$ are the coupling strengths. Terms preceded by $h_M$ can be identified as Majorana mass terms, with $h_M$ as the coupling strength. Following the two SSB stages, once the VEVs $\langle \phi \rangle$ and $\langle \Delta_R \rangle$ have been substituted into the Lagrangian,
the lepton mass is given by:

\[ m_\ell = h_D \kappa' + h_D \kappa \]

For the neutrinos, a mass matrix for the \( \nu_L \) and \( \nu_R \) is obtained:

\[
\begin{pmatrix}
\nu_L \\
\nu_R
\end{pmatrix}
= \begin{pmatrix}
0 & m_\ell \\
m_\ell & m_R
\end{pmatrix}
\]

where \( m_R = h_M v_R \). This matrix has eigenvalues of:

\[
m_{\nu_{L,R}} = \frac{m_R \pm \sqrt{m_R^2 + 4m_\ell^2}}{2}
\]

which in the limit \( m_R \gg m_\ell \) (from \( v_R \gg \kappa, \kappa' \)), and expanding via a Taylor series, gives two masses:

\[
m_{\nu_L} \simeq \frac{m_\ell^2}{m_R} \\
m_{\nu_R} \simeq m_R
\]

This is where the name ‘Seesaw Mechanism’ originates: as \( m_R \) increases, \( m_{\nu_R} \) increases whilst \( m_{\nu_L} \) decreases. In this way, the Type-I LRSM contains a natural reason for the small masses of the known neutrinos, and the LRSM gauge bosons and right-handed neutrinos could have masses that are within the reach of the LHC, assuming they exist. As a reminder that \( \nu_R \) are heavy in the context of this model, \( N_R \) will be used to refer to them in the rest of this thesis. Because \( h_M \) is a free parameter, the mass hierarchies \( m_{W_R} > m_{N_R} \) and \( m_{N_R} > m_{W_R} \) are both possible. As the \( \nu_L \) and \( N_R \) resulting from the Type-I Seesaw Mechanism are Majorana particles, lepton number violating processes are predicted to occur involving them. One process involving Majorana \( N_R \), the Keung-Senjanović process, is discussed in Section 2.4.

### 2.3.2 … with Inverse Seesaw Mechanism

The Inverse Seesaw Mechanism, like the Type-I Seesaw Mechanism, provides a way to naturally explain the small masses of the known neutrinos. The Inverse Seesaw Mechanism was originally implemented in the context of superstring...
There are several ways to implement the Inverse Seesaw Mechanism in an LRSM, with different choices of Higgs multiplets. One way is to introduce a pair of Higgs doublets $\chi_{L,R}$, alongside $\phi$ and $\Delta_{L,R}$:

$$\chi_{L,R} = \begin{pmatrix} \chi^+ \\ \chi^0 \end{pmatrix}_{L,R}$$

$\chi_R$ has $T_{3r} = \pm \frac{1}{2}, T_{3l} = 0$, whilst $\chi_L$ has $T_{3r} = 0, T_{3l} = \pm \frac{1}{2}$. Both have $B - L = 1$. A set of singlet fermions $S$, with $T_{3l,R} = 0$ and $B - L = 0$ are also introduced.

$\phi$ and $\Delta_R$ gain the same VEVs as in the Type-I LRSM, and $\chi_R$ gains a VEV:

$$\chi_R = \begin{pmatrix} 0 \\ \lambda_R \end{pmatrix}_R, \quad \chi_L = \begin{pmatrix} 0 \\ 0 \end{pmatrix}_L$$

The part of the Lagrangian that concerns the interaction of the Higgs fields with leptons is (shown for one generation for simplicity):

$$L_{\text{mass}}^\text{LRSM} = h_{D_1} \bar{\nu}_L \phi \nu_R + h_{D_2} \bar{\nu}_L \bar{\phi} \nu_R + h_{N_1} \bar{\nu}_L \chi \nu_R S + h_{N_2} \bar{\nu}_L \Delta \nu_R S + h_S S^c S + h_M (\bar{\nu}_L \Delta \nu_R + \bar{\nu}_R \Delta \nu_L) + \text{H.c.}$$

where $h_{N_1,2}$ are the couplings between $\phi_{L,R}$ and $S$, and $h_S$ is the $S$ self coupling.

Following the substitution of the VEVs $\langle \phi \rangle$, $\langle \Delta_R \rangle$ and $\langle \chi_R \rangle$, the lepton mass is given by:

$$m_\ell = h_{D_1} \kappa' + h_{D_2} \kappa$$

as in the Type-I LRSM. A mass matrix is formed for the $\nu_L$, $\nu_R$ and $S$:

$$\begin{pmatrix} \nu_L & \nu_R & S \\ \nu_L & m_\ell & 0 \\ \nu_R & m_\ell & m_R \\ S & 0 & m_N \end{pmatrix}$$

where $m_R = h_M v_R$, $m_N = h_N \lambda_R$ and $m_S = 2 h_S$.  

From this matrix, two mass eigenstates are formed from $\nu_R$ and $S$:

$$m_{N_{R_{1,2}}} = m_R \pm \sqrt{m^2_R + 4m^2_N}$$

In the limit $m_R \to 0$, there are two equal magnitude, opposite sign solutions:

$$|m_{N_{R_1}}| = |m_{N_{R_2}}| = m_N.$$ 

In this situation, a pseudo-Dirac $N_R$ [62] is formed from the combination of the Majorana $N_{R_{1,2}}$. For a pseudo-Dirac $N_R$ formed in this way, as $m_R \to 0$, the amount of lepton number violation also tends to zero [52] [63]. The simplest way to ensure $m_R = 0$ is to remove the $\Delta_{L,R}$ entirely. As $m_R \to 0$, the light neutrino mass is given by:

$$m_{\nu_L} = \frac{m_S m^2_\ell}{m^2_N}$$

so, like in the Type-I Seesaw Mechanism, $m_{\nu_L}$ decreases as $m_{N_R}$ increases. The pseudo-Dirac $N_R$ will be referred to as a Dirac $N_R$ throughout the rest of this thesis.

### 2.4 The Keung-Senjanović Process

In LRSMs containing $W_R$ and $N_R$, $N_R$ can be produced via a $W_R$ and decay via a second $W_R$. This is known as the Keung-Senjanović process [64]. The $N_R$ must decay via a second $W_R$, if there is no mixing between the $W_L$ and $W_R$. When $m_{W_R} > m_{N_R}$, the second $W_R$ in the decay chain must be produced off mass shell, whilst in the $m_{N_R} > m_{W_R}$ case, the first $W_R$ is off shell. This results in suppressed cross sections for the $m_{N_R} > m_{W_R}$ case compared to the $m_{W_R} > m_{N_R}$ case, as shown in Section 4.3.1. The situation where the second $W_R$ decays to a quark pair is the focus of the analysis described in this thesis. Free quarks are not observed due to the approximately linear increase in the strong coupling strength when increasing the distance between colour-charged interacting objects. This characteristic of the strong force means that, as the two quarks travel apart, it is energetically favourable for additional colour-charged particles to be produced, and these additional colour-charged particles produce further colour-charged particles as they travel apart, and so on. The result of this process is a collimated spray of colour neutral hadrons - a jet. The Keung-
Senjanović process therefore has a two charged lepton plus two jets (\(\ell\ell jj\)) final state, as shown in Figure 2.3. When \(m_{W_R} > m_{N_R}\) (\(m_{N_R} > m_{W_R}\)), the on-shell \(W_R\) mass can be reconstructed from the invariant mass of the \(\ell\ell jj\) (\(jj\)) system, while the \(N_R\) mass can be found from the \(\ell_2 jj\) system in both cases.

![Feynman diagram](image)

Figure 2.3  The leading Feynman diagram for the Keung-Senjanović process, for (a) the \(m_{W_R} > m_{N_R}\) case and (b) the \(m_{N_R} > m_{W_R}\) case.

Dirac and Majorana \(N_R\) can both participate in the Keung-Senjanović process, with the same production cross section [52]. The Majorana nature of the \(N_R\) would be evident from the Keung-Senjanović process, from the ratio of events containing opposite-sign charged (OS) leptons to those containing same-sign charged (SS) leptons. In the version of the Type-I LRSM outlined in Section 2.3.1, lepton number violating processes can occur, due to the Majorana nature of the \(N_R\). The result of this would be that the leptons in the \(\ell\ell jj\) final state will have the same-sign charges half the time and opposite-sign charges the other half the time. If CP violating phase effects are included and some of the Type-I LRSM Majorana \(N_R\) are degenerate in mass, the same-sign final state can be suppressed [52, 63], however this situation is not considered in this thesis. In the version of the Inverse LRSM described in Section 2.3.2, \(N_R\) are pseudo-Dirac particles, and the final state leptons will have opposite-sign charges 100% of the time.

As the \(\ell\ell jj\) final state with opposite-sign leptons is sensitive to both Majorana and Dirac \(N_R\), this final state is the focus of this thesis. Any possible mixing between \(N_e\), \(N_\mu\) and \(N_\tau\) is not considered in this thesis, so only final states with same flavour leptons are considered. Final states with two electrons (\(eejj\)) or two muons (\(\mu\mu jj\)) are considered, referred to as the electron and muon channels respectively.
2.4.1 Existing limits

The Keung-Senjanović process in the $eejj$ and $\mu\mu jj$ final state has been studied by both ATLAS and CMS collaborations using $\sqrt{s} = 7\,\text{TeV}$ \cite{65,66}, $\sqrt{s} = 8\,\text{TeV}$ \cite{67,68} and $\sqrt{s} = 13\,\text{TeV}$ \cite{69} collision data. CMS also has published results for the hadronic $\tau\tau jj$ final state at $\sqrt{s} = 13\,\text{TeV}$ \cite{70,71}, in which only leptonic $\tau$ decays are considered. No evidence for LRSM $W_R$ or $N_R$ has emerged from these studies. The current most stringent exclusion limits on LRSM $W_R$ and Majorana $N_R$ masses are derived by the CMS experiment \cite{69} at $\sqrt{s} = 13\,\text{TeV}$, shown in Figure 2.4. In both electron and muon channels, the CMS collaboration excluded regions extending to $m_{W_R} \sim 4.4\,\text{TeV}$ (for a range of $m_{N_R}$ values), whilst the $m_{N_R}$ limits reach $\sim 2.9\,\text{TeV}$ in the electron channel (for $m_{W_R} \sim 3.8\,\text{TeV}$) and $\sim 3\,\text{TeV}$ in the muon channel (for $m_{W_R} \sim 3.6\,\text{TeV}$). The most stringent limits for the Dirac $N_R$ case, assuming the total $N_R$ production cross section is unchanged from the Majorana $N_R$ case, come from ATLAS at $\sqrt{s} = 7\,\text{TeV}$ \cite{65}, shown in Figure 2.5. The ATLAS Dirac $N_R$ results are presented for decays to either two electrons or two muons combined, rather than the two channels separately, and the limits reach $m_{W_R} \sim 2.45\,\text{TeV}$ (for $m_{N_R} \sim 800\,\text{GeV}$), whilst the $m_{N_R}$ limits reach $\sim 1.5\,\text{TeV}$ (for $m_{W_R} \sim 1.8\,\text{TeV}$). The $m_{N_R} > m_{W_R}$ case has not been studied by LHC experiments, for either Majorana or Dirac $N_R$, until now.

Other bounds on $W_R$ and $N_R$ exist from double beta decay \cite{72,73} and from $W' \rightarrow jj$ searches \cite{74}, where $W'$ is a generic heavy $W$. Figure 2.6 presents combined limits from these searches in the electron channel, with the addition of recasted ATLAS limits in the $e + E_T^{\text{miss}}$ final state \cite{75,76}, represented as limits on $m_{W_R}$ and $m_{N_R}$ \cite{77}. $\ell + E_T^{\text{miss}}$ final states can occur from the Keung-Senjanović process at the LHC if the $N_R$ has a long enough lifetime to exit the detector. Of these, only the $W' \rightarrow jj$ limit is in a relevant section of the parameter space to this thesis, at $m_{W_R} \sim 3.7\,\text{TeV}$. 
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Figure 2.4 The strongest current LHC limits on $W_R-N_R$ mass in the (a) $eejj$ and (b) $\mu\mu jj$ final states, by the CMS Collaboration at $\sqrt{s} = 13$ TeV, for the Majorana $N_R$ case. (c) and (d) show limits for the $m_{W_R} = 2 \times m_{N_R}$ hypothesis. The cross section multiplied by branching fraction values shown in (a) and (b) are not consistent with the values shown in (c) and (d) and it is likely that the z-axes of (a) and (b) are mislabelled. No lepton charge requirement is applied and the $m_{N_R} > m_{W_R}$ mass hierarchy is not considered. Taken from [69].
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Figure 2.5 The strongest current LHC limits on $W_R - N_R$ mass in the $eejj$ or $\mu\mu jj$ final states (combined), by the ATLAS collaboration at $\sqrt{s} = 7$ TeV, for the Dirac $N_R$ case. Leptons are required to have opposite charges. Limits are also shown for the case where mixing between $N_R$ flavours is allowed, which is not considered in this thesis. The $m_{N_R} > m_{W_R}$ mass hierarchy is not considered. Taken from [65].

Figure 2.6 The strongest current limits on $W_R - N_R$ mass in the electron channel. $E$ represents missing transverse energy, typeset as $E_T^{\text{miss}}$ throughout this thesis. Adapted from [77].
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Chapter 3

The LHC and the ATLAS Experiment

The Large Hadron Collider (LHC) \[78, 79, 80\] is a 26.7 km circumference circular accelerator and collider, the largest particle accelerator in the world. Within the LHC, bunches of particles are accelerated and circulated in opposite directions, before being brought together in collisions with centre of mass energies (\(\sqrt{s}\)) up to 13 TeV (for proton-proton collisions to date). To reach these energies, particles are pre-accelerated in a number of smaller accelerators (shown in Figure 3.1), many of which used to be the main accelerators on the CERN site. This set of smaller accelerators are referred to as the LHC injector chain. Proton-proton collisions take place at the LHC as standard, and are the collision type of interest in this thesis, though lead and xenon ions are also occasionally collided. The LHC has 4 collision points, at which 7 detector experiments are positioned: ATLAS (A Toroidal LHC Apparatus), CMS (Compact Muon Solenoid), ALICE (A Large Ion Collider Experiment), LHCb (LHC beauty), LHCf (LHC forward), TOTEM (Total Elastic and Diffractive Cross Section Measurement), and MoEDAL (Monopole and Exotics Detector at the LHC).

ATLAS is one of two ‘general purpose’ detectors on the CERN site, along with CMS, with a broad physics programme including Higgs boson physics, exotic particle searches and Standard Model precision measurements. Material in this chapter is drawn from \[78, 79, 80\] for the LHC and \[81\] for ATLAS, unless otherwise referenced.
3.1 The Large Hadron Collider

The LHC accelerates particles using radio frequency (RF) accelerating cavities. The shape of the RF cavities at the LHC is such that electromagnetic waves resonate at a particular frequency within the cavities when an external voltage is applied. Particles experience a Lorentz force when subject to an electromagnetic field, causing the particles to accelerate as they travel through the RF cavity. The applied voltage switches direction with a frequency appropriate to the target velocity of the particles. This causes particles that are travelling slower than the target velocity to accelerate, those travelling faster than the target velocity to decelerate, and those travelling at the target velocity to feel no net force. Particles travel through each RF cavity within a small tube, referred to as a ‘beampipe’. The LHC can accelerate a maximum of 2556 bunches of $O(10^{11})$ particles in this way.

As the LHC is a particle-particle collider, two beampipes are required so that particles can be accelerated in opposite directions. The beampipes are kept a high vacuum of $10^{-13}$ atmospheres in order to avoid particle interactions with gas.
molecules. The LHC and the ATLAS detector are situated underground (45–170 m below surface level for different parts of the ring) for radiation shielding purposes. The circular nature of the accelerator allows for particles to be continuously accelerated for long periods of time. The maximum energy they can reach is therefore not constrained by having a beampipe of fixed length, like in a linear collider. In this way, the LHC can accelerate protons from 450 GeV, the energy they have when entering the LHC from the injector chain, up to 14 TeV. As the LHC makes extensive use of superconducting technology, it is kept cooled to 1.9 K by a cryogenic system.

The LHC uses 1232 superconducting dipole magnets to curve the paths of the particles as they accelerate. These superconducting dipole magnets consist of niobium-titanium coils, which produce an 8.33 T magnetic field when a current of 11 850 A is passed through them, when cooled to 1.9 K. The shape of the 8.33 T magnetic field produced by these magnets results in an equal strength but opposite direction field across each beampipe. The resultant force of this magnetic field on particles travelling in either direction acts towards the centre of the LHC ring, and keeps the particle trajectories correctly altered to keep them travelling around the ring. Figure 3.2 shows a cut-through of an LHC dipole magnet along with the two beampipes.

At each of the four LHC interaction points, the two particle beams can be brought together, resulting in collisions between particles within the two beams. These collisions reduce the number of particles in each bunch, decreasing the likelihood of collisions occurring when the beams are brought together in the future. ‘Luminosity’ is a measurement of the number of collisions that can be produced in the detector per area and per second, so as bunches circulate, the luminosity decreases. Bunches are kept circulating around the LHC until they have been sufficiently depleted that it is more efficient to ‘dump’ the bunches and inject new beams from the injector chain. A ‘fill’ is defined as the period for which a set of bunches circulate within the LHC between their injection into the main ring and when they are dumped. The LHC uses quadrupole magnets to bring the beams into paths where they will collide and to narrow them to increase the likelihood of head-on proton-proton collisions. Other magnets, including other types such as sextopole and octopole magnets, are used to keep the beams vertically and horizontally focussed and to perform tunes of beam other parameters.
3.2 The ATLAS Detector

The ATLAS detector is one of the four main detectors situated at the LHC collision points. As a general purpose detector, it has been designed to track, identify, and characterise many types of particles arising out of collisions. Moving from the LHC beampipe outwards, the ATLAS detector can be divided into three sections: the Inner Detector, the Calorimeters, and the Muon Spectrometer. Figure 3.3 shows these different detector sections, and which sections are sensitive to which types of particle. The only known elementary particle type not detected by ATLAS are neutrinos. Their presence is instead inferred through imbalances in the detected energy or momentum distribution in the detector during collisions.

With respect to the ATLAS detector, some commonly used coordinates are defined as follows, where the interaction point is the origin: $x$ towards the centre of the LHC ring, $y$ upwards, $z$ along the beam axis (right-handed with respect to $x$ and $y$), $R$ the radius from the beampipe, $\phi$ the azimuthal axis around the beam axis, $\theta$ the polar angle from the beam axis, and the pseudorapidity $\eta = -\ln (\tan \theta/2)$, commonly used instead of $\theta$. ATLAS can not cover the whole solid angle around the collision point as this would require the detector be positioned within the beam line. Any particles produced with trajectories that
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Figure 3.3  A schematic of how ATLAS detects particles. The diagram shows a transverse slice through the detector with the beampipe as the small white circle at the bottom of the image. From [84].

carry them along the beam pipe can therefore not be detected. The quality of a detector which describes the percentage of events that it can detect for geometrical reasons is called the ‘acceptance’ of the detector. To make the acceptance of ATLAS as high as possible, the detector starts at $R = 3.3$ cm from the beam pipe and extends $±22$ m along the beam pipe, with some detector segments orientated perpendicular to the beampipe, as can be seen in Figure 3.4. The region of the ATLAS detector where detecting elements are mounted parallel to and encircling the beampipe is referred to as the ‘barrel’ region, whilst the end sections that are mounted perpendicular to the beampipe are referred to as the ‘endcap’ regions.

A single event recorded by the ATLAS detector usually consists of multiple interaction vertices. The multiple interactions that occur are referred to as ‘pile-up’. There are multiple sources of pile-up, including the fact that proton bunches are collided rather than single protons, the readout frequency of some detector components being such that collisions in adjacent bunch crossings can be overlaid, and effects due to the interaction of the beam and the beampipe [86]. A visualisation, or ‘event display’, of a bunch crossing occurring within the ATLAS detector featuring pile-up is shown in Figure 3.5. The average number of interactions per $pp$ bunch crossing in 2015 and 2016 combined was 24.
Very large amounts of data is created by the readout from all the ATLAS detector subsystems. The physics processes of interest to analysers often also have low cross sections and therefore occur rarely. The ATLAS trigger system reduces the amount of data sent to storage, in a way that enhances the proportion of interesting events in the stored data, by making fast assessments of events as they occur. The trigger system is described in more detail in Section 4.1. If an event is triggered on, the event data is processed with the aim of reconstructing what particle interactions occurred to produce the observed signals in the detector. This process, referred to as reconstruction, is described in Section 4.4.

### 3.2.1 The Inner Detector

The Inner Detector, shown in Figures 3.6 and 3.7, is designed to track charged particles by measuring their trajectories, momenta and charge as they leave the collision point. The Inner Detector consists of the three subdetectors: the Pixel Detector, the Semiconductor Tracker (SCT) and the Transition Radiation Tracker (TRT) and a 2 T solenoid magnet, as indicated in Figure 3.3. The Pixel Detector has been modified since construction of the ATLAS detector with the addition of the Insertable B-Layer (IBL) in 2014. The insertion of the Inner Detector in the 2 T magnetic field allows positively and negatively charged particles to be discriminated, as their tracks bend in opposite directions in the field. Their momenta can also be determined, as the radius of curvature of the path taken by
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Figure 3.5 An ATLAS event display of an event containing two muon candidates (red), along with multiple other interaction vertices. In the right panel, the 25 interaction vertices are marked by coloured squares. The reconstructed mass of the two muons is $91.1\text{ GeV}$, indicating an $Z \rightarrow \mu\mu$ event. Taken from [87].

A particle in a magnetic field is proportional to the momentum of the particle. Tracking is also important for establishing which particles have emerged from which interaction point (or vertex), as many proton-proton collisions occur each time the two proton beams are brought together. The production of some particles, such as bottom quarks, can also result in a displaced vertex, where a short lived particle travels a short distance before decaying. The decay products will then originate from a distinct vertex some distance from the primary interaction vertex.

The Pixel and Semiconductor Tracker subdetectors both use silicon as their detecting material. When charged particles pass through silicon, electron and hole pairs are produced as the particle ionises the material. Though photons can also liberate electrons from atoms, photons produced in collisions within the ATLAS detector have high enough energies and the amount of material in the Inner Detector is low enough that photons are likely to pass through the Inner Detector without interacting. Charged particles do ionise the silicon as they pass through, by emitting lower energy photons as they pass through the
material, resulting in detectable signals. More details about how the Pixel and SCT subdetectors do this will be given in the next two sections, Sections 3.2.1.1 and 3.2.1.2. The Transition Radiation Tracker subdetector consists of small gas-containing tubes that act as proportional counters and will be discussed further in Section 3.2.1.3.

![Figure 3.6](image)

**Figure 3.6** A computer generated image of the ATLAS Inner Detector [89].

### 3.2.1.1 The Pixel Detector

The original parts of the Pixel Detector, pre addition of the IBL, consists of 1774 silicon sensors connected to readout chips to form modules. The modules are mounted in different configurations in the barrel and endcap regions. In the barrel region, the straight section of the detector nearest the collision point, the modules are positioned on three cylindrical layers, concentric on the beampipe. The closest Pixel layer to the beampipe is positioned 5 cm away, as shown in Figure 3.7. The IBL was added at 3.3 cm from the beampipe, improving the resolution of the Pixel Detector. In the endcap regions, either end of the detector, two discs of sensors are positioned perpendicular to the beampipe. This layout gives coverage to $\eta = 2.5$, and full coverage in $\phi$ from 0 to $2\pi$, with resolution in $R - \phi \times z$ ($R - \phi \times R$ in the endcaps) of $10 \times 115 \mu m^2$. Charged particles pass through an average of 3 sensors when passing through the Pixel Detector. When a particle passes through a sensor, this is referred to as a ‘hit’. The modules are glued to staves (long, straight mounts) in the barrel region and sectors (segments of the disc) in the endcap region. The staves and sectors are then mounted on
carbon fibre structures (the Pixel Support Tube) in order to keep them accurately positioned.

The Pixel sensors are n\textsuperscript{+}-in-n type sensors: oxygenated n-type (negative-type: electrons are the majority charge carrier) silicon chips with p-type (positive-type: holes are the majority charge carrier) and n\textsuperscript{+}-type (enhanced negative type) doped regions, with the readout chips attached to the n\textsuperscript{+} side. The silicon chips are doped on both sides to allow continued operation even when radiation damage has inverted the n-type bulk to form a p-type bulk. The nominal Pixel sensor size (∼ 90% of the Pixel sensors) in $R - \phi \times z$ is $50 \times 400 \mu m^2$, with a thickness of 250 μm. The IBL also uses 75% n\textsuperscript{+}-in-n type silicon sensors however they have a nominal size in $R - \phi \times z$ is $50 \times 250 \mu m^2$. When particles pass through the Pixel and IBL sensors, a current is created as electron-hole pairs are formed, which are then swept to opposite sides of the depletion region created by the doping. The sensors are oxygenated to make them more radiation hard, which is crucial as they are mounted close to the beampipe. The readout chips record information relating to the rate of energy deposited in the detector ($dE/dx$) by particles by recording the time for which the charge deposited in each sensor
is over a set threshold value. This is referred to as the ‘Time over Threshold’ (ToT) measurement. By setting the minimum charge at which the readout chips register a hit to a set threshold value, the total energy deposited in that time can be found. $dE/dx$ for a track can then be found by looking at the amount of energy loss the particle suffers whilst passing through different pixel sensors and amounts of detector material. The linear relationship between ToT and injected charge and how $dE/dx$ information can be used for particle identification are shown in Figure 3.8.

![Figure 3.8](a): the linear relationship between ToT and charge, and (b) the relationship between $dE/dx$ and momentum for pions (black), kaons (gray) and protons (blue) for charged particles passing through the ATLAS Pixel Detector.

3.2.1.2 The Semiconductor Tracker (SCT)

The Semiconductor Tracker is the second of the ATLAS high-precision tracking devices, along with the Pixel Detector. It consists of 15,912 p-in-n silicon sensors with associated readout strips, forming 4088 modules. The SCT silicon sensors work in a similar way to the Pixel sensors and have a thickness of 285 $\mu$m. The SCT modules have several layouts to accomplish different goals, and are arranged in 4 layers in the barrel region and 9 disks in the endcaps. Modules in the barrel layers are mounted so as to be rotated from each other by a stereo angle of 40 mrad so as to provide information in the $z$ direction. Sufficiently energetic particles traversing the SCT from the interaction point pass through at least 4 SCT layers. The SCT has a resolution in $R - \phi \times z$ ($R - \phi \times R$ in the endcaps) of $17 \times 580 \mu m^2$, with coverage out to $\eta = 2.5$. 
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3.2.1.3 The Transition Radiation Tracker (TRT)

The TRT consists of bundles of drift tubes (referred to as straws) containing predominately (70%) xenon as well as carbon dioxide and oxygen, with a thin (31 µm) gold-plated tungsten wire running through the centre of each straw. A potential difference of 1.5 kV is present between the wire and the polyimide walls of the straws, so that they can act as small proportional counters. The straws are surrounded by polymer fibres which cause transition radiation to be emitted, which is an effect whereby relativistic charged particles emit radiation as they pass from one material to another, due to the different magnetic and dielectric properties of the media. The charged particles accompanied by these photons then pass through the straws, ionising the gas inside, causing a current to flow as freed electrons are attracted to the central wire. The transition radiation enhances the amount of ionisation that occurs within the straws. The amount of transmission radiation emitted depends on the relativistic \( \gamma \) factor of the particle in question, with the effect being strongest for electrons. The amount of transition radiation affects the time that the recorded charge exceeds a set threshold (ToT), allowing charged particles to be discriminated. The drift time (the time taken for a signal to travel from the point in a straw where a particle has passed through to the central wire), which is determined from the arrival time and the collision time by calibration [92], allows the distance between a particle track and the central wire distance to be determined. Relationships between ToT and particle identification and drift time and track-to-wire distance are shown in Figure 3.9.

Each TRT straw has a diameter of 4 mm and they are 144 cm long in the barrel region (37 cm in the endcaps). The straw walls have a thickness of 70 µm in order to keep the amount of material in the detector low. The \( \sim \)300 000 straws are aligned parallel to the beampipe in the barrel and fanned radially in the endcaps, and provide \( \sim \)30 hits per track. Due to the orientation of the straws, they provide 2D spatial information rather than 3D with an accuracy of in terms of \( R - \phi \) of 130 µm in the barrel. The gas in the TRT straws is constantly circulated and the gas quality is monitored in order to maintain stable conditions in the detector. After the discovery of irreparable leaks in the gas system, some straws have subsequently been modified to use an argon gas based mixture, rather than the xenon mixture, as the argon mixture is cheaper but performance between the two mixtures is comparable [93].
3.2.2 The Calorimeters

After leaving the Inner Detector, particles enter the ATLAS calorimeters. The calorimeters are designed to absorb incident electrons, photons and hadrons and output a signal that is proportional to the energy of the incident particles. They are constructed of alternating layers of absorbing and scintillating materials in order to achieve this. In terms of design, the calorimeters are divided into the Tile Calorimeter (TileCal) and the Liquid Argon (LAr) Calorimeters, however here we will divide them by functionality. The inner calorimeter section is designed to absorb electrons and photons and their associated electromagnetic showers and therefore is referred to as the electromagnetic calorimeter, whilst the outer calorimeter section’s primary purpose is to absorb hadronic showers originating from hadrons, and is referred to as the hadronic calorimeter. The electromagnetic calorimeter uses liquid argon as the scintillating material in the barrel (LAr barrel) and endcap (LAr electromagnetic endcap, EMEC) regions, and lead and steel as absorbers. The hadronic calorimeter uses plastic scintillating tiles and steel as an absorber (TileCal), as well as LAr as a scintillator and copper as an absorber in the endcap regions (LAr hadronic endcap, HEC). The Forward Calorimeter (FCal) covers the very high $\eta$ region near the beampipe. The layout of the calorimeters is shown in Figure 3.10.

Though the calorimeters work by the same general principle, absorbing particles in order to determine their energy, there are distinctions due to the differences in the types of showers they are designed to measure. Hadronic showers, or jets, are in generally wider and longer than purely electromagnetic showers, so the
hadronic calorimeters extend deeper in $R$ than the electromagnetic calorimeters. The electromagnetic calorimeter has a total thickness between 14–40 radiation lengths ($X_0$, the distance travelled by a high energy electron through a material in which it loses $1 - 1/e$ of its energy, or $7/9$ of the mean free path for a photon), meaning that it is highly likely that electromagnetic showers will be contained within this section of the detector. However, for hadronic showers the electromagnetic calorimeter is not as significant, with a maximum thickness of 4 nuclear interaction lengths (the mean path length to reduce the number of hadrons in a shower by $1/e$), whilst the hadronic calorimeter extends to between 10–19 nuclear interaction lengths. The thickness of all electromagnetic calorimeter and hadronic calorimeter sections are shown in Figure 3.11.

The ATLAS calorimeters have an unequal response to electromagnetic and hadronic showers. Electromagnetic showers usually result in all the energy of the incident particle being deposited in the detector, while for hadronic showers this is not the case. Electromagnetic showers are formed of bremsstrahlung (braking radiation) and pair production, as described in Section 3.2.2.1, whilst hadronic showers are more complicated, including strong interactions between hadrons (in the shower) and nuclei (in the detector material). Some of the energy of hadronic showers is not fully captured by the detector, and is for example lost to nuclear recoil in the absorbing material, before reaching the scintillating material. Hadronic showers also contain an electromagnetic shower component, as neutral pions produced via nuclear interactions decay to two photons 99% of the time [22].

3.2.2.1 The Electromagnetic Calorimeter

In the electromagnetic calorimeter, accordion shaped (see Figure 3.12) layers of lead and steel act as absorbers to slow incident particles down, sandwiching 2 mm thick layers of liquid argon, with a copper electrode layer within each layer of liquid. Incident particles cause showers of electron-positron pairs and photons to be produced as they pass through the absorbers. These showers occur when high energy particles emit high levels of bremsstrahlung when they accelerate or decelerate due to magnetic fields around the nuclei in the absorbing material. High energy photons lose most of their energy through pair production, causing a chain reaction of electron, positron and photon production. Low energy electron-positron pairs and photons produced in the absorbers then go on to ionise the
liquid argon, producing a detectable current as electrons are drawn to the copper electrodes. The energy of the particle absorbed by the calorimeter is established from the magnitude of the signal produced. An advantage of using liquid argon as the scintillating material is that it is naturally radiation hard as it is a noble element.

The barrel electromagnetic calorimeter is segmented into 3 sections in $R$, so provides 3 energy deposition measurements if a particle radially traverses the full body of the electromagnetic calorimeter. In the central barrel regions ($\eta < 1.8$), and in front of the endcap wheels, presamplers are present to record the energy of incident particles before they enter they calorimeter. This is so that accurate readings of the energy loss by particles within the calorimeter can be recorded with reference to the energy they had when entering the calorimeter. Each section of the barrel electromagnetic calorimeter has a different granularity in terms of readout area, as show in Figure 3.12. The granularity of the electromagnetic calorimeter is similar in the endcap regions, but instead of the folds of accordion geometry encircling the beampipe, the folds emanate outwards from the beampipe. The first layer of the FCal also acts as an electromagnetic calorimeter, with copper used as the absorber. Here, the structure is one consisting of tubes filled with liquid argon with electrode rods running through the centre, as opposed to the accordion structure in the barrel region.
Figure 3.11  The amount of material (in terms of radiation length $X_0$) in the electromagnetic calorimeter (a) barrel and (b) endcap layers. ‘Before accordion’ indicates the material in the inner regions of the detector. Additionally, (c) shows the amount of material (in terms of interaction length) in the 3 barrel Tile layers, the 4 hadronic endcap (HEC) layers and the 3 forward calorimeter (FCal) layers. The light brown region shows the material in the inner regions of the detector and the cyan region shows the additional material proceeding the Muon Spectrometer. From [81].
3.2.2.2 The Hadronic Calorimeter

The barrel and extended barrel of the hadronic calorimeter, the TileCal, uses plastic scintillating tiles and steel absorbers, as already stated. The scintillating tiles are made of polystyrene doped with $\sim 1.5\%$ fluorescent compounds. Ultraviolet light is produced within the scintillator when ionising particles pass through the plastic tiles, which is shifted to the visible range by the fluorescent compounds. Wavelength shifting fibres are attached to the edges of the plastic tiles which shift the light to a longer wavelength and guide it to photomultiplier tubes. The intensity of the light detected by the photomultiplier tubes is then used as a measure of the energy of the initial incident particle. The structure of the TileCal modules is shown in Figure 3.13a. There are 3 layers of TileCal modules in the barrel region, resulting in 3 energy samplings. The LAr hadronic endcap and the two hadronic FCal layers instead use liquid argon as the scintillating material, like the electromagnetic calorimeter, as these areas need higher resistance to radiation, which LAr provides. The endcap uses copper as an absorber, whilst the hadronic FCal uses tungsten. The hadronic FCal has the same basic structure.
as the electromagnetic FCal, and is shown in Figure 3.13b.

![Diagram of TileCal module](image)

Figure 3.13  
(a) A TileCal module showing the plastic scintillator and steel absorber plates, the wavelength shifting fibres, and the photomultiplier tubes. Particles are incident from the bottom of the module. Also, (b) an illustration of the hadronic FCal tungsten rods, copper tubes (containing LAr), and tungsten absorber matrix. Both from [81].

### 3.2.3 The Muon Spectrometer

Muons pass through the inner subdetectors of ATLAS without being absorbed as their greater mass (compared to electrons) means they do not lose as much energy when passing through matter. They therefore pass through the whole of ATLAS, leaving tracks within all sections of the detector. The final section of the detector, the Muon Spectrometer, is inserted in a large magnetic field which allows measurements of muon momenta to be made, as the trajectories of the muons bend under the influence of the field. The magnetic field is supplied by 3 large air-core superconducting toroidal magnets, one in the barrel section (with strength up to 2.5 T) and two at the endcaps (with strength up to 3.5 T). The magnetic field is so constructed that muons bend in the $\eta$ plane, but not in the $\phi$ plane, with the exception of the $1.3 \leq |\eta| \leq 1.65$ region where the transition between fields created by barrel and endcap magnets creates a complex field geometry. By this point, all other particles that are visible to the detector will have been stopped within the other subdetectors, meaning that this momentum measurement is enough to establish the energy of the muons, as their mass is known. There are
Figure 3.14 A computer generated image of the ATLAS Muon Spectrometer, showing the 4 types of muon chambers [97].

4 different types of muon chambers within the Muon Spectrometer, as shown as Figure 3.14. The Monitored Drift Tubes (MDTs) and Cathode Strip Chambers (CSCs) are used for precision tracking, whilst the Thin Gap Chambers (TGCs) and Resistive Plate Chambers (RPCs) are used for momentum measurement and triggering. The RPCs and TGCs are suitable for triggering as they provide fast and coarse muon momentum measurements.

3.2.3.1 Monitored Drift Tubes (MDTs)

The ~30 mm diameter Monitored Drift Tubes are proportional drift tubes containing 93% Argon gas and 7% carbon dioxide, with a 50 µm central anode wire, made of tungsten-rhenium. There is a 3080 V potential difference between the aluminium drift tube walls and the anode wire. When a muon passes through, the gas is ionised, with electrons and the ions drifting towards the central wire and edges of the tube, depending on whether they are positively or negatively charged. The time taken for the electrons to drift to the central allows their starting locations within the tube to be found, and therefore the path of the muon to be tracked. In a similar way to the TRT straws (see Section 3.2.1.3), the drift time is calculated from the time when a signal is detected, and the collision time using a calibration constant that includes factors relating to the time of
flight of particles from the interaction point and cable delays [99]. This drift time is then related to the radius (see Figure 3.16a) travelled by the drift electrons. The average spatial resolution obtained by the MDTs is \( \sim 80 \mu m \). The MDTs are referred to as ‘monitored’ because of the existence of a gas monitoring system that continuously measures the composition of the gas that is cycled through the MDTs at a rate of one detector volume per day [100]. The composition of the gas can cause significant changes to drift times so is important to measure. There are 656 MDT chambers in the barrel region and 494 in the endcaps, each containing between 192–432 individual tubes. Each muon passes through an average of 20 MDTs in both the barrel and the endcaps.

### 3.2.3.2 Cathode Strip Chambers (CSCs)

In the high \( 2 < \eta < 2.7 \) region, MDTs are replaced by Cathode Strip Chambers, that can handle the higher counting rates present in this region. MDTs can handle counting rates up to 150 Hz/cm\(^2\), whilst CSCs can operate at up to 1000 Hz/cm\(^2\). The Cathode Strip Chambers are multiwire proportional chambers containing an 80% Argon and 20% carbon dioxide gas mix. Each CSC contains multiple 30 \( \mu m \) gold-plated tungsten anode wires orientated with the central wire radial from the beampipe, with the other wires parallel to this wire. When muons pass through the gas, ionisation electrons are drawn to these wires due a potential difference of 1900 V within the chambers. The current in the anode wires induces a charge on
cathode strips, which are positioned either parallel or perpendicular to the anode wires, as shown in Figure 3.16(b), to provide 2D spatial information. A signal is usually induced in 3–5 cathode strips per incident particle, and the measurement of the relative signals to the cathode strips allows a resolution of 60 µm in each plane to be reached. Each chamber includes 4 planes of anode wires and cathode strips (two in each orientation). There are two discs of CSC chambers containing 8 chambers each.

![Figure 3.16](a): a cross section of an MDT, showing the path taken by electrons ionised from the gas inside the tubes and the radius of closest approach ($R_{\text{min}}$). So as to prevent multiple signals from the same muon in the same tube being recorded, a deadtime is applied after a signal is detected during which no signals are read out. The circle around the anode wire with radius $R_{\text{min}}$ is referred to as a ‘drift circle’. Also, (b): the structure of a CSC viewed down the anode wires (left) and perpendicular to the wires (right). The cathode strips are arranged either parallel or perpendicular to the anode wires. Both from [81].

### 3.2.3.3 Resistive Plate Chambers (RPCs)

The Resistive Plate Chambers are positioned in 3 concentric layers around the beampipe in the barrel region. The chambers consist of parallel phenolic-melaminic plastic laminate plates at a distance of 2 mm from each other, filled with a $C_2H_2F_4$/Iso-$C_4H_70$/SF$_6$ gas mixture in 94.7%:5%:0.3% proportions. An electric field with strength 4.9 kV/mm is present between the plates. A charged particle crossing this gap will create an avalanche of electrons, and therefore a detectable signal, which is read out through metallic strips that are capacitively coupled to the plates. Two layers of readout strips are positioned perpendicular to each other per gas layer to measure in the $\eta$ and $\phi$ directions. Each barrel RPC layer consists of two gas layers, so 6 $\eta$ vs. $\phi$ measurements are made for a muon passing through all three layers. The spatial location of muons passing
through the RPC layers allows their momentum to be determined as their tracks curve in the barrel toroid magnetic field.

3.2.3.4 Thin Gap Chambers (TGCs)

Thin Gap Chambers are multiwire proportional chambers which work in a very similar way to the CSCs. They consist of strips containing multiple anode wires containing a 55% carbon dioxide, 45% n-pentane gas mixture. The TGCs are used in the endcap regions where, compared to the barrel region, greater and $\eta$ dependant sensor granularity is required. This is because muon momentum strongly increases with $\eta$, for a given $p_T$. Radiation levels in the endcap regions are also around 10 times higher than in the barrel region, which the TGCs can handle. Figure 3.15 shows the position of the RPC and TGC layers relative to the MDT layers.
Chapter 4

Data Collection, Event Simulation and Reconstruction

This chapter describes how data is collected with the ATLAS experiment, how events are simulated for use in analyses, and how data and simulated events are both reconstructed from their raw types into ‘physics object’ candidates: data objects that are designed to represent the real physical particles detected as accurately as possible.

There is a distinction within ATLAS data processing which it is important to define. ‘Online’ refers to processing of data from the detector that occurs at the detector site (LHC Point 1, P1), within a specialised software environment (the ATLAS online software environment). ‘Offline’ refers to processing that occurs across the ATLAS computing grid. Reconstruction of data from the detector occurs almost exclusively at the Tier-0 computing centre, the first level of the ATLAS computing grid, whilst event simulation and reconstruction occurs at lower tiers [101]. As they have different functions and goals, different software releases are used online and offline, with different schedules for new software releases. This use of different software releases can create issues for the ATLAS offline monitoring system, most frequently for the trigger system. A particular example of one issue caused by this setup, and a solution to this problem I was involved in developing, is described in Section 4.2.1.
4.1 The ATLAS Trigger System

The ATLAS trigger system is designed to accept “interesting” (i.e. with high physics or calibration value) events for reconstruction and storage, and to reject others. There are two reasons to do this. Firstly, the maximum rate at which data can be written out from the detector to disk (1 kHz) is lower than the maximum event (or bunch crossing) rate (40 MHz) \[102\], and to increase the writeout rate would be very costly. Secondly, the physics processes of interest tend to occur rarely, so it is preferable to prioritise the use of data storage resources for this very small fraction of events. The ATLAS trigger system performs this task by making fast decisions on whether to store events during data taking. After data has been collected, it is reconstructed into physics object candidates for further analysis.

The ATLAS trigger system \[81, 103\] is divided into two parts, the custom hardware-based Level 1 (L1) \[104\] and the software-based High Level Trigger (HLT), which runs on a commercial, off-the-shelf, computing farm \[105\]. At L1, fast decisions are made on whether to pass an event to the HLT for further processing, resulting in a L1 output rate of 100 kHz. At HLT level, some event reconstruction occurs, in a similar way to the full reconstruction described in Section 4.4. Algorithms are then applied to determine whether to pass the event at HLT level, resulting in a final data readout rate of 1 kHz. HLT algorithms use data from the full detector, or from a ‘Region of Interest’ (RoI) within the detector, depending on the algorithm. A RoI is an area (in $\eta$ vs. $\phi$) of the detector within which the L1 algorithms have located an interesting physics object candidate. A schematic of the trigger and data acquisition systems is shown in Figure 4.1.

A ‘trigger chain’ is a series of algorithms that run in sequence. An event must pass at least one trigger chain selection in order to be permanently stored for offline analysis. Sets of related trigger chains which concern specific physics objects are devised and managed by ATLAS trigger signature groups (so named because the physics objects leave similar experimental ‘signatures’ in the detector). Trigger chains have an associated ‘prescale’, which defines the fraction of events satisfying the online selection to be stored for offline analysis. Prescales are set for different chains with a view to ATLAS analysis needs. As the bunches circulating in the LHC are depleted over time, prescales may change (commonly in steps) to retain the same number of accepted events in the face of decreasing collision rates. The
Figure 4.1 Schematic of the ATLAS trigger and data acquisition system. ‘CP’ refers to the Cluster Processor and ‘JEP’ to the Jet/Energy-sum Processor. ‘MuCTPI’ refers to the Muon to CTP Interface, where ‘CTP’ is the Central Trigger Processor. L1Topo (L1 Topological Trigger) and Fast Tracker (FTK) were in commissioning during 2015–2016 so are not described in this thesis. Taken from [103].

The set of trigger chains that are deployed during a data-taking run are defined in a trigger ‘menu’ [102] and are curated so as to provide algorithmic selections to meet the large variety of physics goals at the ATLAS experiment. As a trigger menu needs to provide an output data rate that is compatible with the maximum data readout rate, the choice of trigger chains in a trigger menu is also dependant on the collision rate, which depends on the luminosity. In practice, a set of trigger menus is defined for each year. Switches between trigger menus then occur when the luminosity exceeds or falls below set thresholds, rather than constantly modifying the menu. A typical trigger menu contains several hundreds of trigger chains. An entire unique online trigger configuration (including the trigger menu and other online software related parameters) is identified by a
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4.1.1 The First Level Trigger (L1)

The L1 trigger makes decisions regarding whether to store events using information from the ATLAS calorimeters and the RPC and TGC muon subdetectors. These detector subsystems are described in Sections 3.2.2 and 3.2.3. High $E_T$ (transverse energy) electromagnetic (EM) clusters (the experimental signature of electrons and photons), jets and hadronically decaying $\tau$-leptons, and events with high total $E_T^{\text{miss}}$ (missing transverse momentum) or $E_T$ are the focus of the L1 Calorimeter Trigger (L1Calo), whilst the L1 Muon Trigger (L1Muon) aims to identify high $p_T$ (transverse momentum) muons. Information and results from L1Calo and L1Muon are combined and a decision on whether to accept...
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the event at L1 is made by the Central Trigger Processor (CTP). The L1 trigger system makes decisions about events within 2.5 µs, during which time all detector information is stored in temporary memory.

4.1.1.1 The First Level Calorimeter Trigger (L1Calo)

L1Calo uses makes decisions based on information from $0.1 \times 0.1$ in $\eta$ vs. $\phi$ (larger at higher $|\eta|$) ‘trigger towers’, as shown in Figure 3.12a. The sum of signals (currents created by particles passing through the calorimeter segments, see Section 3.2.2) within a trigger tower is calculated by the preprocesser (see Figure 4.1) to provide energy deposition values within the towers. Candidate physics objects are then identified by the Cluster Processor (CP) and Jet/Energy-sum Processor (JEP). The CP identifies electron, photon and tau candidates whilst the JEP identifies jet candidates. The CP and JEP achieve this by searching for local energy maxima within groups of trigger towers, as shown in Figure 4.3. The EM cluster and tau algorithms require the summed energy deposit in at least a pair of towers in a $2 \times 2$ window in the electromagnetic calorimeter to exceed a predefined threshold. The jet algorithm requires that the summed deposit in $2 \times 2$, $3 \times 3$ or $4 \times 4$ window in the electromagnetic and hadronic calorimeters exceed a threshold, with a $2 \times 2$ local maxima within the region (in the centre of the region for the $4 \times 4$ case, to avoid the possibility of there being two jets in the window). Energy deposits above threshold are required to be isolated, with deposits in ‘isolation rings’ (and in the $2 \times 2$ window behind in the hadronic calorimeter in the case of the EM cluster algorithm) below a separate threshold. $E_T$ and $E_{T \text{miss}}$ candidate quantities are also computed by the JEP by summing over the full set of trigger towers within the calorimeters.

4.1.1.2 The First Level Muon Trigger (L1Muon)

L1Muon uses information from the RPC and TGC subdetectors, the parts of the muon system directed towards triggering. The muon trigger algorithm performs simple tracking to coarsely determine muon momenta. The tracking algorithm requires hits (energy deposits left by particles) in the RPC (in the barrel regions) and TGC (in the endcaps) stations to be coincident with each other and the interaction point within a level tolerance. Figure 4.4 shows a schematic of this. The algorithm has 6 possible $p_T$ windows (from 5–35 GeV) which the candidate
muons can be assigned to. High $p_T$ muons have tracks with lower curvature, so to be assigned to higher $p_T$ categories, the hits must be coincident within a smaller level of tolerance. In the endcap region, the algorithm uses information from the two stations furthest from the interaction point for the low $p_T$ thresholds, and additionally includes the next nearest layer for the high $p_T$ thresholds. For the $1.3 < |\eta| < 1.9$ region, coincidence is also required in the nearest TGC layer to prevent triggering on particles that originate far from the interaction point. In the barrel regions, the two stations nearest the interaction point are used for the low $p_T$ thresholds, along with the furthest layer for the high $p_T$ thresholds.

### 4.1.1.3 The Central Trigger Processor (CTP)

The Central Trigger Processor (CTP) makes the overall decision on whether to accept an event at L1 based on the L1 trigger menu. Items in the L1 menu consist of combinations of $E_T/p_T$ thresholds and object multiplicities. The degree of isolation EM cluster and tau candidates and the size of jet candidates can also be specified. If the L1 item is prescaled, the CTP will only accept a fraction of the events (1/prescale) that pass the item. Primary RoIs (that contributed directly to the acceptance of the event) and secondary RoIs (other, usually lower $p_T$ regions) are passed to the HLT (in the form of the $\eta-\phi$ position, type of RoI...
Figure 4.4  Schematic of the curvature of high and low $p_T$ muons in the barrel and endcap magnetic fields and the tolerance regions (in grey) that hits must be coincident within in the RPC and TGC layers to pass low and high $p_T$ muon triggers. Taken from [81].

(EM cluster, tau, jet, etc) along with the threshold passed by the RoI) along with the CTP trigger decision.

4.1.2 The High Level Trigger (HLT)

The ATLAS HLT decision-making process consists of two stages: first, decisions are made within the RoIs identified at L1, but using the full information from the detector subsystems within those regions, including data from subsystems that do not participate in L1 decision making, rather than the coarser information used at L1. This means more precise $E_T$, $p_T$ and tracking information is available to the HLT with respect to L1. Feature extraction (FEX) and hypothesis (HYPO) algorithms are used in sequence on each event. FEX algorithms take information from RoIs, combine it with data from other subdetectors in the same $\eta$–$\phi$ region, and look for additional features, for example, a track in the inner detector that matches to an EM cluster, indicating an electron has been detected. HYPO algorithms make decisions regarding whether the features extracted meet set criteria, for example, have features been found which suggest the presence of a particular object above a $p_T/E_T$ threshold, with a certain isolation, etc.

If the event passes this first stage, the event data from the full ATLAS detector is combined and reconstruction is performed by the algorithms that are the same as,
or very similar to, those used offline (see Section 4.4), with some adaptations for
the online software environment. Some calibrations are also applied at this point.
Further decisions are made by more sophisticated algorithms at this stage and if
an event passes, it is stored for further reconstruction and analysis. If an event
is not passed by the HLT, the event is not stored. Events are also categorised
here into ‘streams’ depending on what types of objects have been found within
each event. Figure 4.2b shows the respected trigger rates for various streams for
an example run in July 2016. In 2015, the average HLT processing time for an
event (at a luminosity of $5.3 \times 10^{33} \text{cm}^2\text{s}^{-1}$) was $\sim 235 \text{ms}$ [103].

\section{Data quality monitoring}

Data quality monitoring at the ATLAS experiment is performed both online [107]
and offline [108] in order to check for data irregularities that might indicate issues
within the detector, trigger system or reconstruction software. It is important
to do this so that the data used in analysis is known to be of high quality and
physically accurate. The online and offline monitoring systems, though they have
similar goals, have different approaches, as they have access to different resources
and types of event information. Online data quality monitoring occurs during
data taking, whilst offline data quality monitoring occurs during ATLAS offline
event reconstruction.

Both the online and offline monitoring systems produce as their output his-
tograms, which often have algorithmic checks applied (for example, a check that
a distribution is consistent within a set tolerance to a reference distribution).
These histograms and the check results are checked by experts within signature
groups and decisions about the data quality are then made. These decisions are
collated and lists of runs, and the lumiblocks within, that are deemed to be of
good quality are produced, referred to as Good Run Lists. These lists detail
the data which is then used for analysis within the collaboration. The analysis
detailed in this thesis uses 36.1 fb$^{-1}$ of good quality of $pp$ collision data recorded
in 2015–2016 at $\sqrt{s} = 13\text{TeV}$. 
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4.2.1 Offline data quality monitoring for the ATLAS Trigger Group

ATLAS offline trigger monitoring is designed to check the characteristics of the recorded events after they have been reconstructed offline. This is important for checking data quality, driving the development of new triggers, and evaluating new trigger software. Each trigger signature group maintains their own offline monitoring tools, which are contained in the ATLAS offline software release. While the tools differ between the various groups, they have a common aspect, which is that they are configured via Python configuration files. These configuration files include a list of trigger chains to monitor, as well as other parameters that can be configured depending on the trigger signature. The offline monitoring system takes, as input, information from particular triggers, and outputs histograms of signature specific quantities and distributions.

If the chains in the trigger menu change, changes to the offline monitoring configurations might be required, if the change affects the trigger chains used for monitoring. For example, there could be a trigger chain ‘A’ in the trigger menu, and an offline trigger monitoring tool could be configured to produce a plot of a quantity relating to this trigger. If trigger chain ‘A’ is then removed from the menu, the plots will be empty, motivating an update to the monitoring configurations. The offline monitoring configuration therefore needs to be updated because of this change to the menu. It is important that updates to offline monitoring are made promptly so that the monitoring output can be as useful as possible.

During LHC startup and commissioning phases, when the luminosity delivered to ATLAS can increase rapidly, the trigger menu often changes more frequently than new offline software releases are released. This means the ATLAS offline software release cycle may not be in sync with updates to the trigger menu. ‘Menu-aware Monitoring’ (MaM) [], a tool described in the follow section, has provided a solution to this particular problem. It allows offline trigger monitoring configurations to be updated, when needed, in a way that is independent from the software release cycles and does not require distribution throughout the software grid. Before the introduction of MaM, any configuration updates needed go into a new offline software release, which had to be compiled and distributed. This resulted in delays in updating offline trigger monitoring configurations. As the offline software release used at Tier-0 includes all ATLAS reconstruction
software, it is also not desirable to have to change the offline software release every
time there is an online trigger menu change. The use of Python configuration
files means that it would, in principle, be possible to make changes to the
configurations without having to recompile the offline software release. However,
distributing new Python configuration files throughout Tier-0 would incur a
similar delay to distributing a new software release, even though it would not
require recompilation of the software release.

4.2.1.1 The ‘Menu-aware Monitoring’ tool

‘Menu-aware Monitoring’, or MaM, is a tool (that I co-wrote) devised to allow
offline trigger monitoring configurations to be changed outside of the ATLAS
offline software release cycle. The aim of MaM is to overcome the possible
time delay between a signature group deciding that they want to update
their offline monitoring configuration and the updated configuration being in
place during reconstruction, caused by the different ATLAS software release
cycles. MaM achieves this by providing the functionality to ‘patch’ the offline
monitoring configurations with snippets of Python (patches), corresponding to
the configuration changes desired. Updates can be made via MaM to any aspect
of the offline monitoring configurations that are configurable via the Python
configuration files. This includes list of trigger chains to be monitored, but can
include any other parameters a signature group has made configurable in this way,
for example, histogram axis limits. The primary use case of MaM is to facilitate
fast updates to the monitoring configurations when a menu change that affects the
triggers used for monitoring occurs. MaM allows for an update like this to occur
in minutes (a few days once validation of the configuration change is factored in)
compared to the 2 weeks it usually takes to move to a new offline software release.
MaM also allows monitoring configurations to be updated at short notice for any
other purpose. Ensuring that the trigger monitoring configuration is relevant for
the data taking environment means that data quality can be monitored more
accurately and easily. MaM is written in Python, Java, C++ and SQL.

MaM provides users with functions to create and store these patches, and allows
them to be applied automatically or manually during ATLAS reconstruction. The
monitoring configuration patches are stored in an SQL database, which can be
updated at any time, and is not constrained by the ATLAS offline software release
cycle. The schema of the database is shown as Figure 4.5. A single monitoring
configuration patch for a single signature is identified by a ‘Slice Monitoring Configuration Key’ (SMCK), where a ‘slice’ is another term for a signature. A bundle of patches to be used with a particular offline software release is identified by a Monitoring Configuration Key (MCK). MaM allows users to create links between MCKs and SMKs in the trigger database, specifying that a particular set of patches should be applied when a run has been taken with a particular SMK (which specifies the trigger configuration). In this way, a link between the offline monitoring configuration and the trigger menu is made. The MCK-SMK links can be updated when needed (though an SMK can only be linked to one MCK at any time), meaning that offline monitoring configurations can be kept in sync with the online trigger menu.

Patches are produced in the following way. Firstly, developers from the signature groups make changes to copies of the monitoring configuration files within local (away from Tier-0) copies of the offline trigger monitoring packages. MaM’s Python functions are used to set up and then extract the new configurations of the tools. The ATLAS offline trigger monitoring (and reconstruction) software runs in Athena, the ATLAS offline software framework. The trigger monitoring tools, like all other tools in Athena, are managed by the Tool Service (ToolSvc) and their configuration parameters are accessible via ToolSvc. Extracting configurations from tools in their running state via ToolSvc, rather than from the configuration files themselves, is necessary as there are often parameters that have their values modified during the tool setup stage. The values MaM needs to store are the final values these parameters hold, as the patches are applied subsequent to the setup stage. MaM creates patches by comparing the modified, extracted tool configurations to the default tool configurations within the same ATLAS offline software release. The default configurations can depend on parameters external to the release (such as whether the run in question is a proton-proton or heavy ion run) so the default configuration is extracted concurrently with the modified configuration to ensure these external parameters have the same value. The patches are then stored in the SQL database and assigned an ID, where they can be grouped and linked to SMKs as required. As well as the monitoring tool configurations themselves, MaM stores other information such as the name of the patch creator (‘(S)MCK_CREATOR’) and an optional comment (‘(S)MCK_COMMENT’), in order to improve usability. Actions such as linking, grouping, duplicating and inspecting patches can be performed either via command line (through the Python-based interactive Athena environment) or via a graphical user interface (written in Java), as shown as Figure 4.6.
In order to automate the application of monitoring configuration patches during ATLAS offline event reconstruction, there is C++ code (that I co-wrote) within the ATLAS online software that archives the MCK that is linked to the SMK for each run. At the start of a data-taking run, this software checks the ‘MCK_TO_SMK_LINK’ table in the MaM database to retrieve the MCK ID, and stores it in the ATLAS Conditions Database (‘COOL’) [101], where details about each run are stored. This step is required for reasons of reproducibility of offline monitoring results as SMK-MCK links can be updated, but only one link to a particular SMK can exist at a given time. For example, there would be unintended consequences to the monitoring results if an SMK-MCK link changed whilst reconstruction was in progress. Storing the MCK in COOL also ensures that the correct patch is applied if the run is reconstructed again at a later date.

During reconstruction of a run, MaM checks in the COOL to find if there is an MCK stored for the run. Then, MaM checks whether the software release that the patch was created in (stored in the ‘(S)MCK_ATENA_VERSION’ columns) matches the software release that reconstruction is running in, and only applies the patch if these values match. From one software release to the next, the exact behaviour of each monitoring configuration parameter and the parameters themselves might change, so applying a patch from one release in another might have unintended consequences. This system of checks is designed to prevent this from occurring. In order to apply a patch to a running offline monitoring tool, it
Figure 4.6 The MaM graphical user interface, showing the various panels and range of actions that can be performed. The GUI provides an easy to use way to complete some of the tasks that may need to be performed when using MaM to update offline trigger monitoring configurations.

is enough to overwrite the values of the configuration parameters in ToolSvc. Therefore, when asked to apply a patch, MaM checks which configuration parameters have values in the patch, checks if the relevant tool is running in ToolSvc, and if so, updates the value of each configuration parameter in ToolSvc. The offline monitoring tools then run with patched configurations and produce the histograms that are needed to monitor data quality.

MaM has been used several times during periods where the luminosity delivered to ATLAS has been increased rapidly to update monitoring configurations so they are appropriate for the trigger configuration in use. This has meant that data quality could be effectively monitored throughout these periods. MaM has also occasionally been used at other times, most notably when a faulty monitoring configuration was causing ATLAS reconstruction to crash at Tier-0. The use of MaM on this occasion allowed these crashes to be avoided and ATLAS reconstruction to continue. This resulted in a faster delivery of new, fully reconstructed datasets to analysers, compared to before the introduction of MaM when it was necessary to wait for a new offline software release to be validated and deployed.

4.3 Event simulation

In order to simulate a $pp$ collision event, the collision itself is first simulated, followed by the ATLAS detector response to any outgoing particles. Data collected by the ATLAS detector and simulated events alike can then be
reconstructed into physics object candidates, as described in Section 4.4. In this section, some general information about how events are simulated within the ATLAS software framework is provided. Details of the simulation of the Keung-Senjanović process and of background processes can be found in Sections 4.3.1 and 4.3.2 respectively.

A $pp$ collision at a collider such as the LHC is a collision of the (real and virtual) quarks and gluons, collectively referred to as partons, that make up in the incoming protons. There are several aspects to a $pp$ collision event that must be simulated:

1. The ‘hard process’ is the main, high energy collision between two partons, that for most physics analyses at the ATLAS experiment is the process of interest.

2. The other remnant partons in the protons may also interact in lower momentum transfer collisions, or may continue to travel in their original flight directions, forming the ‘underlying event’.

3. Gluons and photons can be radiated from the incoming partons and outgoing partons or particles, referred to as ‘initial- and final-state radiation’.

4. Outgoing partons produce ‘parton showers’, due to their colour-charged nature.

5. As free colour-charged partons are not observed, any outgoing partons must be grouped into colourless hadrons (‘hadronisation’).

6. Any particles that are unstable on timescales comparable to the size of the detector must be decayed (‘unstable particle decay’).

Monte Carlo (MC) generators are used within ATLAS, and other collider experiments, to simulate $pp$ collisions [109]. These simulated datasets are typically referred to as MC samples. MC generators are so-called because of the probabilistic nature of how some parts of the simulations are performed, reflecting the probabilistic nature of the physics interactions to be simulated. Often, different MC generators are used to simulate different aspects the collision.

Matrix Element MC generators are used to simulate the hard process [109]. The matrix element $\mathcal{M}$, the probability amplitude for the process, is computed from theory and includes contributions from Feynman diagrams that contribute
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to the process. Depending on the precision required, this calculation can be performed at leading order (LO), where only the simplest Feynman diagrams describing the process are included, next-to-leading order (NLO), where a single additional particle-antiparticle loop is added, or higher orders, where further loops are added. The matrix element, convoluted with the proton Parton Distribution Functions (PDFs)\(^1\) gives the probability distribution for the process. This distribution is then numerically integrated over the outgoing particle energy/momentum phasespace (which is constrained by the input parton energy/momentum and energy/momentum conservation). The result of this integration is the cross section for the process. As a consequence of the Monte Carlo numerical integration method, events are randomly generated from within the probability distribution for the process.

The incoming and outgoing particles involved in the hard process may, depending on the charges, emit gluons or photons. This is referred to as initial- and final-state radiation, or ISR and FSR. Outgoing gluons, including those created via ISR, produce ‘parton showers’, due to the colour-charged nature of the gluons. Within parton showers, repeated splittings of partons into pairs occur, at progressively lower momentum scales. Once the momentum scale is below the hadronisation scale (\(\sim 1\) GeV), the showering ceases and the partons hadronise. The probability distribution for governing the energy scale at which partons split is given by the Sudakov form factor \[^{110}\]. MC shower programs generate random splitting energy scale values within the probability distribution, and the splitting occurs if the scale is above the hadronisation scale. If the splitting occurs, the DGLAP splitting kernels \[^{111, 112, 113}\] give the probability distributions that govern how energy is split between the two resultant partons. ISR and FSR can either be simulated by the calculation of additional matrix elements that include the radiated particles, or as part of the parton showering step.

Two common ways of performing hadronisation (though there are others) are the string \[^{114, 115}\] and cluster \[^{116, 117}\] models. In the string model, the final partons in the shower are connected with strings. Due to the characteristics of the strong force, energy can be said to build up in these strings as the partons move apart. Splitting a string creates a new particle-antiparticle pair, and the process continues until the strings separating the partons are short, meaning the final partons are confined in hadrons. In the cluster model, gluons in the shower are

---
\(^1\)PDFs describe the number density of the partons within each proton as a function of the proton momentum fraction they carry, at a particular level of momentum transfer.
split into quark-antiquark pairs and then formed into colourless groups. These colourless proto-hadrons are then decayed into true hadrons. The decay to true hadrons proceeds by randomly introducing quark-antiquark pairs until a valid two-body final state is found. If the initial cluster is too massive, multiple decays can occur, in a string-like way. Clusters are also allowed to form single hadrons some proportion of the time.

The simulation of the decay of unstable hadrons and taus is an important but non-trivial step [109]. Due to incomplete knowledge of hadron properties, assumptions must be made within simulations and these are often generator specific. MC generators, or specific hadron and tau decay programs, may include matrix elements for a set of possible decays or they may calculate them on the fly. The actual decay is then randomly selected from the resultant probability distribution.

MC generators often include parameters that can be tuned to provide better agreement with data. A set of tuned parameters is referred to as a ‘tune’. There are many MC tunes available, and different tunes are often used for different processes. All steps of the MC generation process can be tuned.

The underlying event, along with the effect of pile-up (see Section 3.2), is simulated within ATLAS by overlaying additional MC events, generated with minimum bias towards any particular process, onto each MC event. For the MC samples used in this thesis, the minimum-bias collisions were simulated with PYTHIA 8.1.86 [118] with the A2 tune [119] and the MSTW2008LO PDF set [120]. The pile-up simulation is described in more detail in [86, 121]. The quantity of minimum-bias events is chosen to approximately match the level of underlying event and pile-up activity seen in data, however, as the MC is often produced before the data the MC will be compared to is collected, this usually needs to be tuned if there is a difference in the level of activity. This tuning is referred to as ‘pile-up reweighting’ [122] and was performed for all MC datasets used in this analysis.

For the MC samples used in this thesis, the interaction of particles with the detector was simulated with a GEANT 4 [123] based framework [86]. The GEANT 4 simulation of the ATLAS detector includes information regarding the geometry and materials used throughout the detector, and the magnetic fields produced by the ATLAS detector magnet systems. The simulation includes the production of additional particles due to interaction of collision particles with detector material. After the behaviour of particles within the detector has been simulated, the
detector response is added. If a simulated particle is incident on a section of the detector, the response of that section of detector hardware to the resultant energy deposit is simulated by the corresponding ‘digitisation simulator’ for that piece of hardware. The digitisation simulators convert the energy deposits into voltages and currents, mirroring what occurs in the physical detector. During digitisation, the trigger systems are also emulated: events are not rejected from the simulation, but the trigger decision is stored. The data format obtained at the end of this process is the same as that obtained from collision data, so MC and data can be reconstructed by the same reconstruction software, and are therefore directly comparable.

4.3.1 Simulation of the Keung-Senjanović process

In the analysis described in this thesis, the Keung-Senjanović process was simulated using MadGraph5_aMC@NLO 2.2.2 [124, 125], using a model of the Type-I LRSM [126], produced with the Mathematica package FeynRules [127], and further modified and provided for use in this analysis by Fabrizio Nesti (IRB, Zagreb) and Miha Nemevšek (JSI, Ljubljana) [128]. Showering was then performed with Pythia 8.186 with the NNPDF2.3 PDF set [129] and the A14 parameter set [130] for shower tuning. EvtGen 1.2.0 was used to decay unstable hadrons [131]. I set up MadGraph5_aMC@NLO to produce the Keung-Senjanović process, wrote the steering code to integrate the different steps together (using MadGraphControl [132]) and performed the validation necessary to generate this MC within the ATLAS central production system.

Events were generated containing only Majorana $N_R$ neutrinos, resulting in a set of events containing 50% events with opposite-sign leptons and 50% same-sign leptons. The events containing opposite-sign leptons are reused for the Dirac $N_R$ case, with the cross section scaled to twice the original value for this subset of events. This assumes that the cross section for $N_R$ production would be unchanged between the Majorana/Dirac cases.

The following values of model parameters, introduced earlier in Section 2.3.1, were set, in order to generate events corresponding to the minimal Type-I LRSM. $g_R$, the right-handed weak coupling strength, was set equal to $g_L$, the SM weak coupling strength. The left- and right-handed coupling strengths are required to be equal to ensure that the model is invariant under parity transformations (see Section 2.3). $\kappa'$, the parameter that controls mixing between the SM $W$ and
the LRSM $W_R$, was set to zero, for simplicity. The mixing between heavy and light neutrinos was also set to zero, again for simplicity. The mixing between $N_e$, $N_\mu$ and $N_\tau$ was set to zero, so that only final states with same flavour leptons were generated. The situation where mixing between the different flavours of $N_R$ is allowed to occur is the focus of a separate ATLAS analysis. $v_R$, the VEV the Higgs triplet $\Delta_R$, $\kappa$, the non-zero VEV of $\phi$, and the couplings between the Higgs fields and the leptons and quarks, were set based on the values of chosen for $m_{W_R}$ and $m_{N_R}$ and the known masses of the other particles. The right- and left-handed Cabibbo–Kobayashi–Maskawa (CKM) matrices [133, 134] that determine the mixing between right- and left-handed quarks, were set to be equal to the SM CKM matrix, again to ensure the invariance of the model under parity transformations. More details of the model parameters can be found in [126, 128].

Signal samples were generated for a number of different $W_R$–$N_R$ mass hypotheses, covering a range in $m_{W_R}$ from 600 GeV to 5.8 TeV for $m_{N_R}$ values 50 GeV to 8 TeV. MC samples with $m_{N_R} \leq 2m_{W_R}$ were produced, but no higher in $m_{N_R}$, as the cross section for the Keung-Senjanović process drops off rapidly with increasing $N_R$ mass. The complete set of mass hypotheses considered are shown in Figure 4.7, along with the resultant cross sections. Plots of some kinematic variables for some example mass hypotheses can be found in Appendix A.

![Simulated Signal Mass Points](image)

**Figure 4.7** The set of the simulated $W_R$ and $N_R$ mass points (in GeV), along with their cross sections (in pb) as calculated by MadGraph5_aMC@NLO.

All previous ATLAS and CMS searches for LRSM $W_R$ and $N_R$ participating in the Keung-Senjanović process [65, 66, 67, 68, 69] used MC samples produced using the
The Pythia [118, 135] event generator. The Pythia implementation of the Keung-Senjanović process allows only the generation of mass hypotheses where \( m_{WR} > m_{NR} \), and collapses the \( NR \to \ell_2 W^*_R \) and \( W^*_R \to jj \) decays to a single vertex, as shown in Figure 4.8a. This simplification of the Keung-Senjanović decay chain in the Pythia implementation affects the kinematic distributions of the final state particles. When \( m_{WR} > m_{NR} \), the on shell \( W_R \) should have a Breit-Wigner [136] mass distribution, with a width (\( \Gamma \)) dictated by how easily it can decay, which is related to the \( W_R-N_R \) mass difference. The off shell \( W^*_R \), the second \( W_R \) in the decay chain, should be constrained to a mass region below the peak of the Breit-Wigner mass distribution, so should have a mass distribution influenced by the tail of the Breit-Wigner. The MadGraph5_aMC@NLO implementation exhibits the correct behaviour, whilst the Pythia three-body decay implementation does not. Comparisons of generator level (with no detector simulation) mass distributions for \( W_R \), \( N_R \) and \( W^*_R \) are shown for MadGraph5_aMC@NLO and Pythia for various \( W_R \) and \( N_R \) mass values in Figure 4.9. In regions of phase space where the \( W_R \) and \( N_R \) masses are highly (Figure 4.9a) or moderately (Figure 4.9b) separated, the \( W^*_R \) mass distributions are very similar for the two generators. However, when the \( W_R \) and \( N_R \) masses are comparable (Figure 4.9c), there is a clear difference between the two \( W^*_R \) mass distributions. Another consequence of the simplification of the decay chain is that the \( m_{WR} < m_{NR} \) case cannot be implemented in Pythia. This is the reason why \( m_{WR} < m_{NR} \) case has not been studied by ATLAS/CMS analyses using Pythia. As shown in Figure 4.10, MadGraph5_aMC@NLO can be used to generate MC for both the \( m_{WR} > m_{NR} \) and \( m_{NR} > m_{WR} \) cases.

![Feynman diagrams for the Keung-Senjanović process, as implemented in (a) Pythia and (b) MadGraph5_aMC@NLO.](image)
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Figure 4.9 Comparison of generator-level $W_R$ and $W_R^*$ mass distributions produced with Pythia and MadGraph5_aMC@NLO, for generated mass values of $m_{W_R} = 3.5$ TeV and a variety of $m_{N_R}$ values, as indicated beneath each plot. The $N_R$ mass distribution produced with MadGraph5_aMC@NLO is also shown. The $W_R^*$ distribution is the $m_{q\bar{q}}$ distribution in the Pythia case, as there is no $W_R^*$ in the event record. Only the hard process was simulated.
Figure 4.10 Generator-level mass distributions for $W_R$ and $N_R$ decaying via the Keung-Senjanović process, for generated mass values of $m_{W_R} = 3$ TeV and a variety of $m_{N_R}$ values, as indicated beneath each plot, generated with MADGRAPH5_aMC@NLO. When $m_{W_R} > m_{N_R}$ ($m_{W_R} < m_{N_R}$), the first (second) $W_R$ in the decay chain is on shell, whereas the second (first) $W_R$ is off shell. When $m_{W_R} < m_{N_R}$ the $N_R$ mass distribution is noticeably wider than in the $m_{W_R} > m_{N_R}$ case, indicating the $N_R$ has a shorter lifetime when it can decay to an on-shell $W_R$. Only the hard process was simulated.
4.3.2 Simulation of background processes

There are a number of SM processes that can produce an $\ell\ell jj$ ($\ell = e, \mu$) final state with opposite-sign leptons, referred to as ‘background processes’. The dominant background processes for the opposite-sign $\ell\ell jj$ final state are as follows:

- $t\bar{t} \rightarrow \ell^+ \ell^- jj$ ($t\bar{t}$), see Figure 4.11a
- $Z/\gamma^* \rightarrow \ell^+ \ell^-$ + $jj$ ($Z$ + jets), see Figure 4.11b
- $ZZ/ZW \rightarrow \ell^+ \ell^- jj$ (diboson), see Figure 4.11c

The analysis strategy described in Section 5.2 is designed to accentuate the differences between the signal process, the Keung-Senjanović process, and the background processes.

The background processes were simulated using a variety of different MC generators. $Z$ + jets processes were modelled using SHERPA 2.2.1 [137] with the NNPDF3.0 [138] PDF set at NNLO. The matrix element was calculated for up to two partons with NLO accuracy in QCD and for up to four with LO accuracy.
using COMIX [139] and OPENLOOPS [140]. The MC samples are normalised using the NNLO cross sections specified in [141]. W+ jets processes, which can result in an ℓℓjj final state if an additional lepton from another source is reconstructed in the event, form a minor background in this analysis and are modelled using the same setup used for Z + jets processes. More details of the ATLAS simulation of the Z + jets and W + jets processes can be found in [142].

For the generation of t ¯t events, POWHEG-BOX 2 [143] was used with the CT10 PDF set [144] in the matrix element calculations. Single top-quark events and Wt events were generated with POWHEG-BOX 1, with the matrix element calculation performed at NLO together with PDF set CT10f4 [141], whilst Zt events were generated using MadGraph5_aMC@NLO 2.2.3 and the CTEQ6L1 PDF set [145] and the Perugia 2012 tune [146]. The parton shower, hadronisation, and the underlying event were simulated using PYTHIA 6.28 [135] with the CTEQ6L1 PDF set and the Perugia 2012 tune. NLO cross-sections were used to normalise these MC samples, summarised in [147]. t ¯tV (where V = W, Z) processes were generated at NLO with MadGraph5_aMC@NLO 2.3.3 and the NNPDF3.0 NLO PDF set, with PYTHIA 8.210, and A14 tune used for showering. The t ¯tWW and t ¯tγ processes were generated at LO with MadGraph5_aMC@NLO 2.2.2 and the NNPDF2.3 LO PDF set, with PYTHIA 8.186 and A14 tune used for showering. EvtGen 1.2.0 was used for hadronisation. Further details of simulations of top-quark-related processes within ATLAS can be found in [148].

Diboson processes with four charged leptons (4ℓ), three charged leptons and one neutrino (3ℓ+1ν), or two charged leptons and two neutrinos (2ℓ+2ν), and ZZ, WW and WZ processes with one boson decaying hadronically and the other one decaying leptonically, in the final state were generated using SHERPA 2.1.1 with the CT10 PDF set. The matrix elements, containing all Feynman diagrams with four electroweak vertices, were calculated for up to three partons at LO accuracy and up to one (4ℓ, 2ℓ+2ν, ZZ) or zero partons (3ℓ+1ν, WW, WZ) at NLO in QCD using the COMIX and OPENLOOPS matrix element generators.

4.4 Physics object reconstruction

In this section, the reconstruction of physics object candidates involved in this analysis is described, as well as the track and vertex reconstruction. The same reconstruction algorithms are used for data and MC.
4.4.1 Tracks and vertices

Tracks, the paths taken by charged particles, are found in the Inner Detector by extrapolating outwards from a threshold number of hits in the Pixel and SCT detectors, or inwards from the TRT. The extrapolation is an iterative fitting procedure, where hits in further layers of the ID are added if they are sufficiently coincident with the predicted track. Tracks originating from pile-up or instrumental effects are reduced by rejecting the track if an expected hit in a layer is missing, and by requiring hits in the inner most layers, nearest to the beampipe. More information on track-finding within ATLAS can be found in [149, 150].

Vertex locations, points where multiple particles originate from, indicating an interaction, are found by iteratively fitting to tracks that have coincident origins within some tolerance. Tracks that are incompatible with the candidate vertex are removed from the fit, and the vertex is then refitted. Tracks that are incompatible with the found vertex become seeds for further vertices. Primary vertices, the locations of the hard scatter interactions, are identified by the large $p_T$ of their associated tracks. Secondary vertices can originate from particles with non-negligible lifetimes travelling from the primary vertex, the underlying event, pile-up, and other effects. More information on vertex-finding within ATLAS can be found in [151, 152].

4.4.2 Electrons

Electron (and equivalently positron) candidates are reconstructed using information from the electromagnetic calorimeter, where they are expected to have deposited most of their energy. Total transverse energy deposits in each calorimeter tower, measuring $0.025 \times 0.025$ in $\eta \times \phi$ (see Figure 3.12a) are determined by summing the deposits in each layer within the tower, moving out from the beampipe. Towers are then algorithmically grouped in clusters which seem to originate from the same shower, using towers with high energy deposits (over 2.5 GeV) as seeds. If a cluster can be matched to a high quality track, then it is an electron candidate (otherwise, it is a photon candidate). The electron energy is derived from the calibrated energy of the matched cluster, and its $\eta$ and $\phi$ coordinates are taken from the matched track properties. Electron energies must be calibrated to correct for energy loss as the electron passes through the
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detector. The energy calibration process involves deriving correction factors by comparing electron and cluster energies in simulations, and comparing energies at the $Z \rightarrow ee$ peak in data and MC [153].

Electrons are classified using a multivariate analysis (MVA) technique, and identified as ‘loose’, ‘medium’ or ‘tight’ electrons based on this. The identification categories move from higher to lower signal efficiency, and lower to higher background rejection, respectively. There are many electron identification quality variables (detailed in [154]), and the difference between the identification categories is the threshold required for each variable. Examples of the variables include the fraction of energy deposited in the hadronic calorimeter (lower is better), the number of hits in the inner detector (more is better), and the distance between the extrapolated track position and the cluster centre (closer is better). In order to reduce backgrounds from other charged particles being misidentified as electrons, information regarding the amount of transition radiation produced, provided by the TRT, is used. More information relating to ATLAS electron reconstruction can be found in [154, 155].

4.4.3 Muons

Muon (and antimuon) candidates are reconstructed using information from throughout the Inner Detector and the Muon Spectrometer, and additionally information from the calorimeters at $\eta \sim 0$, where the coverage of the Muon Spectrometer is incomplete. Tracks are reconstructed in the Muon Spectrometer from drift circles in the MDTs and energy deposits in the CSCs (see Figure 3.16). Track segments, straight lines, are formed within individual MDTs and CSCs, and tracks are fitted to these lines. Tracks in the Muon Spectrometer are extrapolated to the Inner Detector (and vice versa), and then a new track fitted, to form ‘combined’ muon candidates. ‘Extrapolated’ muon candidates are formed from well reconstructed tracks in the Muon Spectrometer that can be extrapolated to the primary vertex, but do not have a well reconstructed Inner Detector track, or originate from outside the acceptance of the Inner Detector. ‘Segment-tagged’ muon candidates have good tracks in some subsections of the Muon Spectrometer, and an energy deposit indicating that the muon did not exit the subdetector, which can be extrapolated to an Inner Detector track. Finally, ‘calorimeter-tagged’ muon candidates are found if an Inner Detector track is matched to a calorimeter cluster which indicates a minimally-ionising particle.
To correct for differences in muon momentum between data and simulation, muon momentum calibration factors are derived from comparison of data and simulation for $Z \rightarrow \mu\mu$ and $J/\Psi \rightarrow \mu\mu$ events, and applied to simulated events [156].

Muons are also identified as loose, medium or tight. Different types of muons are included in different identification categories, as well as different requirements on the number of hits in different subdetectors, and requirements on the compatibility of track segments. More information regarding ATLAS muon reconstruction can be found in [156].

4.4.4 Jets

The aim of jet reconstruction is to determine the characteristics of the initial parton as accurately as possible. Within ATLAS, the most frequently used jet algorithm, and the one used in this thesis, is the anti-$k_t$ sequential clustering algorithm [157, 158]. The anti-$k_t$ algorithm takes as input topologically-connected calorimeter clusters (topo-clusters), and combines them to form jets. Topo-clusters [159] are built from energy deposits in the calorimeters, starting from an initial deposit with an energy above a set threshold. The initial deposit is combined with deposits in adjacent cells if they are sufficiently large. The topo-cluster energy is then the sum of the energy deposited in the cells in the cluster.

The algorithm proceeds as follows:

1. The minimum $d_{ij}$ between all objects in the event is found.

2. If $d_{ij} < d_{iB}$, objects $i$ and $j$ are combined.
3. If $d_{ij} > d_{iB}$, the objects are not combined and $i$ is declared a jet, and $i$ is removed from the set of objects from which to build further jets.

4. The process is repeated until a stable set of jets have been found, and all objects are contained in jets.

The behaviour of the algorithm is such that low $p_T$ objects combine with high $p_T$ objects, resulting in circular jets. The parameter $R$ controls the radius of the output jets, and the minimum distance between jets, and a value of $R = 0.4$ is used in this analysis. The anti-$k_t$ algorithm is also insensitive to the collinear splitting of partons and to very soft partons (“infrared safe”), which cause issues for some jet reconstruction algorithms.

There are numerous calibrations applied to jets within ATLAS [160], some of which will be briefly described. Topo-cluster energies are calibrated to correct for the difference in calorimeter response to electromagnetic and hadronic showers (see Section 3.2.2) with a correction factor derived from data-to-simulation comparisons. This calibration involves the classification of topo-clusters by the type of shower they appear to predominantly contain, using variables relating to shower shapes, and is referred to as ‘local cell weighting’. Total jet energies are further corrected, as a function of their energy and $\eta$, to correct for differences between the reconstructed energy and the true jet energy, using correction factors derived from simulations, and correction factors derived from measurements of well-measured reference jets in data. The effect of pile-up is corrected for by subtracting a fraction (proportional to the area of the jet) of the median $p_T$ of the event, used as a proxy pile-up measurement.

4.4.5 Taus

Taus have short lifetimes ($\sim 290 \times 10^{-15}$ s) and decay either leptonically (with a branching fraction of 37%) or hadronically (with a branching fraction of 63%) [22], so their presence within the ATLAS detector is inferred from the detection of their decay products. Leptonic tau decays result in a lepton and two neutrino final state (for example, $\tau \rightarrow \ell \bar{\nu}_\ell \nu_\tau$ where $\ell = e, \mu$) and so cannot be precisely reconstructed due to the presence of missing energy in the final state. Hadronically-decaying taus mainly result in final states including either one or three charged pions and a tau neutrino, for example $\tau^- \rightarrow \pi^- \nu_\tau$ or $\tau^- \rightarrow \pi^- \pi^+ \pi^- \nu_\tau$ (branching ratios of 22% and 72%). The hadronic components of these states are identified using
an identification algorithm that utilises Boosted Decision Trees (BDTs) \cite{161}. The starting point for the algorithm is jet candidates, identified with the anti-$k_t$ algorithm with $R = 0.4$, with $p_T > 10$ GeV and $|\eta| > 2.5$. Variables relating to tracks and electromagnetic deposits in the calorimeter within $\Delta R = 0.2$ of the jet vertex are used as input to two MC-trained BDTs, one trained tau decays to one pion and the other on tau decays to three pions. Like for electrons and muon candidates, tau candidates are identified as loose, medium or tight, with each identification level requiring different BDT scores. More information on tau reconstruction is given in \cite{162,163}.
Chapter 5

Event Selection and Background Estimation

In this chapter, the event selections that are applied to the set of data collected with the ATLAS detector in order to discriminate between the signal process (the Keung-Senjanović process) and the background processes, are described, along with the methods used to estimate the contribution of the background processes to the final dataset. I, in conjunction with other members of the small analysis team, designed the analysis strategy described in this chapter.

The initial dataset used consists of events recorded by the ATLAS detector during 2015–2016 at $\sqrt{s} = 13$ TeV that have been assessed as being of good quality by the ATLAS Data Quality Group (see Section 4.2), resulting in an initial dataset size of $36.1 \text{ fb}^{-1}$.

Firstly, as the reconstruction of physics object candidates may be ambiguous, a so-called ‘overlap removal’ is performed, as described in Section 5.1. Once this has been performed, events are selected as described in Section 5.2, forming the definition of the ‘signal region’ (SR). Signal regions are designed to be dominated by expected signal-like events. Data in the signal region was not viewed until the definition of the signal region was finalised, to avoid biasing the analysis. The practice of not viewing the data in the signal region is referred to as ‘blinding’, and the viewing of the data after the finalisation of the event selections as ‘unblinding’. Further region types, ‘control regions’ (CR) and ‘validation regions’ (VR), are also defined (described in Section 5.3), and were used to improve and assess the modelling of the background processes.
5.1 Overlap removal

It is possible for physics object candidates to be reconstructed in an ambiguous way by the ATLAS software framework. For example, electron and muon candidates could be reconstructed using the same Inner Detector track, making it unclear which particle really is responsible for the detector hits used for the track reconstruction. To resolve these ambiguities, some objects that spatially overlap with other objects are removed following ATLAS overlap removal recommendations [164]. The overlap removal implementation is the same as in the ATLAS search for a Higgs boson decaying to two $b$-quarks in association with a leptonically-decaying $W$ or $Z$ using data from 2015–2016 [165] and is described in detail in [166].

The selections applied to the objects included in the overlap removal are outlined in Sections 5.1.1 to 5.1.4. After these selections are applied, the overlaps between selected particle candidates are resolved in the following sequence of steps [166]:

- **tau-electron:** If $\Delta R(\tau, e) < 0.2$, the $\tau$ candidate is removed (it is more likely that there is an unrelated coincident cluster that has been reconstructed, along with the electron-like track, as a tau).

- **tau-muon:** If $\Delta R(\tau, \mu) < 0.2$, the $\tau$ candidate is removed (it is more likely that there is an unrelated coincident cluster that has been reconstructed, along with the muon-like track, as a tau), with the exception that if the $\tau$ candidate has $p_T > 50$ GeV and the muon candidate is not a combined muon, then the $\tau$ candidate is not removed (the tau candidate is likely to be a true tau if it has high $p_T$ and the muon is not high quality).

- **electron-muon:** If a combined muon candidate shares an Inner Detector track with an electron candidate, the electron candidate is removed (it is more likely that there is an unrelated coincident cluster rather than there are truly coincident tracks, if the muon is well reconstructed). If a calorimeter-tagged muon candidate shares an Inner Detector track with an electron candidate, the muon candidate is removed (calorimeter-tagged muons do not leave tracks in the Muon Spectrometer, so it is more likely the candidate is an electron).

- **electron-jet:** If $\Delta R(j, e) < 0.2$ the jet candidate is removed (because any calorimeter cluster will be reconstructed as a jet). For any surviving
jet candidates, if $\Delta R(j,e) < \min(0.4, 0.04 + 10 \text{GeV}/E_T^e)$, the electron candidate is removed (because it is likely to have originated from semi-leptonic $b/c$ decays).

- **muon-jet:** If $\Delta R(j,\mu) < 0.2$ or the muon candidate Inner Detector track is ghost-associated\[167\] to the jet candidate\[1]\ the jet candidate is removed (because the jet-like cluster is not substantial in relation to the muon-like track) if the jet candidate has less than three associated tracks with $p_T > 500 \text{MeV}$ or both of the following conditions are met: the $p_T$ ratio of the muon and jet candidates is larger than 0.5 and the ratio of the muon candidate $p_T$ to the sum of $p_T$ of tracks with $p_T > 500 \text{MeV}$ associated to the jet candidate is larger than 0.7. For any surviving jet candidates, if $\Delta R(j,\mu) < \min(0.4, 0.04 + 10 \text{GeV}/p_T^\mu)$, the muon candidate is removed (because it is likely to have originated from semi-leptonic $b/c$ decays).

- **tau-jet:** If $\Delta R(j,\tau) < 0.2$, the jet candidate is removed (because any calorimeter cluster will be reconstructed as a jet).

### 5.1.1 Electrons

The electron candidates included in the overlap removal satisfy:

- $E_T > 7 \text{GeV}$
- $|\eta| < 2.47$
- Reconstructed with loose electron identification criteria
- Isolated from other high $p_T$ tracks
- Origin compatible with the primary vertex

The $|\eta| < 2.47$ requirement ensures that the tracks of the selected electron candidates are within the acceptance of the Inner Detector ($|\eta| < 2.5$) and that the electromagnetic shower will be within the acceptance of the barrel electromagnetic calorimeter ($|\eta| < 2.5$).

\[1\] The muon candidate is normalised to have an energy of approximately zero, so as to not modify the kinematics and hard particle content of the existing set of jet candidates in the event. Jet clustering is then reperformed and if the muon candidate Inner Detector track is inside a jet candidate (rather than forming its own jet), the muon and jet candidates are ghost-associated.
The identification efficiency for loose electron candidates (the ratio of loose electron candidates to all electron candidates) is between 92–97% (increasing with increasing $E_T$), and the probability to reconstruct hadrons as loose electron candidates is less than 0.8%, for $20 < E_T < 80$ GeV \cite{154}. The combined reconstruction and identification efficiency of loose electron candidates (the ratio of loose electron candidates to electromagnetic calorimeter clusters) with $7 < E_T < 80$ GeV is between 84–96% (increasing with increasing $E_T$) \cite{154}.

Electron candidate tracks are required to be isolated from other high $p_T$ tracks, to reduce the background of electrons from hadron decays and light hadrons misidentified as electrons. The isolation scheme used (described in more detail as the ‘LooseTrackOnly’ criteria in \cite{154}) requires that electron candidate tracks be isolated according to the relationship:

$$\frac{p_T^{\text{varcone2.0}}}{E_T^e} < I(\eta, E_T^e)$$

where $E_T^e$ is the $E_T$ of the electron candidate, and $p_T^{\text{varcone2.0}}$ is the scalar sum of the $p_T$ of all good quality tracks with $E_T > 1$ GeV, within a cone of radius $\Delta R = \min(10 \text{ GeV} / E_T^e, 0.2)$ around the electron candidate track, excluding the track associated with the electron candidate. $I(\eta, E_T^e)$ is defined so that the overall selection efficiency of the isolation (ratio of isolated electron candidates to all electron candidates) is 99% when applied to $Z \rightarrow e^+e^-$ MC \cite{154}.

To ensure compatibility with the primary vertex in the event, electron candidates are required to satisfy relevant ATLAS recommendations \cite{168} relating to the closest distance from the track to the primary vertex in the longitudinal and transverse directions ($|\Delta z\sin \theta| < 0.5$ mm and $|\Delta d_0|/\sigma_{d_0} < 5$, where $\Delta z_0$ is the closest longitudinal distance, $d_0$ is the closest transverse distance, and $\sigma_{d_0}$ is the uncertainty on $d_0$).

### 5.1.2 Muons

The muon candidates included in the overlap removal satisfy:

- $p_T > 7$ GeV
- $|\eta| < 2.7$
- Reconstructed with loose muon identification criteria
• Isolated from other high $p_T$ tracks

• Origin compatible with the primary vertex

The loose identification category includes combined muons, and additionally extrapolated muons in the region $2.5 < |\eta| < 2.7$ and calorimeter-tagged and segment-tagged muons in the $|\eta| < 0.1$ region. The $2.5 < |\eta| < 2.7$ region is not covered by the acceptance of the Inner Detector, so combined muons cannot be formed in this region, whilst there is a gap in the Muon Spectrometer acceptance at $|\eta| < 0.1$. The reconstruction efficiency of loose muons candidates (ratio of loose muon candidates to well reconstructed Inner Detector tracks) with $4 < p_T < 20 \text{ GeV}$ ($20 < p_T < 100 \text{ GeV}$) in MC is more than 96% (98%), whilst the probability of misreconstructing a pion as a muon is less than 0.6% (0.8%) [156].

Muon candidate tracks are required to be isolated from other high $p_T$ tracks, to reduce the background of muons coming from hadron decays. The isolation scheme used (the ‘LooseTrackOnly’ criteria in [156]) requires that muon candidate tracks be isolated according to the relationship:

$$\frac{p_{\text{varcone3.0}}}{p_T^\mu} < I(\eta, p_T^\mu)$$

where $p_T^\mu$ is the $p_T$ of the muon candidate, and $p_{\text{varcone3.0}}$ is the scalar sum of the $p_T$ of all good quality tracks with $p_T > 1 \text{ GeV}$, within a cone of radius $\Delta R = \min(10 \text{ GeV}/p_T^\mu, 0.3)$ around the muon candidate track, excluding the track associated with the muon candidate. $I(\eta, p_T^\mu)$ is defined so that the overall selection efficiency in MC of the isolation (ratio of isolated muon candidates to all muon candidates) is 99%, whilst muons originating from light mesons or semileptonic decays of $b$- and $c$-quarks are suppressed by a factor of 15 [156].

Muon candidates are required to satisfy relevant ATLAS recommendations [168] relating to the closest distance from the track to the primary vertex in the longitudinal and transverse directions ($|z_0 \sin \theta| < 0.5 \text{ mm}$ and $|d_0|/\sigma_{d_0} < 3$) to ensure compatibility with the primary vertex in the event.

### 5.1.3 Jets

The jet candidates included in the overlap removal satisfy:
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- $p_T > 20 \text{ GeV}$ and $|\eta| < 2.5$, or $p_T > 30 \text{ GeV}$ and $2.5 \leq |\eta| < 4.5$

- Not a pile-up jet candidate

- Not a jet candidate of non-collision origin

Jets from pile-up are rejected using the Jet Vertex Tagger (JVT) discriminant \[169\]. The variables that enter into the discriminant are the ‘jet vertex fraction’, which aims to identify the vertex from which a jet originated from by comparing the scalar sum of $p_T$ of tracks associated to a jet and a particular vertex, to the scalar sum of $p_T$ of tracks associated to the same jet but associated to other vertices in the event (with a correction related to the number of vertices in the event), and $R_{p_T}$, which gives the ratio of the scalar sum of $p_T$ from tracks associated to the primary hard scatter vertex to the calibrated jet $p_T$. The discriminant is formed using a k-nearest neighbour algorithm \[161, 170\]: in the 2D space formed by these variables, the probability for a jet with a particular JVF and $R_{p_T}$ values to be not from pile-up is defined as the ratio of non-pile-up jets to all jets amongst the neighbourhood of that point in an MC training sample. The technique is used only on jets with $p_T < 60 \text{ GeV}$ and $|\eta| < 2.4$. The selections on the JVT discriminant provide an efficiency of $\sim 95\%$ (percentage of non-pile-up jets passing the JVT selection) with a fake rate of $3\%$ (percentage of jets passing the selection that are pile-up jets) when applied to simulated $Z \rightarrow \mu\mu + \text{jet(s)}$ events \[169\].

Jet candidates of non $pp$-collision origin, or ‘fake’ jet candidates, are rejected using the ‘BadLoose’ criteria described in \[171\]. Sources of fake jets include $pp$ beam-induced background effects, where protons escaping the beam away from the interaction point can cause cascades of secondary particles, resulting in muons that may deposit their energy in the calorimeters and be reconstructed as jet candidates. Cosmic-ray muons may also reach the ATLAS detector with the same consequences. Calorimeter noise can also be reconstructed as jet candidates. Fake jet candidates erroneously reconstructed from noise in the LAr calorimeters are rejected using variables related to signal pulse shapes in the LAr calorimeters. Fake jet candidates from the beam-induced background and those from calorimeter noise usually are more longitudinally localised in the calorimeters than real jets, so can be rejected using variables relating to the fraction of energy they deposit in different calorimeter sections/layers. Finally, real jets contain usually charged hadrons, which may be absent in a fake jet candidate, and can be rejected using track-related variables. Over 99.5% of real
jets with $p_T > 20$ GeV are retained after the application of the ‘BadLoose’ criteria MC \[171\].

### 5.1.4 Hadronically-decaying taus

The hadronically-decaying tau candidates included in the overlap removal satisfy:

- $p_T > 20$ GeV
- $|\eta| < 2.5$, but not within $1.37 < |\eta| < 1.52$
- Reconstructed with medium hadronically-decaying tau identification criteria

Hadronically-decaying tau candidates falling in the $1.37 < |\eta| < 1.52$ region are excluded, as this is the transition area between the barrel and endcap regions of the calorimeter, where there is a large amount of material between the calorimeters and the beampipe (see Figure 3.11) which increases the uncertainty on calorimeter-based energy measurements. The efficiency to reconstruct and identify medium hadronically-decaying tau candidates (ratio of medium hadronically-decaying tau candidates to the total number hadronically-decaying taus in MC) is 55\% (40\%) for taus decaying to one charged pion (three charged pions), whilst less than 0.05\% of jets are mis-identified as hadronically-decaying tau candidates \[163\].

### 5.2 Event selection

The event selections applied to form the signal region in the analysis are:

- Exactly two same-flavour opposite-sign lepton candidates passing the selections described in Sections 5.2.1 and 5.2.2
- At least one of the selected lepton candidates must have contributed to the acceptance of the event by the ATLAS trigger system
- Selected lepton candidate pair must have high invariant mass: $m_{\ell\ell} > 400$ GeV
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- At least two jet candidates passing the selection described in Section 5.2.3
- Two highest $p_T$ selected jet candidates must have high invariant mass ($m_{jj} > 110 \text{ GeV}$) to suppress jets from $W/Z$ decays
- $\sum E_T > 400 \text{ GeV}$, summed over the two selected lepton candidates and two highest $p_T$ selected jet candidates

As $N_e$ and $N_\mu$ are not theoretically constrained to have the same mass, following the event selections, the events are divided into two groups, those containing two electrons and those containing two muons, forming the electron and muon signal regions (ee SR and $\mu\mu$ SR). One of the selected electron or muon candidates must have caused the event to pass a single lepton trigger. The single electron triggers used in this analysis had a minimum $E_T$ threshold of 24 GeV for data taken in 2015 and 26 GeV for data taken in 2016, whilst the minimum $p_T$ threshold for the single muon triggers was 20 GeV in 2015 and 24 GeV in 2016. Same flavour leptons are required as this analysis considers a situation where there is no mixing between $N_R$ flavours. The two selected lepton candidates and two highest-$p_T$ selected jet candidates are collectively referred to as the signal leptons and jets, or signal particles. The signal region event selections are summarised and compared to those used in the control and validation regions in Table 5.1. Distributions of key variables in the signal regions can be seen in Figures 6.22–6.23.

Motivated by observed differences between signal and background MC in the dilepton mass spectrum, it was decided to implement a minimum dilepton mass selection in the signal region. As shown in Figures 5.1a and 5.1b the background processes have an $m_{\ell\ell}$ distribution that tends to lower masses with respect to the signal process. To choose the $m_{\ell\ell}$ threshold value, the ratio of an estimate of analysis sensitivity ($S/\sqrt{B}$, where $S$ is the number of signal events passing all selections and $B$ is the number of background events passing all selections, predicted by MC) was found for various $m_{\ell\ell}$ threshold values with respect to our initial choice of threshold value ($m_{\ell\ell} > 110 \text{ GeV}$). Figure 5.2 shows the estimated change in sensitivity achieved by the incorporation of the $m_{\ell\ell} > 400 \text{ GeV}$ selection. The selection was found to result in a good improvement in sensitivity in large regions of the $m_{W_R}-m_{N_R}$ phase space considered in this analysis. In a region where $m_{W_R} \simeq m_{N_R}$ and $m_{W_R}$ and $m_{N_R}$ are low, where the sensitivity ratio can be seen to be less than 1 in Figure 5.2 the selection becomes harmful to the sensitivity because the two leptons in the event are less likely to have a high combined invariant mass, due to the similar masses of the $W_R$ and $N_R$. However,
the substantial benefit to the rest of the phase space led to the decision to include this selection in the analysis. The $\sum E_T > 400$ GeV selection was previously used in the ATLAS $\sqrt{s} = 7$ TeV analysis [65]. Figures 5.1c and 5.1d show that the signal tends to much higher $\sum E_T$ values than the background, so it was decided to include this selection in this analysis.

Figure 5.1 $m_{\ell\ell}$ and $\sum E_T$ distributions in the $ee$ and $\mu\mu$ signal regions, before applying the $m_{\ell\ell} > 400$ GeV, $m_{jj} > 110$ GeV and $\sum E_T > 400$ GeV selections. Though the plots show data markers, the selections were optimised without viewing the data. Taken from [172].

Figure 5.3 shows the the combined signal acceptance and selection efficiency after all signal region selections are applied, as evaluated with simulated signal events. The combined signal acceptance and selection efficiency varies from 54% in high
Figure 5.2 Ratio of estimated analysis sensitivity (using $S/\sqrt{B}$, where $S$ is the number of signal events and $B$ is the number of background events, predicted by MC) for the $m_{\ell\ell} > 400$ GeV selection, over the estimated sensitivity for a $m_{\ell\ell} > 110$ GeV selection, in the indicated regions. The black dots represent the mass hypotheses of the generated signal samples. This study was performed before the addition of the jet candidate $p_T > 100$ GeV selection (instead using a jet candidate $p_T > 50$ GeV selection).

$W_R$ and $N_R$ mass regions (areas shown in yellow), to 0.2% in low $W_R$ and $N_R$ mass regions (areas shown in dark blue) already excluded by previous LHC searches. The combined acceptance and efficiency is particularly low when $m_{W_R} \gg m_{N_R}$ because in this region of the phase space, the two jets from the $W_R$ decay tend to be merged into one jet, as shown in Figure 5.4. This is due to the high $p_T$ of the $W_R$ resulting from the large mass difference between the $W_R$ and $N_R$. A separate ATLAS analysis targets this region of the phase space, so, consequently, this analysis has not been optimised for the $m_{W_R} \gg m_{N_R}$ region. In the region $m_{W_R} \simeq m_{N_R}$, especially when $m_{W_R}$ and $m_{N_R}$ are low, the combined acceptance and efficiency drops because the two leptons in the event are less likely to have a high combined invariant mass, as they will be emitted from the $W_R$ or $N_R$ with lower momenta.

### 5.2.1 Electrons

Electron candidates are selected based on the following criteria:

- $E_T > 25$ GeV
- $|\eta| < 2.47$, but not within $1.37 < |\eta| < 1.52$
Figure 5.3  Combined signal acceptance and selection efficiency for signal region selections as a function of the signal $W_R$ and $N_R$ masses, from MC. The combined acceptance and selection efficiency is defined as the percentage of signal events passing the signal region selections compared to the initial number of signal events containing opposite-sign, same-flavour leptons. Taken from [172].

Figure 5.4 The estimated generator-level fraction of events with merged jets originating from $W_R$ decay, for the stated $m_{N_R}$ range. The fraction of merged jets from a $W_R$ decay is estimated by using the number of events where the two jets originating from the $W_R$ are separated by less than $\Delta R = 0.4$, as this is the minimum distance between jets within the anti-$k_t$ algorithm configuration used in this analysis (see Section 4.4.4).
• Reconstructed with medium electron identification criteria
• Isolated from other high $p_T$ tracks
• Origin compatible with the primary vertex

The $E_T > 25$ GeV requirement is applied because low energy electrons are not of interest in this analysis, as the search targets high mass $W_R$ and $N_R$. Electron candidates are not included in the overlap removal if they fall in the $1.37 < |\eta| < 1.52$ region, as this is the calorimeter transition region. The medium electron identification criteria (see Section 4.4.2) is used because it identifies electrons with high efficiency, with a low rate of misidentification. The reconstruction efficiency of electrons (the ratio of electron candidates to all electromagnetic clusters) is above 97% for all electrons with $E_T > 15$ GeV, whilst the identification efficiency (ratio of medium electron candidates to all electron candidates) is between 87–95% (increasing with increasing $E_T$). The probability to reconstruct hadrons as medium electrons candidates is less than 0.6%, for $20 < E_T < 80$ GeV [154].

Criteria relating to compatibility with the primary vertex and isolation criteria are unchanged from those applied to electron candidates that take part in the overlap removal.

5.2.2 Muons

Muon candidates are selected based on the following criteria:

• $p_T > 25$ GeV
• $|\eta| < 2.5$
• Reconstructed with medium muon identification criteria
• Isolated from other high $p_T$ tracks
• Origin compatible with the primary vertex

The $E_T > 25$ GeV requirement is applied because low energy muon are not of interest in this analysis, for the same reasons low energy electrons are not selected. The $|\eta| < 2.5$ requirement ensures that selected muon candidates are within the acceptance of the Inner Detector and Muon Spectrometer.
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The medium identification criteria category (see Section 4.4.3) includes only combined muons within the $\eta$ range of the analysis, with other criteria detailed in Reference [156]. The reconstruction efficiency of medium muons (ratio of medium muon candidates to well reconstructed Inner Detector tracks) with $20 < p_T < 100$ GeV in MC is more than 96%, whilst the probability of misreconstructing a pion as a muon is less than 0.2% [156].

As for electron candidates, criteria relating to compatibility with the primary vertex and isolation criteria are unchanged from those applied to muon candidates that take part in the overlap removal.

5.2.3 Jets

Jet candidates are selected based on the following criteria:

- $p_T > 100$ GeV
- $|\eta| < 2$
- Not a $b$-jet candidate
- Not a jet candidate of non-collision origin

These $p_T$ and $|\eta|$ selections were found to give a large improvement in the search sensitivity (compared to previous choices of $\eta$ and $p_T$ selections) for large regions of the phase space. Heavier $W_R$ and $N_R$ will naturally produce jets with higher $p_T$, and it can be seen from Figure 5.6 that heavier $W_R$ generally result in more central jets (lower $|\eta|$ values), and for a given $W_R$ mass, heavier $N_R$ generally give more central jets. Figure 5.5 shows the estimated improvements in the analysis sensitivity by using these jet kinematic cuts, compared to the previous selections used in the analysis. Despite some degradation of the sensitivity for low values of $m_{W_R}$ and $m_{N_R}$, it was decided to choose these cuts because most of the affected mass points are in regions of the phase space already excluded by other analyses. Some low $m_{N_R}$ with high $m_{W_R}$ mass points are in areas not previously excluded, however it was decided to include these selections anyway due to the existence of another in-progress ATLAS analysis that specifically targets this region of the phase space.

$b$-jets, jets originating from $b$-quarks, have special characteristics that mean they can be distinguished from light jets (those originating from $u$, $d$, or $s$ quarks...
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Figure 5.5  Ratio of estimated analysis sensitivity (using $S/\sqrt{B}$, predicted by MC) for jet candidate $|\eta| < 2$ and $p_T > 100$ GeV selections, over the estimated sensitivity for jet candidate $|\eta| < 2.8$ and $p_T > 50$ GeV selections, in the indicated regions. The black dots represent the mass hypotheses of the generated signal samples. Taken from [172].

Figure 5.6  Generator-level $\eta$ distributions for jets originating from $W_R$ decay, for several mass hypotheses. Heavier $W_R$ and $N_R$ generally give more central jets, motivating the choice of jet $|\eta| < 2$ selection.
or gluons). The weak decays of $b$-hadrons, formed from $b$-quarks, to lighter quarks are suppressed via the CKM matrix element factors. The result is an experimental signature in which the $b$-hadrons have a non-negligible lifetime within the ATLAS detector, especially long for their masses, resulting in the formation of a secondary vertex. $b$-hadrons often decay to $c$-hadrons, which also have non-negligible lifetimes, so a further secondary vertex may also be present. The MV2 algorithm is used within ATLAS to identify $b$-jets \cite{173, 174}, which uses a multivariate approach with variables including ones relating to secondary vertex parameters and $p_T$, which is usually large due to the high mass of the $b$-quark. The algorithm configuration used in this analysis results in an efficiency of 70\% (percentage of $b$-jets identified), with a purity of 97\% (percentage of true $b$-jets in a set of $b$-jet candidates), when applied to simulated $t\bar{t}$ events \cite{174}.

$b$-jet candidates are rejected in this analysis in order to reduce the $t\bar{t}$ background relative to the number of signal events. In the form of LRSM considered in this analysis, $W_R$ decay to quarks pairs in the same manner as $W$ bosons, with the same CKM matrix elements $|V_{qq'}|$, where $q, q'$ are different quark flavours. Therefore, the branching fraction formulae of $W \rightarrow q\bar{q}$ and $W_R \rightarrow q\bar{q}$ have the same form:

$$\frac{\Gamma_{W \rightarrow q\bar{q}'} \Gamma_{W \rightarrow \text{hadrons}}}{\Gamma_{W \rightarrow \text{hadrons}}} = \frac{3|V_{qq'}|^2}{\sum_{q=u,d,s,c,b} |V_{qq'}|^2}$$

In the $W$ boson case, $W \rightarrow tb$ does not occur (indicated by the lack of $t$ in the summation) because the top quark is substantially heavier than the $W$. However, the $W_R$ may be heavier than the top quark, in which case $W_R \rightarrow tb$ could occur. As the diagonal CKM matrix elements ($|V_{ud}|$, $|V_{cs}|$ and $|V_{tb}|$) are roughly $\sim$1 and the off-diagonal elements are non-zero \cite{22}, the branching fraction of $W_R \rightarrow tb$ is less than a third. On the other hand, top quarks most frequently decay to $W$ and a $b$-quark ($t \rightarrow Wb$), with a branching fraction of 91\%, in relation to $t \rightarrow Wq$ where $q = (u, s, b)$ \cite{22}, so the large majority of $tt$ decays result in one or two $b$-quarks. Therefore, the proportion of signal events rejected is less than the proportion of background events rejected, when $b$-jet events are rejected. Additionally, signal events containing $W_R \rightarrow tb$ would not be well identified by the other event selections made in this analysis, due to the possible presence of an extra lepton in the final state. Figure 5.7 shows the estimated enhancement in analysis sensitivity when rejecting $b$-jet candidates.

The same selections are using to reject jets of non-collision origin as during the
overlap removal (see Section 5.1.3). Over 99.9% of real jets with $p_T > 100$ GeV are retained after the application of the fake jet removal selections to MC [171].

![Figure 5.7](image)

**Figure 5.7** Ratio of estimated analysis sensitivity (using $S/\sqrt{B}$, predicted by MC) for the case where $b$-jet candidates are rejected, over the estimated sensitivity for when $b$-jet candidates are allowed, in the indicated regions. The black dots represent the mass hypotheses of the signal samples. This study was performed before the addition of the $m_{\ell\ell} > 400$ GeV selection and jet candidate $p_T > 100$ GeV selection (instead using a $m_{\ell\ell} > 110$ GeV selection and jet candidate $p_T > 50$ GeV selection).

### 5.3 Background estimation

The background processes considered in this analysis are modelled with MC, as discussed in Section 4.3.2. Control regions are defined with the aim of checking the modelling of background processes, and deriving data-driven normalisation factors to correct for any differences in normalisation between data and MC. Normalisation factors are extracted from the control regions by comparing the number of expected background events to the observed number of events in data. The decision to use data to derive normalisation factors requires that only a negligible amount of signal is allowed to enter into the control regions. The background predictions for normalised background process are scaled according to the relevant derived normalisation factor, in all of the analysis regions. The extraction and application of the normalisation factors occurs during fits of the signal and background MC to the data, which is the topic of Section 6.1. Validation regions (VR) are also defined, so that the effect of the normalisation factors could be checked before the signal region was unblinded.
The selections for the control and validation regions are based on identical selections to the signal region, with the exception of a particular variable that is used to define orthogonal phase space regions and which differentiates between the two. The variable used to ensure the orthogonality between the regions is $m_{\ell\ell}$, except for in the $e\mu$ CR which has the same kinematic selection as the signal regions, but requires different-flavour leptons. The event selections used in the control and validation regions are summarised and compared to those used in the signal region in Table 5.1. Distributions of key variables in the control and validation regions can be seen in Figures 6.18–6.21.

<table>
<thead>
<tr>
<th>Selection</th>
<th>Control regions</th>
<th>Validation regions</th>
<th>Signal regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell\ell$</td>
<td>$e^+e^-$ $\mu^+\mu^-$ $e^+\mu^-$</td>
<td>$e^+e^-$ $\mu^+\mu^-$</td>
<td>$e^+e^-$ $\mu^+\mu^-$</td>
</tr>
<tr>
<td>$m_{\ell\ell}$ [GeV]</td>
<td>[60, 110] [60, 110] &gt; 400</td>
<td>[110, 400] [110, 400] &gt; 400</td>
<td>&gt; 400 &gt; 400</td>
</tr>
<tr>
<td># of jets</td>
<td>$\geq 2$ $\geq 2$ $\geq 2$</td>
<td>$\geq 2$ $\geq 2$</td>
<td>$\geq 2$ $\geq 2$</td>
</tr>
<tr>
<td>$m_{jj}$ [GeV]</td>
<td>$&gt; 110$ $&gt; 110$ $&gt; 110$</td>
<td>$&gt; 110$ $&gt; 110$</td>
<td>$&gt; 110$ $&gt; 110$</td>
</tr>
<tr>
<td>$\sum E_T$ [GeV]</td>
<td>$&gt; 400$ $&gt; 400$ $&gt; 400$</td>
<td>$&gt; 400$ $&gt; 400$</td>
<td>$&gt; 400$ $&gt; 400$</td>
</tr>
</tbody>
</table>

Table 5.1 Summary of all regions defined in the analysis, indicating the event selection criteria used for a given region. Pairs of values $[X,Y]$ indicate the minimum and maximum values the quantity in question may take in the analysis region in question.

For convenience, the background processes are grouped into three groups within this analysis: $Z$+jets, top-quark related processes, and diboson and $W$+jets processes. The main SM backgrounds in the signal regions are from top-quark events (mainly $t\bar{t}$) and $Z$+jets production, with contributions of $\sim 49\%$ and $\sim 35\%$ respectively in the $ee$ SR and $\sim 55\%$ and $\sim 37\%$ in the $\mu\mu$ SR. Minor contributions arise from diboson (mainly $ZW \to \ell^+\ell^-jj$ and $ZZ \to \ell^+\ell^-jj$) and $W$+jets events, with a combined contribution of $\sim 16\%$ in the $ee$ SR and $\sim 8\%$ in the $\mu\mu$ SR. Normalisation factors are derived only for the top-quark and $Z$+jets backgrounds, as these are the major backgrounds to the Keung-Senjanović process.

The normalisation factor for the $Z$+jets process is extracted from data in the $ee$ and $\mu\mu$ control regions, where the $60 < m_{\ell\ell} \leq 110$ GeV selection is defined to select events with $m_{\ell\ell}$ around the $Z$ boson mass, to enhance the proportion of $Z$+jets events in these control regions. The proportion of $Z$+jets events is above 95% in both control regions. The maximum amount of signal contamination, the
percentage of predicted signal events compared to the total number of predicted events, is 4.7% in the ee CR and 4.1% in the $\mu\mu$ CR, though this is for a region of phase space already excluded by previous searches. Most of the signal hypotheses considered do not enter either control region.

The $e\mu$ CR is dominated by top-quark events (80.2%), with an admixture of $W + \text{jets}$ and diboson events, and thus a normalisation factor for top-quark processes is extracted from this region. The maximum amount of signal contamination is 6.7% in the $e\mu$ CR, though, as before, this is in an previously-excluded region and, and for most signal hypotheses the control region is signal free.

Top-quark decays usually give rise to $b$-quarks, as already discussed, so an alternative control region, defined by requiring $b$-jet candidates, was considered. This control region would be $\sim 99\%$ pure top-quark events, but was rejected as the signal expectation was unacceptably high in comparison to the predicted background events, with signal events reaching a maximum of 74.2% of the total predicted events for $m_{W_R} - m_{N_R}$ combinations with high cross sections.

The generator used to simulate the $Z + \text{jets}$ (and $W + \text{jets}$) background (see Section 4.3.2), does not correctly model the $m_{jj}$ spectrum, as shown in Figures 5.8a and 5.8b, an effect also observed by other in-progress ATLAS analyses. A reweighting factor is derived using events from the ee and $\mu\mu$ CR (combined) and applied to the simulated $Z + \text{jets}$ events in all of the analysis regions. In order to correct this mismodelling, a Novosibirsk function is fitted to the data-to-MC ratio as a function of $m_{jj}$, after subtracting the non-$Z + \text{jets}$ contributions (as predicted by simulation) from both. The Novosibirsk function [175] is defined as:

$$f(m_{jj}; \sigma, x_0, \Lambda) = e^{-\frac{1}{2} \left(\frac{\ln qy}{\Lambda}\right)^2 + \Lambda^2}$$

$$q_y(m_{jj}; \sigma, x_0, \Lambda) = 1 + \frac{\Lambda(m_{jj} - x_0)}{\sigma} \times \frac{\sinh(\Lambda\sqrt{\ln 4})}{\Lambda\sqrt{\ln 4}}$$

where the three free parameters, $\sigma$, $x_0$ and $\Lambda$ control the width, peak and tail of the distribution. The resulting ratio with the best fit reweighting function is shown in Figure 5.9. The reweighting factor ranges from 1.1 in the low-$m_{jj}$ region to 0.5 in the high-$m_{jj}$ region above 3 TeV. Reweighted $m_{jj}$ distributions in the ee and $\mu\mu$ CRs are shown in Figures 5.8c and 5.8d.
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Figure 5.8  \( m_{jj} \) distributions for the \( ee \) and \( \mu\mu \) CRs, before and after \( m_{jj} \) reweighting, as indicated. Taken from [172].
Figure 5.9 The data-to-MC ratio, as a function of $m_{jj}$, with the result of the Novosibirsk fit superimposed, in the combined $ee$ and $\mu\mu$ CRs. The fitted values for the peak ($\sigma$), width ($x_0$) and tail ($\Lambda$) are shown. The binning was chosen such that the resulting distribution was sufficiently populated. Taken from [172].
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Statistical Analysis

This chapter describes how the final results in this analysis were obtained. The results themselves are presented in Chapter 7. The statistical analysis package HistFitter [176], which is used extensively throughout the ATLAS collaboration, was used to implement a series of binned maximum-likelihood fits to the data distributions in the control and signal regions, as described in Section 6.1. A check was then performed looking for significant deviations of data from the post-fit background distributions, described in Section 6.2, finding none that were inconsistent with SM predictions. The procedure followed to obtain exclusion limits on possible \( W_R - N_R \) masses, as well as upper bounds on the Keung-Senjanović process cross section multiplied by the branching fraction \((\sigma \times B)\) to \( eejj \) or \( \mu jj \) as a function of the \( W_R - N_R \) mass hypothesis, is described in Section 6.3. I, in consultation with the rest of the small analysis team, decided on and implemented the fitting strategy, generated the theory systematic variations for the signal MC, performed the check for significant deviations, and calculated the exclusion limits.

A statistical combination was also performed with a related search for the Keung-Senjanović process using same-sign leptons [177], referred to as the same-sign analysis to contrast with the opposite-sign analysis described in the rest of this thesis, in order to set improved limits on \( m_{W_R} \) and \( m_{N_R} \) for the Majorana \( N_R \) case. The combination is described in Section 6.1.5.
6.1 Likelihood fits

This analysis uses a series of binned maximum-likelihood fits, in which a likelihood function, defined in Section 6.1.1, is maximised in order to find the best-fit values of some parameters within the model encapsulated by the function. The free parameters in the likelihood function include the signal strength parameter $\mu_S$, which scales the signal prediction, and normalisation factors for the $Z + \text{jets}$ and top-quark processes. Statistical and systematic uncertainties are also implemented in the fit as so-called nuisance parameters (NPs), which can alter the shape and normalisation of both the signal and background predictions. Section 6.1.2 details the uncertainties included in the fit as nuisance parameters.

The various control and signal regions are used simultaneously to fit most of the free parameters in order to maximise the likelihood. The exceptions are the normalisation factors of the $Z + \text{jets}$ and top-quark backgrounds, which are determined by comparing data to MC in dedicated control regions. As a cross-check of the fitting procedure, the post-fit values of the free parameters were applied in the validation regions so that the compatibility between the data and the prediction can be inspected.

The fit inputs passed to HistFitter are histograms of $m_{\ell\ell jj}$ or $m_{jj}$ distributions in each signal and control region, with the exception of the $ee$ and $\mu\mu$ control regions, where only the yield in the region is used. $m_{\ell\ell jj}$ or $m_{jj}$ distributions are used as inputs to the fit, depending on whether we are considering a signal mass point in the $m_{W_R} > m_{N_R}$ or $m_{W_R} < m_{N_R}$ phase space region. The pre-fit distributions in Figures 6.18–6.23 are examples of input distributions used in the fit. For each background and signal sample, the nominal histograms and histograms showing the effect of $\pm 1\sigma$ variations of each systematic uncertainty are included.
6.1.1 Likelihood function definition

The likelihood function used in this analysis is defined as follows [176]:

\[
\mathcal{L}(\mu_S, \mu_B, \theta) = \prod_{i} P(n_i | S_i(\mu_S, \theta) + B_i(\mu_B, \theta)) 
\times \prod_{j} F_j(\tilde{\theta}_j | \theta_j)
\]

The first term contains a product (over all bins in the analysis regions) of Poisson distributions \( P \), which have form:

\[ P(n | \lambda) = \frac{e^{-\lambda} \lambda^n}{n!} \]

which gives the probability of observing \( n \) events in data, assuming a combined signal and background prediction of \( \lambda \). The predicted signal and background yields, \( S(\mu_S, \theta) \) and \( B(\mu_B, \theta) \), are functions of \( \theta \), the set of nuisance parameters (NPs), and the signal strength and the set of background normalisation parameters, \( \mu_S \) and \( \mu_B \). \( \mu_S \) scales the predicted signal yield relative to the initial prediction. \( \mu_S = 1 \) corresponds to the nominal MC prediction, and so corresponds to the Majorana \( N_R \) hypothesis, whilst \( \mu_S = 0 \) gives the SM prediction. Additionally, \( \mu_S = 2 \) corresponds to the Dirac \( N_R \) hypothesis. This is because, under the Dirac \( N_R \) hypothesis, the cross section multiplied by the branching fraction of the Keung-Senjanović process to opposite sign leptons is twice that for the Majorana \( N_R \) case. The \( \mu_B \) consists of \( \mu_Z \) and \( \mu_{\text{top}} \), the \( Z + \text{jets} \) and top-quark background normalisation factors, which scale the background predictions. These normalisation factors are set during the fit so that the total background yield matches the observed data yield in the \( ee, \mu\mu \) and \( e\mu \) CRs.

The second term is a product (over NPs) of auxiliary functions \( F \), which constrain the values of the nuisance parameters. The auxiliary functions for most NPs take the form of either a Poisson distribution, as above, or a Gaussian, given by:

\[ G(\tilde{\theta} | \theta, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(\tilde{\theta} - \theta)^2}{2\sigma^2}} \]

depending on the uncertainty under consideration. The central value of the NP before the fit, \( \tilde{\theta} \), is zero and the standard deviation, \( \sigma \), is one, because the NPs have units of standard deviation and because they parametrise changes to the
signal and background yields.

The dependences of the signal and background predictions on the NPs take the forms:

\[
S_i(\mu_S, \theta) = \mu_S S_i^{\text{nom}} (1 + \sum_j^{\text{NPs}} \Delta_{ij}(\theta_j))
\]

\[
B_i(\mu_B, \theta) = \sum_b^{\text{bkg}} \mu_{B_b} B_{bi}^{\text{nom}} (1 + \sum_j^{\text{NPs}} \Delta_{bij}(\theta_j))
\]

where \(S_i^{\text{nom}}\) is the nominal signal prediction in bin \(i\) and \(B_{bi}^{\text{nom}}\) is the nominal background prediction for background \(b\) in bin \(i\). \(\Delta_{ij}(\theta_j)\) and \(\Delta_{bij}(\theta_j)\) are response functions that encode the change in signal and background yields due to systematic \(j\) in bin \(i\), as a function of the NP value. For each background and signal sample in a bin, the nominal yield and the yield corresponding to the \(\pm 1\sigma\) variation of each systematic uncertainty are input into the fit, from which the changes in yield for an arbitrary value of \(\theta\) are found from a 6th order polynomial interpolation between \(\pm 1\sigma\) and exponential extrapolation outside of this range (see [178]).

### 6.1.2 Treatment of uncertainties

This section summarises the uncertainties considered in this analysis. Experimental systematic uncertainties are discussed in Section 6.1.2.1, whilst systematic uncertainties relating to MC predictions, referred to as theory uncertainties, are discussed in Section 6.1.2.2. Both experimental and theory uncertainties use auxiliary functions with Gaussian forms. Additionally, the statistical uncertainty on the number of signal and background events in each bin is taken into account using one NP per bin per sample, with auxiliary functions with Poissonian forms. However, the statistical error is neglected for bins and processes where the relative statistical error is under 5%.

The effect of these uncertainties on the \(m_{t\ell\ell}jj\) and \(m_{jj}\) distributions are included in the fit as NPs, with response functions that may vary the overall normalisation and/or per-bin normalisations of the signal and backgrounds yields. An NP for a particular uncertainty is correlated across processes and analysis regions, but all NPs are treated as fully uncorrelated from each other. Figure 6.9 shows the sources of uncertainty on the post-fit background yields in all the analysis regions.
For any systematic uncertainties applied to the Z + jets and top-quark background processes, any contribution of the uncertainty on the total yield of the process is absorbed into the $\mu_Z$ and $\mu_{\text{top}}$ normalisation factors. The per-bin response functions of these systematic uncertainties are therefore correlated so as to not affect the overall yield of the process. However, in Figure 6.9, the contributions of Z + jets and top-quark uncertainties to the total yield are kept separate from the normalisation factors, so that the full effect of the uncertainties can be seen. The total uncertainty is the same in both cases due to correlations and anti-correlations between the uncertainties.

6.1.2.1 Experimental uncertainties

Per-event scale factors are applied to MC events in this analysis to correct for differences in physics object reconstruction, identification, isolation and trigger efficiencies between data and MC. These scale factors, derived and provided by the ATLAS Combined Performance (CP) groups, change the relative weighting of MC events in order to reproduce the efficiencies seen in data. Whenever scale factors are applied on an event-by-event basis, there are uncertainties in the overall rate of a process, and also in the shape of any output distributions. Uncertainties relating to the derivation of the scale factors are assessed by the ATLAS CP groups, and propagated to this analysis by the provision of ±1σ scale factor variations. The ±1σ scale factor variations are then applied to the MC datasets used in the analysis, separately for each uncertainty. The resultant distributions are input into the likelihood fit, allowing the response functions to be formed. Procedures used to determine physics object energy and momentum scales, described in Section 4.4, also have associated uncertainties. ±1σ variations of the object energy and momentum scales, once again centrally provided by the ATLAS CP groups, are also applied and propagated to the likelihood fit.

Table 6.1 lists the electron, muon, jet and jet flavour identification related uncertainty sources considered in this analysis. The uncertainty in the combined 2015 and 2016 integrated luminosity is also included. It has a size of 2.1%, and is derived, following a methodology similar to that detailed in [179], from a calibration of the luminosity scale using $x$–$y$ beam-separation scans performed in August 2015 and May 2016. The uncertainty on luminosity scales the process yields in a coherent way for all processes and bins. The impact of all considered experimental uncertainties sources on the per-bin background process yields is
shown in Figure 6.1 for $Z +$ jets, Figure 6.2 for top-quark process, and Figure 6.3 for the combined $W +$ jets and diboson processes. The dominant uncertainty category varies depending on the process and $m_{\ell\ell jj}$ or $m_{jj}$ mass range. The individual uncertainties in each category are treated as uncorrelated.

<table>
<thead>
<tr>
<th>Electron related</th>
<th># NPs</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy scale and resolution</td>
<td>2</td>
<td>[154]</td>
</tr>
<tr>
<td>Reconstruction and identification efficiency</td>
<td>2</td>
<td>[154]</td>
</tr>
<tr>
<td>Isolation efficiency</td>
<td>1</td>
<td>[154]</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>1</td>
<td>[154]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Muon related</th>
<th># NPs</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Momentum scale and resolution</td>
<td>3</td>
<td>[156]</td>
</tr>
<tr>
<td>Reconstruction and identification efficiency</td>
<td>2</td>
<td>[156]</td>
</tr>
<tr>
<td>Isolation efficiency</td>
<td>2</td>
<td>[156]</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>2</td>
<td>[156]</td>
</tr>
<tr>
<td>Track-to-vertex association efficiency</td>
<td>2</td>
<td>[180]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jet related</th>
<th># NPs</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy scale and resolution</td>
<td>5</td>
<td>[160]</td>
</tr>
<tr>
<td>Jet flavour (inc. b-jet) identification</td>
<td>13</td>
<td>[174]</td>
</tr>
</tbody>
</table>

**Table 6.1** Experimental systematic uncertainty sources, along with the number of associated nuisance parameters (NPs), and a reference to the ATLAS CP group publication covering the derivation of the scale factor and calibration, along with the sources of uncertainty.

### 6.1.2.2 Theory uncertainties

Theory uncertainties, systematic uncertainties associated with the choice of theory parameters or the choice of software used when generating MC datasets, are assessed by producing datasets with alternative theory parameter values, or by using different software, and comparing these datasets to the nominal datasets (detailed in Section 4.3.2). Alternative approach used for some uncertainties is to reweight the events in an existing MC dataset to produce different distributions to emulate the use of different theory parameter values.

Theory uncertainties for the signal process were evaluated by varying the QCD renormalisation and factorisation scale factors, $\mu_r$ and $\mu_f$, and by using alternative PDF sets, CTEQ6L1 and MSTW2008LO. The QCD scale uncertainty was estimated by varying the nominal values of $\mu_r$ and $\mu_f$ by factors of 0.5 and
Figure 6.1 Effect of experimental uncertainties in the $ee$ and $\mu\mu$ SRs on the $Z+\text{jets}$ background $m_{\ell\ell jj}$ and $m_{jj}$ distributions, for the indicated region and discriminant. Contributions from each source are treated as uncorrelated. ‘b-tagging uncertainties’ refers to jet flavour identification uncertainties. Taken from [172].
Figure 6.2  Effect of experimental uncertainties in the $ee$ and $\mu\mu$ SRs on the top-quark process background $m_{t\ell j}$, and $m_{jj}$ distributions, for the indicated region and discriminant. Contributions from each source are treated as uncorrelated. 

‘$b$-tagging uncertainties’ refers to jet flavour identification uncertainties. Taken from [172].
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Figure 6.3  Effect of experimental uncertainties in the $ee$ and $\mu\mu$ SRs on the combined $W$+jets and diboson background $m_{\ell\elljj}$ and $m_{jj}$ distributions, for the indicated region and discriminant. Contributions from each source are treated as uncorrelated. ‘$b$-tagging uncertainties’ refers to jet flavour identification uncertainties. Taken from [172].
2.0, and taking the envelope of these variations as the uncertainty. The value of strong coupling constant, $\alpha_S$, was also varied to half and twice the nominal value. The variations were performed using SYSCALC \[181\], which provides event weights so the existing generator level datasets could be reweighted and the change to the signal yield in the signal region could be studied. The result of this procedure is shown in Figure 6.4. The $\alpha_S$ scale variation has no effect because, at LO hard process generation level, the Keung-Senjanović process only includes weak vertices. The $\mu_r$ variation also has no effect because it serves to vary the energy scale of $\alpha_S$. The uncertainty is dominated by the variation in factorisation scale, which changes the energy scale of the PDF used by the MC generator. A conservative uncertainty of $\pm 10\%$ yield variation was used in the fit, to include the envelope of the considered uncertainties.

![Figure 6.4](image-url) Variation of the product of the signal acceptance and selection efficiency for an example signal mass hypothesis ($m_{W_R} = 4.2\ TeV,\ m_{N_R} = 2.1\ TeV$) with the generated event weight varied corresponding to the named theoretical uncertainties. CTEQ6 and MSTWxx variations refer to different PDF choices; 'alps', 'mur', and 'muf' variations refer to the $\alpha_S$ emission scale factor, and the renormalisation and factorisation scales ($\mu_r$ and $\mu_f$), respectively. The green band indicates the nominal weight (uncertainties arising from statistical uncertainty in a 2000 event test sample). Taken from \[172\].

The theory uncertainties included for the $Z + \text{jets}$ background processes include the choice of QCD scale variations (varied as described above), choice of the PDF set, the value used for $\alpha_S$, and the PDF uncertainty. The PDF uncertainty covers experimental uncertainties entering the datasets used in the PDF fits and the uncertainty on the functional form used in the PDF fits, and was estimated using the envelope of the NNPDF3.0 PDF set, as recommended in \[182\]. The MMHT2014 \[183\] and CT14NNLO \[184\] PDF sets were used to...
generate alternative $Z + \text{jets}$ MC in order to estimate the uncertainty due to the choice of PDF. The uncertainty due to the value of $\alpha_S$ was evaluated by varying the nominal value used when generating the MC of 0.118 (at $m_Z$) by $\pm 0.001$. The largest theory uncertainty generally originates from the QCD scale variations, and is between 20% and 40%, depending on the simulated process and the invariant mass of the $\ell\ell jj$ system (and similar for the $m_{jj}$ distribution). The effect of QCD scale variation on the $m_{\ell\ell jj}$ distribution in signal regions for the $Z + \text{jets}$ background is shown in Figure 6.5.

The uncertainty arising from the $m_{jj}$ reweighting procedure (see Section 5.3) is derived by comparing the reweighted background with the data in the combined $ee$ and $\mu\mu$ VR, and then taking their difference as the systematic uncertainty. The shape difference between data and background in the combined $ee$ and $\mu\mu$ VR, and the resultant uncertainty is shown in Figure 6.6 for the $m_{jj}$ discriminant. The same process is used for the $m_{\ell\ell jj}$ discriminant. The uncertainty by varying parameters of reweighting function is considered to be covered by statistical error, thus not included separately. The reweighting is only applied to the $Z + \text{jets}$ MC, so the uncertainty is also only assessed for this process.

Theory uncertainties were also evaluated for the $t\bar{t}$ process. An uncertainty relating to the generation of the hard process was evaluated by comparing alternative samples generated with the Powheg-Box and MadGraph5_aMC@NLO generators, both interfaced to Pythia 8 for parton showering, as recommended in [182]. An uncertainty due to the hadronisation model used when generating

![Figure 6.5](image-url)
Figure 6.6  (a): The data and $m_{jj}$ reweighted background $m_{jj}$ distribution in the combined $ee$ and $\mu\mu$ VR (see Section 5.3), and (b): the difference in shape between data and reweighted background the combined $ee$ and $\mu\mu$ VR, used as the $m_{jj}$ reweighting uncertainty. Taken from [172].

the MC was evaluated by comparing the nominal Powheg-Box and Pythia 8 generated sample with the one generated by Powheg-Box and Herwig 7 [185]. An uncertainty related to the amount of initial- and final-state radiation was assessed by varying parton shower-related settings, including those relating to $\mu_r$ and $\mu_f$. Figure 6.7 shows the effect of all considered $t\bar{t}$ theory uncertainties on the top-quark background. Theory uncertainties for other top-quark processes were not included, due to their small contributions (less than 5% in the SRs) to the background compared to the $t\bar{t}$ process. Theory uncertainties on the diboson and $W+\text{jets}$ processes are also not included due to the small contribution of these processes to the total background yield (see Section 5.3).
Figure 6.7  Effect of $t\bar{t}$ theory uncertainties in the $ee$ and $\mu\mu$ SRs on the top-quark background $m_{\ell\ell jj}$ distribution, for the indicated region and theory variation. Orange indicates the $+1\sigma$ variation, blue indicates the $-1\sigma$ variation. Taken from [172].


6.1.3 Background-only fits

In order to perform a check for significant data-deviations from the background prediction (see Section 6.2), a pair of background-only fits (one for each of the \( m_{\ell\ell jj} \) and \( m_{jj} \) discriminants) were performed, with the constraint that \( \mu_S = 0 \). Neither of the \( ee \) and \( \mu\mu \) SRs were included in the fits, however the post-fit distributions in the SRs were produced, using the values of the fit parameters found during the fit. The SRs were not included so as not to assume the absence of a signal. The VRs are also not included in the fits, but the post-fit values of the likelihood function parameters were applied in the VRs in order to observe the fit performance. The resultant yields in the analysis regions from these background-only fits are given in Figure 6.8 and a breakdown of the sources of uncertainty on the post-fit background yields in each analysis region can be found in Figure 6.9. Pre- and post-fit distributions in the analysis regions are shown in Figures 6.10–6.15, with the exception of the single-bin \( ee \) and \( \mu\mu \) CRs. The lack of significant deviations in the data from the post-fit background prediction in the SRs (as determined in Section 6.2) indicates that the data is consistent with the background hypotheses.
Figure 6.8 Pre- and post-fit $m_{\ell\ell jj}$ or $m_{jj}$ background-only fit yields in all analysis regions. Events with $m_{\ell\ell jj}$ ($m_{jj}$) < 9 TeV are included for the $m_{\ell\ell jj}$ ($m_{jj}$) fit (no data events are seen above this value). The pre-fit ratios are the same in both plots because the same selections are applied for both discriminants.
Figure 6.9 Relative uncertainties on the total background yield estimation in each analysis region after the $m_{\ell\ell jj}$ and $m_{jj}$ background-only fits. “Yield fit” corresponds to the uncertainty from the background normalisation from the fit. “Luminosity” corresponds to the luminosity uncertainty. “Theory” and “Exp.” indicate respectively the total theoretical and experimental uncertainties. These sources of uncertainty are described in more detail in Section 6.1.2. They are calculated individually by shifting in turn only one nuisance parameter from the post-fit value by one standard deviation, keeping all the other parameters at their post-fit values, and comparing the resulting event yield to the nominal yield. Due to correlations among uncertainties after the fit, the individual components do not necessarily add in quadrature to the total uncertainty, indicated by “Total Unc.”.

Figure 6.10 Pre- and post-fit $m_{\ell\ell jj}$ distributions in the $e\mu$ control region for the $m_{\ell\ell jj}$ background-only fit.
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Figure 6.11  Pre- and post-fit $m_{jj}$ distributions in the $e\mu$ control region for the $m_{jj}$ background-only fit.

Figure 6.12  Pre- and post-fit $m_{\ell\ell jj}$ distributions in the $ee$ and $\mu\mu$ validation regions for the $m_{\ell\ell jj}$ background-only fit.
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Figure 6.13 Pre- and post-fit $m_{jj}$ distributions in the $ee$ and $\mu\mu$ validation regions for the $m_{jj}$ background-only fit.
Figure 6.14  Pre- and post-fit \( m_{\ell\ell jj} \) distributions in the \( ee \) and \( \mu\mu \) signal regions for the \( m_{\ell\ell jj} \) background-only fit. Post-fit values of the fit parameters were extrapolated to the SRs to make these plots, which were not included in the fit. Predicted signal distributions for several mass hypotheses are overlaid for illustrative purposes, and were not input to the fit.
Figure 6.15  Pre- and post-fit $m_{jj}$ distributions in the $ee$ and $\mu\mu$ signal regions for the $m_{jj}$ background-only fit. Post-fit values of the fit parameters were extrapolated to the SRs to make these plots, which were not included in the fit. Predicted signal distributions for several mass hypotheses are overlaid for illustrative purposes, and were not input to the fit.
6.1.4 Signal fits

Fits with $\mu_S$ unconstrained are utilised in order to exclude $m_{W_R}$–$m_{N_R}$ hypotheses and set upper limits on the Keung-Senjanović process $\sigma \times B$ to $eejj$ or $\mu\mu jj$ (see Section 6.3). As $N_e$ and $N_\mu$ are not theoretically constrained to have the same mass, two different fit channels are defined, one targeted at $N_e$ (the $ee$ channel) and one at $N_\mu$ (the $\mu\mu$ channel). The $ee$ ($\mu\mu$) signal region is only included in the $ee$ ($\mu\mu$) channel fit. In the $ee$ ($\mu\mu$) channel fit, no signal prediction is included in the $\mu\mu$ ($ee$) control region, as doing so would assume identical masses for $N_e$ and $N_\mu$. No signal prediction is included in the $e\mu$ CR, as events within our signal samples that enter into this region are from $N_\tau$ events, which we do not target in this analysis, and including them would also assume the equivalence of the $N_\tau$ mass with the $N_e$ or $N_\mu$ mass. Electron (muon) systematic uncertainties are considered only in the in $ee$ ($\mu\mu$) control, signal and validation regions, whilst both electron and muon systematic uncertainties are considered in the $e\mu$ control region. The VRs are not included in the fits, but the post-fit values of the likelihood function parameters were applied in the VRs in order to observe the fit performance. Pre- and post-fit yields for two example likelihood fits (for the $m_{W_R} = 4.2$ TeV, $m_{N_R} = 1.05$ TeV and $m_{W_R} = 600$ GeV, $m_{N_R} = 700$ GeV hypotheses) are shown in Figures 6.16 and 6.17. Pre- and post-fit distributions in the analysis regions are shown in Figures 6.18–6.23, with the exception of the single-bin $ee$ and $\mu\mu$ CRs.
Figure 6.16  Pre- and post-fit yields in all analysis regions for the $ee$ channel fit or $\mu\mu$ channel fit, as indicated, for the $m_{W_R} = 4.2$ TeV, $m_{N_R} = 1.05$ TeV hypothesis. Events with $m_{\ell\ell jj} < 9$ TeV are included (no data events are seen above this value).
Figure 6.17 Pre- and post-fit yields in all analysis regions for the $ee$ channel fit or $\mu\mu$ channel fit, as indicated, for the $m_{W_R} = 600\text{ GeV}, m_{N_R} = 700\text{ GeV}$ hypothesis. Events with $m_{jj} < 9\text{ TeV}$ are included (no data events are seen above this value).
Figure 6.18  Pre- and post-fit $m_{\ell\ell jj}$ distributions in the $e\mu$ control region for the $ee$ channel fit or $\mu\mu$ channel fit, as indicated, for the $m_{W_R} = 4.2$ TeV, $m_{N_R} = 1.05$ TeV hypothesis.
Figure 6.19 Pre- and post-fit $m_{jj}$ distributions in the $e\mu$ control region for the $ee$ channel fit or $\mu\mu$ channel fit, as indicated, for the $m_{WR} = 600\,\text{GeV}$, $m_{NR} = 700\,\text{GeV}$ hypothesis.
Figure 6.20  Pre- and post-fit $m_{lljj}$ distributions in the $ee$ and $\mu\mu$ validation regions for the $ee$ channel fit ($ee$ VR) or $\mu\mu$ channel fit ($\mu\mu$ VR), as indicated, for the $m_{WR} = 4.2$ TeV, $m_{NR} = 1.05$ TeV hypothesis.
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\[1 - 10^1 \quad 10^2 \quad 10^3 \quad 10^4 \quad 10^5 \quad 10^6 \quad 10^7 \]

ATLAS Internal -1 = 13 TeV, 36.1 fb\(^{-1}\) pre-fit ± e ± VR (Data Total SM + jets Z+jets and Diboson W). Top \(m_W = 0.7\) TeV, \(R_{WW} = 0.6\) TeV, \(R_{NN} = 0.6\) TeV.

\(m_{jj}\) distributions in the \(ee\) and \(\mu\mu\) validation regions for the \(ee\) channel fit (\(ee\) VR) or \(\mu\mu\) channel fit (\(\mu\mu\) VR), as indicated, for the \(m_{WR} = 600\) GeV, \(m_{NR} = 700\) GeV hypothesis.

Figure 6.21 Pre- and post-fit \(m_{jj}\) distributions in the \(ee\) and \(\mu\mu\) validation regions for the \(ee\) channel fit (\(ee\) VR) or \(\mu\mu\) channel fit (\(\mu\mu\) VR), as indicated, for the \(m_{WR} = 600\) GeV, \(m_{NR} = 700\) GeV hypothesis.

(a) \(ee\), pre-fit

(b) \(ee\), post-fit

(c) \(\mu\mu\), pre-fit

(d) \(\mu\mu\), post-fit
Figure 6.22  Pre- and post-fit $m_{\ell\ell jj}$ distributions in the $ee$ and $\mu\mu$ signal regions for the $ee$ channel fit ($ee$ SR) or $\mu\mu$ channel fit ($\mu\mu$ SR), as indicated, for the $m_{W_R} = 4.2$ TeV, $m_{N_R} = 1.05$ TeV hypothesis.
Figure 6.23  Pre- and post-fit $m_{jj}$ distributions in the $ee$ and $\mu\mu$ signal regions for the $ee$ channel fit ($ee$ SR) or $\mu\mu$ channel fit ($\mu\mu$ SR), as indicated, for the $m_{W_R} = 600$ GeV, $m_{N_R} = 700$ GeV hypothesis.
6.1.5 Combination with same-sign analysis

This section describes the statistical combination of the analysis described in this thesis with another ATLAS search for $W_R$ and $N_R$ participating in the Keung-Senjanović process, but focused on final states with same-sign leptons [2, 177]. I did not work on the same-sign analysis, but did contribute to the statistical combination strategy.

The two analyses were combined in such a way as to preserve their original, independent, fit setups, but with a single (joint) signal strength parameter. It was necessary to perform the fit in this way, due to the following differences in analysis strategy:

- A different overlap removal scheme was used compared to the opposite-sign analysis.
- Electron candidates were also required to have isolated calorimeter deposits, as well as isolated tracks (the ‘Loose’ criteria in [154]), whilst a different track isolation criteria (the ‘FixedCutTightTrackOnly’ criteria in [156]) is used for muon candidates.
- $E_T$ and $p_T$ thresholds of 30 GeV were used for electron and muon candidates.
- A different $b$-jet candidate identification algorithm configuration was used, with an identification efficiency of 77% (at the expense of lower background rejection power) [174].
- For some background process common to both the opposite-sign and same-sign analyses, different MC generators or generator versions were used.
- Different sets of NPs were used for some sources of uncertainty.

Separate same-sign signal, control and validation regions are used in the combined fit, as defined in Table 6.2, alongside the previously defined opposite-sign analysis regions. From this point onwards in this thesis, opposite-sign analysis regions names are modified to show the lepton charges (for example $ee$ SR becomes $e^\pm e^\mp$ SR). Separate nuisance parameters are used for all sources of uncertainty, and separate normalisation factors are also used for opposite-sign and same-sign backgrounds. The full set of opposite-sign and same-sign normalisation factors are summarised in Table 6.3. The same-sign diboson normalisation was constrained
using the two same-sign CRs, the $e^\pm e^\pm$ and $\mu^\pm \mu^\pm$ CRs. The same-sign $Z + \text{jets}$ normalisation was determined using the $e^\pm e^\pm$ CR only, as the contribution in the $\mu^\pm \mu^\pm$ CR is negligible. For the same-sign regions, the $\sum E_T$ (also referred to as $H_T$) variable of the selected two charged leptons and two jets is used as the discriminant in the fit. Events with misidentified or non-prompt electrons and muons (collectively called ‘fakes’), which form the largest contribution to the same-sign background ($\sim 53\%$ in the $e^\pm e^\pm$ SR and $\sim 60\%$ in the $\mu^\pm \mu^\pm$ SR) \footnote{The fake lepton yield was estimated in the opposite-sign analysis regions by the same-sign analysis team and found to be negligible \cite{186}.} was assessed using a data-driven method (described in more detail in \cite{2}) and therefore does not have a normalisation factor in the fit.

Like in the opposite-sign analysis, two fit channels are defined targeting $N_e$ and $N_\mu$. The $e^\pm e^\pm (\mu^\pm \mu^\pm)$ signal region is only included in the $ee (\mu\mu)$ channel fit, and no signal prediction is included in the $\mu^\pm \mu^\pm (e^\pm e^\pm)$ control region, as doing so would assume identical masses for $N_e$ and $N_\mu$.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|c|}
\hline
Selection & Control regions & Validation regions & Signal regions \\
\hline
$\ell\ell$ & $e^\pm e^\pm$ CR & $\mu^\pm \mu^\pm$ CR & $e^\pm e^\pm$ VR & $\mu^\pm \mu^\pm$ VR & $e^\pm e^\pm$ SR & $\mu^\pm \mu^\pm$ SR \\
$\#$ of jets & $\geq 2$ & $\geq 2$ & $\geq 2$ & $\geq 2$ & $\geq 2$ & $\geq 2$ \\
$\text{jet } p_T$ [GeV] & $> 50$ & $> 50$ & $> 50$ & $> 50$ & $> 100$ & $> 100$ \\
$m_{jj}$ [GeV] & — & — & — & — & $> 110$ & $> 110$ \\
$\sum E_T$ [GeV] & — & — & — & — & $> 400$ & $> 400$ \\
\hline
\end{tabular}
\caption{Summary of all regions defined in the same-sign analysis, indicating the event selection criteria used for a given region. Pairs of values [X,Y] indicate the minimum and maximum values in GeV that $m_{\ell\ell}$ may take in the analysis region in question.}
\end{table}
Table 6.3 Summary of the control regions used to fit the yields of the largest SM background predictions. Control regions used to fit a certain SM prediction yield are marked with a check-mark (√) and control regions not used for this SM prediction are marked with a dash (–).

<table>
<thead>
<tr>
<th>SM background yield</th>
<th>$e^+e^-$ CR</th>
<th>$e^+\mu^-$ CR</th>
<th>$\mu^+\mu^-$ CR</th>
<th>$e^+e^-$ CR</th>
<th>$\mu^+\mu^-$ CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS Z + jets</td>
<td>√</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SS Z + jets</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>OS top</td>
<td>–</td>
<td>√</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SS diboson</td>
<td>–</td>
<td>–</td>
<td>√</td>
<td>–</td>
<td>√</td>
</tr>
</tbody>
</table>

6.2 Check for significant deviations

Post-fit background distributions resultant from the opposite-sign background-only fits (see Section 6.1.3) were scanned using the BUMPHunter \cite{187, 188} algorithm in order to identify the most significant deviations of the data from the background predictions. Each of the four signal region distributions ($m_{\ell\ell jj}$ and $m_{jj}$ in the $e^+e^-$ and $\mu^+\mu^-$ SRs) were checked. Additionally, post-fit background distributions for the opposite-sign and same-sign SRs, produced by a background-only fit performed for the combination, were checked. As the only common parameter between the opposite-sign and same-sign regions in the combination, $\mu_S$, is constrained to zero during background-only fits, the background-only opposite-sign post-fit distributions are the same when output from the combined fit as when output from the opposite-sign fit, and are therefore only presented once.

The BUMPHunter algorithm scans through the bins of an input distribution using windows of sizes ranging from a single bin to the full set of bins, and compares the data yield in the window to the expected background yield. The number of data events observed in a window $w$ is denoted $n_w$, whilst the background prediction, under the background-only hypothesis B ($\mu_S = 0$), in the window is denoted $B_w$. The BUMPHunter algorithm calculates a p-value in each window: the probability that a number of events, $d$, which deviates from $B_w$ at least as much (or more) than $n_w$, would be observed. The probability of a deviation exceeding $n_w$, used if $n_w > B_w$, is given by:

$$p_w = P(d \geq n_w | B) = \sum_{d=n_w}^{\infty} P(d | B_w)$$
whilst if a deficit is observed, \( n_w < B_w \), the \( p \)-value calculated is:

\[
p_w = P(d < n_w \mid B) = \sum_{d=0}^{n_w} P(d \mid B_w)
\]

Equivalently, \( p_w \) can be written as a significance, from:

\[
Z = \Phi^{-1}(1 - p) = \sqrt{2} \text{erf}^{-1}(1 - 2p)
\]

where \( \Phi^{-1} \) is the inverse cumulative distribution function, and \( \text{erf} \) is the error function:

\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt
\]

The lowest \( p_w \) found in the distribution is used to define the BUMPHUNTER test statistic:

\[
t = -\log p_w^{\min}
\]

The observed BUMPHUNTER test statistic \( t_o \) is found for the real data and the background prediction from the background-only fit. The probability that a value of \( t \) as high as (or higher than) the observed value \( t_o \) could be found in a distribution compatible with the background-only hypothesis is found by generating pseudo-data distributions that are compatible with the background prediction (within the statistical uncertainty associated with each bin). The BUMPHUNTER algorithm is then run on the set pseudo-data distributions, and the fraction that have \( t \geq t_o \) is calculated. Only the statistical uncertainty on the background was taken into account when running the BUMPHUNTER algorithm.

The results of these checks for significant deviations with BUMPHUNTER are shown in Figure 6.24 for the opposite-sign SRs and Figure 6.25 for the same-sign SRs. The most significant local excess is observed in the \( m_{\ell\ell jj} \) spectrum in the \( e^\pm e^\mp \) SR, where a \( \sim 2.05 \sigma \) local excess is observed between 3.5–4 TeV. The \( p \)-value of a deviation occurring in a distribution statistically compatible with the background prediction is 0.151, corresponding to a 1.03 \( \sigma \) effect. It cannot be rejected that the deviation could be caused by a fluctuation of the SM background, so the deviation is therefore not viewed as significant.
Figure 6.24 Scans for significant deviations produced with BUMP Hunter (left); and the distributions of the BUMP Hunter test statistic $f$ from pseudo-data, the value $t_0$ observed in real data, and the $p$-value for that value of $t_0$ (right), for $m_{lljj}$ or $m_{jj}$ distributions in the $e^\pm e^\mp$ and $\mu^\pm \mu^\mp$ SRs, as indicated.
Figure 6.25 Scans for significant deviations produced with BUMPHunter (left); and the distributions of the BUMPHunter test statistic $t$ from pseudo-data, the value $t_o$ observed in real data, and the $p$-value for that value of $t_o$ (right), for the indicated region and distribution, for $\sum E_T$ distributions in the $e^\pm e^\pm$ and $\mu^\pm \mu^\pm$ SRs, as indicated.
6.3 Limit setting procedure

The profile likelihood ratio test statistic, \( q_\mu \), was used in order to discriminate between signal-like and background-like data distributions, defined as \[189\]:

\[
q_\mu = -2 \ln \left( \frac{L(\mu_S, \mu_B, \theta)}{L(\hat{\mu}_S, \hat{\mu}_B, \hat{\theta})} \right)
\]

where the denominator of the fraction is the so-called unconditional likelihood, where the likelihood function is maximised with \( \mu_S, \mu_B \) and \( \theta \) all allowed to vary, and the numerator is the so-called conditional likelihood, where the likelihood is maximised for a fixed value of \( \mu_S \). Higher values of \( q_\mu \) corresponding to increasing disagreement between the chosen value of \( \mu_S \) and the data, whereas lower values of \( q_\mu \) indicate better compatibility between data and the chosen value of \( \mu_S \).

The probability \( p_{S+B} \) that a signal plus background (S+B) hypothesis (for example, \( \mu_S = 1 \) for Majorana \( N_R \) and \( \mu_S = 2 \) for Dirac \( N_R \) with the nominal Keung-Senjanović cross section) gives a test statistic above a reference value \( q_\mu^{\text{ref}} \), or the probability \( p_B \) that a background-only hypothesis (\( \mu_S = 0 \)) gives a test statistic below \( q_\mu^{\text{ref}} \), are defined as \[190\]:

\[
p_B = P(q_\mu < q_\mu^{\text{ref}} | B) = \int_{-\infty}^{q_\mu^{\text{ref}}} f(q_\mu | B) \, dq_\mu \equiv 1 - \text{CL}_b
\]

\[
p_{S+B} = P(q_\mu > q_\mu^{\text{ref}} | S + B) = \int_{q_\mu^{\text{ref}}}^{\infty} f(q_\mu | S + B) \, dq_\mu \equiv \text{CL}_{s+b}
\]

When calculating the observed limits from the real dataset, \( q_\mu^{\text{ref}} \) is the value of \( q_\mu \) extracted from the fit to the observed data. For expected limits, \( q_\mu^{\text{ref}} \) is taken to be the median, \( \pm 1\sigma \) and \( \pm 2\sigma \) of \( q_\mu \) extracted from a fit to a dataset that is generated to match the background prediction \[189\]. The probability density function (PDF) of the test statistic under a particular signal hypothesis, \( f(q_\mu | \text{hyp}) \), is found using an asymptotic approximation \[176, 189\]. A value of \( \mu_S \) is said to be excluded at 95% CL (confidence level) if it fulfils the following requirement \[190\]:

\[
\text{CL}_s \equiv \frac{p_{S+B}}{1 - p_B} = \frac{\text{CL}_{s+b}}{\text{CL}_b} \leq 5\%
\]

The upper limit on the value of \( \mu_S \) is the highest value of \( \mu_S \) that cannot be
excluded at 95% CL. To determine the upper limit on $\mu_S$ for each $m_{W_R}-m_{N_R}$ hypotheses, $CL_s$ values were calculated for a range of $\mu_S$ values, in order to obtain a distribution of $\mu_S$ vs. $CL_s$. An example of an upper limit scan is shown as Figure 6.26. These upper limits on $\mu_S$ were then converted to an upper limits on the $\sigma \times B$ to $eejj$ or $\mu jj$ (for lepton pairs of any sign) of the signal mass hypothesis under consideration. When upper limits on $\sigma \times B$ are calculated for the Dirac hypothesis, the fact that $\mu_S$ represents the Majorana hypothesis signal strength is taken in account by the addition of a factor of a half.

The 95% CL excluded region of $m_{W_R}-m_{N_R}$ phase space is the area in which the upper limit on $\mu_S$ is less than 1 (for the Majorana $N_R$ case) or less than 2 (for the Dirac $N_R$ case). The extent of this area was found using SCIPY \cite{scipy} to interpolate the upper limit on $\mu_S$ values throughout the $m_{W_R}-m_{N_R}$ space using a sum of multiquadric radial basis functions \cite{multiquadric, multiquadric2} with weights $w_i$:

$$y(x) = \sum_{i=1}^{N} w_i \phi(||x - x_i||) \quad \text{where} \quad \phi(||x - x_i||) = \sqrt{\left(\frac{||x - x_i||}{\epsilon}\right)^2 + 1}$$

where $x$ is an arbitrary $(m_{W_R}, m_{N_R})$ coordinate, the $x_i$ are $(m_{W_R}, m_{N_R})$ coordinates where an upper limit on $\mu_S$ has been set, $N$ is the number of $x_i$, and $\epsilon$ is the average distance between $x_i$.

Additional mass hypotheses were also added by interpolating the discriminating
distributions obtained for existing signal hypotheses using a moment morphing technique [194]. The same upper limit setting procedure was then performed in these interpolated points, in order to reduce artefacts in the final limit plots due to the choice of signal hypotheses. Cross sections for these interpolated points were found by generating 100 events with MadGraph5_aMC@NLO, in the same manner described in Section 4.3.1. Table 6.4 summarises the interpolated mass hypotheses and cross sections.

<table>
<thead>
<tr>
<th>$m_{W_R}$ [GeV]</th>
<th>$m_{N_R}$ [GeV]</th>
<th>$\sigma$ [nb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2100</td>
<td>1700</td>
<td>$4.335 \times 10^{-5}$</td>
</tr>
<tr>
<td>2400</td>
<td>200</td>
<td>$1.076 \times 10^{-4}$</td>
</tr>
<tr>
<td>2400</td>
<td>400</td>
<td>$9.782 \times 10^{-5}$</td>
</tr>
<tr>
<td>3000</td>
<td>2100</td>
<td>$1.046 \times 10^{-5}$</td>
</tr>
<tr>
<td>3000</td>
<td>2500</td>
<td>$4.147 \times 10^{-6}$</td>
</tr>
<tr>
<td>3500</td>
<td>200</td>
<td>$1.028 \times 10^{-5}$</td>
</tr>
<tr>
<td>3500</td>
<td>300</td>
<td>$1.008 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 6.4 Interpolated signal mass hypotheses, and their cross sections found using MadGraph5_aMC@NLO.
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Results

In this chapter, the final results obtained in the analysis described in this thesis are presented. Results from the opposite-sign analysis are presented in Section 7.1. Results obtained via the combination of the opposite-sign analysis with the same-sign analysis are presented in Section 7.2. Both sets of results are discussed in Section 7.3.

7.1 Opposite-sign analysis

Exclusion limits on $W_R$ and $N_R$ mass are presented in Figure 7.1. Limits on the Keung-Senjanović process $\sigma \times B$ to $eejj$ or $\mu\mu jj$ are presented as a function of $m_{W_R} - m_{N_R}$ in Figure 7.2 and as a function of $m_{W_R}$ for various $m_{W_R}/m_{N_R}$ ratios in Figures 7.3–7.6. Limits are set for both Majorana and Dirac $N_R$ hypotheses. The limits on $\sigma \times B$ calculated are for branching fractions to lepton pairs of any sign. The theoretical Keung-Senjanović process cross sections ($\sigma_{KS}$) are also multiplied by branching fractions to lepton pairs of any sign in Figures 7.3–7.6 and therefore $\sigma_{KS} \times B$ for a particular mass hypothesis is same irrespective of the Majorana or Dirac $N_R$ hypothesis considered.
Figure 7.1 $m_{W_R} - m_{N_R}$ hypotheses excluded by the opposite-sign analysis, for the Majorana (left) or Dirac (right) $N_R$ hypotheses, for the $ee$ (top) and $\mu\mu$ (bottom) channels. The diagonal line indicates $m_{W_R} = m_{N_R}$. 

(a) Majorana $N_e$
(b) Dirac $N_e$
(c) Majorana $N_\mu$
(d) Dirac $N_\mu$
Figure 7.2 Upper limits on $\sigma \times B$ as a function of $m_{W_R}$ and $m_{N_R}$ from the opposite-sign analysis, for the Majorana (left) or Dirac (right) $N_R$ hypotheses, for the $ee$ (top) and $\mu\mu$ (bottom) channels.
Figure 7.3 Upper limits on $\sigma \times B$ for Majorana $N_e$, for various $m_{W_R}/m_{N_R}$ ratios, as indicated. $\sigma_{KS} \times B$ is the theory prediction for the Keung-Senjanović process. Results are shown for the opposite-sign analysis.
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Figure 7.4 Upper limits on \( \sigma \times B \) for Dirac \( N_e \), for various \( m_{W_R}/m_{N_R} \) ratios, as indicated. \( \sigma_{KS} \times B \) is the theory prediction for the Keung-Senjanović process. Results are shown for the opposite-sign analysis.
Figure 7.5 Upper limits on $\sigma \times B$ for Majorana $N_\mu$, for various $m_{W_R}/m_{N_R}$ ratios, as indicated. $\sigma_{KS} \times B$ is the theory prediction for the Keung-Senjanović process. Results are shown for the opposite-sign analysis.
Figure 7.6 Upper limits on $\sigma \times B$ for Dirac $N_{\mu}$, for various $m_{W_R}/m_{N_R}$ ratios, as indicated. $\sigma_{KS} \times B$ is the theory prediction for the Keung-Senjanovic process. Results are shown for the opposite-sign analysis.
7.2 Combination

Improved limits for the Majorana $N_R$ hypothesis obtained by combining the opposite-sign and same-sign analyses (see Section 6.1.5) are presented in Figure 7.7 for $m_{W_R} - m_{N_R}$ exclusion limits and Figure 7.8 for upper limits on $\sigma \times B$ to $eejj$ or $\mu\mu jj$.

![Figure 7.7](image)

(a) Majorana $N_e$

(b) Majorana $N_\mu$

**Figure 7.7** $m_{W_R} - m_{N_R}$ hypotheses excluded by the combination of the opposite-sign and same-sign analyses, for the Majorana hypothesis, for the $ee$ (left) and $\mu\mu$ (right) channels. The diagonal line indicates $m_{W_R} = m_{N_R}$. Taken from [2].

![Figure 7.8](image)

(a) Majorana $N_e$

(b) Majorana $N_\mu$

**Figure 7.8** Upper limits on $\sigma \times B$ as a function of $m_{W_R}$ and $m_{N_R}$ from the combination of the opposite-sign and same-sign analyses, for the Majorana hypothesis, for the $ee$ (left) and $\mu\mu$ (right) channels. Taken from [2].
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7.3 Discussion

No evidence for the existence of $W_R$ and $N_R$ has been found. For both the Majorana and Dirac $N_R$ hypotheses, $W_R$ masses up to 4.7 TeV are excluded at 95% CL, for $N_R$ masses between $\sim 500$ GeV and $\sim 3$ TeV. The best result for the Majorana $N_R$ hypothesis comes from the combined opposite-sign and same-sign limits, which are more stringent than the opposite-sign limits, as expected. Figure 7.9 shows the exclusion limits separately for the opposite-sign and same-sign analyses. The two analyses generally exhibit a similar sensitivity across the two-dimensional mass plane, however, the same-sign analysis is more sensitive under the $m_{N_R} > m_{W_R}$ hypothesis due to the lower expected background.

![Figure 7.9](image)

(a) Majorana $N_e$

(b) Majorana $N_\mu$

Figure 7.9 $m_{W_R}$-$m_{N_R}$ hypotheses excluded by the combination of the opposite-sign and same-sign analyses, and also for the opposite-sign and same-sign analyses separately, for the Majorana hypothesis, for the $ee$ (left) and $\mu\mu$ (right) channels. The diagonal line indicates $m_{W_R} = m_{N_R}$. Taken from [2].

In the opposite-sign analysis $ee$ channel, the observed limits around $m_{W_R} \sim 4.2$ TeV and $m_{N_R} \sim 3$ TeV are weaker than the expected limits due to the presence of $\sim 2.05\sigma$ local excess between 3.5–4 TeV in the opposite-sign analysis (see Section 6.2). The effect is most dramatic for the Majorana $N_R$ limits. There is a smaller effect in the Dirac $N_R$ and combined Majorana $N_R$ cases as the excess is less significant compared to the higher expected number of signal events. Stronger limits are observed than expected in the opposite-sign $\mu\mu$ channel, because no events are observed in bins where $m_{\ell\elljj} > 3$ TeV (see Figure 6.14).

The combination limits are more stringent than the previous best limits on $W_R$ and Majorana $N_R$ mass, found by the CMS collaboration at $\sqrt{s} = 13$ TeV [69]. The regions excluded by the CMS collaboration excluded to $m_{W_R} \sim 4.4$ TeV for
$N_R$ masses between $\sim 1$–$2.3$ TeV. The limits in the Dirac $N_R$ case far exceed the previous best limits, set by the ATLAS collaboration at $\sqrt{s} = 7$ TeV [65], which extended to just over $m_{W_R} \sim 2.4$ TeV, and to $m_{N_R} \sim 1.5$ TeV. The limits on $W_R$ mass presented in this thesis also exceed the limit of $m_{W_R} \sim 3.7$ TeV from the ATLAS $W' \rightarrow jj$ search at $\sqrt{s} = 13$ TeV [74].

Exclusion limits presented in this thesis extend into the $m_{N_R} > m_{W_R}$ region for the first time for an LHC Keung-Senjanović process analysis, made possible by the use of a different generator to produce signal MC datasets, as discussed in Section [4.3.1]. The excluded region for the $m_{N_R} > m_{W_R}$ case is small for a number of reasons. Firstly, the Keung-Senjanović production cross section, for a given value of $m_{W_R}$, decreases as $m_{N_R}$ increases (see Figure 4.7). In phase space regions where the Keung-Senjanović production cross section is not prohibitively low, the $W_R$ mass is low so separation between signal and background is poor (see Figure 6.23). Additionally, the opposite-sign selections result in low sensitivity to the Keung-Senjanović process when $m_{W_R}$ and $m_{N_R}$ are similar (see Figure 5.3).

Upper limits on $\sigma \times B$ to $eejj$ or $\mu\mu jj$ are also presented, including in the $m_{N_R} > m_{W_R}$ region for the first time. The Majorana $N_R$ upper limits on $\sigma \times B$ to $eejj$ or $\mu\mu jj$ can not be compared to the CMS $\sqrt{s} = 13$ TeV results at this time, because inconsistent results are presented within the relevant paper [69]. More details regarding the previous best limits can be found in Section [2.4.1].
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Conclusion

Left-Right Symmetric Models are a promising class of extensions to the Standard Model of particle physics. By introducing a right-handed component to the weak force, LRSMs can restore the parity symmetry to the SM, and provide a viable mechanism for generating the small masses of the known neutrinos. Two forms of LRSM were considered in this thesis, which predict the existence of heavy right-handed $W$ bosons, $W_R$, and either Majorana or Dirac heavy right-handed neutrinos, $N_R$.

An analysis searching for LRSM $W_R$ and $N_R$ in final states with two opposite-sign electrons or muons has been performed, focusing on the Keung-Senjanović process. 36.1 fb$^{-1}$ of $pp$ good quality collision data recorded during 2015–2016 at $\sqrt{s} = 13$ TeV by the ATLAS experiment was analysed. Monte Carlo datasets were used to model the signal and SM background processes. The MC modelling of the Keung-Senjanović process was improved in this analysis with respect to past LHC searches. Various selections were applied in order to enhance the sensitivity of the analysis. The data was found to be compatible with the SM prediction and exclusion limits were set on the possible masses of the $W_R$ and $N_R$, and upper limits on the Keung-Senjanović process cross section multiplied by the branching fraction to $eejj$ or $\mu\mujj$. A statistical combination was performed with a related Keung-Senjanović process analysis to same-sign electrons or muons to produce improved limits for the Majorana $N_R$. The limits found are the current most stringent on $m_{W_R}$ and $m_{N_R}$, reaching $W_R$ masses up to 4.7 TeV for $N_R$ masses between $\sim 500$ GeV and $\sim 3$ TeV. The $m_{N_R} > m_{W_R}$ phase space region was considered for the first time by an LHC Keung-Senjanović process analysis.
Appendix A

Kinematics plots for the Keung-Senjanović process

In this appendix, plots of various kinematic quantities are shown, at generator level, for the Keung-Senjanović process. For more details on the MC samples, see Section 4.3.1. The labelling used to refer to the particles produced by the Keung-Senjanović process is demonstrated in Figure A.1. Plots for the first $W_R$ in the event are not included because:

1. The $p_T$ of the first $W_R$ is strictly zero at generator level
2. $\eta$ of the first $W_R$ is strictly maximal at generator level (along the LHC beampipe)
3. The first $W_R$ are quantised in $\phi$, which is an artificial feature of the event generation.
Figure A.1 The Feynman diagram for the Keung-Senjanović process, demonstrating the labelling scheme used throughout this appendix.
Figure A.2  Generator-level kinematic distributions for the first lepton emitted during the Keung-Senjanović process, for a range of generated $W_R$ and $N_R$ mass values (in GeV), generated with MadGraph5_aMC@NLO. Only the hard process was simulated.
Figure A.3  Generator-level kinematic distributions for the second lepton emitted during the Keung-Senjanović process, for a range of generated $W_R$ and $N_R$ mass values (in GeV), generated with MadGraph5_aMC@NLO. Only the hard process was simulated.
Figure A.4 Generator-level kinematic distributions for jets emitted during the Keung-Senjanović process, for a range of generated $W_R$ and $N_R$ mass values (in GeV), generated with MadGraph5_aMC@NLO. Only the hard process was simulated.
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Figure A.5  Generator-level kinematic distributions for $N_R$ produced during the Keung-Senjanović process, for a range of generated $W_R$ and $N_R$ mass values (in GeV), generated with MadGraph5_aMC@NLO. Only the hard process was simulated.
Figure A.6 Generator-level kinematic distributions for the second $W_R$ produced during the Keung-Senjanović process, for a range of generated $W_R$ and $N_R$ mass values (in GeV), generated with MadGraph5_aMC@NLO. Only the hard process was simulated.
Figure A.7  Generator-level angular relationships between leptons produced during the Keung-Senjanović process, for a range of generated $W_R$ and $N_R$ mass values (in GeV), generated with MadGraph5_aMC@NLO. Only the hard process was simulated.
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Figure A.8 Generator-level angular relationships between jets produced during the Keung-Senjanović process, for a range of generated $W_R$ and $N_R$ mass values (in GeV), generated with MadGraph5_aMC@NLO. Only the hard process was simulated.
Figure A.9  Generator-level angular relationships between the first lepton and \(N_R\) produced during the Keung-Senjanović process, for a range of generated \(W_R\) and \(N_R\) mass values (in GeV), generated with \texttt{MadGraph5_aMC@NLO}. Only the hard process was simulated.
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Figure A.10 Generator-level angular relationships between the second lepton and the second $W_R$ produced during the Keung-Senjanović process, for a range of generated $W_R$ and $N_R$ mass values (in GeV), generated with MadGraph5_aMC@NLO. Only the hard process was simulated.
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