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Abstract

Colloidal gels are ubiquitous in daily life, such as paint. A colloidal gel can support its own weight for a finite delay time in gravity. This delay time sets the shelf life of many products. Hence, understanding the gravitational stability of colloidal gels could promote their industrial application. This work presents results on the mesoscopic scale (\(\sim 10^2 \ \mu m\)) aiming to bridge macroscopic observations with the microscopic perspective in previous studies. In a model system of colloids + polymers, typical kinds of gel collapse were studied using fluorescence microscopy. Two collapse mechanisms are found for low and high colloidal volume fractions (\(\varphi_c\), respectively. At low \(\varphi_c\), denser debris falls through and breaks the gel structure. At high \(\varphi_c\), solvent droplets rise to the top of a gel allowing the solvent to be expelled from the gel quickly. For gels with intermediate \(\varphi_c\), these two mechanisms cooperate. Large-scale hydrodynamic remixing and recirculation are observed before the onset of gel collapse, emphasizing that hydrodynamics is crucial. The imaging results also suggest that the menisci of the samples play an important role of the gel collapse. By eliminating most of the curved meniscus, the collapse of gel can be postponed. Previous hypothesis for gel collapse is based on the competition between the yield stress of gel and gravitational stress. Our results on large and small particle gels show similar collapse behaviours both on macro- and meso-scopic scales. Considering that the yield stress varies sensitively with the size of the particle, this similarity suggests different mechanisms should be developed for the collapse of small and large particle gels.
Lay Summary

Many everyday products are powders that suspended in liquids, from foodstuff, cosmetic products to paint or cement. In most case, the solid particles are heavier than the suspending liquid so that sediment starts to form gradually at the bottom of a product soon after it is put away. One may want a product to be stable for a long time in order to have a long “shelf life”; at the same time, if needed, to flow easily with a simple squeeze. Formulating a product as a gel is a common strategy to achieve such a property. In a gel, solid particles are attractive to each other and form a porous network like a sponge so that they can support their own weight like a solid. On the other hand, such an attraction is relatively weak so that a moderate stress can turn the gel back to a liquid. However, a gel can only stand on itself for a finite time. It will eventually collapse. Therefore, in order to prolong the stable period, the collapse of the gel has been studied for many years.

Previous studies found a heavy layer of solid particles at the top of a gel. Such a layer crashes the gel leads to the collapse. Hence, the collapse of this heavy layer is one of the key processes during the collapse of a gel. On the other hand, as the solid particles settle, the suspending liquid has to rise up. Therefore, the rising of the liquid is also an important process. These two key processes are the main topics of this thesis. I try to understand how the heavy layer is formed and how the liquid is expelled from the solid network.

By directly looking at the collapse of gels under a microscope, I found that the solid particles at the vertical part of the air-gel interface fall soon after the gel is re-mixed. They accumulate around the top of the gel and form the heavy layer. Therefore, I filled a container with a gel leaving only a small air bubble, i.e. only a small air-gel interface was left in the gel. In this way, I have prolonged the stable period of the gel. This is because, by removing most of the air-gel interface, I reduced the amount of solid that available to form the heavy layer, and hence, retard the process of heavy layer crashing a gel. Also, the gel starts collapsing
around the air bubble. This observation again shows that the air-gel interface is crucial in the collapse of a gel.

I also found that the suspending liquid can form droplets which rise through the gel. As these droplets rise, they leave channels for liquid to escape more quickly. Droplets also erode the gel structure, bring debris to the top and erupt like volcanoes. This process weakens the gel and contributes to the heavy layer formation as well. Results show that droplets can be formed at the glass wall and from reservoirs left by rising air bubbles. It implies that the general formation mechanism of droplets is a nucleation and growth process.

The results of this work show that the mechanism of the gel collapse changes as the amount of solid increases. With low solid content, a gel collapses with heavy layer falling which looks like fingers poking the gel. The collapse of the gel exhibits a constant speed after the commencement of macroscopic settling. With high solid content, a gel collapse with droplets rising. The gel collapses at a decreasing speed. With intermediate solid content, these two processes cooperate, and the gel also exhibits a constant speed. Therefore, by monitoring the speed of collapse together with imaging around the meniscus microscopically, it is possible to predict the type of collapse in the early stage, even before the commencement of the macroscopic settling.
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Chapter 1

Introduction

1.1 About This Work

This work is an experimental study of colloidal gels during the onset of their collapse under gravity. Some facts have been well known for decades but are still fascinating upon closer inspection. This study is mainly about exploring the collapse of gels by simply watching them on the mesoscopic scale (\(\sim 10^2 \, \mu m\)). Some phenomena are interpreted but with questions remaining; only tentative speculation can be offered for other observations.

Why study the collapse of gels? If thermodynamics always wins, non-equilibrium states are doomed to equilibrate to lower free energy states. It is interesting to see how nature makes sure this is done. Transient gels (especially those with short delay time) are a good system to observe this process. On the other hand, colloids can be found everywhere in daily life, such as milk, paint and cosmetic products. For many industrial products, there are two seemingly contradictory requirements. First, colloidal particles are required to be supported by their own weight for a sufficiently long time. Second, if needed, a moderate stress, like a simple squeeze, should be able to turn the product into a fluid. To fulfil these requirements, one can formulate a product as a colloidal gel which can support its own weight for a finite delay time. However, a gel with unmatched density will eventually collapse or cream. The delay time can be hours to years. Therefore, the delay time of the colloidal gel sets the shelf life of many products. Hence, understanding the collapse of gels may provide guidelines for product design.

In the following sections of this chapter, I will talk about relevant ingredients.
for making a colloidal gel for this work. Then, in Chapter 2, the formation and collapse of gels will be discussed. At the end of Chapter 2, I will highlight the questions that this work aims to tackle and outline the thesis.

1.2 Colloidal System

In condensed matter physics, colloids have been the focus of interest for decades. Colloids are ubiquitous in daily life, such as solid particles in paint, fat droplets in milk, etc. The constituents of a colloidal system are colloidal particles, which are also, widely but sometimes confusingly, termed ‘colloids’. Colloids are microscopic solid particles or liquid droplets suspended in a solvent. Their size typically lies in the range of 1 nm – 1 µm. Colloids are small enough for their dynamics to be driven by thermal energy. They are also large enough that quantum effects can be neglected and their positions and motions can be observed in real space and real time [1–3]. The system can respond strongly and non-linearly to comparatively weak stimuli [4–6]. With a mismatched density between solvent and the particles, colloids can even flow under gravity. To stabilize the colloidal systems, many industrial products are formulated as colloidal gels which can support their own weight for a finite time, such as paint and some cosmetic products. However, a colloidal gel is an out-of-equilibrium structure. It will evolve towards equilibrium states, such as a crystalline phase coexisting with a fluid phase [7–10]. Therefore, the stability of colloidal gels is one of the main concern in the industry. In this work, a model system will be used to study the effect of gravity on the long-term stability of colloidal gels.

1.2.1 Brownian Motion

Since colloidal particles are immersed in a solvent, the particles are tossed about by the thermal motion of the solvent molecules. Due to the much larger size of colloids and the stochastic nature of the motion, there will be a net imbalance force exerted on colloids. As a result, colloids move in a random walk, which means that each step of the motion is uncorrelated with the motion history. The discovery of this motion is credited to the Scottish botanist Robert Brown. Hence, this motion is also known as Brownian motion. The Brownian motion of colloidal particles can be characterized by their mean-squared displacement (MSD), which

1The term ‘colloid’ can be referred to the colloidal system or the constituents of the colloidal system as well. However, when talking about colloidal volume fraction, it is clear that, we are talking about the volume of the colloidal particles over the entire colloidal system.
is given by [11]:

$$\langle \Delta r^2(t) \rangle = 2N D t \; , \quad (1.1)$$

in $N$ dimension, where $D$ is the diffusion coefficient. For a freely diffusing colloid, the MSD is linear with time $t$. In this case, the free-particle diffusion coefficient $D_0$ of a colloid with radius $R$ in a solvent of viscosity $\eta_s$ at temperature $T$ is given by the Stokes-Einstein relation:

$$D_0 = \frac{k_B T}{6\pi \eta_s R} \; , \quad (1.2)$$

where $k_B$ is Boltzmann’s constant. When the particle cannot be considered isolated, its diffusion is hindered by its neighbours; the particle dynamics is no longer straightforward. The diffusion coefficient becomes time-dependent and length-scale-dependent as well.

The Brownian time is defined as the time needed for a free colloidal particle to diffuse its own radius. Hence, in 3 dimensions, using Eq. (1.1) and Eq. (1.2), we have

$$\tau_B = R^2/(6D_0) = \frac{\pi \eta_s R^3}{k_B T} \; . \quad (1.3)$$

It indicates how fast (or slow) an isolated particle diffuses. At room temperature, a $R \sim 1 \mu m$ particle in water yields $\tau_B \sim 1$ s ($\eta_s \approx 0.001$ Pa · s). Also note that $\tau_B \propto R^3$; in other words, size really matters.

In an optical study of a colloidal system, to suppress the Brownian motion in order to yield a good image of a single particle in real space and real time, one may want to use a larger particle. Because a larger colloidal particle diffuses slower compared to the exposure time of the imaging ($\sim 10^4$ ms), the resulting images are less distorted by the motion of the particle.

However, under gravity, quite quickly a particle will be too large to be considered as a colloid: it should be able to suspend in the solvent due to the thermal motion. For a particle, the height distribution is $\sim \exp(-mgh/k_B T)$, where $m$ is the buoyancy mass of the particle. For a large particle, the average height above the surface due to the thermal energy is $\langle h \rangle = k_B T/mg = \mathcal{O}(10^{-13})$ m (consider a polymethylmethacrylate (PMMA) particle of $R = 100 \mu m$ in water). This tells us something obvious: large particles cannot suspend in the water due to the thermal motion. Thus, we may require the size $R \lesssim \langle h \rangle$ for a particle
to be reasonably treated as a colloid. This also leads to the requirement of the gravitational Péclet number for a colloidal particle to be \( \text{Pe}_g = R/\langle h \rangle \lesssim 1 \). We rearrange this expression, \( \text{Pe}_g = R/\langle h \rangle = mgR/k_B T \lesssim 1 \), in which \( mgR \) is the gravitational energy and \( k_B T \) is the thermal dynamics energy. This again reflects how we defined a colloidal system: a system in which the particles are thermally driven.

### 1.3 Hard Sphere Colloids

#### 1.3.1 Hard Sphere Potential

In order to introduce the inter-particle interaction in our model system, we first look at the hard spheres. The hard sphere potential is either infinite or zero depending on whether the particles overlap or not. The potential \( U(r) \) between two hard spheres with a radius of \( R \) is illustrated in figure 1.1, where \( r \) is the centre-centre distance. It simply means the particle is considered to be undeformable. Because of its simplicity, the hard sphere system is an ideal model system for both more complex colloidal systems as well as many particle systems in general [12–17].

#### 1.3.2 Sedimentation of a Single Colloid

Consider a spherical colloid with radius \( R \) in water, which sediment under the gravity. The fluid exerts a frictional, or drag, force which comes from the viscous resistance of the fluid and balances the buoyancy force. Hence, in steady state,
the colloid moves with a terminal velocity, \( v_s \).

To estimate the drag force, a dimensionless number, so-called Reynold number, Re, is introduced. The Reynold number can be defined as:

\[
Re = \frac{\rho v R}{\eta_s}
\]

(1.4)

where \( \rho \) is the density of the fluid and \( v \) is the velocity of the sphere. For colloidal particles, typical sizes are in the micron range and typical velocities are \( \lesssim 10^0 \, \mu m/s \). As the viscosity of the water is \( \sim 10^{-3} \, \text{Pa} \cdot \text{s} \), the Reynold number of the colloidal system is very small (\( \text{Re} \ll 1 \)). In this limit, the colloidal system is viscosity dominated \cite{18}. The drag force is given by Stokes law:

\[
F_s = 6\pi \eta_s R v
\]

(1.5)

where \( F_s \) is the Stokes force.

By equating the buoyancy force to the Stokes force, one can estimate the terminal velocity to be:

\[
v_s = \frac{2\Delta \rho g R^2}{9\eta_s}
\]

(1.6)

where \( \Delta \rho \) is the density difference between the colloidal particle and the fluid and \( g \) is the gravitational acceleration. A silica particle of \( \sim 1 \, \mu m \) radius in water yields a sedimentation speed of \( v_s \sim 2 \times 10^{-1} \, \mu m/s \) (\( \Delta \rho \approx 1 \, \text{g/cm}^3 \) and \( \eta_s \approx 0.001 \, \text{Pa} \cdot \text{s} \)).

### 1.4 Experimental Hard Spheres

It is impossible to make perfect hard spheres in reality, but they can be approximated closely. In this section, I will introduce the various colloidal interactions and I will describe how they can be minimized.

#### 1.4.1 Electrostatic Interactions

In a polar solvent, colloids may be charged due to the ionisable groups on the surface. Consider a weak electrostatic interaction, the repulsion potential has a Yukawa form \cite{18}:

\[
U_R = A \frac{\exp(-r/\lambda_D)}{r}
\]

(1.7)
where $A$ is the amplitude of repulsion and $\lambda_D$ is Debye screening length. The Debye screening length characterizes the length beyond which the screening by counter-ions leads to the vanishing of electrostatic interactions, $\lambda_D = \left( \frac{\varepsilon k_B T}{2 z e_0 n_0} \right)^{1/2}$, where $\varepsilon$ is the dielectric constant of the medium; $ze_0$ is the charge of the particle; $n_0$ is the ionic concentration in the bulk solution.

In a polar solvent, the charge of the colloidal particle can be screened by adding salts. The counter-ions in such a system is typically produced by the dissociation of the salts. The Debye length can be reduced to several nanometres. Therefore, the charge-screened colloids can be treated as hard spheres [19].

In a non-polar solvent, although it has been shown that some charging of the colloids always occurs, the electrostatics can be neglected for small particles [19]. However, in some cases, especially for density matched polymethylmethacrylate (PMMA) based systems, colloids can acquire a charge of $z \sim 100 - 500$ due to the halogenated solvent. Also, the ionic strength is low due to the low dielectric constant of the solvent, leading to a long Debye length (up to microns). Hence, the charge on the colloid is almost unscreened. This can lead to strong long-range interactions [19]. Such long-range repulsion favours low local particle densities and changes the phase behaviour of the system [19, 21].

### 1.4.2 London-van der Waals Interaction

Experimental colloidal particles are significantly influenced by the London-van der Waals (LvdW) interaction which is of quantum mechanical origin [22]. The LvdW force is a consequence of the fluctuating electron density of molecules. Hence, the LvdW interaction between two spherical colloids can be approximated by the integration over all pairs-wise interaction of the molecules in the colloidal particles. The LvdW interaction between two particles of the same material immersed in a fluid is always attractive [23]. The LvdW attraction strength between colloids is $\sim A/x$, when $x \ll 1$, in which $x = \Delta/2R$, $\Delta$ is the shortest distance between two colloidal surfaces and $A$ is the Hamaker constant. The Hamaker constant is related to the polarisability of the material (equivalently, refractive index) with the dimensions of energy, and for many colloidal materials its typical value is $\sim 10^{-19}$ J (or equivalently $\sim 25k_B T$). If the refractive indices of the particle and the suspending solvent are equal, $A = 0$. For larger separations (say $\gtrsim 10$ nm), the LvdW potential decay quickly with the increasing centre-centre distance as $r^{-7}$ rather than $r^{-6}$. It is because the electromagnetic
fields have a finite speed of propagation \[18\]. Therefore, the LvdW attraction between colloids is short in range but high in strength. This leads to irreversible aggregation of the colloids. Hence, colloids need to be stabilized against the LvdW attraction.

Figure 1.2 Two ways of stabilizing colloidal particles in the suspension: (a) charge stabilization and (b) steric stabilization

Stabilization can be achieved in two ways \[22\]. For colloids that contain ionisable surface groups, they are stabilized when dispersed in a polar solvent through charge stabilization. The particle is charged due to the dissociation of the ionisable group. The counter-ions form an electrostatic double layer around the particle, as illustrated in figure 1.2(a). When two particles approach, their counter-ion clouds overlap, and the particles repel each other. Usually, the charge of the particle needs to be carefully screened by adding salts, so that the hard sphere model is applicable. As mentioned in the last section, the residual charge on the particles will change the phase behaviour of the colloidal system, for example, leading to crystallisation at lower volume fraction \[13\].

Some colloidal particles can be stabilized by grafting a layer of polymer hairs on their surface, known as steric stabilization, as illustrated in figure 1.2(b) \[24\]. The length of the hairs should be longer than the range of LvdW force. Also, the polymer used should prefer solvent so that hairs readily extend outwards and repel the hairs on the other colloids when in contact. Although the hairs bring softness to the hard sphere interaction, the colloids can be considered as
nearly hard spheres if the stabilizing layer is small compared to the size of the colloid \([8, 10]\). The interaction between sterically stabilized colloidal particles is illustrated in figure 1.3.

![Inter-particle potential of nearly hard sphere colloids](image.png)

**Figure 1.3** The inter-particle potential of nearly hard sphere colloids, which are stabilized by short ‘hairs’. The dotted line is the ideal hard sphere potential, as shown in figure 1.1.

### 1.4.3 Hydrodynamics

The movement of a colloid disturbs the surrounding solvent. This disturbance affects the colloids in the vicinity through hydrodynamic interaction, so that the motions of separate particles are coupled. Studies have shown that the hydrodynamic interaction plays an important role in colloidal gel formation. It promotes gelation, lowering the colloidal volume fraction threshold for percolation \([25, 26]\). It also suppresses the formation of larger local structure \([27]\). On the other hand, although hydrodynamics is believed to be crucial for the gel collapse, details of the role are yet to be revealed \([28, 29]\).

### 1.4.4 Phase Behaviour of Hard Spheres

The hard sphere system is an entropy-controlled system. The equilibrium states are determined by maximising the number of possible microstates for the given extensive properties of the system. The single parameter that determines the phase behaviour of a hard sphere system is \(\phi\), the volume fraction of spheres, which is given by \(\phi = N V_{\text{HS}}/V_{\text{tot}}\), where \(N\) is the number of spheres, \(V_{\text{HS}} = \frac{4}{3}\pi R^3\) is the volume of the sphere with radius \(R\) and \(V_{\text{tot}}\) is the total volume of the system.
The phase behaviour of the hard sphere system has been investigated for decades \[9\]. At low volume fraction, the hard sphere system is in a fluid state. Above $\varphi = 0.494$, crystalline phase coexists with fluid, until $\varphi = 0.545$ where the entire system is crystallised. In gravity, the colloidal crystals grown just above $\varphi = 0.494$ show a mixture of random hexagonally close-packed (h.r.c.p) planes and face-centred cubic packing; whereas in microgravity, exhibit the h.r.c.p structure alone \[30\]. Above $\varphi = 0.545$, the crystal becomes increasingly compact as the volume fraction is continually grown towards to $\varphi = 0.74$, at which the maximum close-packed configuration is reached. Besides those equilibrium states, non-equilibrium states can also be found in hard sphere systems. A non-equilibrium state will always evolve towards an equilibrium state, although it may take a very long time. For example, J. Zhu et al. reported that glass samples which crystallize fully within two weeks in microgravity fail to crystallize after more than a year in normal gravity \[30\]. The non-equilibrium state can be reached by quenching fast. For instance, a hard sphere glass can be obtained by compressing particles in the centrifuge. The glass state is formed at volume fraction above $\varphi_g = 0.58$ by arresting the crystallization into a metastable, kinetically jammed state. The glass state can persist until $\varphi = 0.64$ which corresponds to the random close-packed volume fraction ($\varphi_{RCP}$). Figure 1.4 summarises the phase behaviour of the hard sphere system \[9\].

Figure 1.4  *Hard-sphere phase diagram*
1.5 Introducing Attraction

Achieving an experimental ‘nearly hard sphere’ system, we can continue our task on gel-making by introducing controllable attractive interactions to the system. It is a common practice to introduce attraction by adding a depletant. The depletion attraction mechanism is schematically shown in figure 1.5. An unbalanced osmotic pressure is induced by the exclusion of polymer from the region between two nearby colloidal particles. It pushes the particles together resulting in an effective attraction. Or, in other words, the depletion zone around a particle with a thickness of $R_g$ (the radius of gyration of the polymer coil) is inaccessible for the polymer coils. Once two particles come together, their depletion zones overlap. This overlapping volume increases the free volume of polymer coils, resulting in an increase of their entropy. Therefore, the touching of the colloids is entropically favourable.

![Figure 1.5 Depletion mechanism.](image)

This entropy driven potential $U_{dep}$ can be estimated using statistical mechanics [18]:

$$U_{dep} = -\Pi_p V_{overlap}, \quad (1.8)$$
where

\[ V_{\text{overlap}}(r) = \frac{4}{3} \pi R_g^3 (1 + \frac{1}{\xi})^3 [1 - \frac{3r}{4R(1 + \xi)} + \frac{r^3}{16R^3(1 + \xi)^3}] \]  \hspace{1cm} (1.9)

is the volume of the overlapping depletion zones between two colloids as a function of \( r \), the centre-to-centre distance between the two colloids. \( \xi = R_g/R \) is the ratio of the polymer radius of gyration to the colloid size.

Assuming polymer coils do not interact, the osmotic pressure \( \Pi_p \) is given by the ideal gas expression:

\[ \Pi_p = n_p k_B T \]  \hspace{1cm} (1.10)

where \( n_p = N_p/V_{\text{free}} \) is the number density of the polymer in the free volume (more comments on ‘free volume’ \( V_{\text{free}} \) will be given in Chapter 2). Thus, we have:

\[ U_{\text{dep}}(r) = \varphi_p^{\text{free}} k_B T (1 + \frac{1}{\xi})^3 [1 - \frac{3r}{4R(1 + \xi)} + \frac{r^3}{16R^3(1 + \xi)^3}] \]  \hspace{1cm} (1.11)

where \( \varphi_p^{\text{free}} = N_p(\frac{4}{3} \pi R_g^3)/V_{\text{free}} \) is the free volume fraction of the polymer. Equation 1.11 shows that, by changing the size and the volume fraction of the polymer, one can not only tune the depth of the attractive potential but also the range. For the hard sphere system with non-absorbing polymers, the total potential between two particles is shown in figure 1.6, which is given by [22]:

\[ U(r) = \begin{cases} +\infty & ; \text{for } r \leq 2R \\ U_{\text{dep}}(r) & ; \text{for } 2R < r \leq 2R + 2R_g \\ 0 & ; \text{for } r > 2R + 2R_g \end{cases} \]  \hspace{1cm} (1.12)

**Figure 1.6** The total potential of the hard sphere system with non-absorbing polymer.
Chapter 2

Colloid + Polymer Mixture

Having described the constituents of a colloidal gel in the previous chapter, in this chapter I will describe how these ingredients form the model system that I will study throughout this thesis. I will describe the state diagram of this model system and explain how dynamic arrest leads to the formation of gels. Lastly I will briefly review the collapse of gels and set a direct starting point for this work.

2.1 Model System

The model system studied in this work is a mixture of polymethylmethacrylate (PMMA) particles and linear polystyrene (PS) polymer coils. The particles are dispersed in cis-decahydronaphthalene (cis-decalin) + tetrahydronaphthalene (tetralin), for closely matching the refractive index (referred to as IM solvent here). The PMMA particle is sterically stabilized by poly(12-hydroxystearic acid) (PHSA), which is ~10 nm long \[31\]. The (visible light) refractive indices of PMMA and the solvent mixtures are close (\(\sim 1.5\) at 25 °C). Hence, the LvdW interaction between the particles is weak. Although the ‘hair’ brings softness to the inter-particle interaction, in the IM solvent mixture, the PMMA particles are expected to behave effectively as hard spheres \[19, 31, 32\]. The softness brought by PHSA is less significant especially for the large particles (\(\sim 1\) µm) studied in this work \[19\].

The non-adsorbing polymer used in this work is PS. The depletion strength is related to the free volume fraction of the polymer \(\varphi_p^{\text{free}}\), as shown in Eq. 1.11. The free volume \(V_p^{\text{free}}\) is the volume accessible to the (centre of) polymer in the mixture, which is neither occupied by the colloids nor the depletion zones around
them (see figure 1.5). \( \varphi_p^\text{free} \) is related to the experimental measurable quantity \( \varphi_p \), the volume fraction of polymer in the entire volume \( V_T \), by

\[
\varphi_p = \alpha \varphi_p^\text{free},
\]

(2.1)

where \( \alpha \) is the free-volume fraction which has been estimated by H. Lekkerkerker et al. giving [10, 33–36):

\[
\alpha = (1 - \varphi_c)\exp[-A\gamma - B\gamma^2 - C\gamma^3],
\]

(2.2)

where \( \gamma = \varphi_c/(1 - \varphi_c) \), \( A = 3\xi + 3\xi^2 + \xi^3 \), \( B = 9\xi^2/2 + 3\xi^3 \), \( C = 3\xi^3 \) and \( \varphi_c \) is the colloidal volume fraction.

The IM solvent can be approximately considered as a theta solvent of PS at room temperature (see Chapter 4). Hence, in the dilute and semi-dilute solutions, the PS in IM solvent can be treated as non-interacting. The molecular weight of PS is chosen to yield small polymer-colloid size ratios (\( \xi < 0.1 \)).

2.2 Phase Behaviour

2.2.1 Equilibrium Phase Behaviour

Having looked at the equilibrium phase diagram of hard spheres in Chapter 1, I will discuss what happens with this equilibrium phase diagram when polymers are added to the system.

At equilibrium, the average values of all state variables are constant in time. To achieve a statistical description of the equilibrium properties, we minimise the Helmholtz free energy \( F \) of the system at a fixed volume. Since the volume of the system is fixed, it is convenient to express the free energy in terms of free energy density \( f = F/V \).

For our model system, the free energy density \( f \) is a function of the colloidal volume fraction \( \varphi_c \) and the polymer chemical potential \( \mu_p \), i.e. \( f = f(\varphi_c, \mu_p) \) [10]. On the other hand, when the temperature of the system is fixed, \( \mu_p \) is related to the free volume fraction of the polymer \( \varphi_p^\text{free} \) through the free-volume
number density of polymer \( n_p \) by \[37\]:

\[
\mu_p = k_B T \ln(n_p \lambda_p^3),
\]

where \( \lambda_p \) is the de Broglie thermal wavelength for the polymer. Therefore, the free energy density \( f \) can be expressed as \( f = f(\varphi_c, \varphi_p^{\text{free}}) \). \( f \) can be evaluated for the colloidal fluid phase and the colloidal crystal phase. For a given attraction strength, i.e. a given \( \varphi_p^{\text{free}} = \zeta \), the free energy density for each phase can be plotted as a function of \( \varphi_c \), which (for low \( \varphi_p^{\text{free}} \)) has the form as shown in figure 2.1(a). As an example, the state point \( S(\varphi_{c,S}, \zeta) \) in figure 2.1(b) may phase separate into two coexisting phases, fluid phase A and solid phase B. Now, we try to predict the colloidal volume fraction of the (potentially) coexisting phases, geometrically.

Consider the equilibrium conditions for coexisting phases, i.e. equal chemical potential \( \mu \) and pressure \( p \) (for colloids), we rewrite \( \mu \) and \( p \) as follows:

\[
\mu_c = \left( \frac{\partial F}{\partial N} \right)_V
= \left( \frac{\partial F}{\partial \varphi_c} \right)_V \left( \frac{\partial \varphi_c}{\partial N} \right)_V
= V_c \left( \frac{\partial f}{\partial \varphi_c} \right)_V,
\]

where \( V_c \) is the volume of a single colloid. And,

\[
-p = \left( \frac{\partial F}{\partial V} \right)_N
= f + V \left( \frac{\partial f}{\partial \varphi_c} \right)_N \left( \frac{\partial \varphi_c}{\partial V} \right)_N
= f - \varphi_c \left( \frac{\partial f}{\partial \varphi_c} \right)_N.
\]

In other words, \( \mu_c/V_c \) is the slope of \( f(\varphi_c) \) and \( -p \) the intercept. Hence, in figure 2.1(a), point A and B share a common tangent. This common tangent construction shows that, in figure 2.1(a), the initially homogeneous sample (in both branches) with colloidal volume fraction \( \varphi_{c,S} \in (\varphi_{c,A}, \varphi_{c,B}) \) can lower its free energy density by phase separating into coexisting phase of fluid phase A with \( \varphi_{c,A} \) and solid phase B with \( \varphi_{c,B} \). From the conservation of the number of colloids, the volume of these coexisting phase, \( V_A \) and \( V_B \) can be calculated using the lever rule \[38\]:
Re-applying this process for different $\varphi^\text{free}_p$, we can determine the equilibrium phase behaviour of our model system as a function of $\varphi_c$ and $\varphi^\text{free}_p$ (and hence $\varphi_p$) for a certain size ratio $\xi$. For small $\xi$ the phase diagram can be represented schematically as figure 2.1(b) and (c) [10, 37, 38].

\[
\frac{V_A}{V_B} = \frac{\varphi_{c,B} - \varphi_{c,S}}{\varphi_{c,S} - \varphi_{c,A}}.
\] (2.6)

**Figure 2.1** Schematic illustration of the free energy density and the common tangent construction with low polymer concentration (a); predicted equilibrium phase diagram of PMMA+PS model system (with low $\xi$) in the representation of $\varphi^\text{free}_p \sim \varphi_c$ (b) and $\varphi_p \sim \varphi_c$ (c). For a small free-volume fraction of the polymer $\zeta$ (indicated in (b)), the free energy density $f$ for fluid and crystal branch can be plotted as a function of colloidal volume fraction $\varphi_c$, and both exhibit a single minimum. By applying the common tangent construction, the coexisting phases $A$ and $B$ in equilibrium state can be determined (marked in (b) and (c)). In this way, the phase boundaries can be predicted (shown as thick solid lines in (b) and (c)). The thin solid lines linking coexisting phases in (b) and (c) are tie-lines.
To understand the difference between these two representation of phase diagram shown in figure 2.1(b) and (c), we can re-write Eq. 2.1 and Eq. 2.3 as [10]:

\[
\varphi_{p}^{\text{free}} = \varphi_p = \frac{\varphi_p}{\alpha} = \frac{4}{3} \pi R_g^3 \exp[(\mu_p - \mu_p^0)/k_B T],
\] (2.7)

where \(\mu_p^0\) is a reference chemical potential. For all coexisting phases (with different \(\varphi_c\)) in equilibrium, the chemical potential \(\mu_p\) is the same, hence \(\varphi_{p}^{\text{free}}\) is also the same (see Eq. 2.7). Therefore the tie-lines joining coexisting phases in a \(\varphi_{p}^{\text{free}} \sim \varphi_c\) phase diagram are horizontal (figure 2.1(b)). However, \(\varphi_p = \alpha(\varphi_c)\varphi_{p}^{\text{free}}\), so that the tie-lines in the \(\varphi_p \sim \varphi_c\) representation is oblique (figure 2.1(c)).

In the predicted phase diagrams shown in figure 2.1(b) and (c), we can see that without polymer, the region of colloidal fluid-crystal coexistence is recovered for hard-sphere colloid (at \(\varphi_c < 0.494\)). With small size ratio \(\xi (\lesssim 0.3)\), adding polymer merely expands the range of \(\varphi_c\) at which the fluid coexists with solid (crystal), see figure 2.1(b) and (c). With larger size ratio, or equivalently longer range of attraction, colloidal liquid phase becomes stable, leading to fluid-fluid separation [37].

![Figure 2.2](image)

**Figure 2.2** The experimental phase diagram (\(c_p\) vs. \(\varphi_c\)) for PMMA + PS model system with \(\xi \approx 0.09\). ○: single phase colloidal fluid; □: fluid-crystal coexistence; Δ: gel; ×: fully crystalline; ○: glass. This figure is reproduced from Ref. [39].

In this work, the size ratio \(\xi\) is restricted to below 0.1. In this attraction range, the phase diagram of our model system has been studied experimentally by W.
Poon et al. as shown in figure 2.2. The phase diagram is presented in the representation of polymer concentration (calculated with respect to the entire volume of the sample) vs. $\phi_c$, which is derived directly from the experiment. The radius of PMMA particle was 217 nm, the radius of gyration of the polymer was $\approx 19$ nm, giving $\xi \approx 0.09$. At low $c_p$ and $\phi_c$, the sample is a single fluid phase (\bigcirc in figure 2.2). Adding more depletant to the colloidal system eventually induces phase separation, leading to fluid-crystal coexistence (\square in figure 2.2). The broaden fluid-crystal coexisting region generally agrees with the theoretical prediction.

### 2.2.2 Non-Equilibrium Behaviour

Apart from the equilibrium phase behaviour, non-equilibrium structures are also found in the experiments. As shown in figure 2.2, colloidal glass can be formed at high $\phi_c$ with or without the presence of polymer. Further studies reveal a glass-transition when adding more polymer into the dense colloidal suspension. In the vicinity of $\phi_c = 0.6$, all colloidal suspensions are expected to be crystalline in thermodynamic equilibrium (even if it may take a very long time). Systems with $c_p = 0$ are glasses, consistent with hard sphere glass as described in Sec. 1.4.4. These glasses are formed due to the caging of the particles, and termed as ‘repulsive glasses’. With a small amount of polymer, the system is completely crystallized. This suggests that $\phi_{\text{glass}}$ is shifted higher due to the existence of the depletion attraction. With this weak short-range attraction, the formation of crystals is attributed to the melting of the glass. At even higher polymer concentration, a new kind of glass can be found. This high polymer concentration glass is not caused by caging of colloids but corresponding to the long-lived bonds that stick particles to each other. Therefore, these new kind of glasses are called ‘attractive glasses’. The glass transition lines can be calculated from mode coupling theory (MCT) or determined by simulations.

At low and intermediate $\phi_c$, when adding even more polymer, transient gels can be formed (\triangle in figure 2.2). A colloidal gel is a space spanning colloidal network that appears quiescent for a finite time; minutes or hours after re-mixing, the gel collapses (or creams) under gravity. It can even be formed at very low $\phi_c$, if the polymer concentration is sufficiently high, i.e. the inter-particle attraction is high enough. The critical polymer concentration for gelation decreases as the colloidal volume fraction increases.
To explain this non-equilibrium behaviour, W. Poon et al. suggested the existence of gas-liquid binodal that is hidden inside the fluid-solid coexisting line \([42]\). As \(\varphi_p^{\text{free}}\) increases, the free energy density curve of the fluid branch develops a second minimum, leading to the possible coexistence of two fluid phases with different colloidal volume fractions, i.e. colloidal gas (lower \(\varphi_c\)) and colloidal liquid (higher \(\varphi_c\)). The gas-liquid binodal can be formalised by applying the common tangent construction as shown in figure 2.3 \([42]\). A state with \(\varphi_c = \varphi_i\) and \(\varphi_p^{\text{free}} = \varsigma'\) (point \(i\) on the \(f(\varphi_c, \varsigma')\) curve) can lower the free energy of the system by phase separating into a non-equilibrium state of coexisting of a gas phase (\(\varphi_g\)) and a liquid phase (\(\varphi_l\)), as shown in figure 2.3. Of course, the equilibrium state of fluid (\(\varphi_l\)) and solid (\(\varphi_s\)) coexistence has the lowest free energy density. Hence, by applying the common tangent construction in different ways, we can derive both the equilibrium (fluid-solid coexisting) and the non-equilibrium (gas-liquid coexisting) boundaries.

Figure 2.3  Schematic illustration of the metastable gas-liquid phase separation using free energy plot and the common tangent construction at high polymer concentration. The fluid brunch of the \(f(\varphi_c, \varsigma')\) with high \(\varphi_p^{\text{free}} = \varsigma'\) shows a ‘double minimum’ structure. By applying the common tangent construction, both the equilibrium fluid-solid phase boundary (\(\varphi_l, \varphi_s\)) and the non-equilibrium gas-liquid binodal (\(\varphi_g, \varphi_l\)) can be traced out.

A closer look at point \(i\) and \(j\) in figure 2.3, we may find an important distinction: the curvature of the free energy density function \(\partial^2 f / \partial \varphi_c^2\) may be either positive (e.g. point \(j\)) or negative (e.g. point \(i\)). At \(\varphi_i\), any small composition fluctuation may be amplified leading to a local aggregation and consequently a phase separation. This composition is unstable. By contrast to point \(i\), at point \(j\), the system is locally stable with respect to a small density fluctuation. Achieving the lowest free energy state (fluid-solid coexistence) is energetically costly (compared
to the unstable state). This composition is metastable. The transition point of this local stability is given by the curvature \( \partial^2 f / \partial \varphi_c^2 = 0 \), which is known as the \textit{spinodal} line. Similarly, with varying \( \varphi_p^{\text{free}} \), we can trace out the spinodal line that is embedded in the gas-liquid coexisting region, see figure 2.4. The phase-separating process that point \( i \) exhibits is known as spinodal decomposition \cite{13}.

It is related to the formation of the colloidal gel that is studied in this work. We will come back to this later.

### 2.2.3 State Diagram

In this section, a general way will be introduced to map the state diagram of general short-range attractive systems.

The second virial coefficient is a characterization of pair-wise interaction. For our model system, the inter-particle interaction can be simplified as pair-wise interaction \( U(r) \) given by Eq. 1.12. Hence, the second virial coefficient can be defined as:

\[
B_2 = \frac{1}{2} \int \left( 1 - \exp(-U(\vec{r})/k_B T) \right) d\vec{r},
\]

(2.8)

In spite of the fact that the size ratio \( \xi \) will modify the topology of the \( U_{\text{dep}} \sim \varphi_c \) state diagram and shift the critical point, it is believed that any short-range attractive potential of arbitrary shape and range within a few percent of the colloidal diameter share the same phase coexistence line in the \( b_2 \sim \varphi_c \) state diagram \cite{43,45}. Here, \( b_2 = B_2/B_2^{\text{HS}} \) is the normalized second virial coefficient, where \( B_2^{\text{HS}} = 2\pi a^3/3 \) is the second virial coefficient for hard spheres. This provides a tool to compare different experiments and simulation results.

Figure 2.4 shows a schematic state diagram presented in interaction strength \((1-b_2 \text{ or } U_{\text{dep}})\) against \( \varphi_c \). It summarises the equilibrium and the non-equilibrium behaviour related to gelation.

### 2.3 Formation of Colloidal Gels

In our model system, gels with low colloidal volume fraction are formed through a different mechanism than at high volume fraction.

At very low colloidal volume fraction and high attraction strength (shaded region in figure 2.4), a gel can be formed through diffusion-limited cluster aggregation.
Figure 2.4 Schematic state diagram of interaction strength against $\phi_c$ related to gelation, not to scale. Dashed line $ab$ is the tie-line where the binodal line meets the glass transition line. State point $\bullet$ is above the spinodal line but below the tie-line $ab$. It corresponds to the gas-liquid coexisting state. State point $\blacktriangle$ is above the tie-line $ab$. It corresponds to the gel state which is formed through the arrested spinodal decomposition, see text. Re-drawn from Ref. [11] and [29].

With the existence of inter-particle attraction, two particles are considered as ‘bonded’ whenever they come into each other’s attraction range. With a strong attraction, one can imagine a permanent and rigid bond is formed whenever two particles touch each other so that particles diffuse as a cluster. Clusters can collide and hence aggregate. Therefore, the dominating factor of the system’s behaviour, and hence the morphology of the cluster, is diffusion [46]. The resulting cluster is found to be fractal, figure 2.5. Eventually, the growing clusters will reach a characteristic size and span the entire space — the system is gelled.

We can define the fractal dimension $d$ for a fractal structure as

$$N \propto \left(\frac{R_g}{R}\right)^d,$$

where $R_g$ is the radius of gyration of a cluster, $R$ is the radius of the colloidal particle and $N$ is the number of colloids. The fractal dimension $d$ must be less than the spatial dimension $N$. For $N = 3$, DLCA gives $d \approx 1.8$. 
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Notice that, the average colloidal volume fraction of the cluster \((R/R_g)^3\) decreases as the cluster grows. Once \((R/R_g)^3\) decreases to that of the total sample \((\varphi_c)\), the fractal clusters meet each other, i.e. the sample is gelled. In other words, gelation occurs when the volume fraction of clusters reaches 1. Hence, we have the characteristic size of the cluster at the gel point:

\[
R_{gel} \sim R_{\varphi_c^{1/(d-N)}}.
\]

(2.10)

It can be seen that, for DLCA, the size of clusters that form a gel decreases with increasing \(\varphi_c\).

With higher colloidal volume fraction, a colloidal gel is formed through spinodal decomposition that is arrested by the glass transition. With high enough \(\varphi_c\), the largest colloidal clusters in the suspension will percolate, i.e. the colloidal network spans the whole space of the sample. With low attraction strength, the thermal fluctuation can constantly break and reform the bonds, so that the percolation is undetectable on the macroscopic level (the region between percolation line and binodal line in figure 2.4). Increase the attraction strength, we first look at the \(\bullet\) in figure 2.4 which is inside the unstable region but below the tie line \(ab\) at which the binodal meets the glass transition line (at \(b\)). The system may exhibit spinodal decomposition; however, the ‘spinodal structure’ cannot persist, resulting in a gas-liquid coexisting phase. Increase the attraction strength further, we now consider the point \(\blacktriangle\). The system tries to separate into gas and liquid phases
through spinodal decomposition, which gives rise to a bi-continuous texture. The (colloidal) liquid phase is then kinetically arrested by the glass transition, i.e. rearrangement of colloids is suppressed in the spinodal structure. Hence, the particle network is percolated and gelled. State points enclosed by the spinodal line, attractive glass line and tie line $ab$ in figure 2.4 can form ‘arrested spinodal gel’ \[11\]. Figure 2.6 shows a confocal image of PMMA + PS colloidal gel. In this work, we restrict the polymer-colloid size ratio $\xi < 0.1$. In this case, the gel structure tends to be tenuous and branched, contrasted with the thick and more compact one for large $\xi$ \[48\].

### 2.4 Gel Collapse

So far, we have been ignoring the gravity which certainly affects the non-density-matched gels. A colloidal gel is a non-equilibrium structure which is evolving (no matter how long it will take) towards the equilibrium state of coexisting fluid and crystal, see figure 2.1. Such a process is facilitated in gravity by the collapse of a gel (assuming the density of colloids is higher than that of solvent for simplicity). The sedimentation of gels has been studied macroscopically and microscopically for over three decades \[49–52\]. In this section, I will review the observations and perspective of the collapse of gels.
2.4.1 Macroscopic Behaviours

A colloidal gel is macroscopically quiescent after being remixed for a finite period of time (the so-called delay time). After the delay time, a gel collapses with a sharp, horizontal gel interface that separates the supernatant from the settling gel. By plotting the height of the gel interface against time, it has been shown that a gel collapses in two distinguishable ways, either with a sudden collapse of the structure followed by a much slower compaction, or via a slow compaction without the sudden collapse. These two classes of collapse have been related to the strength of the inter-particle attraction and the colloidal volume fraction, $\phi_c$ [29, 51–54]. For gels with low colloidal volume fraction, a sudden collapse also known as “rapid collapse” can be observed. On the other hand, at high $\phi_c$, a gel collapses slowly with decreasing sedimentation speed in a process known as “creeping” or “slow collapse”.

The collapse of colloidal gels has further been reported to depend on parameters including the range of the attractive potential, the density mismatch [55], the size of the colloids [29, 56], and even the width and height of the sample [53, 57, 58].

For our model system, R. Harich et al. performed an extensive study on the collapse of gels with varying $\phi_c$ and $\phi_p^{free}$ [29]. To monitor the collapse of gels, they used time-lapse imaging to record the gels. They traced the height of the gel interface and plotted the time dependence of the height of a gel as scaled height $\hat{h}(t)$:

$$\hat{h}(t) = \frac{(h(t) - h_\infty)}{(h_0 - h_\infty)},$$

(2.11)

where $h_0$ is the initial height of the sample and $h_\infty$ is the height of the final sediment. Results are summarised in the state diagram figure 2.7(a), in which the shaded region indicates the gel-forming region predicted without gravity.

They demonstrated that at high $\phi_c$, in the regime B of the state diagram (figure 2.7(a)), a gel has a long delay time and exhibits stretched-exponential compression without sudden collapse (figure 2.7(b)). Therefore, regime B corresponds to the slow collapse. With intermediate $\phi_c$, in regime D, the macroscopically quiescent period is followed by a rapid collapse with a constant interface speed and a final compaction of the sediment figure 2.7(c). Regime D corresponds to the rapid collapse. For regimes B and D, $h_\infty$ was taken as $h_{RCP} = 0.64$, the height of random-close-packed sediment. At low $\phi_c$, in regime
Figure 2.7 Three different kinds of collapse in colloid + polymer model system. 
(a) The equilibrium and the non-equilibrium state diagram relative to gelation. The solid black line = gas-liquid binodal from computer simulations; the purple line = percolation line from simulation; the red solid line = glass transition lines calculated from MCT mapped to simulations; the cyan line = the tie line where binodal meets the glass transition line, above which the percolated system can be arrested by the glass transition. The shaded area is the gel region predicted without gravity. The real attractive glass line is likely shifted to the red dash-dotted line (arrow [1]). The gelation line in gravity should lie to the right of the percolation line (arrow [2]). ○ = single phase, ● = gas-liquid coexistence, ● = gels with collapse behaviour A, ● = gels with collapse behaviour D, ● = gels with collapse behaviour B. (b) - (d): scaled height vs. time for typical gels in regime B (b), regime D (c) and regime A (d), respectively. Green lines = linear fits to the rapid collapse. Blue lines = stretched exponential fits to the slow sedimentation, $h(t) \sim e^{(t/\tau)^{\beta}}$ with exponent $\beta = 0.12$. The inset in each case shows the log-log form of the main plot. Reproduced from Ref. [29].

A, a sample collapses rapidly with little or no delay time suggesting a non-gelling structure, figure 2.7(d). Interestingly, regime A is inside the gel-forming region that is predicted without gravity. Samples in regime A are distinguishable from phase-separating samples by supernatant that is devoid of particles and the colloidal volume fraction of the final sediment. It suggests that the gelation boundary is shifted to higher colloidal volume fraction in gravity, see arrow 2 in figure 2.7(a). To understand the A - D boundary and the $\varphi_c$-dependence of the collapse, I will discuss, in the next section, the mechanism of the collapse proposed based on microscopic observations.


2.4.2 Collapse Mechanism

Microscopically, the collapse of a gel can be modelled using the poroelastic formalism pioneered by M. Biot \[59\] and R. Buscall \textit{et al.} \[49\]. In this approach, a gel can be considered as a biphasic fluid-saturated porous continuum with a solid phase of percolated particles and a liquid phase of the solvent. As the colloids settle, the solvent is expelled from the gel structure. The back flow of the fluid through the network counteracts the compression of the gel. On the other hand, as the gel network deforms, the elasticity of the network also limits the rate of compression. Therefore, the height profile of a collapsing gel reflects the balance of the gravitational stress of the colloids with the pressure due to fluid flow and the elastic stress of the gel. In this model, a gel collapses exponentially as a poroelastic material \[51, 56, 60\]. Experimentally, the results of slow-collapse DLCA gels \[51, 61\] and slow-creaming depletion gels \[56, 60\] support this model. For our model system, the slow collapse can be better fitted by a stretched-exponential function, see figure 2.7(b) as an example \[29, 52, 62, 63\]. Hence, the kinetics of slow collapse can be captured by such poroelastic model reasonably well.

However, the sudden (rapid) collapse deviates from such (stretched-) exponential kinetics. For long-range depletion gels, combining the investigation of the microstructure of the gel, it has been proposed that the sudden collapse can be attributed to the appearance of random micro-collapsed regions throughout the gel \[54\]. The picture of the collapse is then the fluid flow is driven by the formation of random compression centres within the gel and the rate at which fluid can be expelled from the gel determines the collapse of the gel. For DLCA gels, at the onset of the rapid collapse, the gel interface flattens \[51\]. This indicates that the sample turns into a fluid as the structure of the gel is broken. Hence, it is suggested that such deviation is the manifestation of network failure \[51\].

For our model system, the rapid collapse has also been associated with the network failure. L. Starrs \textit{et al.} studied the rapid collapse using dark-field imaging (DFI) \[53\]. A so-called “streamer” was found falling from the top of a gel as the end of the delay period approached, see figure 2.8. Such a streamer created a strong back flow that destroyed the gel structure. Similarly, using ghost particle velocimetry, it was found that rupture in rapid collapse gels was initiated at or close to the upper meniscus \[52\]. The disruption of the gel structure propagated from the top of the gel with much faster local dynamics. By measuring gels
under step stresses, S. Manley et al. demonstrated that when a gel network was overstressed, it can take a long time to yield \cite{51}. Hence, they suggested that the delayed rapid collapse is triggered as a result of the gravitational stress overwhelming the yield stress.

![Figure 2.8](image)

**Figure 2.8** Dark field images of a rapid collapse gel with increasing time. A “streamer” (bright patch) falls from the top of the gel and creates back flows. Reproduced from Ref. \cite{53}.

The scenario of gel breaking due to yielding seems implausible, as pointed out by E. Secchi et al., since the gravitational stress is stronger close to the cell bottom, where the structure has to sustain the entire weight of the gel \cite{52}. Using magnetic resonance imaging (MRI), R. Harich et al. clarified this by showing that a layer of debris with higher local volume fraction was formed around the meniscus \cite{29}. With intermediate $\phi_c$, in regime D of figure 2.7(a), debris from such layer rapidly sank through the body of a gel just before the onset of the rapid collapse. Calculations suggested that it was this denser layer that forced the gel to yield and triggered the rapid collapse. However, the origin of such debris that forms the denser layer at the top is still unclear \cite{29}.

Furthermore, the yielding scenario is supported by the observations of gels with high and low colloidal volume fractions. MRI showed that at high enough $\phi_c$, in regime B of figure 2.7(a), the gels were always strong enough to support the weight of such debris, so that the gel collapsed as a compacting poroelastic continuum \cite{29, 49, 60, 62}. On the contrary, at low $\phi_c$, in regime A of figure 2.7(a), calculations suggested that a sample cannot support the gravitational stress exerted by a single particle so that the gelation was suppressed by gravity \cite{29}. Hence, the gelation boundary is shifted to higher $\phi_c$ in gravity as indicated by the arrow 2 in figure 2.7(a).

The collapse of a gel inevitably involves solvent being expelled from the gel.
This suggests that how the solvent is expelled from a gel is also an important question. In the poroelastic model, fluid flows through a compressing but intact gel network \[51, 56, 60\]. For long-range depletion gels, fluid is driven by the random micro-collapse throughout the gel \[54\]. For DLCA gels, C. Derec et al. reported volcanic eruptions found at the gel interface, see figure 2.9 \[64\]. They proposed that the eruption is caused by solvent flows through a cylindrical channel. The solvent in the channel comes from the horizontal flow of solvent in the surrounding gel. In our model system, channels were found in slowly collapsing gels. They were generated close to the wall of the container then propagated upwards. Volcanic eruptions were also observed as channels reached the gel interface \[53\]. It is speculated that such channels are crack apertures in the bulk of the gel \[65\]. However, the nature of these channels is yet to be revealed. Also, the back flow that destroys the gel structure and the volcanic eruptions imply that the hydrodynamics is crucial in the collapse of a colloidal gel.

**Figure 2.9** The “volcanic eruption” at the interface of a collapsing DLCA gel. The width of the photographs corresponds to 7.5 mm and the time interval between two photographs is 4 s. Reproduced from Ref. \[64\].
2.5 Thesis Outline

I highlight again the previous results mentioned in Sec. 2.4 that denser layer falling and solvent being expelled from a gel are two of the key processes during the collapse in our model system. Where does the extra mass of the denser layer come from? How is the solvent expelled from the gel? This work aims to tackle these questions.

I will show that the colloids at the vertical part of the air-gel interface are the main source of the extra mass of the denser layer. Therefore, by retarding the formation of this denser layer, I will demonstrate that the collapse of gels can be postponed. The solvent can be expelled from a gel in the form of droplets which give rise to the channels observed previously. Furthermore, an evolution of the mechanism of collapse will be presented as the colloidal volume fraction increases.

To present these results, I have talked about relevant ingredients for making a colloidal gel for this work in Chapter 1 and presented the background information of the formation and the collapse of a gel in this chapter. I will present the details of the imaging methods in Chapter 3. The model system studied in this work will be characterised and the preparation of gels will be described in Chapter 4. In Chapter 5, I will set up the starting point for the rest of the work. I will show that colloidal gels with both large and small particle sizes can be categorised into 3 regimes similar to the finding of Ref. [29]. In Chapter 6, I will present the evolution of the collapse mechanism as the colloidal volume fraction increases. Also, in Chapter 6, I will show that the vertical part of the air-gel interface is crucial for the formation of the denser layer. I confirm this in Chapter 7 by removing most of the meniscus in a gel. The result shown in Chapter 7 suggests a way to postpone the collapse of a gel. The result in Chapter 7 also shows that the solvent can be expelled from a gel as solvent droplets. The discussion on the formation of the solvent droplets as well as the denser layer will be given in Chapter 8. This thesis will be ended by attempting to bring different aspects of the observation together and raising questions for the future work in Chapter 9. Other than the main results mentioned above, interesting observations were made throughout my work. However, to keep the main storyline clear and neat, these observations will be shown in Appendix A according to their appearance in the main text. These observations serve as footnotes or lead to interesting questions of their own.
Chapter 3

Method

In this work, the onset of collapse of colloidal gels is studied using microscopic time-lapse imaging which focuses on the vicinity of the meniscus during the earlier stage of the collapse. To identify the type of collapse, long-time observation is required. Direct digital imaging can provide macroscopic observation with a long time-scale. Hence, the macroscopic imaging is used to characterise the collapse of a gel and microscopic imaging is used to study the onset of the collapse. In this chapter, I will introduce the time-lapse imaging methods that are used in this work.

3.1 Macroscopic Time-lapse Imaging

3.1.1 Experimental Setup

The macroscopic time-lapse imaging is performed in a temperature controlled incubator. The setup of the experiment is shown in figure 3.1. Experiments are performed at 23 ± 0.5 °C and 25 ± 0.5 °C. The variation of temperature does not affect the results to be presented in this thesis, see Appendix A.2. Samples are levelled up by a horizontal sample stage and illuminated by a white light. The colloidal particles in this work are dyed with nitrobenzoxadiazole (NBD) which appears yellow. The refractive indices of the solvent and the colloids are slightly mismatched so that the gel structure is turbid. A black sheet is placed behind the samples to create contrast. Images (8-bit, grey-scale) are taken using a CCD camera, which is mounted at the same height as the samples. A snapshot of the resulting image is shown in figure 3.2(a). The supernatant is transparent so that the black sheet behind the sample can be seen. The settling gel is turbid which
appears grey.

Two rulers were used to calibrate the pixel size. One was placed vertically (z-axis, gravitational direction) and the other horizontally (x direction), see figure 3.1. The pixel size in both x and z direction, $p_x$ and $p_z$ are equal. $p_z = 83.33 \, \mu m/pixel$. Typically, 5 samples are imaged simultaneously.

To determine the time interval, let us consider the time resolution needed for measuring the delay time. The delay time $\tau_d$ of a gel is defined as the time when the gel interface detaches from the base (lowest point) of the meniscus. The time resolution $\Delta t$ in the macroscopic imaging is related to the pixel size $p_z$ of the image and the gel interface speed $v_i$ around the meniscus:

$$\Delta t = \frac{p_z}{v_i}. \tag{3.1}$$

The gel interface needs $\Delta t$ to move one pixel in the image. For rapid collapse gels, $v_i \lesssim 1 \, \mu m/s$ and $\tau_d > 30 \, min$ (see later), so that $\Delta t \gtrsim 1 \, min/pixel$. Hence, 1 min is a suitable time interval for the time-lapse imaging in these cases. The resulting uncertainty of the delay time is $\Delta \tau_d = \Delta t / \tau_d \approx 2\%$. For the slow collapse gel with the longest delay time ($\tau_d = 4960 \, min$), $v_i \sim 0.172 \, \mu m/min$ so that $\Delta t \sim 484 \, min/pixel$. It gives $\Delta \tau_d \approx 10\%$. In practice, the time interval is chosen to be between 1 min and 10 min.

Samples in a cuvette ($10 \times 10 \times 40 \, mm^3$, protected by lens tissues) are re-mixed
using a whirl-mixer for 40 seconds before placed on the sample stage. The interval time between the remixing of a sample and its first image is less than 20 seconds. This time is short compared to the delay time of the collapse of a gel.

3.1.2 Measuring the Height Profile

To identify the types of collapse, height profiles of collapse processes are measured from the time-lapse images. Figure 3.2(a) shows a snapshot of a gel obtained from the macroscopic time-lapse imaging. The initial height of a gel \( h_0 \) is defined as the distance between the base of the meniscus and the bottom of the gel; and the height of the settling gel \( h(t) \) is the distance between the gel interface and the bottom of the gel, figure 3.2. To measure the height, at each time \( t \), the brightness along the centre of the sample (the red solid line in figure 3.2(a)) is differentiated. The brightness and the differentiated brightness are plotted in figure 3.2(c) as an example. By comparing to the original image, one can measure the position of the base of the meniscus, the gel interface and the bottom of the gel. The
scaled height of a gel $\hat{h}(t)$ can be calculated according to Eq. 2.11. The resulting height profile is plotted as $\hat{h}(t)$ vs. $t$ following Ref. 29, as shown schematically in figure 3.2(b).

3.2 Microscopic Time-lapse Imaging

The direct way to study the collapse of a gel is to observe a gel as it collapses. Such observations have been reported in different length-scales in previous studies 29, 51, 52, 54, 64, 66. On the length-scale of $\sim 10^2 \, \mu m$, colloid + polymer gels have been observed on the surface using direct imaging 67 and in the bulk using dark-field imaging 53. To understand the formation of the denser layer at the top of a gel and the onset of collapse, it is necessary to re-visit the collapse of gels in the vicinity of the meniscus on the length-scale of $\sim 10^2 \, \mu m$.

However, for the model system studied in this work, poor contrast between the different regions in a gel is a considerable problem when performing an imaging study. A large difference between the refractive indices of the colloids and the solvent is required for high-contrast imaging. However, this will also lead to strong multiple scattering which limits the visible depth into the sample. The solution to the contrast problem in this work is to use fluorescence microscopy.

3.2.1 Fluorescence Microscopy

Fluorescence is the emission of photons by molecules whose electrons are excited to a higher energy state by external light source. The emission of light through the fluorescence process is almost instantaneous with the absorption of the excitation light due to a relatively short time delay ($\ll 1 \, \mu s$) between photon absorption and emission. Typically, non-fluorescent subjects of interest are labelled with a fluorescent dye or fluorophore. The sample is illuminated by an isolated excitation light. Then, the emitted light is isolated so that only the labelled subjects can be seen from the fluorescence microscopy.

The emitted light can be isolated from the excitation light thanks to the Stokes shift between the peak of excitation (or absorption) and emission spectra, see figure 3.3(a). The Stokes shift is a result of energy lost when electrons relax from the excited states back to the ground state, see the schematic Jablonski diagram shown in figure 3.3(b). As Stokes shift values increase, it becomes easier to separate the excitation and emitted light by using filters. To achieve maximum
Figure 3.3 (a) Schematic representation of the Stokes shift. (b) Schematic Jablonski diagram showing the origin of the Stokes shift. The electronic states of a molecule are arranged by energy. The vibrational ground states of each electronic state are indicated with black thick lines, the higher vibrational states with thin lines. An electron can be excited to a higher energy state (S$_1$) when the fluorescent molecule absorbs a photon of the appropriate wavelength (blue lines). The excited electron can release vibrational energy as heat without photon emission and relax to the vibrational ground state of the excited state (internal conversion, wavy downward pointing arrows). The molecule gives off a photon as the electron collapses from the excited state (S$_1$) to the ground state (S$_0$) [68].

fluorescence intensity, a fluorophore is usually excited at wavelengths near or at the peak of the excitation spectrum. The emitted light with the widest possible range of wavelengths that include the emission peak is filtered for detection.

Figure 3.4 shows the principle of fluorescence microscopy. For a typical arrangement, both the light source and the objective lens are positioned on the same side of the sample. In this arrangement, the lamp and light delivery assembly are called an epi-illuminator. Such epi-illumination is made possible by the employment of a dichroic mirror. A dichroic mirror reflects most of the excitation light and allows the emitted light to pass through. To eliminate possible background light, an extra barrier (or emission) filter is added behind the dichroic mirror. To make space for these auxiliary components in the light path, an infinity-corrected objective lens can be used. Such objective lens has an image distance that is set to infinity. Then, a tube lens is used to form a real image on the image plane of the tube lens. Between the infinity corrected objective lens and the tube lens, the rays are parallel. Components, such as filters and dichroic mirrors, can be arranged between the objective lens and the tube lens with a minimal effect on focus [68].
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The excitation light is filtered by an exciter filter to narrow the band of wavelengths and focus on the back aperture of the objective lens using a collector lens. To produce an even illumination for the specimen, the intermediate real image of the light source should fill the back aperture of the objective lens. For the excitation light, the objective lens functions as a condenser lens illuminating the specimen. The light emitted by the fluorophores is collected by the objective lens and filtered by the dichroic mirror and emission filter. Finally, the tube lens collects the resulting light and forms a real image.

### 3.2.2 Experimental Setup

The microscopic time-lapse imaging is performed using a home-built imaging module. The layout of the module is shown in figure 3.5 schematically. The colloids in this work are fluorescently labelled with NBD, which can be excited at $\sim 488\, \text{nm}$ (blue) and emits at $\sim 525\, \text{nm}$ (green). Hence, a blue LED light source is used. Both tube lens and collector lens have nominal focal length of $f = 125\, \text{mm}$. The filter cube used is a Semrock single band filter set LED-FITC-
A-NQF. Its wavelength characteristics are shown in figure 3.6. The objective lens used here is a Nikon plan 1× infinity corrected objective with a numerical aperture NA=0.04. The resulting fluorescent light is focused on the CCD chip by a tube lens and forms a real image. The physical size of a (square) pixel on the CCD chip is $p_{\text{CCD}} = 7.4 \, \mu\text{m}$. The dashed square highlights the adapter that connects the body of the module and the objective lens. The adapter can be mounted in different directions allowing the top-view, bottom-view and side-view of a sample can be imaged.

The typical time interval of the time-lapse imaging is 0.5 min. The experiments were performed at $23 \pm 0.5 \, ^\circ\text{C}$. A sample (protected by lens tissues) is remixed using a whirl-mixer for 40 seconds prior to the experiment. There is an inevitable delay of about 0.5 min between remixing and the commencement of imaging. Hence, the time of the first image of the time-lapse result is set to 0.5 min.

The light source is controlled using a personal computer so that the sample is illuminated only when it is imaged. This can minimise the bleaching of the fluorophore and allows long-time experiments without severely reducing the emitted light. The sample holder is horizontal and fixed. The imaging module can be adjusted in three perpendicular directions. During the experiment, the objective lens is focused on the inner wall of a cuvette (use the edge of the cuvette as a reference). Hence, the part of a sample that is close to the glass wall is imaged.
3.2.2.1 Depth of View

The depth of view is the depth that the objective lens can image into a gel. It depends on three aspects. The first one is the depth of field \( Z \) of the optical system. The depth of field refers to the thickness of the optical section along the optic axis within which objects in the specimen are in focus. For the \( 1 \times \) objective lens in this setup, \( Z \) has been measured by Z. Karamanide, giving \( Z = 6 \pm 1 \text{ mm} \) \cite{70}. The second aspect accounts for the absorbance of the fluorophore. The intensity of excitation light decreases dramatically inside a sample due to the absorption of the fluorophore at the surface. Finally, due to the difference in refractive indices between the solvent and colloids, both the excitation light and emission light are scattered by colloids. This reduces the depth of view even further.

To estimate the depth of view, a gel with high colloidal volume fraction was imaged with constant illumination for 2 days so that the colloids at the surface were bleached. The thickness of the bleached layer is about 1 mm close to the glass wall. Notice that, this result reflects the accumulated effect of the light absorbance. Also, a low colloidal volume fraction will lead to a low concentration of fluorophore. Hence, the depth of view when imaging a gel with low \( \varphi_c \) can be larger than that of a high \( \varphi_c \) gel. Generally, the depth of view is much smaller than \( Z \). The setup can only observe the part of a gel that is within \( \sim 1 \text{ mm} \) near the glass wall.
3.2.2.2 Calibration and Spatial Resolution

In order to image the width of the whole sample using the 1× objective lens, the size of the real image on the CCD chip was adjusted (by tube lens). The module with 1× objective was calibrated using a Thorlabs calibration target. The pixel size of the image is \( p_{1\times} = 9.97 \, \mu\text{m} \). Hence, the magnification of this setup is

\[
M = \frac{p_{\text{CCD}}}{p_{1\times}},
\]

(giving \( M = 0.74 < 1 \)).

The image of a self-luminous point object in a microscope is a diffraction pattern, called the Airy disk. The spatial resolution of an optical system is related to the Airy disk by the Rayleigh criterion. By this criterion, two adjacent point light sources are defined as being resolved when the central diffraction spot (Airy disk) of one point coincides with the first minimum of the other point in the image plane \[68\]. The limit of spatial resolution \( d \) is given by \( d = 0.61\lambda/\text{NA} \), where \( \lambda \) is the wavelength in the air and \( \text{NA} \) is the numerical aperture of the objective. For the 1× objective in this work, \( d \approx 8 \, \mu\text{m} \). To maintain the maximum resolution provided by the objective, the pixel size of the CCD chip is required to be smaller than \( p_{\text{max}} = d/s \), where \( s \) is the Nyquist sample factor. For low-magnification, low-NA objective lenses, \( s \) may need to be 3 - 4 \[68\]. However, the CCD camera used here has a much higher \( p_{\text{CCD}} \). Hence, the resolution provided by the objective cannot be maintained. In fact, this optical setup can observe neither single colloids nor the structure of gel network. The length-scale of the resolvable phenomenon is \( \approx 30 \, \mu\text{m} \), taking \( s = 3 \) \[68\].

3.2.3 Image Processing

Figure 3.7(a) shows an original image obtained from the microscopic time-lapse imaging. The brightness of the resulting images comes from the NBD-labelled PMMA colloids. NBD in the suspending solvent of a gel sample is not detectable when examining an image of a settled gel. Ideally, a homogeneous gel should produce roughly the same brightness everywhere in an image. However, uneven illumination leads to darker regions away from the centre of an image. This can be seen more obviously after adjusting the contrast globally according to the region of interest (RoI), see figure 3.7(b). The illumination is uneven because the module was not originally designed to work with such a low-magnification objective lens. To reveal more details in the micrographs, the original images are
Figure 3.7  Image processing. (a) The original $\alpha^{th}$ image, showing a bright arc and scratches. (b) Contrast adjusted original $\alpha^{th}$ image, revealing some details in the image. Also, the uneven illumination can be seen. (c) Normalised $\alpha^{th}$ image, using the reference image shown in (e). (d) Contrast adjusted normalised $\alpha^{th}$ image. More details of interest can be revealed while the corners of the meniscus are invisible. (e) The reference image in which the sample is assumed to be homogeneous. Pixel $(i, j) \in G$ corresponds to the sample in the image. Pixel $(i, j) \notin G$ corresponds to the air above meniscus or edges of the cuvette on both sides of the image. The red arrows indicate the process flow: (a) $\Rightarrow$ (c) $\Rightarrow$ (d). The green squares indicate the region of interest (RoI).

processed so that the uneven illumination and most of the scratches on the glass wall can be eliminated. The image processing consists two parts: normalisation of brightness according to a reference image and global adjustment of the contrast according to each RoI.
3.2.3.1 Normalisation of Brightness

The process of normalisation of brightness assumes that the gel in the reference image is homogeneous on the length scale set by the resolution of our optical system (≈ 30 µm). Hence, the brightness of each pixel in the reference image should be the same. The variance of brightness in later images is due to the change in the gel instead of the change of illumination. The percentage of brightness that should be attributed to the gel in the reference image can be calculated and applied to later images. In this way, in the later images, the portion of brightness that should be attributed to the gel can be evaluated.

Define $I_{(i,j)}^\alpha$ is the brightness of a pixel $(i,j)$ in the $\alpha^{th}$ image, $\alpha = 0, 1, 2, 3, \ldots$. The micrographs in this work are 8-bit images, so $0 \leq I_{(i,j)}^\alpha \leq 255$. In most cases, the reference image is the first image of the time-lapse images, i.e. $\alpha = 0$ is the reference image.

Step 1: Identifying ‘gel’ in the reference image by setting a threshold $I_c$, so that $(i,j) \in G = \{(i,j)|I_{(i,j)}^0 > I_c\}$ corresponds to the ‘gel’. Then, $(i,j) \notin G$ corresponds to the cuvette or air above the meniscus. $I_c \sim 10$ is an experiment-dependent value that is used to truncate the cuvette and air in the reference image, see figure 3.7(e).

Step 2: Assign a uniform brightness $I_R$ to each pixel $(i,j) \in G$ in the reference image, so that $I_R$ is the brightness that should be attributed to an ‘ideal’ uniform gel. Assign $I = 0$ to $(i,j) \notin G$. Then, calculate the percentage of brightness that should be attributed to the actual gel in the reference image:

$$P_{(i,j)}^0 = \begin{cases} I_R/I_{(i,j)}^0, & \text{for } (i,j) \in G \\ 0, & \text{for } (i,j) \notin G \end{cases}.$$  \hspace{1cm} (3.3)

$I_R$ can be the average brightness of a reference region $R$ (figure 3.7(e), which de-emphasises scratches and air bubbles in the reference image. I will discuss the choice of $I_R$ later.

Step 3: Calculate the brightness of each pixel in the $\alpha^{th}$ image that is attributed to the gel:

$$I_{(i,j)}^{\alpha,N} = I_{(i,j)}^\alpha \cdot P_{(i,j)}^0.$$  \hspace{1cm} (3.4)
3.2.3.2 Adjustment of Contrast

The brightness and contrast of the normalised $\alpha$th image ($\alpha \neq 0$) is adjusted globally according to the RoI [68]. This process is performed using ImageJ (Fiji) [71]. After this step, pixels with $I_{(i,j)}^{\alpha,N} > \text{MAX}(I_{(i,j)\in\text{RoI}}^{\alpha,N})$ and $I_{(i,j)}^{\alpha,N} < \text{MIN}(I_{(i,j)\in\text{RoI}}^{\alpha,N})$ are set to 255 and 0, respectively. The resulting image $I_{(i,j)}^{\alpha,N,c}$ is the contrast adjusted normalised $\alpha$th image, figure 3.7(d). In this way, the contrast of the normalised image is improved so that certain features of interest are picked out. However, some information will inevitably be lost or distorted. For example, in figure 3.7(d) the corners of the meniscus are invisible after the adjustment and the base of the bright arc is over-exposed.

3.2.3.3 Discussion of Image Processing

In the reference image ($\alpha = 0$), the sample is assumed to be homogeneous. After the normalisation, $I_{(i,j)\in G}^{0,N} = I_{(i,j)\in G}^{0} \cdot P_{(i,j)\in G}^{0} = I_{R}$, as assumed. This is also why the adjustment of contrast is not applicable for the reference (0th) image. Note that, if the sample is not homogeneous in the reference image, the normalisation will create artificial features in all other images. For example, air bubbles (which are much brighter) in the reference image will create black dots in all processed images.

In the processed $\alpha$th image figure 3.7(d), variations in brightness, i.e. the difference between $I_{(i_1,j_1)}^{\alpha,N,c}$ and $I_{(i_2,j_2)}^{\alpha,N,c}$, is caused by the inhomogeneity of the gel structure. This is how features of interest are picked out by the processing. Let us consider the normalised image, figure 3.7(c). If the illumination of a pixel is higher, for example $(i_1, j_1)$, we have $P_{(i_1,j_1)}^{0} < 1$. According to Eq. 3.4, $I_{(i_1,j_1)}^{\alpha,N} < I_{(i_1,j_1)}^{\alpha}$. On the other hand, if the illumination on a pixel is lower, for example $(i_2, j_2)$, we have $I_{(i_2,j_2)}^{\alpha,N} > I_{(i_2,j_2)}^{\alpha}$. Therefore, the uneven illumination is compensated. Most of the scratches can also be eliminated. Some scratches are too deep so that they will re-appear as the gel settles. This is because the scratches are illuminated by the gel in the cuvette.

Between frames of the normalised images, the difference of brightness ($I_{(i,j)}^{\alpha,N} - I_{(i,j)}^{\alpha-1,N}$) allows us to see features moving in the time-lapse images. For $(i_2, j_2)$, where $P_{(i_2,j_2)}^{0} > 1$, one has $(I_{(i_2,j_2)}^{\alpha,N} - I_{(i_2,j_2)}^{\alpha-1,N}) > (I_{(i_2,j_2)}^{\alpha} - I_{(i_2,j_2)}^{\alpha-1})$. Hence, the contrast of the pixel $(i_2, j_2)$ between frames is enhanced by $P_{(i_2,j_2)}^{0}$. Similarly, For $(i_1, j_1)$, the contrast between frames is reduced.
Therefore, a good choice of the brightness $I_R$ is crucial for the image enhancement. A high enough $I_R$, which ensures $P^0_{(i,j)} > 1$ and $P_{(i,j)}^{a,N} < 255$ (not over-exposed) for most pixels $(i, j) \in G$ at the same time, produces maximum image enhancement without losing information in the original image. Moreover, in some cases, to reveal features of interest with low contrast, $I_R$ can be set higher (> 200) leaving uninteresting features over-exposed in the normalised image.

The adjustment of brightness may erase information. By changing RoI, different parts of the normalised image can be presented clearly.

### 3.2.4 General Image Interpretation

In figure 3.7(a), there is a part of the meniscus which is much brighter. The width of this bright arc gradually reduces as the gel interface settles. Hence, I suspect that this arc is brighter because it reflects the light from gel interface. Appendix A.1 presents a micrograph together with a 3D model to help with picturing a meniscus in a cuvette.

The gel interface is brighter. This may be because the gel interface is illuminated by extra light that comes from the uncollimated rays of excitation light and the light beams reflected by the meniscus. On the other hand, the large depth of field allows the objective lens to collect emission light that far away from the glass wall. Therefore, more illumination and large depth of field lead to a brighter interface in the image. This argument is also supported by the result from the selective plane illumination microscopy using the same setup. When a sample with high concentration of fluorophore is illuminated by a sheet of light, in the bulk, only the part near the wall can be excited due to the absorbance of the excitation light; however, the fluorophore at the interface far away from the wall can also be excited \[70\]. Hence, a brighter interface does not necessarily imply more colloids there. For a similar reason, the part of a sample that is close to each side of glass wall are brighter, figure 3.7. Apart from these two cases, higher brightness indicates higher local colloidal volume fraction and vice versa.

The depth of view and spatial resolution of the setup is evaluated in the previous section. Through a gel network, the time-lapse images reveal the structures with a length-scale $> 30 \mu m$ that are within $\sim 1 \text{ mm}$ near the glass wall. Through a supernatant solvent, the base of the meniscus can be seen.
3.2.5 Measuring Height Profile

The height profiles of gel collapse were measured using the original micrographs. Figure 3.8(a) shows a snapshot of a collapsing gel. The height of the gel interface is characterised by \( \Delta h(t) \), the distance between the gel interface and the base (lowest point) of the meniscus. The collapse of a gel initiates at the corner of...
the meniscus. Due to the curvature of the meniscus, the gel network remains attached to the meniscus during the early stage of the collapse, resulting in a positive $\Delta h(t)$ as illustrated in the inset of figure 3.8(b). When the interface is below the base of the meniscus, $\Delta h < 0$.

To identify the base of the meniscus and the gel interface, the brightness of micrographs is differentiated. The base of the meniscus is measured across the centre of the sample (the red line in figure 3.8(a)). The brightness and differentiated brightness are plotted in figure 3.8(c). Compared to the original image, the local minimum indicated by the blue arrow corresponds to the base of the meniscus. The height of the interface is measured close to the edge of the cuvette (the green line in figure 3.8(a)). The brightness and differentiated brightness are shifted upwards by 150 and plotted in figure 3.8(c), for clarity. The maximum indicated by the cyan arrow corresponds the position of the gel interface. At the very beginning, the colloids at the corner of the meniscus collapse without a well-defined interface. Hence, the height profile during this period ($t \lesssim 10$ min) is qualitative.

The height profile is plotted as $\Delta h(t)$ vs. $t$ as shown in figure 3.8(b). The definition of the delay time $\tau_d$ is the same as in the macro-imaging. Therefore, in micro-imaging, $\tau_d$ is the beginning time of $\Delta h(t) < 0$. The height profile can also be plotted as scaled height $\hat{h}(t) = \frac{(h(t) - h_{RCP})}{(h_0 - h_{RCP})}$ vs. $t$, taking the initial height of a gel $h_0$ from the macro-imaging result.
Chapter 4

Suspension Characterization and Gel Preparation

In this chapter, I report the characterization of the model system used in this work which is a mixture of polymethylmethacrylate (PMMA) colloids and polystyrene (PS) dispersed in a mixture of cis-decalin and tetralin. Then the preparation of gels will be described.

4.1 PMMA + PS Mixture

The PMMA particles used in this work were synthesised by Dr. Andrew Schofield. They are sterically-stabilised by poly(12-hydroxystearic acid) (PHSA) and dyed with nitrobenzoxadiazole (NBD). The particles were initially dispersed in dodecane. The dispersion was centrifuged until a compact sediment was collected in the bottom of the sample vial. The excess solvent was removed and replaced by mix-decahydronaphthalene (mix-decalin). The colloids were then re-dispersed in the new solvent. This procedure, known as washing, was repeated for 10 times, to remove possible monomers or other impurities. The resulting colloids were dried in a vacuum oven until the weight of the sample no longer changed.

Two different sizes of PMMA particles were used in this work. The radii of particles were measured using static light scattering (SLS) giving $a = 955$ nm and polydispersity of 3.7% for the large particles and $a = 405$ nm and polydispersity 5.0% for the small particles [72, 73].
The density measurements were performed on an Anton Parr DMA 4500 Density Meter, which was calibrated using air and ultra pure water. The error in the density measurement is $\Delta \rho = \pm 0.0001$ g/ml. To measure the density of the PMMA particle $\rho_{\text{PMMA}}$, 6 samples with varying mass fractions ($\varphi_{\text{PMMA}}$) in cis-decalin + cyclohexyl bromide (CHB) solvent mixture were measured at 25°C. By assuming the total volume of the suspension is the sum of the volume of colloids and the solvent, the density of PMMA particle can be calculated, giving $\rho_{\text{PMMA}} = 1.1803 \pm 0.0035$ g/ml.

To confirm the result shown above, $\rho_{\text{PMMA}}$ is also evaluated by matching the density of the solvent mixture of cis-decalin and CHB. The PMMA particles were suspended in such solvent mixtures with different densities. The suspensions were centrifuged (at 3000 rpm) at 25°C for 24 hours. The density of the particles is considered equal to that of the solvent in which no sedimentation is observed after centrifugation. This procedure gives $\rho_{\text{PMMA}} = 1.1816 \pm 0.0001$ g/ml.

Two results above agree with each other well. Hence, the density of the PMMA particles is taken as the average value of the two results, $\rho_{\text{PMMA}} = 1.181$ g/ml. Particles with different size are considered to have the same density. On the other hand, it has been reported that the PMMA particles are swelled gradually in tetralin by up to $\sim 10\%$ in volume [74, 75]. Hence, $\rho_{\text{PMMA}}$ in IM solvent may be lower than the measured value by up to $\sim 9\%$, depending on the age of the sample.

_Cis_-decalin and tetralin were used as purchased (Sigma-Aldrich). The refractive index (RI) of the IM solvent mixture (cis-decalin : tetralin $\approx 81.5 : 18.5$) is closely matched to that of the PMMA particle ($n_D = 1.492$). The density of the solvent is measured using the density meter. The refractive index of the solvent is measured using an Abbe refractometer. The viscosity of the solvent is measured using a rheometer TA DHR with 40 mm - 1°cone - plate geometry and at shear rate $\dot{\varepsilon}$ from 1 s$^{-1}$ to 1000 s$^{-1}$. Properties are summarised in Table 4.1. In IM solvent, PMMA colloids will sediment; the density difference is $\Delta \rho = \rho_{\text{PMMA}} - \rho_{\text{IM}} = 0.269$ g/ml. The gravitational Péclet number $\text{Pe}_g = mga/k_B T = 4\Delta \rho g \pi a^4 / 3k_B T$ is calculated to be 2.25 for the large PMMA particles and 0.07 for the small one. Therefore, the system with the large particles is more gravitationally driven.

The RI of the solvent was measured regularly, to check for evaporation. Any variation in the RI of the solvent mixture, thus its composition, was corrected
Table 4.1  Properties of solvents.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>Density (g/ml) at 20°C</th>
<th>Refractive Index at 25°C</th>
<th>Viscosity (cP) at 23°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>cis-Decalin</td>
<td>0.8964 / 0.8968(^a)</td>
<td>1.4811(1) / 1.4793(^a)</td>
<td>3.202(7) / 3.355(^a)</td>
</tr>
<tr>
<td>IM solvent</td>
<td>0.9118(^b)</td>
<td>1.4956(1)</td>
<td>2.445(3)</td>
</tr>
</tbody>
</table>

\(^a\) Literature values, taken from Ref. \([76]\).  
\(^b\) Measured at 23°C.

before sample preparation.

The non-absorbing polymer used in this work was linear polystyrene (PS) which was purchased from Agilent Technologies and used as purchased. For large PMMA particle, the PS used had a molecular weight of \(M_w = 3.1 \times 10^6\) g/mol \((M_w/M_n = 1.05)\). G. Berry found that cis-decalin was a theta solvent for PS at \(T_\theta = 286\) K \([77]\). The radius of gyration at \(T_\theta\) can be estimated by \(R_g^\theta(\text{nm}) = 0.028\sqrt{M_w(\text{g/mol})}\), giving \(R_g^\theta = 49\) nm \([77]\). The radius of gyration of PS \((M_w = 3.1 \times 10^6\) g/mol) in IM solvent is \(R_g = 51\) nm, which is measured using SLS at 23°C \([78]\). Hence, the size ratio \(\xi \approx 0.05\). The overlap concentration \(c_p^* = 3M_w/4\pi R_g^3N_A\) was calculated to be 9.34 mg/ml, where \(N_A\) is Avogadro constant. That the radius of gyration of PS in IM solvent is close to \(R_g^\theta = 49\) nm agrees with previous studies \([29, 79, 80]\).

For small PMMA particles, the depletant PS has a molecular weight of \(M_w = 1.4 \times 10^6\) g/mol \((M_w/M_n = 1.04)\). The radius of gyration in IM solvent was measured by SLS, giving \(R_g = 34\) nm. The size ratio \(\xi \approx 0.08\).

PS solutions with different concentration \(c_p\) were made. For solutions with \(c_p > 0.6\) mg/ml, a certain amount of solid PS was dissolved in IM solvent with aimed polymer concentration \(c_p\). The solution was mixed by slow tumbling for 24 hours to dissolve the polymer in the solvent completely. Typically, PS solution stock of 15 ml was made for each concentration. The concentration of the PS solution is calculated using

\[
    c_p = \frac{m_p}{V_{IM} + V_p},
\]

where \(m_p\) is the mass of the solid polystyrene, \(V_{IM}\) is the volume of the IM solvent, and \(V_p\) is the volume of the PS coil. The density of the PS solution \(\rho_{PS}^{IM}\) was measured. For low polymer concentration \((c_p < 10\) mg/ml\), \(\rho_{PS}^{IM} \approx \rho_{IM} + c_p\).
Hence, for low concentration solutions, $V_p$ in Eq. 4.1 can be neglected. $V_{IM} = m_{IM}/\rho_{IM}$, where $m_{IM}$ is the mass of the IM solvent. Therefore, the uncertainty of $c_p$ of the PS solution comes from the errors in weight and the uncertainty of $\rho_{IM}$. The errors of $m_p$ and $m_s$ are typically $\pm 0.0001$ g and $\pm 0.0001$ g; the error of $\rho_{IM}$ is $\pm 0.0001 \text{ g/ml}$. Hence, the error of $c_p$ is typically $\Delta c_p = \pm 0.025 \text{ mg/ml}$. For solutions with $c_p < 0.6 \text{ mg/ml}$, the polymer solutions were made by diluting the PS solution stock with $c_p = 5 \text{ mg/ml}$. The typical error of $c_p$ is $\Delta c_p = \pm 0.001 \text{ mg/ml}$.

In IM solvent, the viscosity $\eta_{PS}$ of PS solution with different concentrations were measured using rheometer TA DHR at $23 \, ^\circ\text{C}$. The flow curve of PS solution was measured using 40 mm - 1°cone - plate geometry with shear rate $\dot{\varepsilon}$ from 1 s$^{-1}$ to 1000 s$^{-1}$. The results are plotted in figure 4.1.

![Figure 4.1](image)

**Figure 4.1** The viscosity of polystyrene ($M_w = 3.1 \times 10^6 \text{ g/mol}$) in IM solvent. The thin lines inside each □ are the error bars.

The viscosity of a polymer solution at low concentration is related to the intrinsic viscosity by a virial expansion of $\eta$ in $c_p$ [78]:

$$\eta = \eta_0(1 + [\eta]c_p + k_H[\eta]^2c_p^2 + \cdots) ,$$  

where $[\eta]$ is the intrinsic viscosity, $k_H$ is the Huggins coefficient and $\eta_0$ is the viscosity of the solvent. The linearity at low $c_p$ can be represented in two different
ways:

\[
\frac{\eta - \eta_s}{\eta_s c_p} = [\eta] + k_H [\eta]^2 c_p \quad \text{(Huggins)},
\]

(4.3)

\[
\frac{\ln(\eta/\eta_s)}{c_p} = [\eta] + \left( k_H - \frac{1}{2} \right) [\eta]^2 c_p \quad \text{(Kraemer)}.
\]

(4.4)

With low enough concentrations, these two linear plots should have the same intercept, which is \([\eta]\). The overlap concentration \(c_p^*\) can be evaluated using the measured intrinsic viscosity by \(c_p^* \approx [\eta]^{-1}\).

Figure 4.2 The Huggins and Kraemer representation to evaluate the intrinsic viscosity of PS \(M_w = 3.1 \times 10^6\) g/mol in IM solvent.

The viscosity results at low polymer concentration are re-plotted as an HK plot in figure 4.2. The Kraemer plot is an increasing function. It suggests that \(k_H > 0.5\), which is reasonable for a polymer with high molecular weight \((M_w > 10^6\) g/mol\). The intercepts of Kraemer plot and Huggins plot give 0.114 ml/mg and 0.110 ml/mg, respectively. These two values agree with each other reasonably well. Hence, the intrinsic viscosity of the PS \((M_w = 3.1 \times 10^6\) g/mol\) is taken as the average of those two values, giving \([\eta] = 0.112\) ml/mg. Therefore, the overlap concentration is \(c_p^* \approx [\eta]^{-1} = 8.93\) mg/ml which is close to the value that is calculated from \(R_g\) \((c_p^* = 9.34\) mg/ml\).
4.2 Gel Preparation

Gel samples were prepared by dispersing a known amount of dry PMMA colloids (by weight) in a known concentration ($c_p$) PS solution. A certain amount ($m_{\text{PMMA}}^{\text{dry}}$) of dry PMMA colloids was placed in a vial. Then, a certain mass of PS solution ($m_s$) was added to make a gel with the desired colloidal volume fraction. The sample vial was sealed with a lid and wrapped with parafilm and PTFE tape. The resulting samples were vigorously mixed on whirl mixer for 1 min then were slowly tumbled for 48 hours.

4.2.1 Determination of Colloidal Volume Fraction

The colloidal volume fraction $\varphi_c$ is defined as:

$$\varphi_c = \frac{V_c}{V_c + V_s};$$  \hspace{1cm} (4.5)

where $V_s$ is the volume of PS solution and $V_c$ is the volume of the PMMA particles.

$$V_c = \frac{m_{\text{PMMA}}^{\text{dry}}}{\rho_{\text{PMMA}}},$$  \hspace{1cm} (4.6)

$m_{\text{PMMA}}^{\text{dry}}$ is measured as samples were prepared. The volume of the PS solution is calculated using

$$V_s = \frac{m_s}{\rho_s};$$  \hspace{1cm} (4.7)

where $m_s$ is the mass of the PS solution that was measured as samples were prepared. In terms of $\rho_s$, for most samples in this work, $c_p \leq 5 \text{ mg/ml}$ so that $\rho_s = \rho_{\text{IM}} + c_p$ is a good approximation; however, it is an overestimation as $c_p$ approaches $c_p^*$. The uncertainty of the colloidal volume fraction comes from the error in weight, the error of $\rho_s$ and the variation in $\rho_{\text{PMMA}}$. Typically, $\Delta m_{\text{PMMA}}^{\text{dry}} = \Delta m_s = 0.0001 \text{ g}$ and $\Delta \rho_s = \pm 0.0001 \text{ g/ml}$. As estimated in Sec. 4.1, $\rho_{\text{PMMA}}$ may decrease gradually up to 9% depends on the age of the sample, due to the the PMMA colloids absorbing tetralin in IM solvent. Hence, the colloidal volume fraction of the sample increases with the age of the sample up to $\Delta \varphi_c = +0.02$. This swelling is influential. In some cases, this increment in $\varphi_c$ over sample’s age may change the collapse behaviour of a gel. It is not clear how fast the PMMA colloids swell in IM solvent. The newly made sample was transparent, because the IM solvent
is designed to closely match the RI of the PMMA particle. After about 1 day, 
the sample become more turbid, indicating that the PMMA particles absorb the 
solvent so that the RI of particle and solvent are both changes. Presumably, the 
PMMA colloids absorb the solvent quickly in the beginning, then gradually swell 
for a long time.

### 4.2.2 Determination of Free Volume Fraction of Polymer

To apply Eq. 2.1 and calculate the free volume fraction of the PS ($\varphi_p^{\text{free}}$), we need to calculate the volume fraction of the PS in the gel sample $\varphi_p$ from $c_p$ of the PS solution.

Similar to Eq. 4.5, the volume fraction of PS in the gel sample can be defined as:

$$\varphi_p = \frac{V_p}{V_c + V_s}, \quad (4.8)$$

where $V_p$ is the volume of the polymer coil. The volume of the colloids $V_c$ and the volume of the PS solution $V_s$ are given by Eq. 4.6 and Eq. 4.7. The volume of PS $V_p$ can be evaluated from the PS solution:

$$V_p = V_s \cdot \varphi_{PS}. \quad (4.9)$$

The PS volume fraction in the PS solution is given by:

$$\varphi_{PS} = \frac{4}{3} \pi R_k^3 c_p N_A M_w. \quad (4.10)$$

Therefore, we can calculate $\varphi_p$ from $c_p$. The error of $\varphi_p$ comes from the error of $V_c$, $V_s$ and $c_p$. The error on the polymer volume fraction $\Delta \varphi_p$ is estimated to be between $\pm 0.06$ and $\pm 0.12$, which is a relative error of $\Delta \varphi_p = \pm 4\%$.

By applying Eq. 2.1 and Eq. 2.2, the free volume fraction of polymer in the gel sample $\varphi_p^{\text{free}}$ can be evaluated. The error of $\varphi_p^{\text{free}}$ is evaluated to be between $\pm 0.006$ and $\pm 0.06$, which is a relative error of $\Delta \varphi_p^{\text{free}} = \pm 7\%$. Notice that, $\varphi_p^{\text{free}}$ is higher but close to $\varphi_{PS}$. Because, the difference between $\varphi_p^{\text{free}}$ and $\varphi_{PS}$ is that $\varphi_p^{\text{free}}$ takes the depletion zone around the colloids into account.
4.2.3 Approach to Composition Selection

The composition of the sample ($\varphi_c, c_p$) was chosen according to the phase diagram in the previous study, figure 2.7(a). In this work, I will focus on the rapid collapse gel (regime D) and slow collapse gel (regime B). Therefore, for the large PMMA colloidal system, the composition of sample lies in the range of $0.10 < \varphi_c < 0.46$ and $3 < c_p < 5$ mg/ml.

Furthermore, the small PMMA colloidal system is used to draw a comparison with the key results obtained from the large one. Hence, the colloidal volume fraction of the samples also lies in the range of $0.10 < \varphi_c < 0.46$; the polymer concentration is $c_p = 5.07$ mg/ml.

4.3 Summary

In this chapter, I reported the characterisation of the model system with large and small PMMA particles. I summarise the properties of the gel system in Table 4.2.

<table>
<thead>
<tr>
<th></th>
<th>Large</th>
<th>Small</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius of PMMA</td>
<td>$a = 955$ nm</td>
<td>$a = 405$ nm</td>
</tr>
<tr>
<td>Radius of gyration of PS</td>
<td>$R_g = 51$ nm</td>
<td>$R_g = 34$ nm</td>
</tr>
<tr>
<td>Size ratio</td>
<td>$\xi \approx 0.05$</td>
<td>$\xi \approx 0.08$</td>
</tr>
<tr>
<td>Density difference</td>
<td>$\Delta \rho \approx 0.27$ g/ml</td>
<td>$\Delta \rho \approx 0.27$ g/ml</td>
</tr>
<tr>
<td>Gravitational Péclet number</td>
<td>$Pe_g \approx 2.25$</td>
<td>$Pe_g \approx 0.07$</td>
</tr>
</tbody>
</table>
Chapter 5

Macroscopic Imaging Study

5.1 Introduction

As reviewed in Sec. 2.4, previous studies identified three types of collapse of gels [29, 52, 53]. In regime A, a gel collapses with little or no delay time. The sample cannot support the gravitational stress exerted by a single particle. In regime D, a gel exhibits rapid collapse before the stretched-exponential compression. During the rapid collapse, the gel interface has a constant settling speed. In regime B, a gel collapses gradually after a long delay time without the rapid collapse period. A gel in regime D is termed as a rapid collapse gel; a gel in regime B, a slow collapse gel. In this work, I want to study the mechanism of the collapse. Hence, before the detailed study of the onset of the collapse, the first step is to identify the type of the collapse in our model system.

In this chapter, I report the categorisation of the collapse of gels according to their height profiles. The long-time height profiles were measured by macroscopic time-lapse imaging. I will show that gels formed by large particles can be categorised in the same way as the small particle gels. This chapter provides the starting point for the investigation in Chapter 6 which will focus on the onset of the collapse.

5.2 Method

Samples were transferred into $10 \times 10 \times 45\, \text{mm}^3$ upright glass cuvettes and thoroughly homogenized on a whirl mixer for 1 min before experiments. All samples have height $\approx 18\, \text{mm}$. This geometry shall be referred as the standard geometry here. We categorized the state of our samples by visual observation.
using digital time-lapse imaging with time interval ranging from 1 to 10 min, see Sec. 3.1. Experiments were performed in a temperature controlled chamber at 25 ± 0.5 °C.

5.3 Categorisation of the Collapse of Gels

5.3.1 Large Particle Gels

Figure 5.1 Original macroscopic time-lapse images for samples with $\varphi_c = 0.28$ and $c_p = 1$ mg/ml (a), $\varphi_c = 0.10$ and $c_p = 5$ mg/ml (b) and $\varphi_c = 0.19$ and $c_p = 5$ mg/ml (c). The base of the meniscus, the gel interface and the bottom of the gel are indicated in (c). The definition of initial height $h_0$ and the height of gel $h(t)$ are also illustrated in (c).

Figure 5.1(a) shows images of a settling sample with $\varphi_c = 0.28$ and $c_p = 1$ mg/ml. The images clearly show that the sample is phase-separating. At $t = 860$ min, the sample (under the meniscus) can be divided into three parts according to the brightness which reflects the concentration of the colloids. The dark part right beneath the meniscus is the supernatant. The brighter and fast-settling phase is the liquid phase. The phase in between is the settling gas phase. This kind of samples is categorised as liquid-gas phase separation in the state diagram figure 5.2.

Figure 5.1(b) shows images of a settling sample with $\varphi_c = 0.10$ and $c_p = 5$ mg/ml. The interface that separates the settling colloids and the supernatant can be identified. However, the interface is blurred compared to that of other gels, see
Figure 5.2  State diagram presented as $1 - b_2$ vs. $\phi_c$. The free volume fraction of the PS $\phi_{p,\text{free}}$ and the depth of the attraction potential $U/k_B T$ are also given as reference. $\Diamond$ = liquid-gas phase separation; $\blacksquare$ = regime $A$: a gel collapses with little or no delay time; $\blacktriangle$ = regime $D$: rapid collapse gels; and $\bullet$ = regime $B$: slow collapse gels.

Figure 5.1(c). The height profile is shown in figure 5.3(a). The delay time $\tau_d$ is defined as the time when the gel interface detaches from the base (= lowest point) of the meniscus. For this sample, $\tau_d = 15$ min, which is short compared with that of other gels. This sample is categorised as gel collapse with little or no delay time ($\blacksquare$) in the phase diagram figure 5.2. The microscopic imaging result (see Chapter 6) supports such categorisation with more details.

Figure 5.1(c) shows images of a settling sample with $\phi_c = 0.19$ and $c_p = 5$ mg/ml. The gel interface is clear and sharp. The height profile is shown in figure 5.3(b). The delay time of this sample is about 51 min. Fast (linear) collapse can be seen, followed by gradual final compaction. Hence, this is a rapid collapse gel.

Figure 5.3(c) shows the height profile of a sample with $\phi_c = 0.46$ and $c_p = 3$ mg/ml. The delay time of this sample is 1945 min. The gel collapses with a decreasing interface speed. Hence, this is a creeping gel or slow collapse gel.

According to the height profile of the gel collapse, the types of collapse of gels in this work are categorised into three regimes and summarised in the phase
Figure 5.3  Typical height profiles of large particle gels from macroscopic images: $\varphi_c = 0.10$ and $c_p = 5 \text{ mg/ml}$ (a); $\varphi_c = 0.19$ and $c_p = 5 \text{ mg/ml}$ (b); and $\varphi_c = 0.46$ and $c_p = 3 \text{ mg/ml}$ (c). The blue lines are the linear fit to the fast sedimentation. The inset in each case shows the log-log form of the main plot.
diagram 1 – $b_2$ vs. $\varphi_c$ in figure 5.2: regime A: gel collapses with little or no delay time; regime D: rapid collapse gels; and regime B: slow collapse gels. The nomenclature here is in line with that of Ref. [29]. Regime C which corresponds to the crystallizing gel in Ref. [52] cannot be found in our system due to the high polydispersity.

5.3.2 Small Particle Gels

Figure 5.4 Height profiles of small particle gels from macroscopic images. ■: $\varphi_c = 0.10$, $\varphi_p^{\text{free}} = 0.366$; ▲: $\varphi_c = 0.20$, $\varphi_p^{\text{free}} = 0.387$; ▼: $\varphi_c = 0.31$, $\varphi_p^{\text{free}} = 0.409$; and ●: $\varphi_c = 0.40$, $\varphi_p^{\text{free}} = 0.441$. The black lines are linear fit to the rapid sedimentation.

To draw a comparison between the key results obtained from the large PMMA colloidal system (Chapter 6) and the results reported in Ref. [29], a small PMMA colloidal system close to the system used in Ref. [29] were also studied. In Ref. [29], PMMA particles with $a = 326$ nm and 7.5% polydispersity were dispersed in cis-decalin. The density difference was $\Delta \rho \approx 0.253$ g/ml. Depletion attraction was induced by linear PS with a radius of gyration of $R_g \approx 21$ nm. The size ratio $\xi \approx 0.064$ and the gravitational Péclet number $Pe_g \approx 0.03$. The small PMMA colloidal system used in this work is PMMA particles of $a = 405$ nm mixed with PS of $R_g \approx 34$ nm, $\Delta \rho \approx 0.27$ g/ml, $\xi \approx 0.08$ and $Pe_g \approx 0.07$. According to the state diagram (reproduced in figure 2.7(a)) reported in Ref. [29], 4 gels with the same polymer concentration and varying colloidal volume fractions are chosen for this comparative study. These 4 gels were also studied using macroscopic time-lapse imaging. Their height profiles are plotted in figure 5.4. According to the imaging results and the height profiles, the 4 samples are categorised in the same
way in the state diagram figure 5.5.

Figure 5.5  State diagram $1 - b_2$ vs. $\varphi_c$ for small particle gels. The free volume fraction of the PS $\varphi_{P}^{\text{free}}$ and the depth of the attraction potential $U/k_B T$ are also given as references. ■: gel collapses with little or no delay time; ▲: rapid collapse gels; and ●: slow collapse gel. For comparison, the percolation line (the purple solid line), the binodal line (the black solid line), the spinodal line (the black dashed line), the glass transition lines calculated from MCT mapped to simulations (the red solid line) and the tie line where binodal meets the glass transition line (the cyan line) are re-drawn from Ref. [29].

For comparison, the glass transition lines, the percolation line and the tie line where binodal meets the glass line, etc, are re-drawn from Ref. [29] in the state diagram figure 5.5. In figure 2.7(a), regime A lies to the right of the percolation line and at very low $\varphi_c$ (< 0.15). Regime D lies between $\varphi_c$ ~ 0.15 and ~ 0.35 corresponding to rapid collapse gels. Regime B ranges from $\varphi_c$ ~ 0.35 to ~ 0.55 corresponding to slow collapse gels. Figure 5.5 shows that the types of the collapse of small particle gels in this work are consistent with the much more detailed state diagram reported in Ref. [29].

5.4 Conclusion

The state diagrams (figures 5.2 and 5.5) demonstrate that in the model system with large colloids ($Pe_g \approx 2.25 > 1$), gel collapse can also be categorised into three regimes as in the system with small colloids ($Pe_g < 1$). The categorisations are consistent with the results published in Ref. [29].
Chapter 6

The Evolution of Collapse Mechanisms

6.1 Introduction

Chapter 5 reported the categorisation of the collapse of samples using macroscopic time-lapse imaging. Their collapses are categorised into 4 regimes similar to previous studies: gel collapse with little or no delay time (regime A), slow gel collapse (regime B), liquid-gas phase separation and rapid gel collapse (regime D). The rapid collapse was previously linked to the falling of denser ‘debris’ at the top of a gel. Dark-field imaging [53] and preliminary mesoscopic imaging [67] provided the foundation of this scenario, suggesting the falling of the ‘roof’ of a gel. Recently, MRI results [29] confirmed the presence of a compact layer of debris at the top.

In this chapter, the onset of collapse will be re-visited using microscopic imaging. The imaging results show that the extra mass of the denser layer comes mainly from the corners of the meniscus (above its base). The data also show an evolution of collapse mechanisms as the colloidal volume fraction increases. Based on the state diagram figure 5.2, regime D (rapid collapse gels) can be subdivided into 3 subsections as summarised in the state diagram in the lower panel of figure 6.1. The key mechanisms are illustrated in the upper panels of figure 6.1; descriptions of each mechanism can be found in the caption. To show the evolution of collapse mechanisms, 4 gels will be discussed in detail: gel $\alpha$, $\beta$, $\gamma$ and $\delta$ as marked in figure 6.1. The evolution of collapse mechanism will be confirmed using a small particle model system similar to that in the Ref. [29].
In this chapter, results are presented with little discussion; I simply draw conclusions about collapse mechanisms based on visual evidence alone. In Chapter 8, I will discuss these observations in the context of other findings.

**Figure 6.1** Lower panel: State diagram re-plotted from figure 5.2; however, regime D (rapid collapse gels) is subdivided into 3 subsections. Liquid-gas phase separation; ■ = regime A: gel collapse with little or no delay time; ▲ = regime D1: rapid collapse gels with finger-like clusters fall through the gel; ▲ = regime D2: rapid collapse gels with finger-like clusters interact with rising solvent droplets; ◀ = regime D3: rapid collapse gels with solvent droplets rising and denser layer falling; and ● = regime B: slow collapse gels with only solvent droplets rising. Gel α, β, γ and δ will be discussed in detail in this chapter. Upper panels are illustrations of the key mechanisms of collapse in different regimes as indicated by the black solid arrows.

### 6.2 Method

Here, I report the direct observation of the onset of collapse formed by large and small colloids in the standard geometry (as described in Sec. 5.2). The system was characterised in Chapter 4, see Table 4.2. The initial height of samples was about 1.8 cm. The micrographs were taken sideways around the meniscus using...
a 1× objective such that only the top half of the sample was observed. Room temperature was 23 ± 0.5 °C. The variation of the temperature here does not affect the key conclusion in this work (see Appendix A.2). The microscopic time-lapse imaging was performed with a time interval of 0.5 min.

The experimental details were introduced in Sec. 3.2. The resulting images were processed to eliminate both the uneven illumination and most of the scratches on the cuvette. Unless otherwise specified, the brightness and contrast of the images were also adjusted. This ensured features within the gel could be clearly seen. However, this led to the regions around the meniscus becoming overexposed and turning black. Further details of the imaging process can be found in Sec. 3.2.3.

6.3 Rapid Collapse Gel with Low $\varphi_c$: Gel $\alpha$

The rapid collapse gel with $\varphi_c = 0.19$, $\varphi_{\text{free}} = 0.557$ and $c_p = 5$ mg/ml (gel $\alpha$ in figure 6.1) was studied using microscopic imaging. The resulting height profile is plotted as $\Delta h(t)$ vs. time in figure 6.2. The height profile confirms that gel $\alpha$ is a rapid collapse gel. The micrographs are shown in figure 6.3(a)-(l). The time of images (c) - (l) in figure 6.3 are indicated with arrows in figure 6.2.

![Figure 6.2](image)

**Figure 6.2**: Height profile $\Delta h(t)$ vs. time of rapid collapse gel $\alpha$ measured from the original micrographs. Indicated by arrows are images shown in figure 6.3(c) - (l). The red solid line is the linear fit of the rapid collapse region. The black dashed line indicates the base of the meniscus. $\bullet$, $\diamondsuit$ and $\blacktriangle$ are the height profiles of finger 1, 2 and 3 denoted in figure 6.3(d). The inset illustrates the definition of the onset of rapid collapse and the delay time.
(a) The sample is homogeneous after all visible air bubbles escape within 0.5 min. The arc at the meniscus is brighter due to reflection. The black edges on the left and right are the sides of cuvette.

(b) The colloids at the corner of the meniscus are falling. The meniscus becomes brighter leading to over-exposure in some part of it after being processed.

(c) A clear gel interface can be identified at $t = 6$ min. Also, the finger-like clusters start generating at the meniscus. The dashed line indicates the base of the meniscus (figure 6.3(l)).

(d) The structure around the meniscus coarsens. The bulk of the gel remains homogeneous. The interface becomes brighter and starts ‘buckling’, because cluster 2 and 3 grow faster than cluster 1.

(e) The dotted circle indicates the tip of the finger-like cluster. Clusters near the edges of the cuvette are generated from the bright coarsened layer.

(f) As finger 1 falls further, the colloids at the crest above it eventually collapses. The bulk of gel remains intact.

Figure 6.3 (a)-(l) Micrographs of the rapid collapse gel $\alpha$. 
(g) Large debris at the top falls through the gel following the fingers. A stream can be found recirculating upwards following the track of finger 3. Finger 2 merges with the one near the wall.

(h) The vortex on the left is closing up.

(i) The layer at the top (around the bright gel interface) starts to collapse from the left.

(j) The final collapse of the layer is abrupt. At the same time, the bright gel interface buckles, indicating a massive recirculation across the whole settling gel.

(k) The entire gel structure has broken but appears flocculent as solvent passes through it.

(l) A composite image is made by combining two differently processed versions of the same micrograph. The contrast of the upper half of the image is adjusted to show the meniscus; while the lower half shows the settling gel.

Figure 6.3 (a)-(l) Micrographs of gel α.
**Collapse at the meniscus** At $t = 0.5$ min, air bubbles are rapidly rising through the gel before being released from the gel. At $t = 1.0$ min (figure 6.3(a)), the sample is homogeneous. At $t = 2.5$ min (figure 6.3(b)), colloids at the corners of the meniscus are falling and accumulating around the meniscus. This makes the signal from the meniscus greater, causing over-exposure in some parts of it. This timescale is short compared to the delay time $\tau_d = 63.5$ min.

**Collapse of finger-like clusters** At $t = 6.0$ min (figure 6.3(c)), a clear gel interface appears. Its speed decreases when it settles around the meniscus (see figure 6.2). At the same time, finger-like clusters start to form around the arc. The position of the base of the meniscus is marked as a white dashed line in figure 6.3(c) as a reference; the lower boundary of the meniscus can be seen in figure 6.3(d). As the fingers grow, the gel structure around the arc coarsens and the interface starts buckling (figure 6.3(d)-(f)). The finger in the centre of the image (finger 1) grows more slowly. The colloids above finger 1 form a crest (figure 6.3(e)). As finger 1 grows (or cluster 1 falls) further, the crest above it disappears (figure 6.3(f)). It shows that the mass source of the finger-like clusters is the crest. The three finger-like clusters in the centre of figure 6.3(d) are marked as finger 1, 2 and 3. The radii of the tips (indicated in figure 6.3(e) as the dotted black circle) of these clusters are measured manually. When $t < 16.0$ min, the tips of the fingers are broad, about 330 µm in radius. As the clusters fall, their size decreases slightly. The effective radius of the cluster is therefore averaged over the period when the size is stable ($t > 16.0$ min for all fingers) giving $R = 223 \pm 5$ µm, $265 \pm 4$ µm and $252 \pm 5$ µm, for finger 1, 2 and 3 respectively. Their height profiles, i.e. the position (in gravitational direction with respect to the base of the meniscus) vs. time, are plotted in figure 6.2. The falling speeds (averaged over $t > 16$ min) of finger 1, 2 and 3 are $10.2 \pm 0.2$ µm/s, $9.6 \pm 0.4$ µm/s and $17.6 \pm 0.3$ µm/s, respectively. At about $t = 18.0$ min, the colloids have accumulated around both sides of the edge forming two more fingers and fall (figure 6.3(e) and (f)). These two clusters are larger but distorted by the glass wall. It can be seen from figure 6.2 as the fingers form and fall, the settling of the gel slows down.

**The onset of rapid collapse** As the initial clusters fall down, more debris falls through the gel following the tracks of the initial fingers. At about $t = 40.0$ min, the settling of the gel interface accelerates, figure 6.2. At $t = 43.5$ min, a stream of clusters is found recirculating upwards on the left-hand side of the image forming
a vortex as indicated in figure 6.3(g) and (h). As more debris falls through, the vortex closes up (figure 6.3(h)). I suspect that the up-streaming colloids are a stream of debris brought by the solvent back flow. During this period, the gel interface is distorted frequently, due to the falling of clusters and rising of the back flow. Since the height profile is deduced from a small region of the gel interface instead of averaging over the width of the interface, it fluctuates as the interface is distorted (figure 6.2). At around \( t = 50.0 \) min (figure 6.3(i) and (j)), the denser layer at the top (around the bright gel interface) suddenly falls through the gel in multiple positions. The resulting strong back flow breaks the entire gel structure (figure 6.3(j) and (k)). Around this time, the collapse enters the rapid collapse stage, i.e. \( \Delta h(t) \) is linear with time. The inset of figure 6.2 illustrates the definition of the onset time of rapid collapse \( \tau_o \). The onset (time) of rapid collapse is defined by the collapse of the gel becoming linear in combination with the denser layer falling through the gel. Technically, the determination of the onset of rapid collapse involves fitting the linear section of sedimentation during pre-collapse and rapid collapse. The x-coordinate of the intersecting point is the onset time of rapid collapse. For gel \( \alpha \), \( \tau_o = 50.7 \) min.

During the rapid collapse period, the settling gel appears flocculated as solvent passes through it; however, the broken gel structure still exhibits a sharp, clear interface that separates the supernatant from the settling ‘gel’ (figure 6.3(k)). The red solid line in figure 6.2 is a linear fit of the rapid collapse period. The interface speed of the rapid collapse is \( v_i = 766 \pm 1 \) nm/s which is much higher than the single particle sedimentation speed \( v_s \). From Eq. 1.6, \( v_s = 56.3 \) nm/s calculated with \( \Delta \rho = 0.27 \) mg/ml and \( \eta_b = 0.0105 \pm 0.0001 \) Pa·s. \( v_i \) is much slower than the speed of fingers. It should be noted that the onset time of the rapid collapse of gel \( \alpha \) is earlier than the delay time corresponding to the gel detaching from the base of the meniscus (\( \tau_d = 63.5 \) min).

**The onset of final compression** From figure 6.2, the height profile deviates from the linear fit at about \( t = 184.0 \) min. After this time, the settling of the gel slows down gradually and starts the final compression. The image at \( t = 184.0 \) min was processed in two ways. The resulting images are recombined and shown in figure 6.3(l). The lower half of the image was processed in the same way as previous images. It shows no significant change of the settling gel before and after the starting of final compression. The contrast of the top portion of figure 6.3(l) was separately adjusted to highlight the meniscus. From this portion
of the image, we can see bright features that are still attached to the meniscus. These are colloids that can move along the meniscus.

**Summary** For a rapid collapse gel with low \( \varphi_c \) (regime D1, \( \varphi_c \) in figure 6.1), finger-like clusters are formed and fall through the gel prior to the collapse of a denser layer. The denser layer collapses at multiple sites creating back flow that breaks the gel.

### 6.4 Rapid Collapse Gel with Intermediate \( \varphi_c \): Gel \( \beta \)

![Graph](image)

**Figure 6.4** Height profile \( \Delta h(t) \) vs. time of rapid collapse gel \( \beta \). Arrows indicate at which time the images in figure 6.5(c) - (f) were taken. The red solid line is the linear fit of the rapid collapse. The black dashed line indicates the base of the meniscus. \( \circ \) and \( \triangledown \) are the height profiles of droplets 1 and 2 denoted in figure 6.5(c). \( \bullet \) is the height profile of the finger-like cluster indicated by the dotted circle in figure 6.5(d). \( \blacklozenge \) is the finger-like cluster which follows the track of droplet 1.

With intermediate \( \varphi_c \), solvent droplets can be found in addition to the finger-like clusters during the macroscopic quiescent period. The height profile of gel \( \beta \) (figure 6.1 \( \varphi_c = 0.24 \), \( \varphi_{\text{free}}^p = 0.565 \) and \( c_p = 5 \text{ mg/ml} \)) is plotted as \( \Delta h(t) \) vs. time in figure 6.4. The height profile confirms that gel \( \beta \) is also a rapid collapse gel. Micrographs of gel \( \beta \) are shown in figure 6.5. The time of images (c) - (f) in figure 6.3 are indicated with arrows in figure 6.4.
**Solvent droplets rising** At $t = 1.0$ min, the sample is homogeneous with the exception of some small air bubbles which can still be seen rising inside the gel, see figure 6.5(a). At $t = 2.5$ min, colloids at the corner of the meniscus fall and accumulate around the top of the gel. A solvent droplet can just be seen rising close to the edge of the cuvette, see figure 6.5(b).

At about $t = 9.0$ min, solvent droplets 1 and 2 (denoted in figure 6.5(c)) appear in the experimental window. The initial shape of the droplets is irregular. As droplets rise, tracks are left. Droplet 1 is formed by several small droplets coalescing together. The position and radius of droplet 1 and 2 are measured after they are fully formed. The height profiles of droplet 1 and 2 are plotted in figure 6.4. Their radii and rising speeds are $90 \pm 1 \, \mu m$, $5.2 \pm 0.1 \, \mu m/s$ and $113 \pm 2 \, \mu m$, $5.9 \pm 0.1 \, \mu m/s$, for droplet 1 and 2, respectively. More droplets can be found rising through the gel as the gel interface approaches the base of the meniscus (figure 6.4). Some come from below the field of view, and others break away from existing tracks to make their own ones.

**Collapse of finger-like clusters** The finger-like cluster indicated by the dotted circle in figure 6.5(d) is generated after droplet 2 reaches the top of the gel. The cluster interacts with nearby droplets, bending their trajectories. The radius of the cluster also decreases from $\approx 500 \, \mu m$ at $t = 35.0$ min to $\approx 390 \, \mu m$ at $t = 44.0$ min. Its height profile is plotted in figure 6.4. Its average falling speed is $9.2 \pm 0.2 \, \mu m/s$. The second cluster is formed on the left. It falls through the gel following the track of droplet 1. As a result, it falls with an average speed of $12.1 \pm 0.2 \, \mu m/s$, faster than the first cluster. Its initial size is $\approx 480 \, \mu m$ at $t = 43.5$ min. It interacts with rising droplets and deforms as it fall through the track, figure 6.5(e).

**Onset of rapid collapse** As debris falls through the gel, the structure of the gel is gradually broken. At about $t = 83.0$ min, a strong recirculation can be seen from the images, suggesting that the denser layer falls around that time. Hence, $\tau_o = 83.0$ min. The onset of rapid collapse is triggered before the gel interface leaves the base of the meniscus ($\tau_d = 112.0$ min), figure 6.4. The red solid line in figure 6.4 is a linear fit to the rapid collapse. The interface speed of the settling gel is $v_i = 540 \pm 1 \, \text{nm/s}$. 
(a) Some small air bubbles can still be seen rising inside the gel. Other than that, the sample is homogeneous. Colloids above the meniscus can be seen attached to the wall.

(b) The colloids both at the corner of the meniscus and attached to the wall fall down. A solvent droplet can just be seen on the bottom left of the image.

(c) As colloids accumulate around the meniscus, droplets rise through the gel leaving tracks allowing solvent to escape from the gel more quickly.

(d) More droplets rise; first few have reached the gel interface. At the same time, finger-like clusters are formed and fall through the gel. The dotted circle indicates the tip of a cluster.

(e) Denser debris falls through the gel following the finger-like clusters. The clusters and droplets interact with each other.

(f) This image is processed without over-exposing the gel interface. The settling gel appears flocculent but more compact.

Figure 6.5 (a)-(f) Micrographs of gel β
**Onset of final compression** From figure 6.4, the height profile deviates from the linear fit at about $t = 240.0$ min. During the final compression of the sediment, the broken gel structure appears flocculated but more compact compared to that of a low $\varphi_c$ gel, figures 6.5(f) and 6.3(l).

**Summary** In general, for a rapid collapse gel with intermediate $\varphi_c$ (in regime D2, ▲ in figure 6.1), solvent droplets are found rising through the gel. Finger-like clusters interact with the rising solvent droplets, altering their sizes, speeds and trajectories as they fall. Then, falling of the denser layer triggers the rapid collapse.

### 6.5 Rapid Collapse Gel with High $\varphi_c$: Gel $\gamma$

**Figure 6.6** Height profile $\Delta h(t)$ vs. time of rapid collapse gel $\gamma$. Indicated by arrows are images shown in figure 6.7(a) - (c). The red solid line is the linear fit of the rapid collapse. The black dashed line indicates the base of the meniscus.

Micrographs of gel $\gamma$ ($\varphi_c = 0.34$ and $\varphi_p^{\text{free}} = 0.586$) are shown in figure 6.7. The resulting height profile is plotted in figure 6.6. Gel $\gamma$ is a rapid collapse gel with a short period of fast collapse.

**Onset of rapid collapse** In figure 6.7(a), the black spots with a white dot in the centre are air bubbles in the first image. No sign of finger-like clusters can be seen. However, solvent droplets are found rising through the gel; one droplet is
(a) No sign of finger-like clusters can be seen. Solvent droplets are found rising in the gel (as indicated by the white circle).

(b) The denser layer collapses in large blocks as indicated by arrows.

(c) A clear, sharp interface can be identified. Volcanic craters are formed as the solvent droplets reach the interface.

Figure 6.7 Micrographs of gel γ

highlighted in figure 6.7(a) as an example. At around $t = 760.0$ min, the denser layer starts collapsing as two big blocks as indicated in figure 6.7(b). This creates strong back flows that break the gel structure. The rapid collapse is triggered around this time. In figure 6.7(c), the gel interface is clear and sharp similar to that of gel α (figure 6.3) and β (figure 6.5). However, volcanic craters can be seen at the interface due to the solvent droplets reaching the interface. The interface speed of the gel γ is $v_i = 96 \pm 1$ nm/s, close to the speed of single particle sedimentation $v_s = 56.3$ nm/s. More results of interface speed are reported in Appendix A.3.

The onset of the rapid collapse of gel γ ($t_o = 772.5$ min) is later than the delay time $t_d = 715.0$ min, i.e. the gel starts rapid collapse after the gel interface detaches from the meniscus figure 6.6. However, in regime D3, for the gels with lower polymer concentration, the rapid collapse starts before the delay time. More results of the onset height and onset time of rapid collapse can be found in Appendix A.4 and A.5.

**Summary** At high $\varphi_c$, rapid collapse gels with high polymer concentration (in regime D3, ▶ in figure 6.1) exhibit no finger-like cluster falling but only solvent droplets rising. In these cases, the denser layer collapses as a big block instead of
multiple collapses observed in lower $\varphi_c$ gels. Also, for the rapid collapse gel with highest $\varphi_c$ and $\varphi_p^{\text{free}}$ the onset of rapid collapse of these gels is triggered after the gel interface detaches from the meniscus.

6.6 Slow Collapse Gels: Gel $\delta$

Figure 6.8  Height profile $\Delta h(t)$ vs. time of the slow collapse gel $\delta$ (see figure 6.1) with $\varphi_c = 0.46$ and $\varphi_p^{\text{free}} = 0.382$ ($c_p = 3 \,\text{mg/ml}$), obtained from microscopic time-lapse imaging with a time interval of 0.5 min.

The slow collapse gels in this work have been identified in Chapter 5 using long-time macroscopic time-lapse imaging. Here, the microscopic imaging mainly investigates the onset of the slow collapse. The only long-time microscopic imaging was performed using gel $\delta$ ($\varphi_c = 0.46$ and $\varphi_p^{\text{free}} = 0.382$). The height profile $\Delta h(t)$ vs. time of gel $\delta$ measured from microscopic imaging with 0.5 min time interval is plotted in figure 6.8. It confirms that sample $\delta$ collapses non-linearly after the delay time. It shows that a slow collapse gel also starts collapsing at the corner of the meniscus right after re-stabilization. Micrographs of gel $\delta$ are shown in figure 6.9.
Figure 6.9  Micrographs of gel $\delta$. The arrow in (a) indicates a solvent droplet that is stuck until it grows big enough to rise again. The circle in (b) indicates a solvent droplet that is stuck and squeezed back into the gel.

**Solvent droplets** Solvent droplets are found rising through the gel before and after the gel detaches from the meniscus, see figure 6.9. In figure 6.9(a), a solvent droplet stops rising at $t = 4066.0$ min as indicated by the arrow. This droplet continues to rise as it grows bigger. In figure 6.9(b), a solvent droplet initially rising through the gel is found stuck in the gel; however, it falls with the gel and shrinks until it disappears. These two cases imply the formation mechanism of droplets. More discussions on the solvent droplets will be given in Sec. 8.2. After about 17500 min, no solvent droplets can be seen.

As droplets reach the gel interface, volcanic eruptions can be found at the gel interface. The volcanic crater at the gel interface has been reported previously by C. Derec et al. [64] and D. Senis et al. [65] in DLCA gels formed by calcium carbonate spheres. The volcanic eruption is rare event in DLCA gels. The height profile of the collapse showed an acceleration of the interface speed when an eruption was observed. In contrast, volcanic eruption in our gels is not a rare event. When the solvent droplets (hence the volcanoes) were observed, the interface speeded up in gel $\gamma$; however, slowed down in gel $\delta$. Therefore, in our system, the interface speed is uncorrelated with the eruption.

**Summary** In general, slow collapse gels are found at much higher $\varphi_c$ (● in figure 6.1). For slow collapse gels, the falling of finger-like clusters or denser layers cannot be observed. However, solvent droplets are found rising through the gel, creating volcanoes as they reach the gel interface.
6.7 Regime A gel

In previous studies, it was suggested that in the gel forming region (shaded area in figure 2.7(a)), a gel cannot be formed if the gravitational stress exerted by a single particle \( \sigma_g \) can force the structure to yield (left to the purple dashed line in figure 2.7(a)), see Sec. 2.4. After introducing the finger-like clusters and the solvent droplets, now I present the imaging results of a regime A gel (\( \varphi_c = 0.10 \) and \( \varphi_{p,\text{free}} = 0.551 \), in figure 6.1).

The height profile is plotted in figure 6.10. For comparison, the height profile of gel \( \alpha \) is also re-plotted. The micrographs of the regime A gel are shown in figure 6.11.

![Figure 6.10](image-url) **Figure 6.10** Height profile \( \Delta h(t) \) vs. time of the regime A gel (●). The green line is a linear fit to the fast sedimentation. Images figure 6.11(B) and (C) are indicated by capital letters. For comparison, the height profile of gel \( \alpha \) is re-plotted as ■. Red line is a linear fit to the rapid collapse. Images figure 6.3(c) to (k) are indicated by lower case letters. The black dashed line indicates the base of the meniscus.

Similarly, the regime A gel starts collapsing at the corner of the meniscus right after it is mounted. However, the sample is more granular and mobile compared to a gel. Also, neither finger-like clusters nor solvent droplets can be found in this sample, while large-scale recirculation can be found in the early stage (around 7 min). From the height profile, the settling of the regime A gel enters the fast sedimentation without delay. The interface that separates the settling colloids and the supernatant can be identified. This clearly distinguishes the regime A
After 0.5 min, all visible air bubbles have escaped and sample is homogeneous.

The bulk of the sample is more granular compared to that of a gel. No finger-like clusters or solvent droplets can be found. However, large-scale recirculation occurs.

The interface separating the settling colloids and the supernatant can be identified. It is less sharp compared to that of a gel.

Figure 6.11  Micrographs of a regime A gel of large particle system with \( \varphi_c = 0.10 \) and \( \varphi_{\text{free}}^\text{p} = 0.551 \).

gel from that undergo gas-liquid phase separation (figure 5.1(a)). However, the interface (figure 6.11(C)) is less sharp compared to that of a gel (figure 6.3). The green line in figure 6.10 is a linear fit of the fast sedimentation. The average interface speed is \( v_i = 1.79 \pm 0.01 \mu m/s \) which is much faster than the single particle sediment speed \( v_s = 56.3 \text{ nm/s} \). In contrast to a rich phenomena before the rapid collapse gel detaches from the meniscus, the regime A gel settles more straightforwardly, figure 6.10.

**Summary** For a sample in regime A, in figure 6.1, no gel is formed before the collapse; neither finger-like clusters nor solvent droplets can be found.

### 6.8 Observation of Small-Colloid Gels

In this section, I verify the key observations of the large particle gels using a small particle system close to the one in Ref. 29. The characterisation of the small particle model system has been reported in Chapter 4. The type of the collapse of each sample is identified in Chapter 5, see the state diagram figure 5.5.
The microscopic time-lapse imaging was performed in the same way as for the large colloid gels. Figure 6.12 is a plot of the height profiles ($\Delta h(t) \text{ vs. } t$) of small-colloid samples measured from micrographs. The inset is the same data as in figure 5.4 which is presented as scaled height $\hat{h}(t) \text{ vs. } t$. Figure 6.12 confirms the categorisation based on macroscopic imaging results.

Figure 6.14 presents the micrographs of gel S1, while those of gels S2, S3 and S4 are shown in figure 6.15. These gels were labelled in the state diagram figure 6.13. In all small particle gels, the timescale of collapse at the corner of the meniscus is much shorter than the delay time.

**Figure 6.12** Height profiles $\Delta h(t) \text{ vs. } t$ of gels formed by small PMMA colloids. The black dashed line indicates the base of the meniscus. ■: $\varphi_c = 0.10$, $\varphi_p^{\text{free}} = 0.366$; ▲: $\varphi_c = 0.20$, $\varphi_p^{\text{free}} = 0.387$; △: $\varphi_c = 0.31$, $\varphi_p^{\text{free}} = 0.409$; and ○: $\varphi_c = 0.40$, $\varphi_p^{\text{free}} = 0.441$. The inset re-plots the scaled height profile from figure 5.4. The blue solid lines are linear fits to the fast sedimentation.

**Gel S1:** With low colloidal volume fraction, a sample in regime A cannot form a gel before it collapses. No finger-like clusters or solvent droplets can be found in the micrographs, figure 6.14. Similar to the large-colloid counterpart (figure 6.11), the structure of the sample is more coarsened and the interface between the settling colloids and clear supernatant is blurry, as shown in figure 6.14. The linear fit of fast sedimentation yields an interface speed of $v_i = 1.052 \pm 0.001 \text{ } \mu\text{m/s}$ much faster than the single particle sedimentation speed $v_s = 10.5 \text{ } \mu\text{m/s}$. 
Figure 6.13  State diagram of the small particle gel is updated from figure 5.3 showing the evolution of the collapse mechanism. The data markers are the same as those in figure 6.1. Markers are labelled by samples name above for convenience.

Figure 6.14  Micrographs of small PMMA gels: regime A gel, S1. (a) Colloids collapse from the corner of the meniscus at the beginning of the experiment. Neither finger-like clusters nor solvent droplets can be found. (b) The interface separating the settling colloids and the clear supernatant is blurry. The structure of the sample is more granular.
**Gel S2**: The rapid collapse gel with low colloidal volume fraction shows finger-like clusters under the corners of the meniscus, figure 6.15(a). However, no solvent droplets are observable in this gel. The denser layer collapses as indicated in figure 6.15(b) by the arrows. The onset height of rapid collapse is above the base of the meniscus, see figure 6.12. The interface speed is \( v_i = 0.936 \pm 0.001 \) µm/s.

**Gel S3**: With higher \( \varphi_c \), no finger-like clusters can be found. Irregularly shaped solvent droplets are found rising through the gel. The tracks left by the solvent droplets become tenuous wakes. The wakes break into shorter pieces and stretch horizontally into the centre of the image (the darker horizontal wakes can be seen on the left of figure 6.15(c)). The denser layer collapses first on the left (as indicated by the arrow in figure 6.15(c)). The resulting back flow triggers another, even stronger, massive collapse on the right, figure 6.15(d). The structure of the gel is therefore destroyed and the rapid collapse is triggered. It should be noticed that the rapid collapse is triggered after the gel interface detaches from the meniscus, similar to the large particle gel \( \gamma \), figure 6.12. Also, the volcanic craters are formed as the solvent droplets reach the interface. The interface speed is \( v_i = 0.743 \pm 0.007 \) µm/s.

**Gel S4**: Figures 6.15(e) and (f) present micrographs of a slow collapse gel. In figure 6.15(e), the black circles with a white dot in the centre are air bubbles in the reference image. They appear in all processed image due to the imaging process method, see Sec. 3.2. The white circles with a black dot in the centre are air bubbles in the current image. These air bubbles are released from the gel and absent in figure 6.15(f). From figure 6.15(f), the falling of finger-like clusters and the denser layer cannot be observed. The solvent droplets can be found zigzagging upwards, as indicated by the white circle. However, no volcanic eruption at the interface can be observed from these side-ways images.

**Summary** The imaging results shown in this section confirm the key observations from the gel collapse made from the large PMMA samples. First, a gel starts collapsing from the corner of the meniscus much earlier than the delay time. Second, in the regime A gel, no finger-like clusters or solvent droplets can be found. The sample collapses straightforwardly with a blurry but distinguishable interface. Third, the finger-like clusters are formed at the top of a rapid collapse gel with low colloidal volume fraction. Fourth, solvent droplets can be found rising through the gel with higher colloidal volume fraction. Finally, the denser
Finger-like clusters can be found on both sides of the image. The meniscus and the gel interface are overexposed.

Tracks are left by the rising solvent droplets. Dark cracks can be seen to the left of the arrow. The denser layer starts to collapse on the left-hand side as indicated by the arrow.

Air bubbles rise through the gel (see text).

The denser layer collapses following the finger-like clusters, as indicated by the arrows.

The back flow rising from the left leads to a second massive collapse on the right. The structure of the gel is then destroyed.

Solvent droplets zigzagging upwards are found in the slow collapsing gel.

Figure 6.15 Micrographs of small PMMA gels. Left column: S2, rapid collapse gel with low $\varphi_c$; middle column: S3, rapid collapse gel with high $\varphi_c$; and right column: S4, slow collapse gel.
layer formed at the top of the gel falls through the bulk of a gel, destroying the gel structure.

The collapse mechanism of the rapid collapse that finger-like clusters interact with solvent droplets has not yet been observed in the small particle gel system. This could be because very few samples have been studied. Generally, the evolution of the collapse mechanism as $\varphi_c$ is increased is confirmed in the model system with small gravitational Péclet number.

6.9 Conclusion

In this chapter, I reported microscopic imaging results of gels formed by large and small PMMA particles. Some valuable conclusions can be drawn directly from the observations:

1. The imaging results confirm the picture arisen from previous studies with direct observation \cite{29,53}. A denser layer is formed at the top of the gel. As the layer falls through the gel, the resulting back flow breaks the gel structure and the rapid collapse commences.

2. The micrographs show that finger-like clusters generated at the meniscus fall through the gel prior to the avalanche of the denser layer. Also, solvent droplets are found in intermediate and high $\varphi_c$ gels rising through the gel leaving tracks behind them.

3. The result with large PMMA gels ($\text{Pe}_g > 1$) shows an evolution of collapse mechanisms as the colloidal volume fraction varies. This evolution of collapse mechanisms is verified using a small particle gel system, in which the gravitational Péclet number is much smaller than 1. This evolution is summarised in the phase diagram figure 6.1: At very low $\varphi_c$, in regime A (■), no finger-like clusters or solvent droplets can be found. At low $\varphi_c$ (▲), finger-like clusters form and fall through the gel near the wall of the cuvette prior to the collapse of the denser layer. At intermediate $\varphi_c$ (▲), it was observed that a gel can support the mass at the top for a longer period. Solvent droplets can be found rising through the gel before the falling of the fingers. At higher $\varphi_c$ (▶), a gel can support more mass at the top, so that in the vicinity of the wall, the fingers are absent. The
denser layer collapses as large blocks. Further increase the $\varphi_c$ ($\bullet$) leads to a gel collapse with no fast sedimentation. The falling of the denser layer can no longer be seen. Therefore, microscopic imaging together with monitoring the interface speed can predict the types of collapse during the early stage, even before the commencement of the macroscopic collapse. This can be applied to product development and shorten its cycle.

4. The imaging results show that the collapse of a gel starts at the corner of the meniscus. The mass source that forms a denser layer is the colloids at the corner of the meniscus. Hence, it is reasonable to expect a longer delay time if the meniscus is eliminated. I will report case studies on this topic in Chapter 7.

Also, the direct observations of the collapse of gels raise some questions. I will discuss the following topics in Chapter 8:

1. The formation mechanism of the denser layer and the solvent droplet.

2. Previous studies of small particle gels interpreted the collapse of the denser layer in terms of a yielding event $^{29, 51, 53}$. The evolution of the collapse mechanism seems to support such a picture. As $\varphi_c$ increases, the yield stress of the gel increases, therefore, allowing it to support more weight at its top. For large particle gels ($Pe_g > 1$), this picture is yet to be tested.
Chapter 7

Meniscus Effect

7.1 Introduction

Results in Chapter 6 show that a gel starts to collapse from the corner of the meniscus. The falling of the accumulated denser layer then triggers the rapid collapse. Since the mass of this denser layer mainly comes from the corner of the meniscus, it is reasonable to expect that the gel collapse can be postponed by eliminating the meniscus.

In this chapter, I report studies of the meniscus effect in the collapse of large particle gels. After describing my method in Sec. 7.2, I will show in Sec. 7.3 that with and without a large air-gel interface, a rapid collapse gel settles with different mechanisms and has different onset times. The collapse mechanisms will be summarised in Sec. 7.3.2. Then, I will show that eliminating the air-gel interface is a possible way to postpone the rapid collapse in Sec. 7.3.3. I will also show a preliminary study of the meniscus effect in a slow collapse gel in Sec. 7.4. The result suggests that by reducing the area of the air-gel interface, the interface speed of a slow collapse gel can be slowed down further. Discussions on the effect of the meniscus in a slow collapse gel will be given in Sec. 7.4.3.

7.2 Method

In this chapter, large particle gels are studied in geometries with and without large menisci. Efforts have been made to eliminate the meniscus (geometries C and D in figure 7.1). The gel was transferred to a vial and remixed on a rolling band for 48 hours to release the dissolved air. Then, the gel was carefully filled
into a cuvette (10 × 10 × 45 mm³). The sample was left alone for 1 min to release air, then sealed with a glass slice which was cut to fit the cross section of the cuvette. We find that this and all other protocols tried do not eliminate all air, and an air bubble is always left in the cuvette.

The four geometries studied in this chapter are illustrated in figure 7.1:

**Figure 7.1 Illustration of different geometries.**

Geometry A: upright geometry with sample height of ~ 1.8 cm. This is the standard geometry that has been studied in Chapters 5 and 6. The black dashed square indicates the portion of the sample imaged by a 1× objective.

Geometry B: upright geometry with sample height of ~ 1.0 cm. The dark cyan dashed square indicates the portion of the sample imaged by a 1× objective.

Geometry C: complete filled up-side-down geometry except for a small air bubble (black). With this geometry, the sample was mounted on a frame, instead of being placed on a levelled sample holder. A 1× objective was used to image the air bubble side as indicated by the red dashed square. The height profile from the images of a 1× objective was measured near the air bubble. A 2× objective (Nikon, NA=0.06) was used to image the opposite side of the air bubble (magenta dashed square). The height profile was measured near the edge of the cuvette (far away from the air bubble). The images on both sides were taken simultaneously.

Geometry D: the same geometry as geometry C, but with the sample lying horizontally with the small air bubble at one end of the cuvette. A 1× objective was used to image the air bubble side as indicated by the blue dashed square. From the 1× objective result, the height profiles were measured both close to the air bubble (◃) and away from the air bubble (▹). A 2× objective was used to image the opposite side (green dashed square). The height profile was
measured close to the edge of the cuvette (◆). The images on both sides were taken simultaneously.

For geometries A and B, the samples were re-mixed on a vortex-mixer for 40 seconds before each measurement. For geometries C and D, a small magnet (3 mm × 3 mm × 6 mm) was added in the cuvette to help with the remixing of the settled gel. The sample was shaken vigorously by hand for about 1 min, then kept tumbling on a rotating wheel for 72 hours before each experiment. In this way, the sample is re-mixed and the air inside the sample can coalesce to form a single air bubble.

The time interval of the time-lapse imaging is 0.5 min for all experiments. At the 1× objective side, the sample was only illuminated whenever the image was taken. For geometries C and D, at the 2× objective side, the sample was illuminated constantly throughout the experiment. Therefore, the dye on the colloids that facing the 2× objective was bleached heavily.

7.3 Rapid Collapse Gel

![Diagram of air-gel interface with and without a curved air-gel interface.](image)

**Figure 7.2** Mechanisms of the rapid gel collapse with and without a curved air-gel interface. (a) With a large meniscus, debris falls from the vertical part of the meniscus. Finger-like clusters fall from horizontal part of the meniscus. (b) With a small air bubble, finger-like cluster falls from the air bubble and solvent droplets rise. A front of recirculation from falling clusters encroaches on the collapse due to the rising of solvent droplets. (c) Far away from any curved interface, solvent droplets rise and debris falls through the tracks left by the droplets.

In different geometries, a rapid collapse gel settles with different mechanisms as illustrated in figure 7.2. To demonstrate this, I will report a case study of Gel
in different geometries and show the reproducibility. Then, I will verify the general results using another rapid collapse gel. The mechanisms previewed in figure 7.2 will be discussed later.

### 7.3.1 Meniscus Effect in Gel β

Gel β \( (\varphi_c = 0.24, \varphi_p^{\text{free}} = 0.565, \text{see figure 5.1}) \) was studied in four geometries. The imaging results are reported in the next four subsections. The height profiles of gel β in 4 geometries are summaries in figure 7.3.

![Figure 7.3](image)

**Figure 7.3** Height profiles of gel β in geometries A (■), B (○), C (▲ and ▼) and D (◁, △ and ◆). The symbols correspond to those used in figure 7.1 along with the illustration of the geometries. The inset exposes the details of the same data in geometry C to show the initial stage of the collapse.

#### 7.3.1.1 Geometry A

The imaging results for gel β in geometry A have been presented in Sec. 6.4, see figures 6.4 and 6.5. In summary, gel β is a rapid collapse gel with solvent droplets rising before the falling of finger-like clusters. The onset time of rapid collapse is \( t_o = 83.0 \) min; delay time is \( t_d = 112.0 \) min. The interface speed during the rapid collapse is \( v_i = 540 \pm 1 \) nm/s. The height profile is re-plotted as ■ in figure 7.3.
7.3.1.2 Geometry B

Figure 7.4 Gel β in geometry B. (a) Finger-like clusters (indicated by the dashed white lines) and solvent droplets (indicated by the red arrows) can be found. (b) The falling of the denser layer creates large-scale recirculation. (c) The structure of the gel is destroyed.

Figure 7.4 shows images of gel β in geometry B. Two finger-like clusters can be found falling along the edges of the cuvette as indicated by white dashed lines. Their shapes are distorted by the edges of the cuvette, see figure 7.4(a). Solvent droplets are found rising in the centre of the image, as indicated by red arrows in figure 7.4(a). Large-scale recirculation can be found in the gel, see figure 7.4(b). The falling of denser layer destroys the structure of the gel and triggers the rapid collapse. The settling gel appears flocculated (figure 7.4(c)).

The height profile is plotted as ● in figure 7.3. The onset time of rapid collapse is $\tau_o = 72$ min, which is about 14% shorter than that in geometry A. Considering that the error of $\tau_o$ in geometry A is about 10% (see Appendix A.5), $\tau_o$ in geometry B is shorter but very close to that in geometry A. The delay time $\tau_d = 107$ min, which is very close to that in geometry A. The interface speed is $v_i = 451 \pm 2$ nm/s, which is $\sim 17\%$ slower than that in geometry A (540±1 nm/s).

Similar to the result of geometry A, the rapid collapse is triggered by the falling of the denser layer.
7.3.1.3 Geometry C

(a) Solvent droplets (red arrow) rise along the edge of the cuvette.

(b) A finger-like cluster (white dashed circle) is generated from the bottom of the air bubble. Two volcanoes deep inside the gel are indicated by the white arrows.

(c) Large-scale recirculation can be found in the gel, as indicated by arrows.

Figure 7.5 Gel β in geometry C, observed using a 1× objective. White dashed lines indicate the top of the gel.

Near air bubble Figure 7.5 shows images of gel β in geometry C at the air bubble side. The images were taken using a 1× objective, as indicated by the red dashed square in figure 7.1. The air bubble is about 2.5 mm in diameter. The gel interface detaches from the top of the cuvette from the beginning of the experiment. Colloids collapse around the air bubble and solvent droplets rise along the edge of the cuvette, figure 7.5(a). The radius of the solvent droplet indicated by the red arrow is about 70 µm. At \( t \approx 210 \text{ min} \), a finger-like cluster of \( R \sim 360 \mu \text{m} \) was generated at the bottom of the air bubble and fell as shown in figure 7.5(b). During this period, more solvent droplets rise along the edge of the cuvette. Also, the volcanoes in the centre of the image suggest that there are solvent droplets rising deeply inside the gel. Figure 7.5(c), as more debris falls following the finger-like cluster, large-scale recirculation is triggered. Therefore, the gel structure is destroyed.

The height profile measured close to the air bubble is plotted as \( \triangle \) in figure 7.3.
Initially, the gel interface settles slowly with a speed of $25.5 \pm 0.1 \text{ nm/s}$ which is slower than the single particle sedimentation speed $v_s = 56.3 \text{ nm/s}$. Following the definition of the onset time of rapid collapse in geometry A (see figure 6.2), one can calculate $\tau_o = 231 \text{ min}$, see the inset of figure 7.3. Around $\tau_o$, the settling of the interface accelerates gradually until it reaches the constant speed of $v_i = 475 \pm 1 \text{ nm/s}$ which is slower than that in geometry A ($540 \pm 1 \text{ nm/s}$) but close to that in geometry B ($451 \pm 2 \text{ nm/s}$).

When the experiment was repeated on only the air bubble side (red dashed square in figure 7.1), the general phenomenon can be reproduced. Clusters were formed and fell around the air bubble; however, solvent droplets can be found not only at the edge of cuvette but also in the centre of the image. The falling of cluster created large-scale recirculation that breaks the gel. Averaged over 6 different experiments, for gel $\beta$ in geometry C, $\tau_o = 206 \pm 9 \text{ min}$ and $v_i = 491 \pm 7 \text{ nm/s}$.

![Figure 7.6](image)

**Figure 7.6** Gel $\beta$ in geometry C, observed using a $2\times$ objective. Red arrows indicate solvent droplets; black arrows indicate volcanoes at the interface. White dashed lines outline the top of the gel in each image.

**Far from air bubble** Figure 7.6 shows images of gel $\beta$ in geometry C at the side far away from the air bubble. The images were taken using a $2\times$ objective, as indicated by the magenta dashed square in figure 7.1. The gel at this side also detached from the top at the beginning of the experiment. Figure 7.6(a)
shows the first solvent droplet found in the images. It is about 65 µm in radius which is close to the size of the first droplet shown in figure 7.5(a). Figure 7.6(b) shows the local destruction of the gel caused by the rising solvent droplets. The volcanoes at the gel interface (indicated by black arrows in figure 7.6(b) and (c)) are much brighter than the surrounding. This is because the colloids originally in the image are heavily bleached, and appear darker. The colloids brought up with the solvent have not yet been bleached, hence, appear brighter. For the same reason, the solvent droplets indicated by the red arrows in figure 7.6(b) and (c) are brighter. This result confirms that the solvent droplets bring debris to the top as they rise through the gel. Also, these droplets appear much larger than early ones. Figure 7.6(c) shows the local recirculation as indicated by the curved whiter arrow. It shows that the debris brought up by solvent droplets can accumulate around the volcano craters and fall down through the track left by the droplets. This local collapse is consistent with the observation in geometry A, in which multiple collapses of the denser layer was observed instead of collapsing as big blocks.

The height profile measured close to the edge of the cuvette (farthest away from the air bubble) is plotted as υ in figure 7.3. The initial interface speed is $13.6 \pm 0.2$ nm/s, which is slower than that around the air bubble. The onset time of rapid collapse is $\tau_o = 230$ min. The interface speed of rapid collapse is $v_i = 478 \pm 1$ nm/s.

### 7.3.1.4 Geometry D

**Near air bubble** Figure 7.7 shows images of gel β in geometry D at the air bubble side. The images were taken using a 1× objective, as indicated by the royal blue dashed square in figure 7.1. At $t \approx 6$ min, a solvent droplet can be found at the bottom right corner of the cuvette. The radius of the droplet is about 55 µm. Also, the gel structure collapses around the air bubble. At about $t = 30$ min, a cluster with $R \approx 200$ µm is formed under the air bubble as indicated by the red dashed circle in figure 7.7(a). At $t \approx 70$ min, a cluster with $R \approx 400$ µm is generated at the bottom of the air bubble and falls. Figure 7.7(b) shows that more debris sinks following the big cluster. At $t = 107.5$ min, a larger cluster with $R \approx 800$ µm falls down and creates recirculation, as indicated in figure 7.7(c) by the arrow. This recirculation breaks the structure of the gel and propagates towards the left, figure 7.7(d).
The height profiles measured close to the air bubble and at the other end of the image (as indicated in figure 7.1) are plotted in figures 7.3 and 7.9. From the inset of figure 7.9, the interface speed around the air bubble (▿) suddenly increases from $29 \pm 1 \text{ nm/s}$ to $86 \pm 2 \text{ nm/s}$ at about $t = 30 \text{ min}$. On the left of the image (◃ in figure 7.9), the interface speed accelerates from $10.6 \pm 0.9 \text{ nm/s}$ to $104.2 \pm 0.4 \text{ nm/s}$ around $t = 96 \text{ min}$.

**Far from air bubble** On the other side of the cuvette, the top of the gel was observed simultaneously using a $2\times$ objective, as indicated by the green dashed square in figure 7.1. The distance between the observation windows of the $1\times$ and the $2\times$ objective is about $24 \text{ mm}$. The height profile measured around the centre of the image is plotted in figures 7.3 and 7.9 as ◆. From the inset of figure 7.9, the interface speed accelerates from $31.5 \pm 0.2 \text{ nm/s}$ to $205 \pm 2 \text{ nm/s}$ around $t = 155 \text{ min}$, i.e. $\tau_o = 155$ at this location. At this time, one solvent droplet could be found rising through the gel, while the surrounding gel structure.
remained intact, see figure 7.8(a). The settling of the gel accelerates slightly again at about $t = 220$ min. At $t = 263$ min, the large-scale recirculation can be seen in the $2\times$ objective images, figure 7.8(b). Note that, the colloids originally in the $2\times$ objective images were bleached heavily. Hence, the bright colloids in figure 7.8(b) came from outside of the imaging window.

Similar to the definition used for discussing geometry $\mathbb{C}$, here, the time when the settling of the gel abruptly accelerates is considered to be the onset time of rapid collapse $\tau_0$. The height profiles measured from different position clearly show a propagation process of the onset of rapid collapse. From the results shown above, the propagation of the rapid collapse is faster than that of the recirculation. In other words, the acceleration of the settling is not induced by the recirculation that breaks the gel structure. Details about this can be found in Appendix A.6. It is also worth pointing out again that after $\tau_0$, the settling of the gel keeps accelerating, although slightly, before it slows down and starts final compression. This kind of behaviour — abrupt onset followed by slightly speeding up, is different from that found in other geometries.

**Re-investigating gel $\beta$** Gel $\beta$ in geometry $\mathbb{D}$ was re-investigated. The general collapse behaviour as described above can be reproduced. However, in one case, the collapse of the gel shows differences. In this new observation, only the part
Figure 7.9  Height profiles of gel $\beta$ in geometry $\mathbb{D}$. $\triangleleft$, $\triangleright$ and $\blacklozenge$ are obtained from one set of imaging as indicated in figure 7.1 along with the illustration of the geometries $\mathbb{D}$. Gel $\beta$ in geometry $\mathbb{D}$ was observed again at the part far away from the air bubble (the green dashed square in figure 7.1), however, with a $1\times$ objective. The resulting height profile is plotted as $\blacklozenge$. The inset exposes the detail of the same data of $\triangleleft$, $\triangleright$ and $\blacklozenge$.

Figure 7.10  Observe gel $\beta$ in geometry $\mathbb{D}$ again. Images were taken far away from the air bubble (the green dashed square in figure 7.1), however, with a $1\times$ objective. The white dotted lines in (a) and (b) indicate the top of the gel, i.e. the inner wall of the cuvette. The white arrows indicate the recirculation in the gel. The large white dots in the images are large PMMA clusters (from synthesis). The black dots are their positions in the $t = 0$ image, which are the results of image processing.

far away from the air bubble (the green dashed square in figure 7.1) was imaged, however, with a $1\times$ objective. The height profile measured close to the edge of the cuvette is plotted as $\blacklozenge$ in figure 7.9. Compared to the previous result, the onset of rapid collapse in the second experiment appears smoother. Between
At $t \approx 180$ min and 250 min, the interface speeded up gradually from $13 \pm 1$ nm/s to $411 \pm 4$ nm/s. The onset time of rapid collapse is $\tau_o = 231$ min, which is much longer than the first observation, see figure 7.9. Surprisingly, $\tau_o$ of the second experiment is the same as that in geometry C. Also, the rapid collapse behaviour in the second experiment is more similar to that in other geometries. From imaging results, solvent droplets can be found rising close to the edge of cuvette after $t \approx 30$ min. After $t \approx 150$ min, debris can be found falling close to the edge of the gel following the tracks left by the droplets. At about 180 min, the falling of the debris creates large-scale recirculation which propagates from left to right (figure 7.10(a) and (b)). At around 231 min, another recirculation came into the image from the right, figure 7.10(a). Figure 7.10(b) shows the two vortices meet each other. The gel structure is therefore destroyed.

Two observations of gel $\beta$ in geometry $D$ described above show the difference in gel collapse. The first result suggests that the onset of rapid collapse is triggered around the air bubble followed by transport to the other end of the sample. The gel does not collapse uniformly. The interface speed accelerates abruptly at $\tau_o$. After $\tau_o$, the settling of the gel accelerates further before it starts the final compression. In the second experiment, the rapid collapse was not only triggered around the air bubble but also at far away from the air bubble. The rapid collapse away from the air bubble is triggered by the debris falling in situ. The interface motion speeds up smoothly around $\tau_o$. The rapid collapse behaves similarly to that in other geometries. However, both results show that, with a flat top, gel $\beta$ has a longer onset time of rapid collapse.

### 7.3.2 Mechanism of Rapid Collapse in Geometries

![Figure 7.11](image)

**Figure 7.11** Illustration of the significance of the meniscus in rapid gel collapse.
Gel $\beta$ ($\varphi_c = 0.24$, $\varphi_p^{\text{free}} = 0.565$ and $c_p = 5$ mg/ml, see figure 6.1) in geometries A, B, C and D were studied using microscopic time-lapse imaging. The height profiles of gel $\beta$ in different geometries are re-plotted in figure 7.12. The schematic illustrations of the geometries are presented in figure 7.12 as insets, which are arranged according to the onset time of rapid collapse $\tau_o$ in these geometries. The key observation made from gel $\beta$ is verified in Appendix A.7 using a gel with $\varphi_c = 0.23$, $\varphi_p^{\text{free}} = 0.338$. From the imaging results, the rapid collapse mechanisms can be summarised by some key processes, which are illustrated in figure 7.11 (the same cartoons are used as shown in figure 7.2).

Figure 7.12  Height profiles of gel $\beta$ in geometries A, B, C and D. The dashed lines indicate the onset time of rapid collapse $\tau_o$ in each geometry. The insets illustrate the geometries of the sample. The geometries are arranged according to $\tau_o$ in these geometries. Legend is given along with the illustration of the geometries.

The collapse of a sample with a curved meniscus (geometries A and B) starts at the corner and starts from $t = 0$, ■ and ■ in figure 7.12. Debris at the corner of a meniscus accumulates at the top of a gel, forming a denser layer. Finger-like clusters are generated from the denser layer and fall through the gel. The denser layer at the top eventually collapses, creating back flow that destroys the gel structure and triggers the rapid collapse. The key processes are debris falling at the corner and finger-like clusters sinking into the bulk, figure 7.11(a).

For a sample with a nearby air bubble (ellipse, top left in figure 7.11(b)), clusters fall from air bubble while solvent droplets rise along the edge. However, a front of recirculation from the sinking clusters encroaches on the collapse due to rising
droplets, figure 7.11(b)).

For a sample far away from any curved meniscus, gel detaches from the flat top and collapse slowly during the delay time. The sample shows a longer delay time after which the sedimentation speeds up dramatically, ▼ in figure 7.12. The rising solvent droplets bring debris to the top of a gel. As the droplets rise, they erode the gel structure locally leading to the debris at the top sinks into the bulk. The key process is solvent droplets rising, figure 7.11(c).

The first observation of gel β in geometry D agrees with the picture of figure 7.11(b)), see Sec. 7.3.1.4. Due to the large width of the sample, the encroaching process of the front from sinking clusters at the air bubble side can be observed clearly. However, in the second observation presented in Sec. 7.3.1.4, the rising droplets that are far away from the air bubble leads to the falling of debris and thus a large-scale recirculation. The collapse due to the sinking clusters (air bubble side) and rising droplets (opposite side) compete with each other. Their fronts meet in the middle of the sample. The latter process was also observed in the gel with $\varphi_c = 0.23$, $\varphi_{\text{free}} = 0.338$ (Appendix A.7). In geometries C and D, never observed is the process opposite to figure 7.11(b)), in which the rapid collapse is triggered only at the flat-top side and propagates to the air bubble side. I will discuss this difference in Sec. 8.1.

### 7.3.3 Postpone a Rapid Collapse

Figure 7.12 shows that the onset time of rapid collapse is postponed in geometries C and D. In this section, I will discuss the possible causes of this postponement.

For geometries A and B, the gel collapses with the same mechanism. The onset times of rapid collapse are very close to each other. Compared to the gel in geometries A and B, in geometry C the gel is taller and with a top that is mostly flat. In geometry C, gel β also collapse rapidly after a slow settling period. $\tau_o$ become about 3 times longer in geometry C. The rapid collapse is postponed.

To speculate the causes of the postponement, the effect of increased height and elimination of meniscus should be considered. L. Starrs et al. showed that the increment of sample height leads to either decreased or unchanged delay time [53]. There exists a characteristic stress screening (or transmission) length scale
above which the delay time is saturated \([53, 81]\). In their cases, the delay time is equivalent to \(\tau_0\) in this work. Here, by doubling the height of the sample (from geometry \(B\) to \(A\)), \(\tau_0\) increases only by \(\sim 14\%\). Compared to the error of \(\tau_0\) which is about 10\%, it suggests that the delay time is almost unchanged when the sample height is greater than 1 cm. It is reasonable to suggest that the tripled \(\tau_0\) in geometry \(C\) may not come from the increment of the height of the sample. On the other hand, in Chapter 6, the result shows that the extra mass of the denser layer comes mainly from the colloids at the corner of the meniscus. Hence, eliminating the meniscus can retard the mass accumulation at the top of a gel, so that the rapid collapse can be postponed. Therefore, the increase of \(\tau_0\) in geometry \(C\) can be attributed to the reduction of the area of the meniscus.

Compared to the gel in geometry \(B\), the gel in geometry \(D\) is wider and without meniscus. The sedimentation behaviour of the gel varies between experiments. However, generally speaking, \(\tau_0\) of the part of a gel with a flat top is longer than that in geometries \(A\) and \(B\). According to the previous study, the increment of the width of a gel leads to either decreased or unchanged delay time \([53]\). Hence, the increase of \(\tau_0\) can be attributed to the elimination of meniscus.

Comparing the gel in geometries \(C\) and \(D\), the collapse mechanisms are generally the same. However, the effects on \(\tau_0\) are different, i.e. in geometry \(C\), the rapid collapse is postponed more significantly. This suggests that the height and width of the sample affect the gel collapse differently. In the direction of height, the gravity is a compressional force; in the direction of width, the gravity acts as shear. More studies are required to understand such differences.

The meniscus effect in small PMMA \((a = 301\, \text{nm})\) gels has been briefly investigated by S. Meeker \([67]\). A rapid collapse gel with \(\varphi_c = 0.2\) and \(c_p^{\text{free}} = 7.22\, \text{mg/ml}\) yielded a delay time of \(\approx 2\) hrs. In a nearly filled cuvette with an air bubble of radius \(\sim 2\, \text{mm}\), it was reported that no significant change in the delay time can be observed within error. I speculate that this is because the air bubble in their experiment is too large. Also, the time resolution of the experiment is 0.5 hrs, which may be too large for possible meniscus effect to be revealed.
7.4 Slow Collapse Gel

A preliminary study of the meniscus effect in a slow collapse gel was performed using gel $\delta$ ($\varphi_c = 0.46$ and $\varphi_p^{\text{free}} = 0.382$), in geometries A and C.

![Figure 7.13](image.png) **Figure 7.13** Height profiles of the slow collapse gel $\delta$ ($\varphi_c = 0.46$ and $\varphi_p^{\text{free}} = 0.382$), in geometries A and C. In geometry A, the height profile (■) is re-plotted from figure 6.8. In geometry C, the height profile obtained from three observations are plotted with the symbols shown along with the illustration of the geometries. The green line is linear fit to the $\Delta$ data. The inset exposes the details of the same data to show the initial stage of the collapse in geometry C.

7.4.1 Geometry A

Imaging results of gel $\delta$ in geometry A was presented in Sec. 6.6, figures 6.8 and 6.9. In summary, the gel $\delta$ in geometry A collapses with a decreasing interface speed. The delay time is $\tau_d = 1092$ min. Solvent droplets can be found rising through the gel. The resulting height profile is re-plotted in figure 7.13.

7.4.2 Geometry C

In geometry C, the air bubble left in the cuvette is about 1.8 mm in radius. Three observations were performed.
In the first observation, the face with the air bubble was imaged, see the illustration in figure 7.13. The imaging result is shown in figure 7.14. The imaging result shows no solvent droplets in the gel. In figure 7.13, the height profile measured around the air bubble is plotted as ▲. The gel interface detached from the top at about $\tau_d = 300$ min.

The second observation imaged the face far from the air bubble (the magenta
dashed square in figure 7.13), however, with a $1 \times$ objective. The imaging result is shown in figure 7.13. Also, the imaging result shows no solvent droplet in the gel. The resulting height profile is plotted as $\nabla$. The gel interface detached from the top at about $\tau_d = 1260$ min.

![Image](image)

**Figure 7.16** *Micrographs of gel $\delta$ in geometry C, from the third observation; corresponding to $\triangle$ data in figure 7.13. The black circles (some with a white dot in the centre) are the air bubbles in the first image. The white dashed line indicates the glass top of the cuvette. The white arrows indicate the solvent droplets in the gel.*

The third observation imaged the face with the air bubble (the red dashed square in figure 7.13). However, the sample was vigorously re-mixed using vortex-mixer for 1 min instead of tumbling on a rotating wheel. Hence, the original air bubble is broken down into many small bubbles. After the sample is mounted, the air bubbles rise through the gel and gradually merge to form a large one at the top. This merging process lasts until about $t = 6500$ min. Interestingly, in this observation, solvent droplets can be found rising through the gel, figure 7.16. This observation provides a hint of the formation of the solvent droplets. I will talk about this later in Sec. 8.2.3.

The resulting height profile is plotted as $\triangle$ in figure 7.13. The third observation re-produces the first one well, even though the ways of re-mixing the sample are different. The initial interface speed ($t < 10000$ min) is $v_i = 1.749 \pm 0.003$ nm/s. The most striking feature is the constant interface speed at long timescale. At $t > 10000$ min, the interface speed is $v_i = 1.597 \pm 0.001$ nm/s. For comparison,
the single particle sedimentation speed of gel $\delta$ is $v_s = 88$ nm/s. On the other hand, the imaging results show no sign of recirculation or denser layer falling in the gel. This is clearly different from the behaviour of a rapid collapse gel.

7.4.3 Meniscus Effect in Slow Collapse Gel

A preliminary study on the meniscus effect in slow collapse gels has been reported above. Gel $\delta$ (see figure 6.1, $\phi_c = 0.46$ and $\phi_{\text{free}} = 0.382$) in geometries A and C were studied.

In geometry A, the collapse of the gel initiates from the corner of the meniscus. Similarly, in geometry C, the gel interface around the air bubble detached from the top much earlier than that at the opposite side. This suggests again that colloids tend to start collapsing around the vertical part of an air-gel interface. Compared to the height profile in A, reducing the area of the meniscus does not lead to longer delay time, figure 7.13. However, in geometry C, a slow collapse gel collapses even slower. The interface speed is much slower than the single particle sediment speed. Hence, eliminating the vertical air-gel interface also postpones slow gel collapse.

The striking feature of the collapse in geometry C is the constant interface speed after 10000 min. To speculate the mechanism behind this observation, a gel can be modelled as a poroelastic material. In the initial stage of the collapse, as the gel network deforms, the back flow of the solvent through the network limits the rate of deformation of the gel [49, 51, 54]. By Darcy’s law, the solvent flows at a velocity $v$ within the porous gel network, leading to a local displacement of the solid of $w(z, t)$ in the $z$ (gravitational) direction, giving:

$$-\frac{\partial P}{\partial z} = \frac{\eta_s(1 - \phi_c)}{k}(v - \frac{\partial w}{\partial t}), \quad (7.1)$$

where $P$ is the pore pressure, $\eta_s$ is the viscosity of fluid and is the viscosity of the PS solution here, $k$ is the permeability of gel. $k$ is commonly estimated using Kozeny-Carman equation [51, 67, 82], giving

$$k = \frac{(1 - \phi_c)^3a^2}{45\phi_c}. \quad (7.2)$$

Continuity demands:
\[(1 - \varphi_c) v = -\varphi_c \frac{\partial w}{\partial t}. \] (7.3)

Therefore,
\[
\frac{\partial w}{\partial t} = k \frac{\partial P}{\eta_s \partial z} = \frac{(1 - \varphi_c)^3 a^2 \partial P}{45\varphi_c \eta_s \partial z}. \] (7.4)

Initially, the gel is not compressed and elastic stress is negligible so that \(\frac{\partial P}{\partial z} = \Delta \rho g \varphi_c\). For gel \(\delta\), \(\varphi_c = 0.46\), \(\eta_s = 0.0065 \pm 0.0001\) Pa \(\cdot s\), giving the initial interface speed \(\frac{\partial w}{\partial t} = 1.4\) nm/s. The measured initial interface speed \(v_i = 1.749 \pm 0.003\) nm/s is close to the value that is evaluated by Darcy’s Law. At long time-scales (after 10000 min), the interface speed \(v_i = 1.597 \pm 0.001\) nm/s is also very close to \(\frac{\partial w}{\partial t}\). This is even more striking. At this time-scale, the gel network is compressed so that the elastic stress is non-zero and the colloidal volume fraction is increased. This leads to an increased \(\frac{\partial P}{\partial z}\). On the other hand, the increasing \(\varphi_c\) may lead to a decreasing permeability \(k\), which is reasonable. Therefore, that the long-time interface speed is of the same order of magnitude as \(\frac{\partial w}{\partial t}\) is not too surprising. However, the constant \(\frac{\partial w}{\partial t}\) implies that \(k \frac{\partial P}{\partial z}\) is a constant. This unexpected result needs to be verified with more observations. Its mechanism is unclear.

7.5 Conclusion

In this chapter, I report case studies of rapid collapse gels and a slow collapse gel with different geometries. The imaging results show that:

1. A rapid collapse gel with a reduced meniscus has a longer delay time. The postponement of the delayed collapse can be attributed to the removal of most of the meniscus. More specifically, it can be attributed to the reduction of the vertical area of an air-gel interface. This is because the extra mass of the denser layer at the top of a gel comes mainly from the corner of the meniscus. By reducing the area of the meniscus, the accumulation of mass in the denser layer can be retarded. Hence, the denser layer needs a longer time to form and trigger the rapid collapse. Hence, eliminating the meniscus is a possible way to postpone the rapid gel collapse.

2. For a rapid collapse gel with a small air bubble, a front of recirculation from the settling clusters encroaches on the collapse due to the rising droplets. This large-scale recirculation can be seen more clearly in a wide geometry, as the
recirculation propagates from the air bubble side to the opposite side. This result highlights the effect of hydrodynamics in the gel collapse.

3. For a slow collapse gel, reducing the area of the meniscus does not yield a longer delay time; however, it leads to a much slower and constant interface speed. Such interface speed is very close to the initial speed that is predicted by Darcy’s law. However, the mechanism of the constant interface speed observed in the slow collapse gel with reduced meniscus is not clear.

4. The collapse of a gel can be initiated at the vertical part of an air-gel interface, i.e. the corner of a meniscus or around an air bubble. Why is the collapse of a gel more likely to be triggered at the vertical part of an air-gel interface? I will discuss this in Sec. 8.1.
Chapter 8

The Key Features of the Onset of Collapse

In Chapters 6 and 7, I have reported that the collapse of a gel is more likely to be initiated at the vertical part of an air-gel interface. This leads to mass accumulation at the bottom of the air-gel interface. The extra mass of the denser layer comes from two sources: the colloids at the vertical part of the air-gel interface and the debris brought to the top by the solvent droplets. Together with the previous studies highlighted in Sec. 2.4, the imaging result in Chapters 6 and 7 reveals details of the denser layer falling. The other key process during the collapse of a gel is that solvent is expelled from the gel. The imaging result shows that solvent is expelled in the form of droplets at the onset of collapse. The tracks created by the rising droplets allow the solvent to be released from the gel more easily. The collapse mechanism is a result of the interplay of the falling of the denser layer (or finger-like clusters) and the rising of solvent droplets as shown in Chapter 6. In this chapter, I will discuss these two key processes on the basis of more detailed observations.

In Sec. 8.1, I will discuss why the collapse of gel initiates from the corner of the meniscus. Then, I will treat a preliminary test of the yielding scenario of the denser layer, which suggests that the denser layer accumulates more mass than it needs to force a gel to yield. In Sec. 8.2, I will discuss the general formation mechanism of the solvent droplets. Since volcanic eruptions can be found as solvent droplets reach the gel interface, I will report a preliminary study of the spatial distribution of volcanoes aiming to probe the forming location of the solvent droplets. Then, I will report an observation that rising air bubbles in
the gel can generate solvent droplets. Finally, I will propose a general formation mechanism.

8.1 Denser Layer

In Sec. 8.1.1, I will discuss the formation of the denser layer. I will talk about why the collapse of a gel initiates from the corner of a meniscus or around an air bubble. The hypothesis is that a gel needs a surface to hold onto. Then, in Sec. 8.1.2, I will discuss the collapse of the denser layer which can be in the form of finger-like clusters or large blocks. I will show that the denser layer accumulates more mass than it is required to overcome the yield stress of a gel. I suspect that the friction between colloids and the wall may partially support the weight of the denser layer, explaining this result. Understanding the formation and collapse of the denser layer provides suggestions to prolong the delay time even further.

8.1.1 Formation of Denser Layer

To investigate the formation of the denser layer, the initial stage of the collapse around the meniscus was imaged using a 1 × objective. Figure 8.1 presents gel α (φ_c = 0.19, φ_p^{free} = 0.557, see figure 6.1) in geometry A. Figures 8.1(a) and (b) show colloids fall down soon after the gel is mounted at three locations: (1) on the glass wall (in the centre of the images); (2) at the corner of the meniscus (at both side of the images and figure 8.1(c)) and (3) between two red dashed lines.

![Figure 8.1](image)

Figure 8.1  (a) and (b) Micrographs of gel α. (c) Zoom into the corner of the meniscus. The base of the meniscus is indicated, which can be seen after the gel collapses. The blue line in (b) indicates the cross section corresponding to sketch figure 8.2(b) and the blue curve in figure 8.3.
(1) The falling colloids on the wall is inevitable since the sample was half-filled. These colloids contribute to the denser layer formation in two ways. One is the additional mass at the top, the other is the shear-induced compaction of clusters resulted from the recirculation [83].

(2) Why does the collapse of a gel start at the corner of a meniscus? To understand this, let us consider a colloid at the meniscus. A PMMA colloid ‘floats’ at the meniscus as shown by the x-ray micrographs instead of being adsorbed on the meniscus [84]. Hence, a colloid is pressed towards the meniscus by a depletion force $F_d$ as shown schematically in figure 8.2(a). The depletion potential between one colloid of radius $a$ and a surface is

$$U(r) = -k_B T \varphi_p^{\text{free}} \frac{1}{8 R_g^3} (4a + 2R_g + 2r)(a + 2R_g - r)^2.$$  \hspace{1cm} (8.1)

Hence, the depletion force between a colloid and a surface is

$$F_d = \frac{dU(r)}{dr} \bigg|_{r=a} = k_B T \varphi_p^{\text{free}} \frac{3a}{R_g^2},$$  \hspace{1cm} (8.2)

which is in the normal direction and is twice the inter-particle depletion force ($F_b$), i.e. $F_d = 2F_b$. Compared to the buoyancy force of a single colloid,

$$F_d/G = \frac{9k_B T \varphi_p^{\text{free}}}{4 \Delta \rho g \pi a^2 R_g^2}.$$  \hspace{1cm} (8.3)

For gel $\alpha$, $F_d/G \approx 240$. It suggests that a single colloid is kept at the meniscus. In the bulk, the weakest point in a gel branch has only a single bond, see the colloid (black circle) in figure 8.2(a). Such a colloid experiences a maximum upward force of $F_b$. At a meniscus, the component of $F_d$ in vertical direction ($F_d^\parallel$) counteracts the buoyancy force of the colloid $G$. At the bottom of a meniscus, where $\theta$ (the angle between $F_d$ and the vertical direction) is close to 0, $F_d^\parallel \approx F_d = 2F_b \gg G$. However, $F_d^\parallel$ decreases with increasing $\theta$ as a colloid approaches the corner of the meniscus. We can measure the maximum $\theta$ from figure 8.1 giving $\theta_{\text{max}} \approx 89^\circ$. Hence, at the vertical part of the meniscus, one finds $F_d^\parallel = F_d \cos(\theta) = 0.0175F_d = 0.035F_b \ll F_b$. Also, compared to the frictional glass wall, at the vertical part of the frictionless meniscus, the colloids are more unstable.
Figure 8.2  Mechanism of the falling of colloids from the vertical part of a meniscus. The colloids (red sphere) are pressed onto the interface (black curve) by depletion forces ($F_d$). The gel structure is anchored to the interface through these colloids. Sketch (a) illustrates the colloids at the corner of a meniscus, see text. The black line is on the meniscus as indicated by the black curve in figure 8.3. Sketch (b) shows the cross section at the bottom of the contact line as indicated in figure 8.1 by the blue line (into the page) and in figure 8.3 as the blue curve. Red dashed lines correspond to those in figures 8.1 and 8.3. $\Theta$ is the contact angle of the gel. More description of the shape of the meniscus can be found in Appendix A.1.

Figure 8.3  A 3D schematic of a meniscus. Cyan trajectory: With low $\varphi_c$ (regimes D1 and D2 in figure 6.1), the yield stress of a gel is low so that a cluster accumulates less mass before it can break the gel and fall as a finger-like cluster. Red trajectory: For greater $\varphi_c$ (regimes D3), the yield stress is higher so that more mass is needed for a cluster to force the gel to yield. Therefore, it collapses as a big block. The black and blue curves correspond with those in figure 8.2(a) and (b), respectively. Red dashed lines correspond to those in figures 8.1 and 8.2(b).
We notice that $F_b$ is the maximum upward force experienced by the colloid at the weakest point rather than the averaged value (the minimum vertical component could be $\sim 0$ N). Therefore, one can determine the range of the critical angle $\theta_{\text{crit}}$ above which the gel is unstable compared to the bulk. First, when $\theta > 60^\circ$, $F^\parallel_d < F_b$. Hence, $60^\circ$ is the lower limit of the range. To estimate the upper limit, let us consider the colloids between the red dashed lines in figure 8.1.

(3) For colloids between the red dashed lines in figure 8.1, let us look at the cross section at the blue line in figure 8.1(b) that intersects the meniscus into the page. This cross section is sketched in figure 8.2(b) and indicated in figure 8.3 as blue curve. Consider that the contact angle of the gel $\Theta \approx 20^\circ$ (see Appendix A.1), the maximum $\theta$, in this case, reaches $90^\circ - \Theta = 70^\circ$. Imaging results show that colloids between the red dashed lines collapse right after the gel was mounted. This suggests that $\theta_{\text{crit}}$ should be less than $70^\circ$. Therefore, I estimate that $60^\circ < \theta_{\text{crit}} < 70^\circ$.

Generally, in terms of the stability under gravity, colloids at the bottom of a meniscus > in the bulk > at the vertical part of a meniscus where $\theta > \theta_{\text{crit}}$. I suggest this is why a gel starts collapsing from the corner.

Figure 8.2(a) also shows how colloids collapse at the corner. The gel network is anchored to a meniscus through the colloids at the meniscus. $F_d$ is balanced by normal component of the buoyancy force ($G^\perp$) and a normal force $F_N$. The tangent component of the buoyancy force ($G^\parallel$) is unbalanced and increases as the colloid approaches the vertical part of the meniscus. Therefore, these colloids are moved downwards along the meniscus. As they slide, the surrounding particles (red circles) are dragged downwards due to the inter-particle attraction or hydrodynamic interaction.

Similarly, one can understand why a gel starts collapsing around an air bubble in geometries C and D. Due to the geometry of the air bubble, the unbalanced $G^\parallel$ is pointing downwards. Therefore, the gel between an air bubble and the top glass (blue area in figure 8.2(b)) are more unstable under gravity.

In this force balance hypothesis, the gel is assumed to be fully matured. However, from the linear viscoelastic measurement (see figure B.1), the timescale for a gel to mature can be up to 10 min. Therefore, this hypothesis is not applicable to the
Figure 8.4  Mechanism of the falling of colloids around an air bubble. Between an air bubble and the top glass, a colloid as shown experiences a downward-pointing $G_{\parallel}$. Therefore, compared to that at the top glass and in the bulk, the gel in the vicinity (as indicated by the blue dashed area) is more unstable.

very beginning ($\lesssim 2$ min, before which $G' < G''$) of the collapse during which the Brownian motion and residual shear from re-mixing should be more important.

The gel shown in figure 8.1 has an air-gel interface whose centre of curvature is above the gel. If this centre is below a gel, based on this force balance hypothesis, one may expect the gel collapse sideways, as illustrated in figure 8.5(a). It is because the colloids at the air-gel interface slide aside along the interface, see figure 8.5(b).

Therefore, a cone geometry was designed to preliminarily test the force balance hypothesis, as presented in figure 8.5(c). A 10 µl graduated pipette tip (Star Lab) was filled with ultraviolet cured glue (Norland optical adhesive 65) so that the gel sample can be loaded on top. In this geometry, the gel forms a spherical cap, as demonstrated by the side-view micrograph in figure 8.5(d). To minimize the evaporation and hence the coffee-ring effect, the geometry is contained in an upside down cuvette whose bottom was replaced by a cover slice. Also, a paper soaked with gel was placed in the cuvette 10 min before loading the gel onto the cone. Figure 8.5(e) schematically shows the dimension of the geometry. The diameter of the bottom plane of the spherical cap is about 6.5 mm. The height of the spherical cap is $1728 \pm 1$ µm. Below the top of the pipette tip, there is about 1 mm thick of sample which cannot be observed.

The side-view micrographs of gel $\beta$ ($\varphi_c = 0.24$, $\varphi_{p,\text{free}} = 0.565$, see figure 6.1) were taken by a $1 \times$ objective. The sample was constantly illuminated so that the colloids in the front can be heavily bleached. Micrograph at 691.0 min shows that the air-gel interface can still be observed using fluorescent microscope after
If the centre of curvature of the air-gel interface is below the gel, the initial collapse is expected to be sideways which leads to a back flow in the centre as indicated by the arrows in (a). This is a result of colloids sliding to one side at the beginning of the collapse, see (b). To test this hypothesis, a cone geometry was designed. An images of the geometry is shown in (c). A sideways image of the gel β taken using a 1 × objective is shown in (d). The dimension of the geometry is shown in (e).

The gel is collapsed. It suggests that some colloids were still attached to the interface. This is consistent with the result of a gel in a cuvette where colloids can be found at the meniscus after the gel is settled, see figure 6.3(l). This is also expected from the hypothesis. The height of the gel decreased by \( \approx 7\% \) in 800 min. I suggest the evaporation is negligible for an experiment less than 200 min.

The top view of gel β was imaged by a 2 × objective. Figure 8.6(a) presents the micrograph at \( t = 10.0 \) min. The black circle indicates the bottom plane of the spherical cap, showing the location of the observation. The gel at the zenith of the spherical cap fell into the focus plane (pointing into the page) at about \( t = 10.0 \) min. It suggests that the gel detached from the air-gel interface, which is confirmed by a closer observation with a 20× objective (Nikon Plan Fluor ELWD, NA=0.45). It is also consistent with the observation of gel β with a flat glass top, see figure 7.3. The displacement field of clusters is measured using...
Figure 8.6  Top view of gel θ in cone geometry, imaged by a 2 x objective. (a) Micrograph at t = 10.0 min. (b) Motion of the clusters averaged between t = 10.0 and 20.0 min. (c) Micrograph at t = 125.0 min. (d) Motion of the clusters averaged between t=125.0 and 125.5 min. (e) Micrograph at t = 133.0 min showing colloids are brought by recirculation in the middle of the sample, as indicated by the white dashed circles. (f) A side view schematic showing the collapse mechanism inferred from the top-view results.

particle image velocimetry (PIV) between 10.0 and 20.0 min [85]. The resulting velocity vector field is overlaid onto the original micrograph and presented in figure 8.6(b). Although the absolute value of the velocity is subjected to the spherical aberration due to the curvature of the air-gel interface, the direction is informative. Figure 8.6(b) shows that the gel collapses aside. Also, in the region with higher speed, volcanoes can be found after t = 16.0 min. At t = 125.0 min, a strong flow can be found in the centre of the image, see figure 8.6(c). Figure 8.6(d) presents the PIV result at t = 125.0 min showing that the speed is one order of magnitude higher than that at t = 10.0 min. Colloids brought by the up-streaming recirculation (pointing out from the page) can be found in figure 8.6(e). After the recirculation, the gel interface quickly fell out of the focus plane. The collapse mechanism of the gel in a cone geometry can be inferred from the top-view imaging results as shown in figure 8.6(f). The gel collapses aside so that the avalanche of colloids creates a back flow in the centre of the gel.

In the cone geometry, the droplet was pinned on the pipette tip. This setup is reminiscent of a drying droplet with a pinned contact line, which exhibits coffee-
ring effect [86] and Marangoni effect [87]. However, it has been demonstrated that this setup yields a slow evaporation rate in an experiment over 800 min. It is reasonable to neglect the evaporation and hence the coffee-ring effect. On the other hand, if there were a difference in surface temperature between the centre and the edge of the gel, the Marangoni effect would lead to a vortex at the surface bringing colloids back to the centre of the surface [87]. However, there was no such temperature difference and the surface showed no vortex in both top and side view results. Hence, Marangoni effect is also negligible in the cone geometry. Furthermore, a recent study showed that the coffee-ring effect in colloid + polymer gel is suppressed when the colloids are small (≤ 1 µm); however, enhanced when they are large (≥ 5 µm) [88]. First, these results reassure that the coffee-ring effect in our case is negligible. Second, we see from Eq. 8.3 that \( \frac{F_d}{G} \sim a^{-2} \) which suggests the buoyancy force becomes more important for colloids at the surface as their size increases. Hence, the force balance hypothesis may provide a new perspective in the enhancement of coffee-ring effect for large particle colloidal gels.

Generally, the collapse of a gel in a cone geometry supports the force balance hypothesis.

### 8.1.2 Collapse of Denser Layer

Previous studies suggested that collapse of the denser layer is a yielding event [29, 51, 53]. In Chapter 6, I showed that the denser layer of a gel in regime D collapses in the forms of finger-like clusters (figure 6.3) or big blocks (figure 6.15(c) and (d)). Following the force balance hypothesis proposed in figure 8.2, one can understand the collapse of a denser layer.

Figure 8.3 shows a meniscus in 3D schematically. The cyan trajectory shows a possible route of a cluster at the meniscus. As the cluster moves downwards, it accumulates mass. Once it is heavy enough, it forces the gel to yield and falls through. At low \( \varphi_c \) (regimes D1 and D2 in figure 6.1), the yield stress is relatively low. Therefore, a cluster needs less mass to break the gel so that it collapses as a finger-like cluster from high above the base of the meniscus and close to the glass wall. For greater \( \varphi_c \) (regime D3 in figure 6.1), the yield stress is higher so that a cluster needs to accumulate more mass to force the gel to yield. The red trajectory in figure 8.3 shows a possible route that such a cluster takes to become part of a big block, which eventually collapses the gel. With even higher
φ_c (regime B in figure 6.1), the clusters that form the denser layer cannot force the gel to yield.

The interpretation presented above appears to agree with the yielding scenario. The yield stress increases with φ_c. Therefore, the mass that a gel can support at its top increases with φ_c. Here, I report a preliminary test of this scenario by comparing the stress exerted by part of the denser layer with the yield stress of the gel. I will show that the denser layer accumulates more mass than it needs to force a gel to yield.

The inset of figure 6.2 is re-plotted in figure 8.7(a). Corresponding to the onset time of rapid collapse τ_o, the onset height of rapid collapse Δh_o can be determined. Take gel γ (φ_c = 0.34 and φ_p^{free} = 0.586) as an example, at τ_o, the colloids that were originally above the gel interface are the mass source of the denser layer, as shown in figure 8.7(b). Due to the geometry of the meniscus, estimating the mass of the entire denser layer is not possible using the imaging result. Here, I estimate only part of it, i.e. the layer between the base of the meniscus and the gel interface m_b.

\[
m_b = \Delta \rho |\Delta h_o| A \phi_c ,
\]

(8.4)

where \(A = 10 \times 10 \text{ mm}^2\) is the area of the cross section of the cuvette. Hence, the
gravitational stress due to the mass of \( m_b \) is \( \sigma_b = \Delta \rho g |\Delta h_o| \varphi_c = 0.11 \) Pa, where \( \Delta h_o = -120 \) \( \mu \)m and \( \varphi_c = 0.34 \).

Then, we compare this stress with the yield stress of the gel. The rheology of gel \( \gamma \) was studied using TA-DHR with 40 mm rough plane geometry and reported in Appendix B. The yield stress of gel \( \gamma \) is measured to be \( \sigma_y \approx 0.053 \) Pa. We find that, for gel \( \gamma \), \( \sigma_b \) is higher than \( \sigma_y \). Note that, \( m_b \) is only a part of the mass of the denser layer. Therefore, the denser layer accumulates more mass than it needs to force a gel to yield.

As a remark, let us review the published data in Ref. [29]. In figure 9 of Ref. [29], a rapid collapse gel with \( h_0 = 14 \) mm shows a denser layer of thickness \( L_d \approx 0.15 h_0 = 2.1 \) mm. The average colloidal volume fraction of the denser layer \( \varphi_d \) is about 0.175, which is \( \sim 1.1 \varphi_c \) (similar to the result reported in Ref. [53]). The density difference is \( \Delta \rho = 0.253 \) mg/ml. Hence, the stress exerted by the denser layer \( \sigma_d = m_d g / A = \Delta \rho g L_d \varphi_d \approx 1 \) Pa. \( \sigma_d \) is two orders of magnitude higher than the yield stress of this gel (20 mPa). Hence, in a small PMMA gel, the denser layer also accumulates more mass than it needs to force a gel to yield.

I will now speculate on the reasons behind this phenomenon, and I will argue that, apart from the yield stress of the gel, two factors can also support the denser layer:

(1) The first factor is the friction between the colloids and glass wall. Gravity induces not only compressive stresses in the bulk of a gel, but also shear stresses near adhesive vertical walls of the container. The shear leads to friction. A colloid at the vertical glass wall is pressed onto the wall by two pressures. The first one is the pressure resulting from depletion force \( F_d \) (Eq. 8.2). The depletion pressure between a colloid and a wall is:

\[
p_{\text{dep}} = \frac{F_d}{\pi a^2} = k_B T \varphi_p \frac{3}{\pi a R_g^2}.
\]

\( p_{\text{dep}} = 0.5 \sim 1 \) Pa for the large PMMA gels. The second pressure comes from the gel structure. J. Condre et al. [61] suggested that the compressive pressure of the gel structure can be partially re-directed to the horizontal direction \( \sigma_\perp \) (\( \perp \) denotes that the stress is perpendicular to gravity and the walls). \( \sigma_\perp \) pushes the colloids onto the wall. Notice that, the re-directed pressure \( \sigma_\perp \) is lower than the yield stress of the gel (\( \sim 10^{-2} \) Pa).
It is worth mentioning an interesting result that reported in S. Meeker’s thesis [67]. By varying ‘container quality’, e.g. wall smoothness, the delay time of a rapid collapse gel alters: optical-quality cells (both square cross-section cuvette and cylindrical cuvette) gave high $\tau_d$, whereas a measuring cylinder and sample jar gave low $\tau_d$ [67]. This result could be related to the friction between colloids and the wall. It can also have other origins. Or, it can be an artefact as suspected by the author. Altering the friction between colloids and the glass walls in a more controllable way can test this hypothesis. One possible way is to coat the glass wall with PHSA, the stabiliser on the PMMA surface.

(2) Before the gel interface detaches from the base of a meniscus, the depletion force holding colloids at a meniscus has non-zero vertical component, i.e. $F^\parallel_d \neq 0$, see figure 8.2. $F^\parallel_d$ can also partially support the weight of the denser layer. This factor may be important for low $\varphi_c$ gels, because their denser layer still attaches to the meniscus before the rapid collapse.

To allow the stress at the wall and meniscus to support the gel, the structure should be able to transmit such stresses through the bulk. This means the following two assumptions are important. The first assumption is that the integrity of the gel structure is mostly maintained. The assumption is true especially for a gel with high colloidal volume fraction. The second one concerns how far the network can transmit a stress. R. Evans showed that stress can only be transmitted through a certain length-scale [81]. To transmit the stress at the wall through the bulk, the stress transmission length of a gel should be larger than half of the container width. To test the second assumption, more investigations with large cuvettes are required.

### 8.2 Solvent Droplets

In Chapter 6, I reported that the solvent droplets can be found rising in intermediate and high $\varphi_c$ gels, figures 6.5, 6.7 and 6.9. As the solvent droplet reaches the gel interface, a volcanic eruption can be observed. Droplets play an important role in releasing the solvent from a collapsing gel. What is a solvent droplet in a gel? How are they formed? In this section, I report a preliminary investigation into these questions.
One possible first step to study the formation of the droplets is to find out where they are formed. For a gel with high $\varphi_c$, the volcanic eruptions at the gel interface suggest that there should be solvent droplets deep inside the gel. In Sec. 8.2.1, I will report a preliminary investigation into the volcanoes at the gel interface. Taken together with the result published in previous studies, I conclude that the spatial distribution of volcanoes cannot reflect the formation position of droplets. However, it offers a possible way to study the heterogeneity of the gel structure. In Secs. 8.2.2 and 8.2.3, I will report two special ways of forming a droplet, which can shed some light on speculating the general formation mechanism of the droplet. Finally, a general discussion of solvent droplets will be given in Sec. 8.2.4.

### 8.2.1 Spatial Distribution of Volcanoes

In this section, I report preliminary observations on the spatial distribution of volcanoes at the gel interface. To investigate the volcanoes at the gel interface, one may observe the collapse of a gel from the top. However, the existence of a meniscus makes this kind of observation difficult. Hence, a setup was designed wherein there is no meniscus. Here, I report results from two systems: a collapsing gel and a creaming gel. The results show that the distribution of volcanoes depends on the geometry of the container.

#### 8.2.1.1 Collapsing Gel

![Figure 8.8](image)

**Figure 8.8** (a) Sketch of geometry $D$. The air bubble is located in the corner, while the top view of the gel is taken on the other side of the cuvette. (b) The processed image of the top of gel $\beta$ at $t = 198.5$ min. Volcanoes are indicated by white dashed circles.
Figure 8.9  The areal density of the volcanoes plotted against the distance to the nearest wall. With a flat top, most volcanoes are found near the glass walls.

In a gel that collapses, one may observe the gel interface in geometry $D$ from top-view, as shown schematically in figure 8.8(a). The side-view images of gel $\beta$ ($\varphi_c = 0.24$, $\varphi_{\text{free}} = 0.565$) in geometry $D$ are reported in Sec. 7.3.1.4. In this section, gel $\beta$ in geometry $D$ is observed from its top using a 1× objective. The time interval of imaging is 0.5 min.

Figure 8.8(b) shows the top view of gel $\beta$ in geometry $D$. The earliest volcanoes were found at the corner of the cuvette. Debris came out from volcanoes. This suggests that solvent droplets erode the gel structure as they travel through a gel. Later volcanoes erupted with more debris compared to early ones. Here, the criterion for ‘early’ is the time before the first volcano that erupts at the crater of a previous volcano. Therefore, only the spatial distribution of early volcanoes may be related to the bulk properties of the gel.

When a solvent droplet just reaches the gel interface, the resulting volcano has a clear contour. Hence, the position of (the centre of) a volcano is measurable. The distance between a volcano and the nearest wall is measured. The areal density of volcanoes is plotted against the distance from a wall, see figure 8.9. With a flat top and bottom geometry, most volcanoes are along the glass walls.

8.2.1.2  Creaming Gel

Based on the need for a flat top to a gel to enable volcano observation, a creaming gel was prepared. As the gel structure creams, solvent droplets descend from the bulk and reach the gel interface creating volcanic eruptions. Notice that the gel
interface, in this case, is at the bottom of the sample, see figure 8.10(a). In other words, the process in the collapsing gel is turned upside-down so that the volcanic eruption can be investigated at the bottom.

Figure 8.10  (a) A sideways image of the creaming gel. The meniscus and the gel interface are as indicated. (b) Bottom-view image of the creaming gel in a cuvette, showing the distribution of volcanoes at the interface. The dashed square is a guide for the eyes.

The creaming gel studied here is the same PMMA + PS mixture as described in Chapter 4, except that it is suspended in a density over-matched solvent mixture. The solvent mixture consists cyclohexyl bromide (CHB) and cis-Decalin. The density of the solvent mixture is $\rho_s = 1.2354 \pm 0.0001$ g/ml. The resulting density difference is $\Delta \rho = 0.057$ g/ml so that the gel will cream. A gel with $\varphi_c = 0.25$ and $c_p = 3$ mg/ml was prepared. The radius of gyration $R_g^0 \approx 0.028\sqrt{M_w} = 55$ nm. Thus, the size ratio $\xi \approx 0.06$, close to that of the collapsing gel. Two types of container are used: a 10 $\times$ 10 $\times$ 45 mm$^3$ cuvette with a transparent bottom and a bottom-cut cylindrical vial (with an outer diameter of 1.1 mm) sealed with glass slice. In a cuvette, the sample height is 21.5 mm; in a bottom-cut vial, about 6 mm. A 1× objective was used to image the bottom of samples. The resulting images were processed as described in Sec. 3.2.3. The sideways imaging result of such creaming gel in a cuvette is presented in Appendix A.8. The result shows that the creaming gel is a rapid collapse gel with solvent droplets descending in skewed trajectories.

Figure 8.10(b) shows the bottom-view image of the creaming gel in a cuvette at
$t = 421.5$ min. The first volcano is found about 3 mm away from the wall as indicated by the green arrow. Volcanoes seem to concentrate around a skewed square as indicated in figure 8.10(b).

Figure 8.11  Volcanoes of the creaming gel in a cylindrical vial. (a) Bottom-view at $t = 52$ min. The droplet that just reaches the gel interface produces a clear edge. The debris brought by the solvent can also be seen in the middle of craters. (b) Debris comes out from the volcanoes continuously and forms craters. The red dot indicates the centre of the cross section. Two circles indicate 2.5 and 2.8 mm away from the centre, respectively.

Figure 8.12  Radial distribution of volcanoes in a bottom-cut vial.

In a bottom-cut vial, the first two volcanoes erupted at $t \approx 52$ min, as shown in figure 8.11(a). Volcanoes concentrate around the centre of the cross section (figure 8.11(b)). The radial distribution of volcanoes is plotted in figure 8.12. The number of volcanoes is normalised by the area of the corresponding ring. Due to the normalisation, the peak at low distance subjects to high noise and
should be neglected. Therefore, from figure 8.12, the early volcanoes concentrate around 2.7 mm away from the centre.

8.2.1.3 Discussion of Volcanoes

The trajectories of droplets are skewed, as shown in Appendix A.8. This is coincident with dark field imaging result [53]. Therefore, the spatial distribution of volcanoes does not tell where droplets are formed (in the horizontal plane).

The spatial distributions of volcanoes are different in three geometries shown in figures 8.8, 8.10 and 8.11. With flat top and bottom, the majority of volcanoes are found near the walls, figure 8.8. With a flat top, a curved bottom and a square cross section, volcanoes concentrate around a square, see figure 8.10. With a flat top, a curved bottom and a circular cross section, volcanoes concentrate around a circle. It shows that distribution of volcanoes is sensitive to the geometry of the container. I suspect that the spatial distribution of the volcanoes is related to the stress distribution of the gel network. Therefore, preliminary result presented here suggests a way to study the heterogeneity of the gel.

It is important to point out some issues with the creaming gel. First, in density-over-matched solvent, PMMA particles are charged due to the presence of CHB, leading to a long-range repulsion [89, 90]. This varies the interaction for nominally identical systems [19]. Second, with CHB, the radius of gyration of PS shrinks noticeably with increasing polymer concentration [91]. The attraction strength cannot be directly estimated from $R_g^p$. These two factors combined suggest that the inter-particle interaction of the creaming gel is very different from that of the collapsing gel. Furthermore, the absolute value of the density difference of the creaming gel is much smaller than that of the collapsing gel. All these three noticeable differences between the creaming and collapse gels restrict the comparison of their results to be only qualitative.

8.2.2 From Crack to Droplet

In the following two sections, I report close inspections on the solvent droplets. Two special ways of generating solvent droplets will be reported. In this section, I will present droplets that are generated from cracks in the gel near the glass wall. This phenomenon will help us to speculate a general formation mechanism of solvent droplets.
A 2× objective is used to investigate the solvent droplets in detail. Figure 8.13 shows images of the early solvent droplets in a slow collapse gel with $\varphi_c = 0.39$, $\varphi_p^{\text{free}} = 0.6$. The original image at $t = 41.0$ min (instead of the first image) was used as a reference image for the imaging process. Because at $t = 41.0$ min, all air bubbles were outside the experimental window while the gel remained homogeneous. In this way, the processed images are clear for viewing.

Figure 8.13 shows an elongated tear-drop-shaped solvent droplet (indicated by the white dashed circle). It was generated from a crack indicated by the white arrow. Figure 8.13 shows how this droplet evolves. The crack indicated by the white arrow emerged gradually after $t = 98.0$ min. At $t \approx 150$ min, the solvent in the crack formed a droplet (with a width about 100 µm) that rose upwards. The speed of this droplet was $2.73 \pm 0.03$ µm/s. A track was left as it rose. This mechanism of generating solvent droplets is reminiscent of the nucleation of droplets in an elastic network [92, 93]. It can also be observed in gel $\delta$ ($\varphi_c = 0.46$ and $\varphi_p^{\text{free}} = 0.382$) in geometry A. In gel $\delta$, a crack (at ~ 4.5 mm above the bottom of gel and ~ 1.4 mm away from the edge) generated 9 droplets between $t = 50.0$ and 845.0 min. Most of these droplets zigzagged upwards instead of rising along a straight trajectory. Here, I term these phenomena as solvent droplet, track and crack in line with the nomenclature of Ref. [80]. Cracks are narrower and grow slowly in both vertical and horizontal direction. Also, they do not carry debris. The origin of cracks is unclear. It may be related to the inhomogeneity of the gel and the surface condition (e.g. scratches or dirt) of the wall, which is analogous to heterogeneous nucleation [92].

Interestingly, the opposite process of a crack creating droplets can also be observed. Figure 8.14 shows a droplet that was squeezed back into gel $\delta$. At about $t = 12500.0$ min, no solvent droplet can be found rising in gel $\delta$; however, one droplet (radius of 70 µm) is stuck on the wall. At this time, the average colloidal volume fraction of the sediment is about 0.57. When the lower half of the sample $\delta$ was imaged, similar evidence can be found at an earlier time ~ 7000 min. These results show that the solvent can be squeezed back to a gel through the porous structure. This result also implies that the formation of solvent droplet is a nucleation process, see Sec. 8.2.4.3.

In figure 8.13, the droplet indicated by the red dashed circle came from below the
Micrographs of a slow collapse gel ($\varphi_c = 0.39$, $\varphi_p^{\text{free}} = 0.600$) observed using a $2\times$ objective. The solvent droplet which attaches to the wall appears irregular shape and zigzag slowly upwards (red dashed circle). The solvent droplet in white dash circle is near but without touching the wall. It appears an elongated tear-drop. The white arrow points at the crack that generates the droplet in the white circle.
Figure 8.14 In sample δ, a solvent droplet can be found stuck on the wall and squeezed back into the gel.

experimental window. It has a high-curvature shape. It zigzags upwards with a speed of $v = 0.07 \pm 0.01 \text{ µm/s}$ in a direction dictated by gravity. At $t = 210.0 \text{ min}$, this droplet detaches from the wall and becomes more tear-drop-shape and turbid. After it detached, it rises much faster, with a speed of $v = 1.55 \pm 0.01 \text{ µm/s}$. This is an important observation that can help us to understand the behaviour of solvent droplets. I will come back to this in Sec. 8.2.4, together with the solvent droplets that are generated by cracks.

8.2.3 From Air Bubble to Droplet

In slow collapse gels with high polymer concentration, air bubbles take much longer time to escape from the suspension compared to those in a rapid collapse gel. For a gel with $\varphi_c = 0.46$ and $\varphi_{p, \text{free}} = 0.624$, it takes more than 160 min for all visible air bubbles to be released; by contrast, for sample $\gamma$, the most extreme case of rapid collapse gels, it takes about 40 min. Here, I report observations of solvent droplets that are generated from the wakes of air bubbles. Discussion directly related to the results will be given in this section; however, general discussion of droplet formation will be given in Sec. 8.2.4.

In a slow collapse gel with higher $\varphi_{p, \text{free}}$, air bubbles (around the time scale shown in figure 8.15) can create short dark wakes, see the dashed circles in figure 8.15. As an example, the air bubble indicated by black dash circle in figure 8.15(a) is $\sim 30 \text{ µm}$ in radius at $t = 29.5 \text{ min}$. As it rose through the gel, it shrunk from $R = 60 \text{ µm}$ at $t = 7.0 \text{ min}$ until disappeared at $t = 31.0 \text{ min}$; its wake elongated from $\sim 220 \text{ µm}$ at $t = 8.0 \text{ min}$ to $\sim 1230 \text{ µm}$ at $t = 31.0 \text{ min}$. As the air bubble disappeared, a solvent-rich wake was left. A solvent droplet can be generated from
Figure 8.15  In slow collapse gels with high $\phi_p^{\text{free}}$, some air bubbles create wakes as they rise through the gel. The air bubbles appear as bright white circles with a black dot in the centre. The black circles (some with a white dot in the centre) are the air bubbles in the first image of the experiment. Indicated by the black dashed circles are dark wakes created by later air bubble.

This wake. Figure 8.16 shows a solvent droplet which was generated from the dark short wake of an air bubble indicated by the black dashed circle in figure 8.15(a). The air bubble (bright sphere in the first image) disappeared leaving the wake in the bulk of the gel. In about 60 min, the wake gradually transformed into a low-curvature shape. By assuming the wake at $t = 29.5$ min and the droplet at $t = 59.5$ min has axial symmetry, their volume can be roughly estimated to be $2 \times 10^6 \mu m^3$ (wake) and $11 \times 10^6 \mu m^3$ (droplet), respectively. This suggests that the wake accumulated solvent as it transformed. At around $t = 90$ min, the wake rose upwards as a solvent droplet.

This kind of droplet forming mechanism can also be found in small particle gels, see figure 6.15(e). Observations of gel $\delta$ in geometry C suggest that the generation of solvent droplets is related to the existence of air bubbles as well. In two experiments with no air bubble rising, solvent droplet and volcano at the gel interface are absent, see figures 7.14 and 7.15. In contrast, with air bubble rising through the gel, solvent droplets can be found, see figure 7.16.

A similar observation has been reported by G. G. Glasrud et al. when studying the settling of Iron Oxide suspensions [94]. They found that the solvent (oil in their case) fills the voids left by the departed air. As the solvent reaches the interface, volcanic eruptions can be observed.
The short wakes are darker, suggesting they are solvent-rich. As the air bubble rises, the length of dark short wake increases with time, suggesting the gel structure needs longer time to heal. It is expected since the gel structure is maturing and the relaxation time increases correspondingly.

How does the air bubble in figure 8.16 suddenly disappear? The disappearing of the air bubble is not a result of out of the depth of view. Going out of view, an air bubble should dim as it shrinks. It is possible that the air bubble was dissolved back into the solvent, considering that the air bubble is small.

The largest air bubble that generated droplet was found to be \( \sim 90 \, \mu m \) in radius. Why do larger air bubbles \( (R > 100 \, \mu m) \) not show dark wakes in the image? In fact, they may create small dark wakes but the imaging method used here cannot resolve these. As an air bubble creates a dark wake, the colloids originally in the wake are compressed into the surrounding structure. For a large air bubble, the layer of compacted colloids that are close to the wall can reduce the contrast so that the wake hidden behind cannot be resolved. However, one may also argue that large air bubbles rise more quickly and can be released shortly after the sample is mounted. The gel is not formed within such a short timescale. The gel structure can rearrange and ‘heal’ the wake. Hence, to answer this question, detailed study of air bubbles in a gel and the formation time of the gel is required.
8.2.4 Discussion of Solvent Droplets

8.2.4.1 Comparison to Previous Findings

L. Starrs et al. studied the collapse of gels formed by small PMMA colloids \((a = 186 \text{ nm})\) using dark field imaging (DFI) \[53\]. Their results showed cracks and channels in gels before the delay time. Cracks propagate mainly horizontally; while channels more upwards. The channels appear as bright objects in dark field because the surrounding gel network is broken. DFI results show that the channels can start at various heights that are close to the walls of the sample. They suggested that the channels may nucleate on small inhomogeneities on the inner wall. Also, the channels were bent towards the centre of the gel. They also observed that channels transported materials. When a channel broke through the gel interface, volcano-like structure was observed.

Reported in Sec. 8.2.2, the micrograph (figure 8.13) shows that droplets can be generated from cracks at the glass wall. Also, the trajectories of solvent droplets are skewed. As a droplet reaches the interface, a volcanic eruption can be observed. Debris can be found coming out from the volcanoes.

Comparing the DFI results with the imaging results in this work, I argue that the channel in DFI is the track created by the solvent droplet. As a solvent droplet rises, a gel yields locally so that the gel structure along the droplet track is broken as observed in DFI. To understand why a track or a channel can be observed by DFI after the rising of a droplet, let us consider the droplet 1 and 2 in gel \(\beta\) (figure 6.5(c)) as examples. Their radius and rising speed are \(90 \pm 1 \text{ µm}, 5.2 \pm 0.1 \text{ µm/s}\) and \(113 \pm 2 \text{ µm}, 5.9 \pm 0.1 \text{ µm/s}\), for droplet 1 and 2, respectively. A droplet forces the gel structure above it to yield; and it shears the surrounding gel structure as it rises. The shear rate created by droplet 1 and 2 is \(\dot{\varepsilon} = \frac{v_{\text{droplet}}}{R_{\text{droplet}}} \approx 0.06 \text{ s}^{-1}\). For colloids around the droplet, the shear-induced structure changes can be attributed to the balance between the shear and the depletion force. This balance can be estimated by a modified Peclét number \(\text{Pe}_{\text{dep}}\), which reflects the ratio of shear to depletion attraction \[83, 95\]:

\[
\text{Pe}_{\text{dep}} = \frac{F_{\text{shear}}}{F_{\text{dep}}} = \frac{6\pi\eta_a \dot{\varepsilon} a}{U_{\text{dep}}(2a)/2R_g} = \frac{12\pi\eta_a^2 \dot{\varepsilon} R_g}{U_{\text{dep}}(2a)},
\tag{8.6}
\]

where the depletion potential is approximated by a ramp potential and \(U_{\text{dep}}(2a) = 16.4k_B T\) is the depth of depletion potential for gel \(\beta\). The viscosity of PS solution
was measured to be $\eta_s = 0.0105 \pm 0.0001$ Pa·s. Hence, for the shear created by
the rising of droplet 1 and 2, $\text{Pe}_{\text{dep}} \approx 0.01 \ll 1$. Consider the speed and size
of the channels and the attraction strength in DFI result, the modified Peclét
number $\text{Pe}_{\text{dep}}$ is also much smaller than 1 in their case. $\text{Pe}_{\text{dep}} \ll 1$ suggests
that the colloids around the droplets are strongly affected by the inter-particle
attractions. Previous rheo-confocal studies showed that, with high shear rate (i.e.
high $\text{Pe}_{\text{dep}}$), the shear breaks a gel completely into single particles. Therefore,
after the cessation of the shear, a gel can be reformed. With low shear rate,
the shear cannot break the gel completely. Instead, it creates large compacted
clusters. The shear-induced rearrangement almost stops after the cessation of the
shear, i.e. the resulting compacted gel structure has a long relaxation time
[83]. In our case, the shear rate induced by the rising of the droplet is low. Hence,
the gel structure around the droplet needs a long time to ‘heal’. It leads to the
formation of observable channels after the droplet rises.

### 8.2.4.2 What is a Solvent Droplet?

Let us re-examine the question of what a solvent droplet is? In the confocal image
shown in figure 2.6, solvent fills the voids in the gel network. Even though the
solvent can flow through these voids, the voids in the gel network are not solvent
droplets. In contrast, the confocal images shown in Appendix A.9 is in line with
the common impression of a droplet, which is almost tear-drop shaped. Generally
speaking, a solvent droplet should be able to locally break the gel above it and
maintain its integrity (to some extent) as it travels through the gel.

The yield stress of the gel is $10^1$ to $10^2$ mPa. The critical size of a droplet
that is capable of yielding a gel can be evaluated by $R = \frac{3\sigma_y}{4\Delta \rho g}$, where
$\Delta \rho = \rho_{\text{gel}} - \rho_{\text{solution}} = (\rho_{\text{PMMA}}\varphi_c + (\rho_{\text{IM}} + c_p)(1 - \varphi_c)) - (\rho_{\text{IM}} + c_p) \approx 0.1$ g/ml.
Hence, the critical radius of a droplet is $10^1 \sim 10^2$ µm. The smallest solvent
droplet that can be identified is found in a rapid collapse gel with $\varphi_c = 0.34$ and
$\varphi_{\text{free}} = 0.468$, which is $\sim 30$ µm in radius. The width of this droplet corresponds
to 6 pixels in the image. It is close to the resolvable length scale of this setup,
see Sec. 3.2.2. It can be seen because it left a track behind as it rose. There can
be smaller solvent droplets rising in the gel, although they cannot be resolved in
the images, and hence we cannot know for certain what the critical radius is.

As I proposed, a solvent droplet should be able to force the gel above it to yield
locally and rise. However, complexity is added when considering a blob of solvent
at the wall. Figure 8.13 suggests that, at the wall, apart from the yield stress of the gel, a blob of solvent needs to overcome more resistance to be able to rise upward. The additional resistance comes from the friction between colloids and glass walls. As discussed in Sec. 8.1.2, colloids at the wall are pushed onto the wall by depletion pressure \( p_{dep} \) and re-directed stress \( \sigma_\perp \), resulting in the friction between colloids and wall. This friction can slow down a droplet; while the fractal structure of the gel leads to the zigzag motion of the droplet.

I also proposed that, a solvent droplet is generally required to maintain its integrity as it rises. At the wall, solvent droplets zigzag upward slowly; they can also merge or split. In this case, the distinction between a droplet and a crack is ambiguous. However, in the result of gel \( \delta \) (figure 6.9), it is appropriate to term those zigzagging blobs as droplets, considering that their shape has a lower curvature than that of a narrow crack.

Low curvature implies the existence of surface tension. As the droplet rises, it shears the gel structure locally. Colloids can be rearranged to form a low curvature interface that lowers the surface energy. In contrast, the high curvature shape of droplets at the wall suggests anisotropic resistance. In fact, away from the wall, the structure of a gel is also heterogeneous on the length scale of a droplet, see confocal images of droplets in Appendix A.9. The shape of a droplet changes as it travels through a gel, and the surface of a droplet is not smooth. In contrast, the solvent droplets formed in a polymer gel are smoother. This is understandable considering the size of droplets in polymer gel is 3 orders of magnitude larger than the mesh size of the network. The heterogeneity of the gel network is negligible on the length scale of such a large droplet. However, in our colloidal gel, the droplet is \( 10^1 \sim 10^2 \) \( \mu \text{m} \) in size while the mesh size is \( 10^1 \) \( \mu \text{m} \) estimated from figure 2.6 and void volume reported in Ref. 83. Hence, on the length scale of a droplet, the heterogeneity of the colloidal gel is not negligible.

### 8.2.4.3 The Formation of Solvent Droplets

A possible first step to understanding the formation of solvent droplets is to observe where solvent droplets can be formed. I reported the spatial distribution of the volcanoes at the gel interface in Sec. 8.2.1, hoping to infer the generation position of droplets in the horizontal plane. However, the side-view images shown in Appendix A.8 show that the trajectory of a droplet can be skewed. This means the spatial distribution of volcanoes at the interface cannot be directly linked to
I reported that solvent droplets can be formed from the cracks in the gel. The results shown in figure 8.13 implies that the droplet forming mechanism is a nucleation and growth process. R. Style et al. studied the nucleation of solvent droplets in an elastic network [93]. They investigated the de-mixing of two types of liquid in a cross-linked polymer network. In a polymer gel, the classic nucleation process is modified by the presence of elasticity. To grow beyond the mesh size of the network, a nucleus needs to overcome not only the energy barrier set by the balance between interfacial energy and bulk free energy, but also the restraining pressure set by Young’s modulus of the gel as it deforms the network [92, 93]. In their case, the driving force of nucleation is liquid-liquid phase separation due to changes in temperature [93]. The polymer gel is merely a constraint. In our gels, I suggest that the driving force is spinodal decomposition. As a gel forms, the spinodal decomposition leads to the colloids to aggregate, resulting in a negative pressure that force the solvent to form voids. These voids together with defects on glass walls and wakes of air bubbles serve as active nuclei or seeds for droplet growth. When a droplet is smaller than the minimum size of a stable nucleus which is set by the interfacial tension and the elasticity of the gel network, it will be “re-dissolved” back to the gel. The droplet shown in figure 8.14 could be this case. When a droplet grows large enough, it forces the gel to yield and rises. In other words, the formation of the colloidal gel is the driving force, while the resulting gel is the constraint.

8.3 Conclusion

In this chapter, I discussed the two key features during the onset of the collapse, i.e. the denser layer and the solvent droplets.

In Sec. 8.1, based on the observations that gels start collapsing at the vertical part of a meniscus, I speculated that the steep slope of the meniscus leads to an unbalanced force so that the gel in such region is unstable to gravity compared to other parts of the sample. The colloids at a frictionless meniscus slide downwards due to the tangential component of the buoyancy force. Hence, the surrounding gel network is dragged down through inter-particle attraction or hydrodynamic interaction. The fact that gels start collapsing around an air bubble in nearly-filled cuvette supports this force balance hypothesis. Also, a cone geometry in
which a gel curved upwards was designed to test this hypothesis. The imaging results show that the gel initially collapsed to one side and created a strong back flow in the centre, which is expected from the force balance hypothesis.

The mass of a section of a denser layer was estimated and compared to the yield stress of the gel in Sec. 8.1.2. The result shows that the denser layer accumulated more mass than it needs to force the gel to yield. Two factors were speculated to partially support the denser layer. One is the friction between the colloids and the glass walls; the other is the depletion force that pushes colloids towards the meniscus. It suggests that the container with frictional inner walls can potentially prolong the delay time. However, further study is required.

In Sec. 8.2, to study the formation of the solvent droplets, the spatial distribution of volcanoes at the gel interface of collapsing and creaming gels were investigated. The results suggest that the distribution is geometry dependent, which can be related to the stress distribution of the gel network. However, because the trajectories of solvent droplets are skewed in vertical planes, the spatial distribution of the volcanoes cannot imply the generation position of solvent droplets.

I reported that solvent droplets can be formed from cracks at the glass walls and wakes of air bubbles. These results imply that the formation of solvent droplets is a nucleation and growth process. The spinodal decomposition leads to a negative pressure that aggregates solvent to form voids in the gel network. These voids, defects on glass walls and wakes of air bubbles are active nuclei or seeds for droplet growth. When a droplet grows large enough, it forces the gel to yield and rises.
Chapter 9

Conclusion and Future Work

In this thesis, the gravitational collapse of the colloidal gel with short-range depletion attraction has been studied. The main interest of this work is the onset of the collapse. As highlighted in Sec. 2.5, for our model system, the falling of the denser layer and the expulsion of the solvent are two of the key processes in the collapse. To investigate these two processes, the onset of the collapse is observed using microscopic time-lapse imaging. The application of the fluorescence microscopy enables the observation of detail phenomena before and after the macroscopic collapse of gels. Here, I summarise main findings in this work.

As presented in Chapter 6, the interplay between these two key processes leads to an evolution of collapse mechanism. At very low $\varphi_c$, a gel cannot support the stress exerted by a single particle. It collapses straightforwardly with very short delay time. At low $\varphi_c$, finger-like clusters form and fall through the gel prior to the avalanche of the denser layer. At intermediate $\varphi_c$, the denser layer accumulates more mass. Solvent droplets can be found rising through the gel before the falling of finger-like clusters. Solvent droplets interact with fingers. At higher $\varphi_c$, a gel can support more mass at its top so that the falling of finger-like clusters can no longer be observed. The denser layer collapses as large blocks. Increases the $\varphi_c$ even further, a gel can support the mass of denser layer; only solvent droplets can be observed. A gel collapses without fast sedimentation. Generally, a gel can support more weight at its top as $\varphi_c$ increase. This result can potentially help with shortening the product development cycle by predicting the type of collapse in the early stage.
In Chapter 6, the imaging results show that the mass source of the denser layer comes mainly from the colloids at the corner (vertical part) of the meniscus. In Chapter 7, by removing most of the curved meniscus and leaving only a small air bubble in the sample, the delay time of a rapid collapse gel can be prolonged. This confirms that the air-gel interface is crucial for the formation of a denser layer. In Sec. 8.1, the mechanism of denser layer formation was speculated. Colloids at the air-gel interface are pressed toward the interface by the depletion force. However, the component of the depletion force that balances the buoyancy force decreases at the vertical part of the air-gel interface. Therefore, compared to at the bottom of the meniscus and in the bulk, the gel at the corner is more unstable under gravity. As these colloids fall down and accumulate at the top of the gel, where a denser layer can be formed. When such layer is heavy enough, it falls down as finger-like clusters or as big blocks. The falling of the denser layer creates large-scale recirculation and triggers the rapid collapse. Therefore, reducing the vertical part of the air-gel interface can retard the mass accumulation of the denser layer, hence, postpones the rapid collapse.

The evolution of collapse mechanism seems to support the scenario that the collapse of the denser layer is a yielding event. In Chapter 8, a preliminary test of the scenario of a denser layer breaking a gel suggests that the denser layer accumulates more mass than it needs to force a gel to yield. On the other hand, in the investigation of the solvent droplets at the glass wall, results show that these droplets exhibit high-curvature shapes and zigzag motions. I speculate that the friction between colloids and the glass wall may partially support the denser layer at the top and act as an extra resistance for the solvent droplets at the wall. Such friction is induced by pressures that push the colloids onto the wall, including the depletion pressure and redirected pressure of the gel network.

In Chapters 6 and 7, the imaging results also show that the solvent can be expelled from the gel as rising solvent droplets. As a droplet rises, a track (or channel) is left allowing the solvent to be released more quickly. Also, the rising of droplets damages the gel structure. The solvent flow erodes the surrounding gel structure as it flows through the track. When a droplet reaches the gel interface, a volcanic eruption can be observed. Debris brought with the solvent flow comes out from the volcanoes forming craters. This debris also contributes to the mass accumulation of the denser layer, especially when a curved meniscus is far away. In Sec. 8.2, I reported that solvent droplets can be formed from cracks at the
glass wall and from the wakes of air bubbles. However, the general mechanism of the droplets generation is not clear. I suggest that the formation of droplets is a nucleation and growth process. In our model system, a gel is formed by arresting the spinodal decomposition. Such a decomposition process leads to a negative pressure that aggregates the solvent to form voids. These voids together with defects on the walls and the wakes of air bubbles act as active nuclei or seeds for droplet growing. When a droplet grows big enough, it forces the gel network to yield and rise upwards.

The results presented here highlight the important role of hydrodynamics in the collapse of a gel. During the initial stage of collapsing, the solvent flows through the network, counteracts the compression of the gel network. In this case, the hydrodynamic force supports the gel structure. On the other hand, the solvent flow can erode the gel structure locally. In this case, the hydrodynamics is a damaging effect instead of a supportive one. Moreover, the falling of a denser layer leads to a large-scale recirculation. Such recirculation can also propagate across a gel breaking the gel structure. In this case, the hydrodynamics affects the collapse in the length-scale of the whole sample.

This study is mainly about exploring the onset of collapse. Some observations lead to open questions for future work. The first question is about the generation of the finger-like clusters. In our model system, fingers collapse leading to the avalanche of the denser layer that brings down the gel. However, for some gels, this is not the case. For example, a gel formed by colloids in nematic liquid crystal starts collapsing at the corner of the meniscus; however, the resulting denser layer is stuck at the meniscus while the network breaks in the middle of the sample and collapses without the layer at the top. This kind of partial collapse may be undesirable in many products. Therefore, understanding the collapse of the fingers and hence the denser layer is important. Imaging results (figures 6.3 and A.10 as examples) show that the fingers have similar width (for a given gel). It is reminiscent of the bulk elastic fingering instability [96, 97]. Envision a denser viscous fluid is placed on top of a less dense gel, the interface is unstable. Any fluctuation of density will lead to the destabilization of the interface, leading to the formation of fingers. However, such an interface is ill-defined in the micrographs. Base on the discussion of the denser layer formation (Sec. 8.1.1), this interface can be revealed from the difference in colloidal volume fraction or colloidal mobility. Once this interface is observed, one can compare
the collapse of fingers with the fingering instability.

The second is the formation of solvent droplets. The nucleation of solvent droplets in a polymer gel has been studied qualitatively. The general argument may be applicable for droplets in colloidal gels. However, in a colloidal gel, the gelation is the driving force for the nucleation of droplets and the resulting gel becomes the constraint. It is interesting to investigate further the nucleation of droplets in a colloidal gel. Images deep inside a gel are desired. This can be potentially achieved by applying selective plane illumination microscopy. In this technique, only the focal plane of the detection optics is illuminated. It yields images similar to that from a confocal laser scanning microscopy, but has a larger field of view with higher axial resolution. Preliminary study suggests that the concentration of fluorophore should be reduced significantly to illuminate deep inside a gel.

Third, it would be fruitful to study the collapse of gel in simulations taking hydrodynamics into account. It may provide insight into the role that hydrodynamics plays related to the delay time of the gel and the interface speed of the collapse. Especially, it may answer why a slow collapse gel exhibits a constant interface speed when the meniscus is mostly removed.

Moreover, this work demonstrates the crucial role of a curved meniscus and the friction at the walls during gel instability. Therefore, instead of designing gels by changing compositions, altering the surface property of a container can be a new direction to extend the shelf life of a gel product. For example, a 90° contact angle and frictional inner walls may be beneficial.
Appendix A

Supplementary Observations

A.1 Shape of a Meniscus

Figure A.1  (a) The micrograph shows the meniscus of a sedimented gel in a cuvette. (b) A 3D illustration of the meniscus, in which only one of the glass walls are presented in the image. (c) Sketch of a cross section at the bottom of a contact line showing the contact angle $\Theta$. The cyan lines indicate the bottom of gel-glass contact lines. Red lines are on the meniscus and perpendicular to the contact line. Their projection on glass walls are indicated by the blue lines. Therefore, the angle between blue and red lines are the contact angle of the gel $\Theta$. The distance $d$ is between the bottom of a contact line and the base of the meniscus.

The shape of a meniscus is important in understanding the effect of a meniscus in gel collapse, especially for the discussion in Sec. 8.1. Here, I present a 3D illustration of the meniscus of the gels studied in this work to help picturing its shape. However, calculating the shape of the meniscus in our case is complicated.
and is out of the scope of this work [99, 100].

Figure A.1(a) shows the meniscus of a sedimented gel in a cuvette. At the edge of a cuvette (each side of the image), the ‘gel’, it is in fact the PS solution in this image, touches two glass walls that perpendicular to each other. On each wall, the contact angle $\Theta$ should be the same. In our gels, $\Theta$ is acute. Therefore, the contact line bends upwards, due to capillary force. In an ideal case, where $\Theta = 90^\circ$, the contact line will not bend. It will be perpendicular to the edges of a cuvette so that two glass walls and the flat meniscus are three mutually perpendicular planes.

To help picturing the shape, in figure A.1(a), at the bottom of contact lines (indicated by the cyan lines), the contact angle $\Theta$ is indicated at two locations: in the centre (the blue line) and on the right-hand side (the angle) of the image. Correspondingly, these two cases are represented in figure A.1(b). Note that red lines are on the meniscus and blue lines are their projections on a glass wall. Similarly, at a corner of the meniscus in figure A.1(a) and (b), the contact angle is indicated at two more locations.

Now, let us estimate the contact angle of the gel in a glass cuvette. Figure A.1(c) sketches a cross section at the bottom of a contact line showing the contact angle $\Theta$. From the imaging result, this cross section can only be seen after a gel is collapsed. Therefore, to estimate the contact angle of a gel, I will first estimate that of the PS solution from the image. Then, I will show that it agrees with the result measured directly on a glass slice.

The cuvette is assumed to be wide enough so that the air-gel interface approaches the ambient level far from the flat wall. Hence, the air-gel interface can be modeled as meniscus at a flat wall. In this case there is no capillary effect and the contact angle $\Theta$ can be estimated from the height at the wall $d$ by [101]:

$$\Theta = \arcsin(1 - \rho gd^2/2\alpha)$$

(A.1)

where $\alpha$ and $\rho$ are the surface tension and density of the solvent. In our gel, the IM solvent consists 81% of cis-decalin. Hence, for estimation, these properties of cis-decalin are used, which are $\alpha = 0.03$ N/m [102] and $\rho = 0.8964$ g/ml. $d = 2253 \pm 6$ µm was measured from figure A.1(a) giving $\Theta = 14^\circ$. To verified this estimation, the contact angle of 4 mg/ml PS in IM solution on a glass slice
was measured using Krüss EasyDrop tensiometer, which is $\Theta = 14.45 \pm 0.13$. This result agrees well with the estimated value in a cuvette, considering that the PS solution in figure A.1(a) is not devoid of PMMA particles. My result also agrees with the previous observation of a monodispersed colloids in decalin, which is $\Theta \approx 15^\circ$ [103]. Therefore, the contact angle of a gel is taken as the value measured on a glass slice which is $\Theta \approx 20^\circ$ from Ref. [103].

### A.2 Height Profiles from Macro- and Microscopic Imaging

![Graph](image)

Figure A.2  Scaled height profiles $\hat{h}(t)$ vs. time of the rapid collapse gel $\alpha$ ($\varphi_c = 0.19$, $\varphi_p^{\text{free}} = 0.557$, see figure 6.1) in standard geometry obtained from microscopic time-lapse imaging with 0.5 min time interval; and •: long-time macroscopic time-lapse imaging with 10 min time interval. For the macroscopic result, the magenta solid line is linear fit to the rapid collapse.

The scaled height profiles $\hat{h}(t) = \frac{(h(t) - h_{RCP})}{(h_0 - h_{RCP})}$ vs. time of gel $\alpha$ ($\varphi_c = 0.19$, $\varphi_p^{\text{free}} = 0.557$, see figure 6.1) obtained from macro- and microscopic imaging are compared in figure A.2. Only one result from each method is shown for clarity. All (scaled) height profiles are calculated using the original images (see Chapter 3).

Notice that the delay time $\tau_d$ from microscopic imaging is larger than that from macroscopic imaging. The difference is about 17% of $\tau_d$ from microscopic imaging. By repeating macroscopic time-lapse imaging with 1 min time interval,
the average delay time is \( \tau_{d}^{25} = 53 \pm 0.7 \) min at 25 °C and \( \tau_{d}^{23} = 54 \pm 1.1 \) at 23 °C. The variances of \( \tau_{d} \) are close to the resolution (time interval) of the experiment. The microscopic imaging was operated at \( T = 23 \pm 0.5 \) °C with time interval of 0.5 min. The average delay time \( \tau_{d} = 63.6 \pm 0.6 \) min. The variance is also close to the resolution of the experiment. In each experiment, the measurement of \( \tau_{d} \) can be well reproduced. Also, the temperature difference does not affect the measurements significantly. Hence, the \( \tau_{d} \) measured in macro- and micro- scale experiments are different significantly for other reasons. One possible source of the difference is the vibration cause by the fan in macro-imaging chamber. The vibration exerted on the gel may lead to low \( \tau_{d} \).

The interface speed during the rapid collapse period \( v_{i} \) can be measured by linearly fit to the height profile. At 23 °C, macroscopic results yield \( v_{i} = 769 \pm 2 \) nm/s. Microscopic result yields \( v_{i} = 767 \pm 3 \) nm/s. Hence, \( v_{i} \) is well reproduced with both methods.

The large variation of \( \tau_{d} \) suggests that the onset of the rapid collapse is sensitive to the environment (i.e. initial condition). On the other hand, \( v_{i} \) is not sensitive to the environment. More importantly, within the range of the temperature variance, all qualitative observations can be well reproduced.

### A.3 The Interface Speed of Rapid Collapse

The interface speed of rapid collapse \( v_{i} \) can be calculated by fitting the linear region of the height profile during the rapid collapse. \( v_{i} \) is plotted against colloidal volume fraction \( \varphi_{c} \) in the inset of figure A.3. The error of \( v_{i} \) is less than 0.01 \( \mu \)m/s for all rapid collapse gels. \( v_{i} \) does not vary with \( c_{p} \) significantly. This is understandable. For a fix \( \varphi_{c} \), changing \( c_{p} \) can vary the local structure of the gel (cluster-like or string-like) \[104\]. After the onset of rapid collapse, the gel structure is broken into clusters. The structural information of the original gel will not be retained in the resulting clusters due to the rearrangement of clusters under the strong shear coursed by the large-scale recirculation. Hence, the interface speed of rapid collapse is dominated by the \( \varphi_{c} \) rather than \( c_{p} \).

The interface speed is normalised by the single particle sediment speed \( v_{s} \) and plotted against \( \varphi_{c} \) with different polymer concentration in figure A.3. \[ v_{s} = \]
Figure A.3  The normalised interface speed $v_i/v_s$ of rapid collapse is plotted against colloidal volume fraction $\varphi_c$ with different polymer concentrations. The inset plots $v_i$ vs. $\varphi_c$. Polymer concentration $c_p$ are: ■: 3 mg/ml; ●: 4 mg/ml; and ▲: 5 mg/ml.

$2\Delta \rho g a^2/9\eta$, where $\eta$ is the viscosity of the PS solution and $\Delta \rho$ is the density difference between colloids and the PS solution. $v_i/v_s$ increases with $c_p$. This is because higher polymer concentration leads to higher solution viscosity $\eta$, therefore, lower single particle sedimentation speed $v_s$. On the other hand, $v_i$ decrease with increasing colloidal volume fraction $\varphi_c$. As $\varphi_c$ increases, $v_i$ approaches to $v_s$. Why this should be is not clear.

A.4  The Onset Height of Rapid Collapse

As shown in figure 6.2, the onset of rapid collapse can be defined by fitting the linear section of sedimentation during pre-collapse and rapid collapse. The $x$-coordinate of the intersecting point is the onset time of the rapid collapse ($\tau_o$); the $y$-coordinate is the onset height of the rapid collapse $\Delta h_o$, which is the distance between the gel interface and the base of the meniscus at the onset of the rapid collapse.

$\Delta h_o$ is plotted against $\varphi_c$ in figure A.4. Most of our samples start rapid collapse before the gel interface detaches the meniscus, i.e. $\Delta h_o > 0$ in most cases. From figure A.4, a positive correlation between $\Delta h_o$ and $c_p$ can be seen at low $\varphi_c$ and there exists a maximum $\Delta h_o$, i.e. $\Delta h_o$ does not always decrease with $\varphi_c$. This
Figure A.4 The onset height ($\Delta h_o$) of rapid collapse vs. colloidal volume fraction with different polymer concentration. $c_p = 3$ mg/ml (■), 4 mg/ml (●); and 5 mg/ml (▲). The onset heights of sample $\alpha$, $\beta$ and $\gamma$ are indicated.

The onset height of the rapid collapse ($\Delta h_o$) may not be what one expects. Because, the extra mass of the denser layer comes from the meniscus above $\Delta h_o$. Follow the idea of the yielding of the gel by the denser layer, one may expect the onset height of the rapid collapse ($\Delta h_o$) should decrease both with $\phi_c$ and $c_p$, because higher $\phi_c$ or $c_p$ leads to higher yield stress $\sigma_y$, so that the denser layer requires more mass to yield the gel.

Without knowing the volume above $\Delta h_o$, no quantitative explanation can be made why $\Delta h_o$ behaves in this way. To speculate the reason, we first notice that the shape of the menisci of gels may change with $\phi_c$, because the contact angle $\Theta$ is composition dependent. Second, the colloidal volume fraction above the base of meniscus is assumed to be the same as that of the bulk. Considering that the increment of $\phi_c$ can lead to higher mass accumulation. This suggests, at low $\phi_c$, the increment of $\phi_c$ leads to higher yield stress; at the same time, it also leads to more mass at the top of gel, which is needed to yield the gel. This may be responsible for the decrease of $\Delta h_o$ as $\phi_c$ increases from 0.18 to 0.23. On the other hand, solvent droplets can also bring debris to the top. However, at low $\phi_c$, solvent droplet is rare. The mass accumulation of low $\phi_c$ will mainly rely on the colloids above $\Delta h_o$. This may also be responsible for the existence of the maximum of $\Delta h_o$. 


A.5 The Delay Time

The delay time $\tau_d$ of large-colloid gels with varying colloidal volume fraction $\varphi_c$ and polymer concentration $c_p$. The inset plots $\tau_d/\tau_k$ against $\varphi_c$. $c_p = 3$ mg/ml (■), 4 mg/ml (○); and 5 mg/ml (▲).

The delay time of gels with varying colloidal volume fraction $\varphi_c$ and polymer concentration $c_p$ are plotted in figure A.5. Generally, higher $\varphi_c$ and/or $c_p$ leads to longer delay time.

In a gel system formed by long-range depletion attraction, P. Bartlett et al. have studied the origin of the delay time. They found that the delay time is proportional to the Kramers escape time of a single-particle bond $\tau_k$ (hence, $\tau_d/\tau_k$ is close to a constant) for a wide range of $c_p$ [54]. $\tau_k$ is the escape time for a particle to break a bond due to thermal fluctuation. They proposed that the spontaneous thermal fluctuations is crucial in determining the delay time of the gel with long-range attraction.

Here, I apply the same analysis to our system. To obtain analytic expression for $\tau_k$, the depletion potential is approximated by a ramp potential of the same depth and width. The Kramers escape time $\tau_k$ is given by [105]:

$$\tau_k = \frac{\Delta^2 \exp(-U_{dep}(2a)/k_BT) - (1 - U_{dep}(2a)/k_BT)}{D_s (U_{dep}(2a)/k_BT)^2},$$  \hspace{1cm} (A.2)

where $\Delta = 2R_g$ is the width of the potential, $D_s$ is the self-diffusion coefficient of
the particle inside the well, $U_{dep}(2a)$ is the depth of the potential. To estimate $\tau_k$ we need the diffusion coefficient $D_s$ for particles confined to each others’ potential wells. For a hard-sphere suspension, P. N. Segrè et al. [106] found that $D_s = k D_0$, where $k$ is a coefficient that depends on the (local) colloidal volume fraction, and $D_0$ is the free-particle diffusion coefficient that varies with the viscosity of the PS solution (therefore $c_p$). To estimate the local colloidal volume fraction $\varphi_{local}$, the average surface-to-surface distance is assumed to be twice the thickness of the depletion zone, i.e. $2R_g$. Therefore, $\varphi_{local} = \varphi_{RCF} \times a^3/(a + R_g)^3 \approx 0.55$. Hence, from Ref. [106], we have $D_s = 0.2 D_0$. $\tau_d/\tau_k$ is plotted in the inset of figure A.5.

In our gels, $\tau_d/\tau_k$ decreases with increasing polymer concentration. This may come from the fact that the depletion potential $U_{dep}(2a)$ is calculated assuming the radius of gyration of the polymer $R_g$ in all concentration is the same. However, the $R_g$ may decrease due the the solvent is a good solvent for polystyrene. This leads to a smaller $U_{dep}(2a)$ at higher $c_p$, thus a lower $\tau_k$. This means the $\tau_d/\tau_k$ curves in the inset of figure A.5 may be shifted vertically. Hence, the result here cannot test if $\tau_d/\tau_k$ is a constant for varying $c_p$.

$\tau_d/\tau_k$ also increase with $\varphi_c$. The effect on $U_{dep}(2a)$ with increasing $\varphi_c$ should have been mostly compensated by Eq. 2.1. Considering that the $\tau_d/\tau_k$ at high $\varphi_c$ is one order of magnitude higher than that at lowest $\varphi_c$, this trend should not be attributed to the way $U_{dep}(2a)$ was estimated. The result that $\tau_d/\tau_k$ increase with $\varphi_c$ is expected. The escape time $\tau_k$ accounts for a single bond. With increasing $\varphi_c$ colloids are bonded with more neighbours. The time needed for a colloid to break the cage increases with $\varphi_c$. Therefore, if the spontaneous thermal fluctuation is crucial as proposed in Ref. [54], $\tau_d/\tau_k$ is expected to increase with $\varphi_c$.

The onset time of the rapid collapse $\tau_o$ has been defined in figure 8.7. Figure A.6 plots $\tau_o$ against colloidal volume fraction $\varphi_c$ with different polymer concentration $c_p$. $\tau_o$ is reasonably well re-produced when repeating the experiments. The errors of $\tau_o$ are $\approx 10\%$. The dependency of $\tau_o$ on $\varphi_c$ is exponential-like for 3 mg/ml gels. With higher $c_p$, the dependency deviates from exponential-like at low $\varphi_c$. Generally, higher $\varphi_c$ and/or $c_p$ leads to longer $\tau_o$.

It is reasonable to consider the onset of rapid collapse as the beginning of the delayed collapse, i.e. taking $\tau_o$ as the delay time. With this assumption, $\tau_o/\tau_k$ is plotted in the inset of figure A.6. Similar to $\tau_d/\tau_k$, $\tau_o/\tau_k$ increases with increasing
Figure A.6  Onset time of rapid collapse $\tau_o$ of large particle gels with varying colloidal volume fraction $\varphi_c$ and polymer concentration $c_p$. The inset plots $\tau_o/\tau_k$ against $\varphi_c$. $c_p = 3$ mg/ml (■), 4 mg/ml (●); and 5 mg/ml (▲).

$\varphi_c$ and decreases with increasing $c_p$.

Similar to the discussion in previous part, the $\tau_o/\tau_k$ may be shifted due to the variance of $R_k$. Also, the increase of $\tau_o/\tau_k$ with $\varphi_c$ is reasonable.
A.6 Propagation of the Onset of Rapid Collapse

Figure A.7 (a) and (b): Micrographs of gel $\beta$ ($\varphi_c = 0.24$, $\varphi_p^{\text{free}} = 0.565$) in geometry $\mathbb{D}$, showing the propagation of onset of rapid collapse and the recirculation. (c): Height profiles of gel $\beta$ in geometry $\mathbb{D}$ are re-plotted from figure 7.4. (d): Key features in the propagation of onset of rapid collapse in geometry $\mathbb{D}$. The gel interface that separates the supernatant and the gel is bended as indicated by the black arrow. A trough (red arrow) can also be found near the air bubble. The curved arrow indicates the recirculation of the colloids. The dash-dotted line denotes the front of the recirculation. Symbols indicate the measure-positions of the height profiles in (c).

With large width of sample, gel $\beta$ ($\varphi_c = 0.24$, $\varphi_p^{\text{free}} = 0.565$) in geometry $\mathbb{D}$ clearly shows a propagation of the recirculation from the air bubble side to the opposite side, figure A.7(a) and (b). The height profiles measured at 3 locations (near the air bubble $<$, near the middle of the sample width $>$ and far away from the air bubble $\uparrow$) also suggest that the onset of the rapid collapse commences around the air bubble and propagates to the opposite side, see figure A.7(c). Figure A.7(d) illustrates the key features during this two propagations. A clear sharp gel interface separates the supernatant from the settling gel. Near the air bubble, the gel structure is broken by the recirculation, while the gel structure far away remains intact. A front of recirculation encroaching the intact gel can be seen, as schematically represented in figure A.7(d) by the dash-dotted line.
Since the onset of the rapid collapse propagates across the sample, the interface is expected to be bended at the location where the rapid collapse just commences, for example, the location indicated by the black arrow in figure A.7(d). Left to this location, the gel still settles slowly; while right to this location, the gel already settles rapidly. To test this hypothesis, the shape of the gel interface is extracted from the micrographs and plotted with varying time in figure A.8. By comparing the shape of the interface with the height profiles, the bending of the interface as indicated by the black arrows can be correlated to the onset of the rapid collapse. Such bending position (indicated by the black arrows) moves leftwards with a speed about 2 µm/s as the onset of the rapid collapse propagates.

Interestingly, after $t = 96$ min, a trough (indicated by the red arrows in figure A.8) can also be seen in the gel interface which also propagates leftwards. Comparing to the micrographs, such troughs correspond to the falling of the denser layer at the top, i.e. it is related to the large-scale recirculation, see figure A.7(d).

In geometry $\mathbb{D}$, once the rapid collapse is triggered, it propagates much faster than the recirculation. The result shown here suggests that the propagation of the rapid collapse is not due to the recirculation in the gel. However, the mechanism of this propagation is unclear at the moment. When the rapid collapse is triggered around the air bubble, the rest of the gel remain intact. Presumably, the gel on the left is pulled down by the colloids on the right through the network so that the onset of the rapid collapse is propagated, figure A.7(d). I speculate that slowing down this propagation may retard the delay collapse even further.

![Figure A.8](image-url)  
*Figure A.8* Shape of the gel interface of gel $\beta$ changes with time in geometry $\mathbb{D}$. The gel interface is bended at two locations (indicated by the black and red arrows, respectively.)
A.7 Verification of the Postponement of the Rapid Collapse

To verify the key observations made from gel $\beta$ ($\varphi_c = 0.24, \varphi_p^{\text{free}} = 0.565$) in Sec. 7.3, a gel with $\varphi_c = 0.23, \varphi_p^{\text{free}} = 0.338$ was also studied in the four geometries shown in figure 7.1.

The sample preparation in each geometries is described in Sec. 7.2; however, in geometry $C$ and $D$, the radius of the air bubble is about 3 mm, which is much larger than that of gel $\beta$. Also, in geometry $C$ and $D$, the sample was sealed with a Teflon stopper and warped with PTFE and Parafilm. The height profiles in different geometries are plotted in figure A.9.

![Figure A.9](image-url)  
**Figure A.9** Height profiles of a rapid collapse gel ($\varphi_c = 0.232, \varphi_p^{\text{free}} = 0.338$) in geometry A, B, C and D. The inset expose the details of the same data to show the initial stage of the collapse in geometry D. The symbols correspond to those used in figure 7.1 along with the illustration of the geometries.
A.7.1 Geometry A

Figure A.10  Microscopic image of gel $\varphi_c = 0.23$, $\varphi_p^{\text{free}} = 0.338$ in geometry A. White arrows indicate the finger-like clusters.

In geometry A, as the colloids fall from the corner of meniscus, finger-like clusters can be found generating at the top of gel at $t \approx 8$ min, figure A.10. The falling of denser layer creates a strong back flow, which triggers the rapid collapse. The onset time of rapid collapse is $\tau_0 = 32$ min, the delay time is $\tau_d = 61.5$ min, and the interface speed of rapid collapse is $v_1 = 526 \pm 1$ nm/s. No solvent droplet can be found.

A.7.2 Geometry B

In geometry B, the gel collapses with the same mechanism as in geometry A. As shown in figure A.11, finger-like cluster can be found falling through the gel. Also, in geometry B, no solvent droplet can be found before the onset of rapid collapse. The height profile is plotted as $\bullet$ in figure A.9. The onset time of rapid collapse is $\tau_0 = 28$ min, about 13% shorter than that in geometry A; the delay time $\tau_d = 56.5$ min, 8% shorter than that in that in geometry A; and $v_1 = 490 \pm 1$ nm/s, about 7% slower than that in geometry A. Hence, the gel in geometry B starts collapsing slightly earlier than but very close to that in geometry A.
A.7.3 Geometry C

In geometry C only the face with air bubble (the red dashed square in figure 7.1) was imaged. The height profile measured at the edge that far away from the air bubble is plotted in figure A.9 as △. Not only clusters, but also solvent droplets were observed, figure A.12. The solvent droplets interact with the falling cluster. The onset time of rapid collapse is $\tau_o = 73$ min, which is longer than $\tau_o$ but close to $\tau_d$ in geometry A and B. Hence, for this gel, geometry C does not yield a prolonged rapid collapse. Also notice that, after about 140 min, the interface
speed decrease from $519 \pm 5$ nm/s to $344.3 \pm 0.6$ nm/s. At $t \approx 140$ min, the gel interface detached from the air bubble. When the experiment was repeated, the gel interface speed also decrease as it detached from the air bubble. Hence, this speed change may be related to the detachment from the air bubble. Interestingly, in geometry C, solvent droplets were observed both at the edge of cuvette and in the centre of the image. Therefore, the key process observed in figure 7.5 is reproduced, i.e. clusters fall from the air bubble and solvent droplets rise.

A.7.4 Geometry D

![Microscopic images](image1)

Figure A.13 Microscopic image of gel $\phi_c = 0.23$, $\phi_{\text{free}} = 0.338$ in geometry D at air bubble side. Red dashed circle indicate a finger-like cluster. The large bright spot at the bottom right of the images figure A.13(b) - (d) is due to an LED light in the environment that shifted on 14 min after the time-lapse was started. The strip-like object on the left of the images is the Parafilm that wraps the cuvette. It become more visible because the illumination of the sample is changed by the extra LED light, so that the imaging process fails to remove it. However, the main observation reported here is not affected.

In geometry D, the faces with and without air bubble were imaged simultaneously as illustrated in figure 7.4.
**Near the air bubble** Figure A.13 shows the images of gel $\varphi_c = 0.23$, $\varphi_p^{\text{free}} = 0.338$ at the air bubble side. At $t = 35$ min, a cluster was found falling from the air bubble. Around this time, the settling of the gel interface near air bubble speeds up, $\triangleq$ in figure A.9, and rapid collapse commences at this point. From the height profiles measured at different locations, the propagation of the rapid collapse can be seen, see the inset of figure A.9. Also, the falling of clusters created large-scale recirculation that propagated towards the other end of cuvette, figure A.13(b) - (d).

![Figure A.13](image1)

**Figure A.14** Microscopic image of gel $\varphi_c = 0.23$, $\varphi_p^{\text{free}} = 0.338$ in geometry $\mathbb{D}$ far away from the air bubble. The red dashed circle indicates solvent droplets close to the edge of the cuvette. The black arrow indicates the falling of bright debris.

**Far from air bubble** At the other end of cuvette (the green dashed square in figure 7.1), the gel was imaged using a $2 \times$ objective. The images are shown in figure A.14. Solvent droplets can be found rising close to the edge of cuvette, as indicated by the red dashed circle in figure A.14(a). At $t = 87.0$ min, a stream of bright debris can be found falling from the top of gel, as indicated by the black arrow in figure A.14(b). Around this time, the settling speed of the gel interface in the centre of the image suddenly increases, $\blacktriangle$ in the inset of figure A.9. The rapid collapse is therefore triggered. This result is similar to the second observation of gel $\beta$ in geometry $\mathbb{D}$. Notice that, from figure A.9, geometry $\mathbb{D}$ can prolong the delay time.
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A.7.5 Summary

Generally, the results of gel with $\varphi_c = 0.23$, $\varphi_p^{free} = 0.338$ reproduce the key observations of gel $\beta$ in different geometries. Interestingly, by eliminating most of the meniscus, the collapse mechanism of the gel $\varphi_c = 0.23$ and $\varphi_p^{free} = 0.338$ shifts from clusters falling (D1 behaviour) to clusters and solvent droplets interacting (D2 behaviour).

The height profiles in figure A.9 show that the postponement of collapse is not significant especially in geometry C, compared to the result shown in figure 7.12. This may be due to the large air bubble that covers more than half of the top of cuvette in geometry C for the gel $\varphi_c = 0.23$, $\varphi_p^{free} = 0.338$. Compared to the full size meniscus in geometries A and B, the large air bubble does not reduce significantly the mass that can contribute to the formation of denser layer. Therefore, the rapid collapse is prolonged only slightly.

A.8 Micrographs of a Creaming Gel

Here, I report the ‘collapse’ of the creaming gel in a cuvette that is reported in Sec. 8.2.1.2.

Figure A.15 shows the height profile $\Delta h(t)$ vs. $t$ of the creaming gel $\varphi_c = 0.25$ and $c_p = 3$ mg/ml in a cuvette. The height of the gel interface is defined with respect to the bottom of the cuvette (as indicated by the white dashed line in the inset of figure A.15). The creaming gel detaches from the bottom of the cuvette at $t = 185.0$ min. After the detachment, the interface speed $v_i$ gradually accelerates for about 700 min and reaches a constant speed of $v_i = 161 \pm 1$ nm/s. It suggests that the creaming gel is a rapid collapse gel. The final compression started at about $t = 1200.0$ min. The height profile of the creaming gel is qualitatively similar to that of gel $\beta$ in geometry C which is a rapid collapse with a (mostly) flat top, see the inset of figure 7.3.

Figure A.16 shows the microscopic side-view image of the creaming gel in a cuvette. The black edges on the left and the bottom of figure A.16(a) are the glass of the cuvette. Figure A.16(a) shows that the gel was homogeneous at $t = 2.0$ min. At $t = 200.0$ min, cracks can be found in the gel. Also, the first solvent droplet in the experimental window reached the gel interface (at the
Figure A.15  Height profile of the creaming gel $\varphi_c = 0.25$ and $c_p = 3$ mg/ml in a cuvette. The red line is a linear fit to the rapid sedimentation. The inset shows a processed micrograph of the creaming gel. The white dashed line indicates the bottom of the cuvette. The height of the gel interface $\Delta h(t)$ is as defined.

bottom of the creaming gel). This was after the gel detached from the bottom glass. The speed of the first droplet in gravitational direction was about 2.5 $\mu$m/s. From figure A.16(b) and (c), solvent droplets descended from the bulk of the gel in skewed trajectories. No sign of the falling of finger-like cluster can be found in this creaming gel.

Figure A.16  Micrographic side-view images of the creaming gel $\varphi_c = 0.25$ and $c_p = 3$ mg/ml in a cuvette. (a) The gel was homogeneous at $t = 2.0$ min. (b) Cracks can be found in the gel. The first solvent droplet in the experimental window reached the gel interface after the gel detached from the glass. (c) More solvent droplets can be found descending from the top. Solvent droplets did not descend vertically.
A.9 Solvent Droplets in Laser Scanning Confocal Microscopy

The creaming gel (reported in Sec. 8.2.1 and Appendix A.8) was studied using laser scanning confocal microscope Zeiss LM700. The creaming gel was transferred into a bottom-cut vial that was sealed with a cover slice. The sample height was about 6 mm. The sample was shaken by hand before each experiment. The room temperature was 23 ± 0.5 °C. The 3D stacks with size of 640 µm × 640 µm × 1200 µm were taken using a 20x objective (Zeiss, NA=0.4). The pixel size in xy-plane is 5 µm/pixel. The pixel size in z-axis is 7.5 µm/pixel, which is scaled by the focus shift in the paraxial limit $k(n) = n_1/n_2$, where $n_1 ≈ 1.5$ and $n_2 ≈ 1$ are the refractive index of the solvent in the sample and the mediate between the lens and the sample, respectively \[107\]. The first image of each 3D stack ($z = 0$ image) was taken about 10 µm beneath the cover slice. Time interval between two 3D stacks is 2 min.

Figure A.17 shows the confocal image of a solvent droplet at $t = 260$ min. The observation position was about 1 mm away from the edge of the sample. The corresponding position of three orthogonal planes are indicated by the yellow lines in the images. The gravitational direction is indicated for each planes. The position of the glass slice can be identified after the gel detaches, because some of the PMMA particles still attach to the glass. The gel interface is much brighter and deep inside the gel is darker. Because the excitation light is scattered by the colloids and absorbed by the dye, the laser can not penetrate deep inside the gel. As the solvent droplet approaches the gel interface, colloids at the surface of the droplet deep inside of the gel can be illuminated, for example, the colloids as indicated by the red circle in xz-plane in figure A.17. The droplet is darker, because it is solvent-rich. The confocal image provides a close view of the teardrop shape of the droplet. The droplet is ~ 350 µm wide. From xy-plane image, the droplet does not exhibit axial symmetry. From vertical-plane images, the interface between the droplet and the gel structure is coarsened. The surface of the droplet is not smooth. It suggests an anisotropic surface tension and heterogeneous gel structure on the length scale of the droplet.

Figure A.18 shows the time-series images in xz-plane. The observation position was about 2 mm away from the edge of the sample. At $t = 2$ min, the gel was homogeneous. At $t = 96$ min, the gel interface detached from the glass slice. At
$t = 110\ \text{min}$, the first solvent droplet came into the experimental window. The image of $t = 110\ \text{min}$ shown here is contrast-adjusted for easy-viewing. At about $t = 128\ \text{min}$, the solvent droplet reached the interface and the volcanic eruption can be seen. As the solvent droplet descended, its shape varied and debris was brought to the interface. However, for the first droplet, no obvious erosion of the surrounding gel structure can be observed as the solvent passes through the track. The second solvent droplet can be found at $t = 152\ \text{min}$. It was very close to the first one. As it descended, it closed up the track left by the first droplet. More debris came out from the second volcano, $t = 178 \sim 234\ \text{min}$. Solvent flow eroded the surrounding gel structure was evidenced. The third solvent droplet can be seen at $t = 230$. Its corresponding eruption cannot be viewed directly in this $xz$-plane; however, the large crater it created can be seen in the image at $t = 234\ \text{min}$. Debris accumulated at the gel interface and creamed with the gel.

The confocal image shows that the surface of a droplet is coarsened. It suggests that the solvent droplet can detect the anisotropy of the structure. Also, the
Figure A.18  Confocal image of volcanic eruptions in the creaming gel $\varphi_c = 0.25$ and $c_p = 3$ mg/ml. Three eruptions are shown in the images. Red arrows point at the solvent droplets in their first appearing images.
change of the shape as a solvent droplet travel through the gel suggests that the gel structure is heterogeneous. The skewed trajectory of the droplet observed in side-view micrographs (Appendix A.8) also suggests that the structure of a gel is heterogeneous on the length scale of a solvent droplet.
Appendix B

Rheology Study of Gel $\gamma$

The yield stress of the gel $\gamma$ ($\varphi_c = 0.34$ and $\varphi_p^{\text{free}} = 0.586$) was measured using TA-DHR with 40 mm rough plane geometry at 23 °C. High rate steady shear ($\dot{\varepsilon} = 800 \text{ s}^{-1}$) was performed followed by a waiting time of typically 500 s before each test. This waiting time was determined by a linear viscoelastic measurement with a strain of $\varepsilon = 0.1\%$ and an angular frequency of $\omega = 1 \text{ rad/s}$, figure B.1. The gradual increase in storage modulus $G'$ and weakly decrease in loss modulus $G''$ shows a clear strengthening of the gel with time. After $t \approx 2000 \text{ s}$, $G'$ slowly decreases. This may be due to the collapse of the gel.

![Figure B.1](image)

**Figure B.1** Linear viscoelastic measurement for gel $\gamma$ at $\omega = 1 \text{ rad/s}$ and $\varepsilon = 0.1\%$.

The frequency respond of gel $\gamma$ was measured at $\varepsilon = 0.1\%$, figure B.2. The weak
dependence of $G'$ and the minimum of $G''$ is the typical frequency respond of colloidal glasses and gels [95, 108, 109].

![Frequency response of gel γ at ε = 0.1%](image)

Figure B.2 Frequency respond of gel $\gamma$ at $\varepsilon = 0.1\%$.

Dynamic strain sweep was performed at $\omega = 1$. Figure B.3 plots the storage and loss modulus against the measured strain $\varepsilon$. At low strain, $G' > G''$; the structure is solid-like. As the strain increases, $G''$ exhibits a broad peak and decreases at high strain. At the same time, $G'$ varies weakly with low applied strain and decreases as the strain increases above $\varepsilon \sim 1\%$. $G'$ decreases faster than $G''$; they crossover at $\varepsilon_c$.

The peak strain of $G''$ is close to the size ratio $\xi = 0.05$. It is linked to the breaking of the inter-particle bond [95]. Higher than the crossover strain $\varepsilon_c$, $G' < G''$, suggesting that the gel structure is fluid-like. For gel $\gamma$, $\varepsilon_c$ is close to strain of bond-breaking. It suggests a rarefied gel structure, so that the sample may melt upon the breakage of some of the inter-cluster bonds which keep the percolating network solid [95]. It is reasonable to define the crossover strain as the yield strain of gel $\varepsilon_y$, although defining the yield strain of a gel itself was demonstrated to be complicated [95, 110, 111].

At high strain, $\varepsilon \approx 10^3 \%$, $G'$ decreases more slowly; also $G''$ ceases decreasing. This phenomenon resembles the cage breaking of a small-colloids gel [95, 112].

Figure B.4 plots $G'$ and $G''$ vs measured stress $\sigma$. Corresponding to the yield
strain, the yield stress of gel $\sigma_y$ can be defined. For gel $\gamma$, $\sigma_y \approx 53 \text{ mPa}$. 

Figure B.5 shows the flow curve of gel $\gamma$. The stress $\sigma$ and the viscosity of gel $\eta_g$ are plotted against the shear rate $\dot{\varepsilon}$. Above $\dot{\varepsilon} \approx 10 \text{ s}^{-1}$, $\sigma \sim \dot{\varepsilon}$ and $\eta_g$ only weakly depends on $\dot{\varepsilon}$, i.e. the sample is fluid-like. Below $\dot{\varepsilon} \approx 0.03 \text{ s}^{-1}$, the stress reaches a plateau. The sample is solid-like. The plateau value of the stress is $\sim 55 \text{ mPa}$, which is close to the yield stress $\sigma_y = 53 \text{ mPa}$. The stress at lowest $\dot{\varepsilon}$ is slightly smaller, this can be caused by the short waiting time (10 s) before the
data acquisition.

Figure B.5 Flow curve of gel γ. The stress $\sigma$ (solid symbol) and the viscosity of gel $\eta_g$ (open symbol) are plotted against the shear rate $\dot{\gamma}$. The colour arrows indicate the direction of the experiment (black squares: increasing shear rate; red circles: decreasing shear rate).


