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Lay Summary

Despite the ubiquity of magnetism throughout the history of human civilisation, from its discovery in lodestones during the times of antiquity to its use in almost every technological aspect of our contemporary digital world, a full understanding of magnetism, particularly in the solid state, has remained elusive. The development of new instrumentation and computational techniques, in combination with the continuous discovery of new classes of magnetic materials, has led to not only significant progress in our understanding of solid state magnetism, often yielding great technological innovations, but has also inadvertently opened many more questions. One such open question consists of a complete physical description of the cooperative behaviour in the low temperature limit of an interacting macroscopic set of doubly degenerate magnetic spins comprising effective spin-$\frac{1}{2}$ magnets. Driven by their enhanced quantum nature, apparent simplicity and potential role in quantum computing and communication as quantum bits or qubits, research of numerous many-body doubly degenerate systems throughout all of physics including effective spin-$\frac{1}{2}$ magnets has experienced a type of renaissance. These effective spin-$\frac{1}{2}$ magnets have and continue to play a pivotal role in the development of a theoretical framework describing not only how magnetic moments interact with one another in the solid state but collective phenomena throughout all the sciences, often yielding a plethora of exotic and often novel types of magnetism. Within this Thesis, the low energy magnetic properties of four different effective spin-$\frac{1}{2}$ magnets constructed from doubly degenerate magnetic cations are investigated with the experimental technique of neutron inelastic spectroscopy.
Abstract

Owing to a combination of both their intrinsic “simplicity” and enhanced quantum nature, effective spin-$\frac{1}{2}$ systems have been subject of intense research for the past three decades. Fuelled by their role in quantum computing and communication as *qubits*, research of many-body doubly degenerate systems has experienced a type of renaissance with one particular noteworthy family being the effective spin-$\frac{1}{2}$ magnets. From the inception of solid state physics, these magnets have and continue to play a pivotal role in the establishment of a theoretical framework describing not only cooperative magnetism but cooperative phenomena in general and have yielded exotic and often novel magnetism. Within this Thesis, the low energy magnetic properties of systems constructed from effective spin-$\frac{1}{2}$ magnetic cations are investigated with neutron inelastic spectroscopy.

The first portion of the Thesis consists of an investigation on the low energy spin fluctuations of Pr$_2$Sn$_2$O$_7$. Consisting of rare earth cations placed onto a geometrically frustrated network of corner sharing tetrahedra, these pyrochlores have yielded a multitude of exotic magnetic ground states including spin ice. These spin ices have been of particular interest due to the suggestion that their fundamental excitations behave as monopole-like quasiparticles. Although there is mounting experimental evidence supporting the existence of monopoles in the classical spin ice, the exact nature of the interaction between such monopoles remains unsolved. In an attempt to measure such interactions, our attention has shifted to the quantum spin ice candidate Pr$_3$Sn$_2$O$_7$ and its increased monopole density. Neutron inelastic spectroscopic measurements revealed the presence of a hierarchy of unequally-spaced magnetic excitations. These excitations are well-described by a simple model of monopole pairs bound by a linear potential with an effective tension of 0.642(8) K · Å$^{-1}$ at 1.65 K.

The second portion of this Thesis consists of an investigation on the low energy spin fluctuations of the classical Mott insulator CoO. Despite its unique
historic role in the development of the theory underlying both magnetism
and neutron scattering, a full understanding of CoO magnetism has remained
elusive. A combination of quantum entanglement of the spin-orbit manifolds
of the $^4T_1$ ground state multiplet due to a large molecular field and a strong
magnetorestrictive monoclinic distortion has led to the extraction of magnetic
parameters utilising conventional approaches exceptionally difficult. As an
alternative to the conventional pseudo-bosonic method, an approach based on
chemical dilution was employed. With sufficient amounts of dilution, both the
molecular field and monoclinic distortion are removed from consideration, greatly
simplifying the low energy magnetism. The chemical dilution approach used to
describe the low energy magnetism of CoO is divided into three chapters.

The first chapter consists of an investigation on the zero field structural
and dynamic properties of the mixed valence ternary oxide $\alpha$-CoV$_3$O$_8$. The
antiferromagnetic mixed valence ternary oxide $\alpha$-CoV$_3$O$_8$ displays disorder on
the Co$^{2+}$ site that is inherent to the Ibam space group, thus giving rise to
an intrinsically disordered magnet without the need for any external influences
such as chemical dopants or porous media. The zero field structural and
dynamic properties of $\alpha$-CoV$_3$O$_8$ have been investigated using a combination
of neutron and x-ray diffraction, DC susceptibility, and neutron spectroscopy.
The low temperature magnetic and structural properties are consistent with a
random macroscopic distribution of Co$^{2+}$ over the 16$k$ metal sites. However,
by applying the sum rules of neutron scattering we observe the collective
magnetic excitations are parametrised with an ordered Co$^{2+}$ arrangement and
critical scattering consistent with a three dimensional Ising universality class.
The low energy spectrum is well-described by Co$^{2+}$ cations coupled via a
three dimensional network composed of competing ferromagnetic and stronger
antiferromagnetic superexchange within the $ab$ plane and along $c$, respectively.
While the extrapolated Weiss temperature is near zero, the 3D dimensionality
results in long range antiferromagnetic order at $T_N \sim 19$ K. A crystal field
analysis finds two bands of excitations separated in energy at $\hbar \omega \sim 5$ meV and
25 meV, consistent with a $j_{\text{eff}} = \frac{1}{2}$ ground state with little mixing between spin-
orbit split Kramers doublets. A comparison of $\alpha$-CoV$_3$O$_8$ to the random 3D Ising
magnets and other compounds where spin-orbit coupling is present indicates that
the presence of an orbital degree of freedom, in combination with strong crystal
field effects and well-separated $j_{\text{eff}}$ manifolds may play a key role in making the
dynamics largely insensitive to disorder.

Consisting of a random distribution of Co$^{2+}$ and V$^{4+}$ on the 16$k$ site, $\alpha$-
CoV₃O₈ may be regarded as being magnetically diluted by 50%. With such dilution, it is located in the $\lambda \gg J$ regime where entanglement is negligible. With the absence of a strong molecular field, the study on $\alpha$-CoV₃O₈ introduces analysis techniques for addressing Co²⁺ magnetism that will prove important in the two final chapters addressing CoO.

The second chapter consists of an investigation on the magnetic interactions of orbitally degenerate Co²⁺ placed on a non-magnetic host MgO rocksalt lattice where no long range spin or orbital order exists. The paramagnetic nature of the substituted monoxide Co₀.⁰₃Mg₀.⁹₇O places the system deep within the $\lambda \gg J$ regime, allowing for the disentanglement of spin-orbit and spin-exchange interactions. By considering the prevalent excitations from Co²⁺ spin pairs, seven exchange constants $J$ out to the fourth coordination shell are extracted. An antiferromagnetic next nearest neighbour 180° exchange interaction is dominant, however dual ferromagnetic and antiferromagnetic interactions are observed for pairings with other pathways. These interactions can be understood in terms of a combination of $t_{2g}$ orbital degeneracy and the Goodenough-Kanamori rules.

The final chapter consists of a reinvestigation of the low energy spin fluctuations of pure CoO. Employing the exchange constants previously extracted from Co₀.⁰₃Mg₀.⁹₇O, a random phase-type approximation (RPA) in the method of Green’s functions was utilised to model $S(Q, E)$. By approximating CoO as consisting of two [111] cubic magnetic sublattices with all possible orbital orderings present in a molecular field $H_{MF}$, the multi-level spin wave model successfully accounts for the temporally sharp spin-orbit transitions consistent with orbital ordering observed at $(Q, E)$ located near the magnetic zone center. However, the model fails to account for higher energy transfers, where well-defined spin waves are replaced by energy and momentum broadened excitations, characterised by steeply dispersive columns of scattering. The concurrent failure of the model and breakdown of spin-orbit excitations observed at higher energy transfers are discussed in terms of coupling to a higher energy process, possibly corresponding to either itinerant or higher energy crystal field excitations.
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(2.1) (a) Schematic of one possible two-in/two-out spin ice configuration in adjacent tetrahedra of the pyrochlore lattice illustrated in Fig. 1.5(b). (b) A defect spin ice state is created by the flipping of a spin labelled in yellow and results in the creation of a magnetic monopole pair labelled N and S. (c) The monopole pair can separate further via adjacent spin flips. (d) A schematic of an effective “Dirac string”, which consists of an infinitesimally thin solenoid (one unit of flux width) connecting the monopole pair.

(2.2) Measured, calculated and difference room temperature neutron powder diffraction profiles for (a) Pr$_2$Sn$_2$O$_7$ and (b) Pr$_2$Sn$_{1.4}$Ti$_{0.6}$O$_7$ measured on HB-2A with $\lambda = 1.54$ Å. (c) Dependence of the refined lattice parameter, $a$, on the Ti$^{4+}$ content, $x$. The observed linear decrease of $a$ with respect to $x$ implies Vegard’s law is obeyed and agrees with the behaviour as predicted from the literature, and summarised in Tab. 2.2. (d) Temperature dependence of the DC magnetic susceptibility and its inverse of Pr$_2$Sn$_2$O$_7$ in $\mu_0 H_{\text{ext}} = 0.1$ T. (e) Background-subtracted $S(|Q|, \hbar \omega)$ of Pr$_2$Sn$_2$O$_7$ measured on SEQUOIA at 1.65 K with an $\hbar \omega_i = 170$ meV. (f) A $|Q|$-integrated cut ($|Q| = (0.5, 1.5)$ Å$^{-1}$) of (e). The energies assigned to the crystal field excitations are summarised in Table 2.3.

(2.3) (a) Background-subtracted $S(|Q|, \hbar \omega)$ of polycrystalline Pr$_2$Sn$_2$O$_7$ at 1.65 K with an $\hbar \omega_i = 3.32$ meV on the CNCS, displaying unequally-spaced nearly-dispersionless excitations. (b) A comparison of $|Q|$-integrated cuts ($|Q| = (1.0, 1.5)$ Å$^{-1}$) of background-subtracted $S(|Q|, \hbar \omega)$ measured on the CNCS at 1.65 K with $\hbar \omega_i$ of 3.32 and 4.1 meV. (c) $|Q|$-integrated cut ($|Q| = (1.0, 1.5)$ Å$^{-1}$) of background-subtracted $S(|Q|, \hbar \omega)$ at various temperatures on the CNCS with an incident energy $\hbar \omega_i = 3.32$ meV, suggesting that these excitations are magnetic, and confirming detailed balance is obeyed. (d) $\hbar \omega$-integrated cuts for two of the low energy excitations with the highest relative intensity. The non-monotonic behaviour contrasts the behaviour predicted for both vibrational and single-ion excitations.
Background-subtracted $S(|Q|, \hbar \omega)$ of (a) Pr$_2$Sn$_2$O$_7$ and (b) Pr$_2$Sn$_{1.4}$Ti$_{0.6}$O$_7$ measured at 1.65 K with an $\hbar \omega_i = 3.32$ meV on the CNCS. (c) $|Q|$-integrated cuts ($|Q| = (1.0, 1.5)$ Å$^{-1}$) of background-subtracted $S(|Q|, \hbar \omega)$ of the Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series at 1.65 K with an $\hbar \omega_i = 3.32$ meV on the CNCS, revealing that (inset) the low energy excitations are quickly replaced by a prominent inelastic signal with minimal values of Ti$^{4+}$ content, $x$. (d) Dependence of the centre-of-mass of the inelastic signal on $x$, where for each member of the Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series, the centre-of-mass was determined by (inset) fitting $|Q|$-integrated cuts ($|Q| = (1.0, 1.5)$ Å$^{-1}$) presented in (c) to a sum of a Gaussian and an antisymmetrised linear combination of two Lorentzians given by Eq. 2.3.

$|Q|$-integrated ($|Q| = (1.0, 1.5)$ Å$^{-1}$) cut of background-subtracted $S(|Q|, \hbar \omega)$ of Pr$_2$Sn$_2$O$_7$ at 1.65 K with an $\hbar \omega_i = 3.32$ meV on the CNCS. A fitting routine, as described in the main text, was applied exclusively to $\hbar \omega > 0$ with the fit to each excitation labelled by its quantum number $n$. (b) Comparison between the observed low energy excitations at 1.65 K and the predicted behaviour from three competing models. The predicted values for each model were obtained by fitting the observed values to each model’s fitting function as described in the main text, and are connected by interpolated lines as a guide to the eye. (c) The plot of excitation energies against the negative zeros of the Airy function $z_n$ exhibits linear behaviour as predicted by the monopole confinement model. A least squares fit with Eq. 2.6 (shown by red lines in both panels (b) and (c)) yielded a lower bound for the effective tension $\lambda$ of 0.642(8) K · Å$^{-1}$ and a monopole pair creation energy $2\hbar \omega_o$ of 0 meV at 1.65 K.

A pictorial representation of the propagation of spin defects in a one-dimensional (a) ferromagnetic and (b) antiferromagnetic spin-$\frac{1}{2}$ chain. Blue and red arrows represent non-flipped and flipped spin-$\frac{1}{2}$ moments, respectively. When one spin is flipped, two domain walls are created indicated by the dashed vertical olive green lines. These domain walls may be regarded as effective spin-$\frac{1}{2}$ defects.
(2.7) The direct comparison between the observed low energy magnetic excitations at 1.65 K and the predicted behaviour from three competing models assuming (a) the $n = 1$ mode does exist but is excluded from the fit and (b) the $n = 1$ mode is assumed not to exist (i.e., it is an artefact of the prominent quasi-elastic signal). The predicted values of $\hbar\omega$ for each model were obtained by fitting the corresponding observed values to each model's fitting function as described in the main text, and they are connected by solid curves as a guide to the eye.

(2.8) (a) Plot of excitation energies at 1.65 K and 10 K against the negative zeros of the Airy function $z_n$ both exhibits linear behaviour as predicted by the monopole confinement model. A least squares fit with Eq. 2.6 in the main text yielded a lower bound for the effective tension $\lambda$ of 0.642(8) K · Å$^{-1}$ and 0.667(8) K · Å$^{-1}$ at 1.65 K and 10 K, respectively, whilst yielding a monopole pair creation energy $2\hbar\omega_0$ of 0 meV (within error) for both temperatures. (b) Comparison of the temperature dependence of the normalised integrated intensity of the magnetic diffuse scattering and the two lowest energy magnetic excitations observed for Pr$_2$Sn$_2$O$_7$ on the CNCS. For the purposes of comparison, the temperature dependence of the integrated intensity of the magnetic diffuse scattering from previous DCS data with an $\hbar\omega_i = 3.27$ meV is also shown. Both data sets are integrated over identical ranges in $|Q| = (0.35, 1.75)$ Å$^{-1}$. The similar temperature dependence of all four data sets suggests that the low energy magnetic excitations may be attributed to the quantum spin ice state.

(2.9) Magnetic diffuse scattering of polycrystalline Pr$_2$Sn$_2$O$_7$ measured on HB-1A with an $\hbar\omega_i = 14.64$ meV at 1.5 K and the CNCS at 1.65 K with an $\hbar\omega_i = 3.32$ meV. The diffuse scattering measured on the CNCS was isolated by performing a constant-$\hbar\omega$ cut along the elastic line ($\hbar\omega = (-0.1, 0.1)$ meV). The magnetic component of the diffuse scattering for both data sets were isolated by subtracting a high temperature (250 K) background. In contrast to the monotonic decrease of the Pr$^{3+}$ form factor (Fig. A.1), the periodic modulations are in agreement with the behaviour predicted for spin-ice correlations, and as was previously observed by Zhou et al.
(3.1) Proposed crystal structure of \( \alpha \)-CoV\(_3\)O\(_8\) (Ibam, #72) along the (a) bc and (b) ac planes, consisting of zigzag chains of edge-sharing MO\(_6\) (M = Co\(^{2+}\), V\(^{4+}\)) octahedra running parallel to c. (c) Local constraint of the Ibam structure. Metal sites opposite of the bridging O(5) must be occupied by one Co\(^{2+}\) and one V\(^{4+}\), with the O(5) situated closer to the V\(^{4+}\) site. (d) Crystal structure of \( \alpha \)-ZnV\(_3\)O\(_8\) (Iba\(_2\), #45). In contrast to Ibam, the Iba\(_2\) structure consists of an ordered alternating distribution of Zn\(^{2+}\) and V\(^{4+}\) along the zigzag chains.

(3.2) (a) \( F_{\text{obs}}^2 - F_{\text{calc}}^2 \) plot for the refinement of single crystal x-ray diffraction data collected at 120 K (\( R_{F^2} = 1.65\%, R_{wF^2} = 2.38\% \) and \( \chi^2 = 1.47 \)), yielding a refined Ibam unit cell (\( a = 14.29344(4) \) Å, \( b = 9.8740(3) \) Å, \( c = 8.34000(3) \) Å). (b) Temperature dependence of the DC magnetic susceptibility in \( \mu_0 H_{\text{ext}} = 0.5 \) T applied parallel to the three principal axes. Red lines indicate Curie-Weiss fits. (c) Single crystal neutron diffraction intensity pattern collected at 5 K in the \((H0L)\) scattering plane. Black ellipses indicate nuclear Bragg reflections. Arrows indicate strong magnetic Bragg reflections. (d) \( F_{\text{obs}}^2 - F_{\text{calc}}^2 \) for the joint nuclear-magnetic refinement of single crystal neutron diffraction data on a (inset) single crystal of \( \alpha \)-CoV\(_3\)O\(_8\) collected at 5 K (\( R_{F^2} = 8.34\%, R_{wF^2} = 8.98\% \), \( R_{F^2\text{mag}} = 23.44\% \) and \( \chi^2 = 3.18 \)), utilising a propagation vector \( k = (1,1,1) \) with the \( P_{\text{Iccn}} \) Shubnikov magnetic space group. Schematic illustration of the refined magnetic structure of \( \alpha \)-CoV\(_3\)O\(_8\) along the (e) bc and (f) ab planes with the Co\(^{2+}\) having a 50% occupancy. The orientation of the refined magnetic moments on Co\(^{2+}\) are indicated by red arrows. (g) illustrates the ordered Iba\(_2\) space group with each Co\(^{2+}\) site fully occupied and the black octahedra representing non-magnetic V\(^{4+}\) sites.

(3.3) \( \widetilde{S}(|Q|, E) \) measured on MARI at \( T = 5 \) K with an \( E_i \) of (a) 150 meV, (b) 60 meV and (c) 15 meV. (d,e) Magnetic scattering \( \widetilde{S}_M(|Q|, E) \) and (f,g) corresponding \(|Q|\)-integrated cuts (\(|Q| = (0,3) \) Å\(^{-1}\)). Vertical lines in (f,g) indicate instrumental resolution. \( \widetilde{S}_M(|Q|, E) \) was calculated by the subtraction of corresponding \( \widetilde{S}(|Q|, E) \) for \( \alpha \)-ZnV\(_3\)O\(_8\) measured at identical experimental conditions. All inelastic scattering intensities have been normalised to absolute units.

(3.4) (a) Magnetic scattering \( \widetilde{S}_M(|Q|, E) \) of \( \alpha \)-CoV\(_3\)O\(_8\) measured on MARI at \( T = 5 \) K with an \( E_i \) of 15 meV and the corresponding (b) \(|Q|\)-dependence of the total integrated inelastic \((E = (2,8) \) meV) magnetic scattering intensity \( L \). Regions I, II and III denote “get-lost” tube-, magnetic- and phonon/form factor-dominated regions, respectively.
(3.5) $|\mathbf{Q}|$-integrated cuts of $\tilde{S}(|\mathbf{Q}|, E)$ measured on (a) MARI and (b) IRIS at various temperatures. Horizontal lines indicate instrumental resolution. (c) Energy and temperature dependence of the normalised $\chi''$ calculated from $|\mathbf{Q}|$-integrated cuts of $\tilde{S}_M(|\mathbf{Q}|, E)$ measured on both IRIS at MARI. (d) Compilation of the energy-temperature dependence of $|\mathbf{Q}|$-integrated $\chi''$ as calculated in (c). As discussed in the main text, the data is described by a Lorentzian relaxational form (Eq. 3.7), revealing scaling behaviour consistent with $\Gamma \propto (T - T_N)^\nu$. The line of best fit yields $\nu = 0.636(10)$, corresponding to a global minimum of $\chi^2$ as illustrated in the inset. All panels share the same temperature scale (top horizontal intensity bar). All $|\mathbf{Q}|$-integrated cuts on MARI and IRIS are from $|\mathbf{Q}| = (0,3) \text{ Å}^{-1}$ for $E_i = 15$ meV and from $|\mathbf{Q}| = (0,2) \text{ Å}^{-1}$ for $E_f = 1.84$ meV, respectively.

(3.6) (a) Neutron diffraction profiles of polycrystalline $\alpha$-CoV$_3$O$_8$ collected at 3 and 300 K on BT4. (inset) Additional scattering intensity on the (212) magnetic Bragg reflection at 3 K confirms long range magnetic order. The horizontal line indicates instrumental resolution. (b) Temperature dependence of the elastic intensity at $|\mathbf{Q}| = 1.89 \text{ Å}^{-1}$ ($2\theta = 41.6^\circ$), corresponding to the maximum of the (212) magnetic Bragg reflection as indicated by the arrow in (a). A fit to $(T_N - T)^{2\beta}$ yields $T_N = 18.8(6)$ K and $\beta = 0.28(7)$.

(3.7) (a) $|\mathbf{Q}|$-dependence of the first moment $\langle E \rangle$ as measured on MARI at $T=5$ K with an $E_i = 15$ meV integrated over $E = (2.8)$ meV. A fit to the first moment sum rule (Eq. 3.10) reveals that only six distances $|\mathbf{d}_{ij}|$ out to 7.5 Å possess non-negligible $nJ_{ij}$ values as illustrated in (b), and summarised in Tab. 3.3. For the purposes of comparison, distances present only in the ordered and disordered atomic arrangements are distinguished by purple and dark pink outline colours, respectively. Distances with non-negligible $nJ_{ij}$ contributions have a face colour corresponding to the illustration of the corresponding six interactions along the (c) $bc$ and (d) $ac$ planes of the $\alpha$-CoV$_3$O$_8$ unit cell. Both non-bridging oxygen atoms have been excluded and $V^{4+}$ ions have been reduced in size for the purposes of clarity. Two particular distances: 3.209 Å and 3.540 Å are absent as noted in (a), corresponding to nearest neighbour and bridging metal site distances, respectively.
\[ (3.8) \] \( \tilde{S}_M(\{Q\}, E) \) measured on MARI at \( T=5 \) K with an \( E_i=15 \) meV. 

\( \langle Q \rangle \) calculated by the optimisation of all parameters \( B_i \) in the heuristic model of \( \epsilon(Q) \) in the single mode approximation of \( \tilde{S}(Q, E) \) utilising the refined values of \(-nJ_0\langle S_i \cdot S_j \rangle\) from the first moment sum rule. (c) Comparison of \( |Q|-\)integrated cuts (\( |Q|=0.3 \) \( \text{Å}^{-1} \)) of measured and calculated \( \tilde{S}_M(\{Q\}, E) \). For the purposes of comparison, non-optimised \( |Q|-\)integrated cuts for all three types of dimensionality \( d \) are also presented. These cuts assume both \( \epsilon(Q) \) possesses the same gap parameter \( B_o \) obtained from the 3D SMA fit in (b) and each permissible set of parameters is equally weighted. (d) Comparison of the measured and calculated \( |Q|-\)dependence of the first moment \( \langle E \rangle \) integrated over \( E=(2,8) \) meV. 

\[ (4.1) \] Isometric projection of the room-temperature cubic rocksalt (\( Fm\bar{3}m, \text{SG: 225/230} \)) crystal structure of CoO. The pair distances between first shell (nearest) neighbours, second shell (next-nearest) neighbours, etc. are denoted by \( m = 1,2, \text{etc.} \), respectively.

\[ (4.2) \] Illustration of each contribution to the effective pair Hamiltonian \( \hat{H}_{pair} \) (Eq. 4.4) for \( \text{Co}_{0.03}\text{Mg}_{0.97}\text{O} \) with ferromagnetic \( \langle J < 0 \rangle \) coupling. The left and right hand side correspond to Co\(^{2+} \) ions 1 and 2, respectively, whose interaction is described by the effective exchange Hamiltonian \( \hat{H}_{ex} \) (4.3).

\[ (4.3) \] Illustration of molecular field-induced entanglement of the Co\(^{2+} \) spin-orbit manifolds. The black lines denote the energy eigenvalues of the single-ion Hamiltonian \( \hat{H}_{SI} \) in the presence of a molecular field \( H_{MF} \). As reference, the mean field value of \( H_{MF} \) using Kanamori’s original estimate of \( J_2 \) in the Néel state of CoO is shown by the solid red line.

\[ (4.4) \] The black curve denotes the pair energy splitting as a function of the normalised exchange \( \Delta E \left( |\frac{J}{X}| \right) \). The points are measured energy positions from Fig. 4.7. The grey line is the same relationship derived using the projection theorem (Appendix G) in the large-\( \lambda \) limit.

\[ (4.5) \] Room temperature diffraction profiles for CoO, Co\(_x\text{Mg}_{1-x}\text{O} \) (synthesised by sol-gel) and MgO collected on a Bruker D2 Phaser x-ray diffractometer utilising a monochromated Cu \( K_{\alpha,1.2} \) source. Rietveld refinement (\( \chi^2 = 6.91, R_p = 10.12\% \) and \( R_{wp} = 13.25\% \)) of Co\(_x\text{Mg}_{1-x}\text{O} \) indicates that the solid solution assumes a rock-salt structure (\( Fm\bar{3}m \)) with a unit cell parameter \( a = 4.2131(2) \) \( \text{Å} \), corresponding to an \( x = 0.025(5) \) according to Vegard’s law.
Temperature dependence of ZFC molar magnetic susceptibility ($\mu_0H_{ext} = 0.1$ T) and its inverse for the polycrystalline Co$_x$Mg$_{1-x}$O sample synthesised by sol-gel. (inset) A comparison of the temperature dependence of the FC and ZFC molar magnetic susceptibility. The high temperature portion of the ZFC data ($T = (200,300)$ K) exhibits Curie-Weiss behaviour, shown by the red line, corresponding to a Curie constant $C$ and Curie-Weiss temperature $\theta_{CW}$ of 0.105(8) emu·K/mol and $-41(6)$ K, respectively. The apparent “shift” at $T \approx 180$ K is an instrumental artifact and is not experimentally reproducible.

Background-subtracted powder-averaged neutron-scattering intensity maps of Co$_{0.03}$Mg$_{0.97}$O measured on (a) MARI at 5 K with an $\hbar\omega_i = 30$ meV, (b) MARI at 5 K with an $\hbar\omega_i = 10$ meV and (c) IRIS at 11 K with an $\hbar\omega_f = 1.84$ meV, revealing seven low-energy bands of dispersionless magnetic excitations. The right column shows $|Q|$-integrated cuts. Labels denote the coordination shell $m$ and the type of coupling present with label $n$, as determined in Figs. 4.8 and 4.9, respectively.

Scaled and form factor-corrected $|Q|$ dependence of the intensities for all magnetic excitations with $|R|$ calculated from fits to Eq. 4.5 as illustrated in the inset. The solid black curve denotes $1 - \frac{\sin(|Q||R|)}{|Q||R|}$. (inset) Constant-energy cut ($\Delta E = [12,14]$ meV) from MARI at 5 K with an $\hbar\omega_i = 30$ meV. The green curve is a fit to Eq. 4.5 with $|R| = 4.2(3)$ Å, corresponding to $m = 2$ pairs. The red curve is with $|R|$ fixed as 2.98 Å, corresponding to $m = 1$ pairs.

(a) Constant-$|Q|$ cut (MARI, $\hbar\omega_i = 10$ meV) showing a different temperature dependence for the two peaks despite both corresponding to $m = 1$ pairs. (b) Pictorial representation of the sign of $J$ as predicted by the GKA rules. Antiferromagnetism (top) is a result of exchange between two half-filled $t_{2g}$ orbitals, while weaker ferromagnetism (bottom) is a result of exchange between a half-filled and completely filled $t_{2g}$ orbitals. Yellow arrows denote local $t_{2g}$ spin configurations and teal arrows denote total spin configurations on each Co$^{2+}$. (c) Normalised temperature dependence of the Bose factor-corrected integrated intensity for all seven excitations (Fig. 4.7) showing two universal curves calculated (dashed lines) for antiferromagnetic and ferromagnetic coupling. Both the integrated intensities and the calculated behaviour of antiferromagnetic or ferromagnetically coupled pairs were normalised by $S_F(T)$, as described in the main text.
A comparison of raw (non-background subtracted) neutron-scattering intensity maps at 5 K for CoO, MgO, Co$_{0.03}$Mg$_{0.97}$O synthesised by standard solid state methods and Co$_{0.03}$Mg$_{0.97}$O synthesised by sol-gel. Each column corresponds to a particular compound as labelled from above. Rows 1 to 3 correspond to an $\hbar \omega_i$ of 85 meV ($f = 300$ Hz), 30 meV ($f = 350$ Hz), 10 meV ($f = 250$ Hz) measured on MARI, respectively, whilst row 4 corresponds to an $\hbar \omega_f$ of 1.84 meV measured on IRIS. Three exceptions include: CoO in row 1 corresponding to an $\hbar \omega_i$ of 100 meV ($f = 350$ Hz), Co$_{0.03}$Mg$_{0.97}$O (sol-gel) in rows 2 and 3 correspond to an $\hbar \omega_i$ of 29.5 meV ($f = 350$ Hz) and 14.5 meV ($f = 250$ Hz), respectively. All $S(|Q|,E)$ maps have been renormalised to a common intensity scale.

Energy dispersive spectroscopy (EDS) analysis for the polycrystalline Co$_x$Mg$_{1-x}$O sample synthesised by sol-gel. Percentages denote atomic composition (at. %). The resulting elemental analysis yields an $x=0.04(1)$, a value that is consistent with x-ray diffraction and DC susceptibility measurements. (inset) Distribution of Co$^{2+}$, Mg$^{2+}$, and O$^{2-}$, providing no indication of significant clustering.

First four coordination shells of the high temperature CoO rocksalt structure. (b) Molecular field-induced entanglement of the spin-orbit manifolds. The red line indicates Kanamori’s estimate of the molecular field.

Isometric view of all Co$^{2+}$ cations contained in the (a) first, (b) second, (c) third and (d) fourth coordination shell of the CoO rocksalt structure. For the purposes of reference, (111) planes are indicated by solid blue lines. All displacement vectors $d_{m,ij}$ are listed in Tab. 5.2.

Pictorial schematic of the analysis algorithm. Input variables are denoted by red, whilst each number corresponds to the relevant equation in the text. Dashed lines indicate alternative routes in the analysis algorithm.

(Q,E) slices of CoO measured on MERLIN at 5 K with an $E_i$ of (a) 110 meV, (b) 75 meV and (c) 45 meV. All (Q,E) slices have been folded along (001). A comparison of constant-Q cuts of (c) and (b) with previous measurements in the literature at the (d) magnetic zone centres and (e) magnetic zone boundaries, respectively. Solid lines in (e) indicate the location of excitations previously determined by IR spectroscopy.
(5.5) Calculated (Q,E) slices for an E_i=110 meV with a molecular field contribution H_{MF} of (a,b) 65 meV and (c,d) 125 meV in Eq. 5.11. (e,f) A comparison of measured and calculated constant-Q cuts. All calculations assumed the exclusive use of ferromagnetic and antiferromagnetic exchange constants (Tab. 5.3) in J_s (Eq. 5.14) and J_d (Eq. 5.15), respectively. Horizontal bars for constant-Q cuts indicate experimental resolution.

(5.6) Calculated (Q,E) slices for an E_i of (a) 45 meV, (b) 110 meV and (c) 70 meV. (d-f) Comparison of measured (5 K) and calculated constant-Q cuts of (a-c). The corresponding exchange constants for a particular coordination shell m in both J_s and J_d were assumed to be equal to one another and equal to the values summarised in Tab. 5.3. Horizontal bars for constant-Q cuts indicate experimental resolution. Arrow in panel (d) indicates the overestimated G^{+-} mode.

(5.7) Calculated (Q,E) slices for an E_i of (a) 45 meV, (b) 110 meV and (c) 70 meV. (d-f) Comparison of measured (5 K) and calculated constant-Q cuts of (a-c). The corresponding exchange constants for a particular coordination shell m in both J_s (Eq. 5.14) and J_d (Eq. 5.15) were assumed to be equal to one another and equal to 80% of the values summarised in Tab. 5.3. Horizontal bars for constant-Q cuts indicate experimental resolution. Arrow in panel (d) indicates the overestimated G^{+-} mode.

(5.8) (a) Constant-energy (E=[70,105] meV) slice at 5 K with an E_i=110 meV. (b) Constant-energy cuts of (a) revealing a strong magnetic response at L = ±1. (c) Q-dependence of the Co^{2+} magnetic form factor squared. A comparison of (d,e) measured (E_i=110 meV, 5 K) and their corresponding calculated (Q,E) slices (f,g) excluding and (h,i) including longitudinal-transverse mode coupling. Arrows in (d,e) indicate steeply dispersive energy and momentum broadened excitations.

(5.9) A comparison of (a) measured (E_i=45 meV, 5 K) and (b,c) calculated (Q,E) slices. Calculations included longitudinal-transverse mode coupling. Arrow in (b) indicates the presence of a weak magnetic mode at approximately 30 meV.

(5.10) Constant-energy (E=[20,45] meV) slice at 5 K with an E_i=45 meV.
(5.11) Calculated \((\mathbf{Q}, E)\) slices for an \(E_i\) of (a) 45 meV, (b) 110 meV and (c) 70 meV. (d-f) Comparison of measured (5 K) and calculated constant-\(Q\) cuts of (a-c). Calculations assumed the presence of distortions parallel and orthogonal to the main octahedral axis with equal magnitudes \((\Gamma_z = \Gamma_x = -5 \text{ meV})\) with a reduced value of the spin-orbit coupling constant \(\lambda\) of \(-12 \text{ meV}\) in Eq. 5.11. The corresponding exchange constants for a particular coordination shell \(m\) in both \(J_s\) (Eq. 5.14) and \(J_d\) (Eq. 5.15) were assumed to be equal to one another and equal to 85% of the values summarised in Tab. 5.3. Horizontal bars for constant-\(Q\) cuts indicate experimental resolution. Arrow in panel (d) indicates an additional contribution from the \(G^{+}\) mode at higher energy transfers.

(5.12) Constant-energy \((E=[20,45] \text{ meV})\) slice at 5 K with an \(E_i=45\) meV.

(A.1) Calculated \(|F(|\mathbf{Q}|)|^2\) for Co\(^{2+}\) and Pr\(^{3+}\). For the purposes of comparison, both the calculated \(|F(|\mathbf{Q}|)|^2\) for Pr\(^{3+}\) including and excluding the \(<j_2>\) contribution in Eq. A.1 are presented.

(B.1) \(F^2_{\text{obs}}-F^2_{\text{calc}}\) plot for the refinement of single crystal x-ray diffraction data collected at 120 K \((R_F=2.19\%, \ R_w=F_2=2.86\%\) and \(\chi^2=1.52)\), yielding a refined \(Iba2\) unit cell \((a=14.2938(4) \, \text{Å}, b=9.8752(3) \, \text{Å}, c=8.3399(3) \, \text{Å})\).

(B.2) \(F^2_{\text{obs}}-F^2_{\text{calc}}\) for the joint nuclear-magnetic refinement of single crystal neutron diffraction data on a \((\text{inset})\) single crystal of \(\alpha\)-CoV\(_3\)O\(_8\) collected at 5 K \((R_F=10.59\%, \ R_w=F_2=14.57\%, \ R_{F_2,N}=32.28\%\) and \(\chi^2=5.15))\), utilising a propagation vector \(k=(1,1,1)\) with the \(P_Icc2\) Shubnikov magnetic space group.

(I.1) (a) Room temperature diffraction profile of polycrystalline \(\alpha\)-CoV\(_3\)O\(_8\) collected on a Bruker D2 Phaser x-ray diffractometer utilising a monochromated Cu \(K_{\alpha1,2}\) source, confirming the absence of any discernible impurities. A Rietveld refinement \((\chi^2 = 1.487, \ R_p = 10.26\%, \ R_{wp} = 14.05\%)\) indicates \(\alpha\)-CoV\(_3\)O\(_8\) crystallises in the orthorhombic \(Ibam\) (S.G. #72) structure \((a = 14.292(1) \, \text{Å}, b = 9.8844(9) \, \text{Å}, c = 8.3969(8) \, \text{Å})\).

(b) \(|\mathbf{Q}|\)-integrated \((|\mathbf{Q}|=[0.93,1.10] \, \text{Å}^{-1})\) cut of the inelastic scattering intensity \(I(|\mathbf{Q}|, E)\) of \(\alpha\)-CoV\(_3\)O\(_8\) measured on MARI with an \(E_i=15\) meV at 5 K. A fit to a Gaussian (Eq. I.1) yields an area of 146(5) meV-counts.
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## List of Tables

1. Ordering of magnetic models as a function of the spatial and spin dimensionality $d$ and $D$, respectively. LRO denotes the assumption of a long range magnetically ordered state at $T > 0$, whilst SRO denotes a short range magnetically ordered state corresponding to the absence such long range order.  

2. Relative orbital arrangements for M-O-M 90° and 180° spatial arrangements. $d\epsilon$ denotes the orbitals ($d_{xy}$, $d_{yz}$ and $d_{zx}$) belonging to $t_{2g}$ manifold, whilst $d\gamma$ denotes the orbitals ($d_{z^2}$ and $d_{x^2-y^2}$) belonging to the $e_g$ manifold. Labels $\sigma$ and $\pi$ denote $p$-orbitals that are parallel and perpendicular to the local bonding axis, respectively. Unprimed and primed quantities denote orbitals relative to the first and second metal centres, respectively.  
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Chapter 1

Introduction

1.1 Introductory Remarks

1.1.1 Preamble

Metal oxides occupy a vast and unique realm in materials science [4]. Possessing both rich compositional and structural diversity, these oxides exhibit a plethora of optical, electronic and magnetic properties [5]. Although historically hindered by a lack of understanding of the physical principles underlying magnetism, particularly in the solid state, research into the magnetic properties of these oxides has experienced a type of renaissance, revealing exotic and often novel magnetic ground states, many of which are of both theoretical and practical interest [6].

This Thesis investigates the magnetic properties of four magnetic metal oxide insulators. The general approach employed in each investigation stems from the observation that the magnetic properties of these oxides, although seemingly innumerable and extremely diverse, are all fundamentally governed by a combination of the electron configuration and the lattice geometry [7]. Despite such a deceptively simple approach, in many cases it is often challenging to explain such properties from a first principles atomistic point of view [8]. Instead, if the system in question possesses multiple energy scales that differ significantly from one another in magnitude, it is sometimes advantageous to reformulate the approach based on the particular energy scale of interest, thus significantly reducing the Hilbert space $H$ under consideration [9]. One well-known example
for such a reformulation is the derivation of the effective spin-only model from the Hubbard model in the limit of small $\frac{t}{U}$ [10, 11], where $t$ and $U$ are the hopping and Coulomb repulsion constants, respectively.

Another application for such a reformulation approach that is currently of particular interest corresponds to magnetic systems whose free-ion ground state degeneracy has been removed through a combination of the crystalline electric field and spin-orbit coupling [12–15]. A consequence of this particular combination is that the energy scale associated with the spin-spin interactions is much smaller than the energy gap $\Delta$ between the ground state and excited manifolds; thus, only the ground state manifold with its much reduced Hilbert space needs to be considered when addressing magnetic properties in the limit of low temperatures. Such is the case for many magnets constructed from $4f^2$ Pr$^{3+}$ and $3d^7$ Co$^{2+}$, the two magnetic cations that are investigated in this Thesis. For the case of Pr$^{3+}$ in the pyrochlore structure, the highly distorted cubic coordination often results in a non-Kramers doublet with $\Delta \sim 20$ meV, whilst $J \sim 1$ K [16, 17]. For the case of Co$^{2+}$ in octahedral coordination, a weak-intermediate crystalline electric field in combination with spin-orbit coupling often results in a doublet spin-orbit manifold with $\Delta \sim 30$ meV [18]. Constituting the main unifying theme in this Thesis, the physical realisation of ground state doublet manifolds for both Pr$^{3+}$-based pyrochlores and magnets based on Co$^{2+}$ in octahedral coordination has naturally led to many employing an effective spin $j_{\text{eff}} = \frac{1}{2}$ model to describe the low temperature magnetic properties for these systems [19–22].

Owing to a combination of both their intrinsic “simplicity” and enhanced quantum nature, $j_{\text{eff}} = \frac{1}{2}$ magnets have been subject of intense research for the past three decades [23]. Although once largely, and still significantly driven by the exotic magnetism that results when their enhanced quantum nature is combined with lower dimensionality [24–26], a recent explosion of interest in these low spin magnets has been fuelled by the central role $j_{\text{eff}} = \frac{1}{2}$ magnetic cations play in Kitaev physics [27–29]. Providing the community with exactly solvable models, $j_{\text{eff}} = \frac{1}{2}$-based Kitaev physics not only represents a potential experimental path for the physical realisation of the elusive quantum spin liquid state but also possesses significant promise for widespread applications in both quantum computing and communications [30, 31].

Motivated by the rich physics exhibited by these $j_{\text{eff}} = \frac{1}{2}$ magnets, the low energy magnetic properties of four magnetic metal oxides constructed from two cations, Pr$^{3+}$ and Co$^{2+}$, that are commonly treated as $j_{\text{eff}} = \frac{1}{2}$, have been
investigated with neutron inelastic spectroscopy. It will be shown that such an approximation must be approached with caution, being valid only under certain circumstances. Such considerations are of particular interest in the case of Co$^{2+}$, the second cation investigated in this Thesis, due to recent suggestions that magnets constructed from high spin $d^7$ cations may host Kitaev physics [32, 33]. Potentially possessing a much richer phase diagram than their more traditionally used $d^0$ counterparts, the delicate and often subtle balance between spin, orbital and electronic degrees of freedom of the Co$^{2+}$ cation investigated in this Thesis may have both significant and interesting theoretical and practical consequences.

1.1.2 Organisation of the Thesis

This Thesis is organised into six chapters. Chapter 1 is an introductory chapter summarising fundamental concepts from solid state magnetism and neutron inelastic scattering, the primary experimental technique employed in this Thesis. Chapters 2-5 detail the experimental results and are organised into two sections, corresponding to systems whose magnetism are based on Pr$^{3+}$ and Co$^{2+}$, respectively. Chapter 6 provides a concise summary of the conclusions deduced from the experimental results, whilst providing potential avenues for future research. In addition to the six aforementioned chapters, Appendices A-K have been included to provide both supplementary information (e.g. tabulated parameters, crystallographic details) and derivations of key mathematical relations (e.g. sum rules of neutron scattering, projection theorem) that are employed in the analysis of experimental data.

1.2 Magnetic Oxides

1.2.1 Introduction & Motivation

From the Stone Age to the Age of Silicon, it can be argued that advancements in our understanding of materials have been a major driving force underlying many seismic shifts in human civilisation [34]. With the use of pigments in the earliest illustrations to the use of silicon dioxide in modern electronics, metal oxides, both transition metal and rare earth oxides, exemplify the crucial role materials have played in human history [4]. Possessing a rich collection of optical,
electronic and magnetic properties, many of which are naturally amenable for a seemingly endless variety of applications, metal oxides have and continue to play a central role in everyday life [35].

One particular class of metal oxides whose potential has only really begun to be physically realised is the magnetic metal oxides [5, 6]. Despite their unique properties being known since the rudimentary studies of lodestone by the Ancient Greeks and Chinese almost two millennia ago, scientific interest in these magnetic metal oxides was intermittent and thus their use was rather limited. It was not until 1600 with Gilbert’s *De Magnete* [36] that any attempts were made to investigate the physical principles underlying these magnets, despite already being employed as crude compasses for almost 500 years in Europe and for more than a millennium in China. Beginning with Gowin Knight’s discovery of a process for strongly magnetising steel, followed by the development of electromagnetic theory by Ørsted, Ampère, Faraday and Maxwell, and the development of quantum theory and relativity in the early twentieth Century by Einstein, Schrödinger, Planck, Bohr, Heisenberg, Dirac and many more, it would take the scientific community another 400 years for the foundations of magnetism to be firmly established [37, 38].

Despite significant advances in the theory of solid state magnetism occurring decades before with the work of Néel, van Vleck, Curie and many others, it was not until the 1950’s and 1960’s with the systematic investigations of ferrites that large scale scientific interest was directed towards the magnetic metal oxides [6, 39, 40]. Such investigations led to the discovery of the first ferromagnetic oxide family, the mixed-valence manganites and with them, the discovery of colossal magnetoresistance [41, 42]. After consistent research in the 1970’s, a new golden age of magnetic oxides research began with the discovery of high temperature superconductivity in the cuprates [43]. This golden age continues to this day, fuelled by both academia and industry, the study of magnetic metal oxides has resulted in their widespread application spanning all aspects of modern life ranging from information technology to transportation to drug and gene delivery [6, 34, 35, 40]. Beyond the aforementioned applications, magnetic metal oxides have served a unique pedagogical role for the scientific community [44]. In addition to serving as the prototypical system for the study of magnetism in the solid state, the large compositional and structural variation spanned by these oxides [4, 5, 40, 45, 46] has meant that magnetic metal oxides have and will continue to serve as tools to develop and test many scientific concepts, ideas and theories that would otherwise be very difficult or impossible to study.
experimentally.

In this section, the reader will be introduced to the fundamental principles underlying magnetism in the solid state, many of which were developed and refined by investigations on magnetic metal oxides. Such a discussion begins with a description of magnetism at the level of the single-ion, consisting of the coupling between spin and orbital degrees of freedom of a multi-electron ion in the presence of Coulombic repulsion from a crystalline electric field. In the solid state, these magnetic ions are not isolated from one another and thus may interact. Thus, this discussion will shift to a description of the mechanisms by which these magnetic ions can interact with each other. This section will then conclude with a description of what may result from such collective behaviour, often yielding emergent, novel and exotic properties.

1.2.2 Magnetism in the Solid State

Single-ion Magnetism

As alluded to in the introductory remarks, the origin of magnetism* in magnetic metal oxide insulators stems from the unpaired electrons of the constituent metal cations. Consequently, a full understanding of the magnetism in both solids and in any general magnetic system of interest, must address all factors that affect the electronic structure of the constituent cations. Some of these factors are addressed quite early in one’s chemistry education such as the Pauli Exclusion Principle, the Aufbauprinzip, and Hund’s rules, whilst others such as the concepts of good quantum numbers and a complete set of commuting observables are often introduced much later and limited to highly specialised courses and pupils. It is the goal of this discussion to introduce the reader to all such factors. The discussion is based on Abragam & Bleaney [47], Kittel [37], Cohen-Tannoudji [48], Pauling & Wilson [49], Morrison [50], Judd [51], Stevens [52] and references contained therein. Any additional references will be stated explicitly in the text. This subsection will begin with the isolated hydrogen atom. Corresponding to the most basic problem in atomic physics, the hydrogen atom introduces crucial but often subtle factors that have profound effects on an atom’s electronic structure. These concepts will then be generalised to multi-

---

*This is the particular magnetism of interest in this Thesis. Such magnetism is by far not the only magnetism that exists in solids, as there are other types of magnetism such as Langevin diamagnetism from the paired core electrons.
electron atoms in the presence of a crystalline electric field, corresponding to the physical reality in metal oxides. A particular emphasis will be placed on distinguishing the different regimes that are occupied by the two cations of interest, Pr$^{3+}$ and Co$^{2+}$ (e.g. 'j-j' coupling and Russell-Saunders (LS) coupling).

Consisting of one electron of mass $m_e$ with electric charge $-e$ revolving around a single proton of mass $m_p$ with charge $+e$, the isolated hydrogen atom is the most basic problem in atomic physics. The eigenvalue problem is summarised by the time-independent Schrödinger equation given by

$$\hat{H}_o \psi = E \psi, \quad (1.1)$$

when projected onto a position representation yields the partial differential equation (PDE)

$$\left\{ -\frac{\hbar^2}{2\mu} \nabla^2 - \frac{Ze^2}{r} \right\} \psi(r) = E \psi(r), \quad (1.2)$$

where $\mathbf{r}$ denotes the electron’s position vector of magnitude $r$ with respect to the proton, $\mu$ is the reduced mass given by $\frac{m_e m_p}{m_e + m_p}$, and $Z$ is the atomic number, equal to one in the current case of hydrogen. The first term of the Hamiltonian $\hat{H}_o$, given by the {...} expression in Eq. 1.2, corresponds to the kinetic energy, whilst the second term corresponds to the potential electrostatic energy. The form of the potential in Eq. 1.2 reflects only the electron-nucleus electrostatic interaction. As will be discussed later, other contributions to the electrostatic potential, in particular interactions between the atom’s electrons themselves and the interaction of the atom’s electrons with the surrounding ligands will be of particular interest and have significant consequences on an atom’s electronic structure.

The conventional approach for solving the PDE given by Eq. 1.2 is well-documented and consists of taking advantage of the fact that the equation is separable in radial ($r$) and angular components ($\theta, \phi$). The solutions $\psi_{n,l,m}$ are of the form $R_{n,l}(r)Y_{l,m}(\theta, \phi)$ with each eigenstate of $\hat{H}_o$ being uniquely defined by the quantum numbers $n, l, m$ and is thus conventionally denoted by $|n/l/m\rangle$.

As will be the convention in this Thesis, vector quantities and their magnitudes are denoted by **bold-faced** and *italicised* characters, respectively, whilst operators are denoted by characters with the circumflex accent (hat). The only exception to this convention is the unit vector that is also denoted by the circumflex accent. In the cases that both uses of the circumflex accents are present in an equation, further clarification will be provided in the text.
using Dirac’s bra-ket notation. The principal quantum number \( n \) defines the eigenvalues of \( \hat{H}_o \) given by 
\[ E_n = \frac{-13.6 \text{ eV}}{n^2}, \]
whilst the azimuthal (orbital angular momentum) quantum number \( l \) and the magnetic quantum number \( m \) denote the eigenvalues of the \( \hat{L}^2 \) and \( \hat{L}_z \) operators, respectively, where

\[ \hat{L}^2 |n, l, m\rangle = l(l + 1)\hbar^2 |n, l, m\rangle, \tag{1.3} \]

and

\[ \hat{L}_z |n, l, m\rangle = m\hbar |n, l, m\rangle. \tag{1.4} \]

Before proceeding, a subtle but crucial observation must be addressed. As aforementioned, each eigenstate of \( \hat{H}_o \) in Eq. 1.2 is completely and uniquely defined by a set of three quantum numbers. These quantum numbers are so-called “good quantum numbers” and the set of their corresponding observables\(^4\) constitute a complete set of commuting observables (CSCO). A CSCO is defined as a set of operators \( \hat{A}, \hat{B}, \hat{C}, \ldots \) that (i) commute in pairs and (ii) whose set of eigenvalues uniquely specifies each eigenstate of the system. In the case of Eq. 1.2, the operators \( \hat{H}_o, \hat{L}^2 \) and \( \hat{L}_z \) constitute a CSCO since all operators pairwise commute, whilst as stated above, the set of their eigenvalues uniquely specifies an eigenstate of \( \hat{H}_o \).

Based on Eq. 1.2, it is tempting to conclude that the operators \( \hat{H}_o, \hat{L}^2 \) and \( \hat{L}_z \) constitute a CSCO for an isolated hydrogen atom. In fact, this is not the case. In 1922, the Stern-Gerlach experiment revealed that the electron possesses another degree of freedom. Although commonly and erroneously likened to a spinning top where the electron is spinning about its axis, this additional degree of freedom termed spin is now known to be a relativistic effect that is predicted by the Dirac equation. With the introduction of spin, it is clear that two additional operators \( \hat{S}^2 \) and \( \hat{S}_z \), with eigenvalues \( S \) and \( m_s \), respectively, must be added to the original set of operators \( \hat{H}_o, \hat{L}^2 \) and \( \hat{L}_z \) to form a CSCO, where

\[ \hat{S}^2 |s, m_s\rangle = s(s + 1)\hbar^2 |s, m_s\rangle, \tag{1.5} \]

\( ^4\)Recall that a fundamental postulate of quantum mechanics is that for every measurement, there exists an associated operator called an observable. The eigenvalues of the observable correspond to the possible outcomes of the measurement.
and

\[ \hat{S}_z |s, m_s\rangle = m_s \hbar |s, m_s\rangle. \quad (1.6) \]

In the case of an electron, its spin \( s \) is \( \frac{1}{2} \), whilst \( m_s \) may assume the values of \( \pm \frac{1}{2} \) and thus, the eigenstates of the isolated hydrogen is given by \( |n \ l \ m \ m_s\rangle \), where the eigenvalue \( s \) is not conventionally included as it is understood to be \( \frac{1}{2} \).

Once again, although one may be tempted to conclude that the set of operators \( \hat{H}_0, \hat{L}_z, \hat{S}^2 \) and \( \hat{S}_z \) form a CSCO, this is still not the case for the isolated hydrogen atom. The failure to form a CSCO is based on an additional complication that results from the introduction of electron spin, namely the interaction of the spin and orbital degrees of freedom, termed spin-orbit coupling. Corresponding to a relativistic interaction between a particle’s spin with its motion inside a potential, such an interaction can be motivated from purely classical arguments in the case of the hydrogen atom.

**Figure 1.1** Pictorial representation of the Bohr-like orbits of the electron (solid line) of charge \( -e \) and nucleus (dashed line) of charge \( +Ze \) in the nucleus’ and electron’s frame of reference, respectively. The vectors \( r \) and \( v \) denote the position vector of the electron relative to the proton and the tangential velocity of the electron, respectively.
Although the Bohr model is ultimately incorrect, it allows one to “derive” an approximate form of the spin-orbit interaction. As illustrated in Fig. 1.1, the “derivation” begins by considering a frame of reference that is fixed to the electron. In this reference frame, the nucleus of charge \( Z_e \) now revolves around a stationary electron. The resulting current density \( j \) is equal to \( -Z_e v \), where \( v \) is the tangential velocity of the electron in the conventional (i.e. nucleus’) rest frame. According to classical electromagnetic theory, a current produces a magnetic field \( B \). The value of \( B \) at a particular position \( r \) is given by Ampère’s law as

\[
B = \frac{\mu_0 j \times r}{4\pi r^3},
\]

where \( \mu_0 \) is the permeability of free space and the position vector \( r \) is from the nucleus (i.e. the source of current density) to the electron. Since \( j = -Z_e v \), Eq. 1.7 becomes

\[
B = -\frac{Z_e\mu_0 v \times r}{4\pi r^3}.
\]

Employing the definition of angular momentum

\[
l = r \times m\mathbf{v} = -m\mathbf{v} \times r,
\]

Eq. 1.8 becomes

\[
B = \frac{Ze\mu_0}{4\pi m_e r^3} \mathbf{l},
\]

where the mass has been relabelled explicitly as that of the electron. As a result of its intrinsic angular momentum, i.e. spin, the electron possesses a magnetic moment

\[
\mu_e = -g_s \frac{s}{\hbar} \mu_B,
\]

where \( g_s \approx 2 \) is the electron \( g \)-factor and \( \mu_B = \frac{e\hbar}{2m_e} \) is the Bohr magneton.\footnote{The implication that electrons revolve the nucleus in fixed orbits violates the Heisenberg uncertainty principle.}
This magnetic moment interacts with the magnetic field \( \mathbf{B} \) (Eq. 1.10) with an associated orientation potential energy given by

\[
V = -\mu_e \cdot \mathbf{B}.
\]  

(1.12)

By combining Eqs. 1.10 and 1.11 with the correspondence principle, Eq. 1.12 becomes

\[
\hat{V}_{\text{SO}} \propto g_s \mu_B Z e \mu_o \frac{\hbar}{4\pi m_e r^3} \hat{\mathbf{S}} \cdot \hat{\mathbf{L}},
\]

(1.13)

where the subscript \( SO \) denotes spin-orbit and the equality in Eq. 1.12 has been replaced by a proportionality, reflecting the need for a relativistic correction factor of \( \frac{1}{2} \), commonly known as the Thomas precession factor or the “Thomas half”. Eq. 1.13 is commonly written as \( \lambda \hat{\mathbf{L}} \cdot \hat{\mathbf{S}} \), where \( \lambda \) is the spin-orbit coupling constant.

Although deceptively simple, the inclusion of \( \hat{\mathbf{L}} \cdot \hat{\mathbf{S}} \) in the potential presents a significant problem when attempting to establish a CSCO. The fundamental problem stems from the observation that the inclusion of spin-orbit coupling results in a new Hamiltonian \( \hat{H} \) given by

\[
\hat{H} = \hat{H}_o + \hat{V}_{\text{SO}},
\]

(1.14)

that does not commute with \( \hat{L}_z \) and \( \hat{S}_z \), whilst \( \hat{H}_o \) does not commute with \( \hat{H} \). Thus, the set of operators \( \hat{H}_o, \hat{L}_z, \hat{S}_z \) and \( \hat{S}_z \) do not form a CSCO. Such a failure requires certain approximations to be made if a CSCO is to be defined.

One such approximation stems from the observation that the first order energy shift due to the introduction of a perturbation \( \hat{V}' \) for a quantum system originally in the unperturbed state \( |n^0\rangle \) is given by first order perturbation theory as

\[
E_n^1 = \langle n^0 | \hat{V}' | n^0 \rangle.
\]

(1.15)

In the case of spin-orbit coupling where \( \hat{V}' = \hat{V}_{\text{SO}} \), Eq. 1.13 implies that

\[
E_n^1 \propto Z \left\langle \frac{1}{r^3} \right\rangle.
\]

(1.16)
Employing the key result\footnote{This result can be derived using the Feynman-Hellmann theorem.}

\[
\langle \frac{1}{r^k} \rangle \propto Z^k, \quad (1.17)
\]

suggests that the first order energy shift due to spin-orbit coupling is

\[
E_n^1 \propto Z^4, \quad (1.18)
\]

in other words, the spin-orbit coupling constant \( \lambda \propto Z^4 \).

In the case of the hydrogen atom \( (Z = 1) \), the inclusion of \( \hat{V}_{SO} \) results in an energy difference of \( \sim 10^{-4} \) eV. Since such an energy difference is significantly smaller than the energy eigenvalues \( E_n = \frac{-13.6}{n^2} \) eV of \( \hat{H}_o \), spin-orbit coupling may be treated as a small perturbation and thus the original set of \( \hat{H}_o, \hat{L}^2, \hat{L}_z, \hat{S}^2 \) and \( \hat{S}_z \) could be considered to form a CSCO with good quantum numbers \( n (\text{vis à vis } E_n), l, m, s \) and \( m_s \). The underlying logic summarised by Eq. 1.18 suggests that such an approximation would be expected to hold in the case of other low \( Z \) systems. This particular approximation is commonly referred to as the Russell-Saunders or LS coupling scheme.

Conversely, the same logic summarised by Eq. 1.18 suggests that for large \( Z \) systems such an approximation would no longer be valid and thus another must be made in its place. This new approximation is called ‘\( j-j' \)’ coupling and as the name suggests, it involves the introduction of the \( \hat{J}^2 \) and \( \hat{J}_z \) operators, such that

\[
\hat{J}^2 |j, m_j\rangle = j(j + 1)\hbar^2 |j, m_j\rangle, \quad (1.19)
\]

and

\[
\hat{J}_z |j, m_j\rangle = m_j \hbar |j, m_j\rangle. \quad (1.20)
\]

In the case of large \( Z \) systems, such as those contained in the \( f \)-block, Eq. 1.18 suggests that the energy scale of spin-orbit coupling will be very large. In the case that \( \hat{V}_{SO} \gg \hat{H}_o \), in particular the electrostatic contribution, then the eigenvalue
problem summarised by Eq. 1.1 may be replaced by

\[ \hat{H}_{SO} |\psi\rangle = E |\psi\rangle, \quad (1.21) \]

where \( \hat{H}_{SO} = \lambda \hat{L} \cdot \hat{S} \) and other terms such as the electrostatic contributions in \( \hat{H}_o \) are treated as small perturbations. The eigenvalue problem that is Eq. 1.21 can readily be solved by first noting that the \( \hat{J} \) operator is defined as

\[ \hat{J} = \hat{L} + \hat{S}, \quad (1.22) \]

which implies

\[ \hat{J}^2 = \hat{L}^2 + \hat{S}^2 + 2\hat{L} \cdot \hat{S}, \quad (1.23) \]

or

\[ \hat{L} \cdot \hat{S} = \frac{1}{2} \left\{ \hat{J}^2 - \hat{L}^2 - \hat{S}^2 \right\} \quad (1.24) \]

Inserting Eq. 1.24 into Eq. 1.21 and employing definitions 1.19, 1.3 and 1.5, one obtains the following eigenvalues

\[ E_{SO} = \frac{\lambda}{2} \left\{ j(j+1) - l(l+1) - s(s+1) \right\}, \quad (1.25) \]

where the eigenvalues have been renormalised, i.e. the factors of \( \hbar \) have been excluded, as will be the convention for the rest of this Thesis. Since the set of operators \( \hat{J}^2, \hat{L}^2, \hat{S}^2 \) and \( \hat{J}_z \) pairwise commute, completely and uniquely specify the eigenstates of \( \hat{H}_{SO} \), they must form a CSCO with corresponding good quantum numbers \( j, l, s \) and \( m_j \), respectively.

Having successfully solved the spin-orbit eigenvalue problem, one of the main potentials in magnetic metal oxides, the crystalline electric field will now be introduced. Commonly denoted as CEF, the crystalline electric field describes the electrostatic interaction between the metal centre’s electrons and its surrounding charged ligands. The CEF Hamiltonian for a single electron of charge \(-e\) located
at position \( \mathbf{r} \) is given by

\[
\hat{H}_{CEF} = -e \hat{V}(\mathbf{r}),
\] (1.26)

or in the case of a multi-electron atom,

\[
\hat{H}_{CEF} = -e \sum_i \hat{V}(\mathbf{r}_i),
\] (1.27)

where the \( i^{th} \) electron has position vector \( \mathbf{r}_i \). The potential \( \hat{V}(\mathbf{r}) \) corresponds to the Coulomb potential at a position \( \mathbf{r} \) due to the presence of ligands of charge \( q_j \) at position \( \mathbf{R}_j \). According to classical electromagnetism, the classical form for such a potential would be given by

\[
V(\mathbf{r}) = \sum_j \frac{q_j}{|\mathbf{R}_j - \mathbf{r}|},
\] (1.28)

where \(| \ldots |\) denotes the modulus. If one considers a position \( \mathbf{r} \ll \mathbf{R}_j \) \( \forall j \), then one can expand the potential in terms of Legendre polynomials such that

\[
V(\mathbf{r}) = \sum_j \frac{q_j}{\mathbf{R}_j} \sum_{n=0}^{\infty} \left( \frac{r}{\mathbf{R}_j} \right)^n P_n(\cos(\theta)),
\] (1.29)

where \( P_n(\cos(\theta)) \) are the Legendre polynomials and the angle \( \theta \) is defined such that \( |\mathbf{r} - \mathbf{R}_j| = r^2 + R_j^2 - 2rR_j \cos(\theta) \). Utilising the simple mathematical relationship between the Legendre polynomials and the tesseral harmonics \( Z(\theta, \phi) \) given by

\[
P_n(\cos(\theta)) = \frac{4\pi}{2n+1} \sum_\alpha Z_{n\alpha}(\theta, \phi) Z_{n\alpha}(\theta_j, \phi_j),
\] (1.30)

then Eq. 1.29 can be rewritten as

\[
V(\mathbf{r}) = V(r, \theta, \phi) = \sum_j q_j \sum_{n=0}^{\infty} \frac{r^n}{R_j^{n+1}} \sum_\alpha \left\{ \frac{4\pi}{2n+1} Z_{n\alpha}(\theta, \phi) Z_{n\alpha}(\theta_j, \phi_j) \right\},
\] (1.31)
which is often condensed to

\[ V(r) = V(r, \theta, \phi) = \sum_{n=0}^{\infty} \sum_{\alpha} A_{n\alpha} r^n Z_{n\alpha}(\theta, \phi), \]  

(1.32)

where

\[ A_{n\alpha} = \sum_j \frac{4\pi}{2n + 1} q_j \frac{Z_{n\alpha}(\theta_j, \phi_j)}{R_{j+1}^n}. \]  

(1.33)

By rewriting Eq. 1.29 in terms of the tesseral harmonics, the potential can now be written as a function of \((x, y, z)\) explicitly. To explain the importance of such an observation, one must first recall that if the energy scale defined by the CEF Hamiltonian (Eq. 1.26 or 1.27) is much smaller compared to that defined by spin-orbit coupling then \(\hat{H}_{CEF}\) may be considered as a perturbative potential to the eigenstates \(|l, s, j, m_j\rangle\) of \(\hat{H}_{SO}\) or simply \(|j, m\rangle\) for a fixed multiplet with a given \(l\) and \(s\). Since the position operator transforms in an identical manner as the angular momentum operator, then one may employ the Wigner-Eckhart theorem\(^1\) which yields

\[ \hat{R} \propto \hat{J}. \]  

(1.34)

By employing both the correspondence principle and the Wigner-Eckhart theorem to Eq. 1.32, the CEF potential and thus the CEF Hamiltonian can be rewritten in terms of the operators \(\hat{J}^2, \hat{J}_z\) and the corresponding raising and lowering operators defined as

\[ \hat{J}_\pm |j, m_j\rangle = \sqrt{j(j+1) - m_j(m_j \pm 1)} |j, m_j \pm 1\rangle, \]  

(1.35)

where the effect of \(\hat{J}_\pm\) is to raise (+) or lower (−) the value of \(m_j\). Before proceeding, it is worth noting that these raising and lowering operators can be expressed in terms of \(\hat{J}_x\) and \(\hat{J}_y\) as

\[ \hat{J}_\pm = \hat{J}_x \pm i\hat{J}_y. \]  

(1.36)

\(^1\)In Appendix G, this theorem is discussed in great detail.
Employing definitions 1.19, 1.20, 1.35 and 1.36, it can be shown that the following commutation relations

\[ [\hat{J}_i, \hat{J}_j] = i\epsilon_{ijk} \hat{J}_k \]  
\[ (1.37) \]

and

\[ [\hat{J}^2, \hat{J}_{\xi}] = 0, \]
\[ (1.38) \]

for \( \xi = x, y, z, \pm \) must hold, where the former is the canonical commutation (quantisation) relation and \( \epsilon_{ijk} \) is the three dimensional Levi-Civita symbol.

Finally, by rewriting the CEF Hamiltonian in terms of operators whose behaviour on the states \( |j, m_j\rangle \) are readily defined by Eqs. 1.19, 1.20, and 1.35, the crystal field eigenvalue problem is greatly simplified.

In the approach employed in this Thesis, conventionally referred to as the Stevens approach, Eq. 1.32 is further condensed into the form

\[ \hat{V} = \sum_{l,m} B^m_l \hat{O}^m_l, \]  
\[ (1.39) \]

where \( B^m_l \) and \( \hat{O}^m_l \) are the Stevens coefficients and operators, respectively. The particular Stevens parameters that are present in the sum of Eq. 1.39 are determined by symmetry and have been tabulated by Walter, whilst the expressions of the Stevens operators* in terms of angular momentum operators have been tabulated by Hutchings. The modification of Eq. 1.32 in terms of tesseral harmonics into a sum of Stevens operators given by Eq. 1.39 requires the addition of a proportionality constant \( \alpha_J \) and the replacement of \( r^n \) with \( \langle r^n \rangle \).

Although one usually determines the Stevens parameters \( B^m_l \) experimentally; in theory the parameters could be calculated using a modified expression of Eq. 1.33 which employs a point-charge model in its current form or could be generalised to charge densities. While the inclusion of a few terms in general is required to achieve numerical convergence, since \( B^m_l \propto \frac{1}{R^l} \), one often obtains a reasonable approximation by only considering the Coulomb potential from nearest neighbour ions.

In the analysis so far, it has been assumed that only one particular spin-orbit

*The expressions for the Stevens operators used in this Thesis have been tabulated in Appendix D.
manifold is being considered. Employing spectroscopic nomenclature, such a
spin-orbit manifold is conventionally referred to as a multiplet and is represented
by a term symbol \(2S+1L_J\). Although not explicitly stated so far, each of these
multiplets under consideration are of fixed \(j, l\) and \(s\), whilst their corresponding
eigenvalues are given by Eq. 1.25 above. In the systems considered so far, the
values of \(l\) and \(s\) are first determined by a combination of the Aufbauprinzip,
the Pauli Exclusion Principle and Hund’s rules. The first two principles assures
that only the valence shell must be considered when assigning a term symbol. In
theory, there are numerous, albeit finite ways electrons in the valence shell may be
arranged without violating any of the first two principles. Since all measurements
performed in this Thesis involve very low incident energies on samples at very
low temperatures, only the ground state multiplet is expected to be thermally
populated and thus the only multiplet of interest. The procedure for determining
the ground state multiplet was well-established in the late 1920’s and is now
commonly referred to as Hund’s rules. This set of three rules incorporate the role
of Coulomb repulsion and the Pauli Exclusion Principle and states the following:

1. **Hund’s first rule**: For a given electron configuration, the ground state term
symbol will be that possessing the largest value for the multiplicity, subject
to the Pauli Exclusion Principle. Since the multiplicity is defined by \(2S+1\),
where \(S\) is the total spin quantum number given by \(\sum s_i\), Hund’s first rule
can be alternatively stated as the total spin quantum number \(S\) must be
maximised, again, subject to the Pauli Exclusion Principle.

2. **Hund’s second rule**: For a given multiplicity, defined by Hund’s first rule,
the ground state term symbol will be that possessing the largest value for
the total orbital angular momentum number \(L = \sum l_i\).

3. **Hund’s third rule**: For a given term determined by Hund’s first and second
rules, the ground state term will possess a total angular momentum number
\(J\) that will be \(J = L \mp S\) for a system whose valence shell is less or more
than half-filled, respectively.

All of these rules assume that other contributions to the Hamiltonian such
as spin-orbit coupling and the crystalline electric field are much weaker than
electron-electron Coulombic repulsion. Furthermore, the assignment of the
ground state multiplet as simply a direct application of Hund’s three rules has
an implicit assumption that the \(\mathcal{H}_{CEF} \ll \mathcal{H}_{SO}\), as is the case for the 4f metals,
as illustrated in Fig. 1.2(a).
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**Figure 1.2** Pictorial representation of some select energy scales of interest in the (a) $4f^2$ Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$ and (b) $3d^7$ Co$^{2+}$ in CoO representing ‘$j$-$j$’ coupling and ‘weak-intermediate crystal field’ schemes, respectively. For simplicity, other splittings due to molecular-induced Zeeman splitting, Jahn-Teller distortions, anisotropy, etc. are not included. Energy gaps for both panels (a) and (b) are not to scale.

On the contrary, in the case that $\hat{H}_{CEF} \gtrsim \hat{H}_{SO}$, strong mixing between different terms would be expected, thus the ‘$j$-$j$’ coupling scheme would ultimately not be valid and other approximations must be made. In this particular case, if one assumes that the Coulomb repulsion is still the dominant energy scale, one may apply the so-called ‘intermediate crystal field’ approximation. Presented in Fig. 1.2(b), such an approximation is particularly valid for the $3d$ metals (i.e. lower $Z$ metals) that have crystal field splittings $\Delta$ that are not much greater than a few eV (i.e. coordinated by weak(er) field ligands). In this approximation, the crystalline electric field contribution $\hat{H}_{CEF}$ is still considered a perturbation but to the basis states that are defined by Hund’s first two rules. These two rules incorporate the effects of Coulomb repulsion and the Pauli
Exclusion Principle, effectively defining an effective\(^1\) unperturbed Hamiltonian \(\hat{H}_o\). An important observation is that in this particular approximation, a good quantum number for \(\hat{H}_o\) is the total orbital angular momentum number \(L\). Thus, the tools employed when addressing the CEF contribution in the ‘\(j\)-\(j\)’ coupling scheme (\(i.e.\) the expansion of \(\hat{V}_{CEF}\) in terms of angular momentum operators via the Wigner-Eckhart Theorem) is also applicable for this approximation with the main difference being that the manifold of states is defined by \(L\) and not \(J\); thus, the Stevens operators \(\hat{O}_m^L\) must be defined in terms of \(\hat{L}^2, \hat{L}_z, \hat{L}_\pm\) in lieu of their total angular momentum counterparts. For systems in this ‘intermediate regime’ such as many of the 3\(d\) metals, the presence of such crystalline electric field has a particular substantial influence on their magnetic properties, one such example being the quenching of orbital angular momentum\(^2\).

Finally, in this approximation the spin-orbit coupling contribution \(\hat{H}_{SO} = \lambda \hat{L} \cdot \hat{S}\) is treated as a perturbation to the manifold of states defined by \(\hat{H}_o + \hat{H}_{CEF}\). Such an approximation is well-represented by the case of the 3\(d^7\) Co\(^{2+}\) in CoO. As will be discussed in further detail in Chapters 3 and 4, Hund’s first two rules yield total orbital and spin quantum numbers \(L = 3\) and \(S = \frac{3}{2}\), respectively, corresponding to a \(2S+1L\) term symbol of \(^4F\). In the case of CoO, the Co\(^{2+}\) cations are octahedrally coordinated by the relatively weaker field O\(^2−\) ligand resulting in a \(\Delta \sim 900\) meV between the \(^4T_1\) and \(^4T_2\) crystal field eigenstates [20]. The triplet orbital degeneracy of the \(^4T_1\) crystal field ground state is conventionally assigned a fictitious total orbital angular momentum number \(l=1\). In the case of CoO, the spin-orbit coupling constant \(\lambda\) for Co\(^{2+}\) is \(\alpha \tilde{\lambda} \) meV, where \(\tilde{\lambda}\) is an effective spin-orbit coupling constant of \(-16\) meV and \(\alpha = -\frac{3}{2}\) is a projection factor associated with the projection of \(\hat{L}\) onto \(\hat{\mathbf{l}}\) [18]. Consequently, since the energy scale associated with spin-orbit coupling is significantly smaller than the CEF splitting, then the spin-orbital Hamiltonian \(\hat{H}_{SO} = \alpha \tilde{\lambda} \mathbf{l} \cdot \mathbf{S}\) may be treated

\(^1\)Note the use of the term “effective”. The true unperturbed Hamiltonian could be considered the Hamiltonian that defines the atomic orbitals.

\(^2\)The quenching of angular momentum is discussed in great detail in Abragam & Bleaney [47]. Utilising a simplistic view, orbital angular momentum is present when three conditions are met: (1) there exists degeneracy, (2) the degenerate orbitals can be inter-converted by a simple rotation about a particular axis and (3) the orbitals cannot be empty, half-filled or completely filled. The failure to satisfy any of these conditions will lead to zero orbital angular momentum. Since the crystalline electric field determines the energetic configuration of such orbitals, it is easy to see why it commonly leads to orbital quenching. It is common to present orbital quenching in terms of simple pictorial diagrams but the physical process may be derived rigorously. In the case of the degeneracy requirement, it is known that a non-degenerate system is described by a real wavefunction \(|\psi\rangle\), this is conventionally proven by \textit{reductio ad absurdum}. Since \(\mathbf{L} = -i\hbar (\mathbf{r} \times \nabla)\) is an imaginary operator, then its expectation value given by \(\langle \psi | \mathbf{L} | \psi \rangle\) must be zero. Such a statement can be quickly derived using integration-by-parts and appropriate boundary conditions employing the fundamental postulates of quantum mechanics.
as a perturbation to the eigenstates defined by $\hat{H}_o + \hat{H}_{CEF}$, yielding $j_{\text{eff}} = l + S$
eigenstates with a ground state of $j_{\text{eff}} = \frac{1}{2}$.

In addition to the two approximations presented so far, there exists a third type of approximation called the ‘strong crystal field’ approximation. In such an approximation, the crystalline electric field $\hat{H}_{CEF}$ is the dominant energy scale and thus defines an effective\(^3\) unperturbed Hamiltonian $\hat{H}_o$. The eigenstates for such a Hamiltonian for a cation with a $d$ ($l = 2$) valence shell in octahedrally\(^4\) coordination correspond to the triply degenerate $|t\rangle$ and doubly degenerate $|e\rangle$ states. Both the $|t\rangle$ and $|e\rangle$ states are linear combinations of the $d$-atomic orbitals given by $|l = 2, m_l\rangle$ in the $|l, m_l\rangle$ basis. The gap between the $|t\rangle$ and $|e\rangle$ states $\Delta$ is often denoted as $10Dq$ which is equivalent to $120B_4$, where the Stevens parameter $B_4$ parametrises the crystal field Hamiltonian for an undistorted octahedron given by

$$\hat{H}_{CEF} = B_4 (\hat{O}_4^0 + 5\hat{O}_4^4)$$

(1.40)

in the Stevens formalism defined above. In the ‘strong crystal field approximation’, $10Dq$ is large compared to the energy scale set by the electron-electron repulsion, thus the ground state is defined by Hund’s rules but subject to constraints set by the $|t\rangle$ and $|e\rangle$ eigenstates of $\hat{H}_{CEF}$. In the case of Co\(^{2+}\) in octahedral coordination, using the ‘strong crystal field’ approximation would imply that the total spin quantum number $S = \frac{1}{2}$ instead of the previously obtained high spin value of $\frac{3}{2}$. The question of what value of $10Dq$ constitutes “large enough” to utilise the ‘strong crystal field’ approximation is summarised graphically be Sugano-Tanabe diagrams. These diagrams plot the electronic energy levels as a function of $\xi = \frac{10Dq}{B}$, corresponding to the balance between the crystal field ($10Dq$) and Coulomb electron-electron repulsion ($B$), where small and large $\xi$ correspond to the ‘intermediate crystal field’ and ‘strong crystal field’ approximations, respectively. The Sugano-Tanabe diagram for Co\(^{2+}\) in octahedral coordination is listed in Abragam & Bleaney [47] and has been measured experimentally by Cowley et al. [18]. Although important in understanding the ground state of some 3$d$ cations, such an approximation is not relevant to any of the systems discussed in this Thesis. Finally, it is worth noting that although there are many other potential contributions to the

\(^3\)Once again, note the term “effective”. The true unperturbed Hamiltonian is the one that defines the atomic orbitals.

\(^4\)Undistorted.
Hamiltonian that defines single-ion magnetism such as Jahn-Teller distortions, Zeeman splitting and single-ion anisotropy, these contributions are not universal to all systems that are investigated in this Thesis and thus, only when needed will each contribution be introduced in the relevant experimental chapter.

**Cooperative Magnetism**

Having introduced the multiple energy scales that influence the electronic structure, and ultimately the magnetism at the level of the single-site, the discussion now shifts to the subtle but key observation that these magnetic ions are not isolated and thus can interact with one another, resulting in what is known as cooperative magnetism. This discussion is based on Greedan [40], Kittel [37], Ashcroft & Mermin [39], Goodenough [53–55], Kanamori [56], Anderson [57], Heisenberg [58], Dirac [59], Kramers [60], Meislich et al. [61], Néel [62] and references contained therein. Any additional references will be explicitly stated in the text. A broad term describing magnetism that is based on correlations between different spins residing on magnetic ions, this phenomenon is the physical mechanism underlying the magnetism of the magnets that are most commonly encountered in everyday life. These correlations can exist for a variety of length scales, ranging from one to a few neighbours, all the way to infinity\(^\dagger\).

In a sense, the reader has already been introduced to the shortest length scale under consideration, that is the scale of the single-ion. Representing the magnetic analogue of the ideal gaseous state of matter, paramagnetism corresponds to the case when there exists no effective** correlation between the spins, even between nearest neighbours. The magnetic moment \(M\) for a paramagnetic system consisting of \(N_A\) non-interacting spins is given by

\[
M = N_A \langle \mu \rangle, \tag{1.41}
\]

where \(N_A\) is Avogadro’s number and \(\langle \mu \rangle\) denotes the average magnetic moment. The value of \(\langle \mu \rangle\) can be calculated using statistical mechanics and is given by

\[
\langle \mu \rangle = g_S(J) S B(S) \langle \eta \rangle \mu_B, \tag{1.42}
\]

\(^\dagger\)The term “infinity” essentially denotes the length of the sample probed.

**This is simply an approximation. There may be some correlations but may be much weaker than other energy scales under consideration, e.g. thermal fluctuations.
where \( \mu_B \) is the Bohr magneton that was previously introduced, whilst \( g_{S(J)} \) denotes the Landé \( g \)-factor and \( S \) being the spin quantum number. Although the particular expression for \( \langle \mu \rangle \) given by Eq. 1.42 is defined in terms of a total angular momentum \( J \), such an equation may be simplified if one assumes that the total spin of the system is described by \( S \). Such an assumption is valid for many of the 3d block where crystal field effects often quenches the orbital angular momentum such that \( \langle \hat{L} \rangle = 0 \) and thus \( \hat{J} \sim \hat{S} \), whilst the Landé \( g \)-factor given by

\[
g_J = g_L \frac{J(J+1) - S(S+1) + L(L+1)}{2J(J+1)} + g_S \frac{J(J+1) + S(S+1) - L(L+1)}{2J(J+1)}
\]

(1.43)

is reduced to the electron spin \( g \)-factor \( g_S \sim 2 \). The function \( B_{S(J)} \) is known as the Brillouin function and is defined as

\[
B_{S(J)} = \frac{(S(J) + \frac{1}{2} \cosh(S(J) + \frac{1}{2}) \eta - \frac{1}{2} \cosh(\frac{\eta}{2}))}{\sinh(S(J)) + \frac{1}{2} \eta \sinh(\frac{\eta}{2})},
\]

(1.44)

where \( \eta \) denotes the ratio between the magnetic and thermal energies given by

\[
\eta = \frac{g_{S(J)} \mu_B H_z}{k_B T},
\]

(1.45)

where \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature and \( H_z \) is the relevant component of the applied magnetic field. In the limit of high temperatures or very low fields (\( i.e. \eta \ll 1 \)), Eq. 1.44 reduces to

\[
B_{S(J)} = \frac{g_{S(J)} H_z \mu_B S(J) (S(J) + 1)}{3k_B T}.
\]

(1.46)

By employing the definition of the magnetic susceptibility as the proportionality constant between the induced magnetisation and the applied magnetic field,

\[
\chi = \frac{M}{H_z},
\]

(1.47)
and inserting Eq. 1.46 into Eq. 1.42, one obtains

\[ \chi = \frac{N_A g_J^2 \mu_B^2 S(J)(S(J) + 1)}{3k_B T}, \]  

(1.48)

which is known as the Curie law which is often condensed into

\[ \chi = \frac{C}{T}, \]  

(1.49)

where \( C \) is the Curie constant, a value that is a quantitative measure of the spin or total angular momentum. Upon closer inspection of the Curie constant in Eq. 1.48 given by

\[ C = \frac{N_A g_J^2 \mu_B^2 S(J)(S(J) + 1)}{3k_B}, \]  

(1.50)

it can be shown that its numerator possesses the form that would be assumed by the square of a magnetic moment. By defining an effective paramagnetic moment \( \mu_{\text{eff}} \) given by

\[ \mu_{\text{eff}} = g_J S(J) \sqrt{S(J)(S(J) + 1)} \mu_B, \]  

(1.51)

and noting that

\[ \frac{N_A}{3k_B} \sim 8, \]  

(1.52)

then Eq. 1.50 becomes

\[ \mu_{\text{eff}} = \sqrt{8C}. \]  

(1.53)

Although the form of the Curie law written in Eq. 1.48 describes a hyperbola, it can, and is, conventionally linearised by taking its inverse such that one obtains

\[ \chi^{-1} = \frac{1}{C} T, \]  

(1.54)
describing a linear dependence on temperature with slope $\frac{1}{\mathcal{C}}$.

In contrast to the paramagnetic behaviour described by the Curie law that would be applicable at high temperatures (or low applied magnetic fields), in the limit of $\eta \gg 1$, i.e., in the limit of low temperatures or high applied magnetic fields, the Brillouin function approaches a value of 1 and thus Eq. 1.42 reduces to

$$M = N_A g J(S) J(S) \mu_B,$$

(1.55)

describing the saturation of the magnetic moment to a value of

$$\mu_{\text{sat}} = g J(S) J(S) \mu_B.$$  

(1.56)

With the discussion of paramagnetism so far, it was assumed that spin-spin correlations were absent. In the case that such correlations are indeed present, a critical temperature $T_C$ should exist where if $T \lesssim T_C$, a phase transition to a more organised state will occur. Due to the constraints imposed by symmetry, most, but not all, of these magnetic phase transitions are of second order, also referred to as “continuous” transitions, reflecting the continuous nature of the first derivative of the free energy with respect to the state variables at $T_C$. As with the transition of a gas into a crystalline solid, these magnetic transitions first involve the development of fractal-like clusters from the paramagnetic state as the temperature is lowered into the so-called critical regime. As the temperature is reduced even further, these clusters grow in size until at least one of these clusters becomes “infinite” in size at $T_C$, forming long range magnetic order (LRO). Since many of these transitions are of second order, anomalies will be present in both the specific heat and magnetic susceptibility, although the so-called latent heat will be absent. As the temperature is lowered below $T_C$, more and more of these clusters become associated with the “infinite” cluster and the long range ordered magnetic state until the limit of 0 K, where all spins become* correlated by the Third Law of Thermodynamics.

There are three basic types of long range magnetic order: ferromagnetism, antiferromagnetism and ferrimagnetism. Ferromagnetism is the simplest form of long range magnetic order, albeit it is the form that is most rarely found in nature. In the case of long range ferromagnetic order, the critical temperature is called the Curie temperature $T_C$, below which all of the spins are aligned parallel to

*As will be described later in this chapter, this is not always the case for some magnetic systems down to currently experimentally accessible cryogenic temperatures and time scales.
one another. Although there is clearly only one possible spin configuration\(^1\), the spins will tend to align themselves along some preferred direction. In contrast, for the case of long range antiferromagnetic order, the critical temperature is called the Néel temperature \(T_N\), below which the spins are aligned anti-parallel to one another. A common approach in describing long range antiferromagnetic order is to subdivide the magnetic unit cell into magnetic sublattices. The minimum number of sublattices is two, say \(\alpha\) and \(\beta\), with each possessing the same number of spins and with equal total spin magnitudes, \(i.e.\ |S_\alpha| = |S_\beta|\). Since the spins constituting the \(\alpha\) sublattice are aligned antiparallel to those in the \(\beta\) sublattice, the total spin of the system must be zero. For a given magnetic sublattice symmetry, there exists multiple spin arrangements to satisfy the requirement of zero total spin. For example, the simplest case would be that of a primitive magnetic sublattice. As summarised by Fig. 1.3, there exists three possible types of spin configurations that are commonly referred to as: A, C and G-types. In case of the A-type, the magnetic unit cell requires doubling of the nuclear unit cell along \(c\), whilst for the C-type, doubling of the nuclear unit cell along both \(a\) and \(b\) are required. In the case of G-type, the nuclear unit cell must be doubled in all three crystallographic directions. The third type of long range magnetic order, ferrimagnetism corresponds to a case where there are multiple magnetic sublattices that possess unequal magnetisations. If one defines the sublattice magnetisation \(M_\alpha = N_\alpha g_\alpha|S_\alpha|\) for sublattice \(\alpha\) with \(N_\alpha\) number of spins with \(g\)-factor \(g_\alpha\), then ferrimagnetism could arise if \(N_\alpha \neq N_\beta\) or \(|S_\alpha| \neq |S_\beta|\) in the simplest case of two sublattices with antiparallel coupling, resulting in a net magnetisation of \(M = |M_\alpha - M_\beta|\). Such type of long range magnetic order can be accomplished in a variety of ways that are dependent on both the crystal and compositional chemistry of the system of interest.

In the discussion of long range magnetic order so far, only collinear states have been considered. There exists also many different types of non-collinear long range magnetic order. These types include the canted antiferromagnet. Canted antiferromagnetism is a consequence of the anisotropic Dzyaloshinskii-Moriya (DM) interaction \(D_{DM} \cdot S_\alpha \times S_\beta\) and thus is most commonly exhibited by low symmetry materials with the lack of an inversion centre. Such order corresponds to the case where the angle between sublattice moments deviates from 180\(^\circ\), usually by no more than 1\(^\circ\) or 2\(^\circ\). A consequence of this deviation is that the magnetisation of the sublattices do not completely cancel, resulting in a small net magnetisation, hence why canted antiferromagnetism is sometimes

\(^1\)This is assuming collinear ferromagnetic order.
referred to as weak ferromagnetism. Although equally interesting as numerous and diverse, all long range magnetic order exhibited by the systems investigated in this Thesis are collinear\footnote{This is technically still unclear for the case of CoO. The original magnetic structure proposed for CoO is indeed collinear but recent neutron and synchrotron measurements have cast significant doubt on such claim, suggesting some minor spin canting.} in nature and thus non-collinear magnetic order shall not be discussed any further.

![Collinear Magnetic Orders](image)

**Figure 1.3** Simple collinear (a) ferromagnetic order, (b) antiferromagnetic order, (c) different types of antiferromagnetic order with simple cubic unit cell and (d) ferrimagnetic order. Open and closed circles represent spin up and spin down or *vice versa*, respectively.

Although one would assume that the presence of a large number of magnetic centres combined with strong coupling would be sufficient to guarantee long range magnetic order, in fact this is really generally the case for magnetic systems exhibiting 3D\footnote{In terms of nomenclature, systems with $n$-dimensionality are sometimes referred to *in lieu* of $nD$, e.g. 1-d systems instead of 1D.} spatial dimensionality. The term spatial dimensionality $d$ is largely a consequence of crystallography and refers to how the spatial degree to which the spins interact with one another, *i.e.* the relative anisotropy of the exchange
paths. In the case of 3D dimensionality, i.e. $d = 3$ the anisotropy is considered small. For the case of $d = 2$, spins are arranged in effective sheets or planes where the exchange interactions within a plane are much stronger than between planes. Such a situation is applicable for magnetic systems that crystallise in the $K_2NiF_4$ structure, a structure often adopted by many magnetic oxides. The structure consists of layers of corner-sharing $NiF_6$ octahedra separated by KF layers, resulting in much stronger intra-planar coupling. Finally, in the case of $d = 1$, spins are distributed in a chain-like arrangement with a single dominant intra-planar exchange interaction such as is the case for $CoNb_2O_6$ [63], a low dimensional compound that will play a key role in Chapter 2. In addition to the spatial dimensionality, the spin dimensionality is also a key parameter in determining if a system will assume long range magnetic order. In the case of this Thesis, the spin dimensionality $D$ refers to anisotropy of the Hamiltonian describing spin-spin interactions. The concept of $D$ can be introduced by expanding the Heisenberg-Dirac Hamiltonian

$$\hat{\mathcal{H}} = J \sum_{i,j} \hat{S}_i \cdot \hat{S}_j, \quad (1.57)$$

into its components

$$\hat{\mathcal{H}} = \sum_{i,j} \{ J_x S_{ix} S_{jx} + J_y S_{iy} S_{jy} + J_z S_{iz} S_{jz} \}, \quad (1.58)$$

or more commonly written as

$$\hat{\mathcal{H}} = \sum_{i,j} J_{ij} \{ a(S_{iz} S_{jz} + b(S_{ix} S_{jx} + S_{iy} S_{jy})) \} \quad (1.59)$$

where $i$ and $j$ are site labels, whilst $J_\eta$ and $S_{i\eta}$ denote the $\eta$ component of the exchange constant and the spin operator at site $i$. Upon closer inspection of Eqs. 1.58 and 1.59, three distinct models may be identified. The Heisenberg model with $D = 3$ refers to when $J_z \sim J_x \sim J_y$, i.e. $a = b$. For the case of $D = 2$, when $J_z \ll J_x \sim J_y$, i.e. $a \ll b$, is commonly referred to as the XY model, whilst for the case of $D = 1$, when $J_z \gg J_x \sim J_y$, i.e. $a \gg b$, corresponds to the so-called Ising model. As will be discussed at the end of this subsection, the dominant physical mechanism underlying cooperative magnetic behaviour
in magnetic insulators is based on the exchange interactions between electronic orbitals. Consequently, much attention has been placed on investigating the Heisenberg-Dirac Hamiltonian and the effects of the dimensionality $D$ and $d$ on these systems’ ability to assume long range magnetic order. As is summarised by Tab. 1.1, only certain combinations of $D$ and $d$ allow the Heisenberg-Dirac Hamiltonian to assume long range order, with the only systems possessing spatial dimensionality $d = 3$, with the exception of the $2D$ Ising ($D = 1$) case, and possibly $2D$ XY ($D = 2$). In contrast, 5 (or 4) of the 9 different possible spatial-spin categories assume short range magnetic order whose spin-spin correlations’ spatial extent is limited. Such short range magnetic order can persist for a wide temperature range, often over tens of Kelvins and can be viewed as an expansion of the critical regime previously discussed in the context of long range magnetic order which is usually a few degrees at most for 3D systems.

### Table 1.1 Ordering of magnetic models as a function of the spatial and spin dimensionality $d$ and $D$, respectively. LRO denotes the assumption of a long range magnetically ordered state at $T > 0$, whilst SRO denotes a short range magnetically ordered state corresponding to the absence of such long range order.

<table>
<thead>
<tr>
<th>Model</th>
<th>$D$</th>
<th>$d = 1$</th>
<th>$d = 2$</th>
<th>$d = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ising</td>
<td>1</td>
<td>SRO</td>
<td>LRO</td>
<td>LRO</td>
</tr>
<tr>
<td>XY</td>
<td>2</td>
<td>SRO</td>
<td>SRO$^\dagger$</td>
<td>LRO</td>
</tr>
<tr>
<td>Heisenberg</td>
<td>3</td>
<td>SRO</td>
<td>SRO</td>
<td>LRO</td>
</tr>
</tbody>
</table>

The simplicity of the spin-spin interactions described by the Heisenberg-Dirac Hamiltonian and other magnetic Hamiltonians is in stark contrast with those interactions in other standard states of matter such as liquids that are described by much more complicated Hamiltonians. This relative simplicity was a major driving force in the study of magnetic transitions, providing an unparalleled opportunity to study some fundamental properties of critical phenomena. One such property of particular interest is the hypothesis of universality [64]. Commonly viewed as a generalisation of Van der Waals’ law of corresponding states, the hypothesis of universality states that for a continuous phase transition, critical exponents can be calculated to describe the transition and these exponents are only dependent on the dimensionality of the system, $d$ and the dimensionality of the order parameter, $D$, irrelevant of the details of $\text{2D XY model is a unique case where the Kousterlitz-Thouless transition is observed.}$

27
the microscopic interactions comprising a system of interest, be it quantum or classical. In the case of the magnetic insulators, the former is heavily dependent on the crystal structure, whilst the latter is a measure of the anisotropy of the exchange Hamiltonian. These critical exponents describe the behaviour of the variables of state as one approaches a transition. For the magnetic insulators that are investigated in this Thesis, the critical behaviour of two state variables of particular interest: the magnetisation $M$ and the correlation length $\xi$ are given by

$$M \propto \left(-\left\{\frac{T - T_C}{T_C}\right\}\right)^{\beta} \quad (1.60)$$

for $T < T_C$ and

$$\xi \propto \left(\frac{T - T_C}{T_C}\right)^{-\nu}, \quad (1.61)$$

for $T > T_C$, respectively, where $\beta$ and $\nu$ are the corresponding critical exponents.

Having described the Heisenberg-Dirac Hamiltonian, this subsection will now conclude with a discussion of exchange interactions. Corresponding to a purely quantum mechanical effect occurring between indistinguishable particles, the need for such an effect can be rationalised by investigating the energy scales involved in a purely classical treatment. In the context of magnetic insulators, such a treatment would address any cooperative magnetism as a consequence of the dipolar interactions between the magnetic centres’ electrons’ dipolar moments. The interaction energy associated with this magnetic dipole-dipole interaction is given by

$$U_{\text{dipolar}} = \frac{1}{r^3} \{m_i \cdot m_j - 3(m_i \cdot \hat{r}_{ij})(m_j \cdot \hat{r}_{ij})\}, \quad (1.62)$$

where $\hat{r}_{ij}$ is the unit vector parallel to the displacement vector with magnitude $r$ from the magnetic dipoles $m_i$ to $m_j$. By noting that Eq. 1.62 has a maximum when $m_i \parallel m_j$, it can be shown that the energy scale defined by the magnetic dipole-dipole interaction is given by

$$U_{\text{dipolar}} \propto \frac{1}{r^3} (g\mu_B)^2. \quad (1.63)$$
The presence of $\mu_2$ in Eq. 1.63 significantly reduces the energy scale set by $U_{\text{dipolar}}$, corresponding to an energy of about 1 K for moments located 2 Å apart. Such low energy scales is in stark contrast to the transition temperatures exhibited by many magnetic insulators, let alone some pure metals such as iron with transition temperatures in the thousands of Kelvin, thus another non-classical physical interaction mechanism was clearly required.

Such a physical mechanism, now known as the exchange interaction, would be discovered in the early 20th Century with the birth of quantum mechanics. The discovery of the exchange interaction was a consequence of the establishment of a connection between the phenomenon of ferromagnetism and electron bonding by Heisenberg, two areas that physicists once believed were unconnected. Throughout the mid- to late 1800’s, it was discovered that certain substances would develop a spontaneous magnetisation if cooled below a critical temperature, even in the absence of an external magnetic field. It was the French physicist Pierre-Ernest Weiss in 1907 that deduced this behaviour was due to the presence of an internal magnetic field $H_{\text{int}}$, commonly referred to as the molecular or Weiss field. A consequence of the Weiss field is that for a system of atoms in the presence of an external magnetic field, each atom would experience an effective magnetic field given by

$$H_{\text{eff}} = H + H_{\text{int}} = H + \lambda M,$$  
(1.64)

where $M$ denotes the magnetisation, given by

$$M = \sum_i \mu_i,$$  
(1.65)

whilst $\lambda > 0$ is a system-dependent constant. This internal magnetic field plays an ordering effect since a dipole will tend to align itself in the direction of the field and thus giving rise to spontaneous magnetisation. This ordering effect is countered by the randomising effects of thermal energy $k_BT$ that attempts to flip the dipoles away from the ordered ferromagnetic state. Utilising the same logic outlined in the derivation of the Curie law (Eq. 1.49), but now incorporating the Weiss field, one obtains a temperature dependence of the magnetic susceptibility
that is slightly modified from the Curie law given by

\[ \chi = \frac{C}{T - \theta_{CW}}, \tag{1.66} \]

which is called the Curie-Weiss law, where \( \theta_{CW} \) is called the Curie-Weiss constant (temperature) or simply the Weiss constant (temperature) which is equal to \( T_C \) for non-frustrated ferromagnets\(^4\). Despite the success of the Curie-Weiss law to account for experimental data, the physical origin of the Weiss field remained a mystery for almost two decades.

It was not until the spectroscopic studies of the chemical bond did scientists finally solve the mystery. With the discovery of the electron in 1897, scientists were posed with a dilemma. Since each atom has an outer cloud of electrons, how would these atoms approach one another to form chemical bonds? Epitomised by the studies of Pauli (1926) on helium and Heitler and London (1927) on molecular hydrogen, the exchange interaction was proving to be key in understanding chemical bonding. In the case of the Heitler-London model for molecular hydrogen, there exists an attractive potential between an electron of one atom to the nucleus of the other and \textit{vice versa}, whilst there is electron-electron repulsion between both electrons. In this model, the exchange interaction \( J \) appears as the exchange integral term in the list of possible energy eigenvalues. Heisenberg’s main contribution to the theory of cooperative magnetism began in 1926 when he began to explore if and how the exchange term — which first came about in the context of chemical bonding — would appear in a system composed of multi-electron atoms. Employing Slater determinants to assure the multi-electron wavefunction would satisfy the Pauli Exclusion Principle, Heisenberg identified that the exchange term did in fact appear. For the next two years, Heisenberg continued to investigate the effects of the exchange interaction, building upon the work of van Vleck and Dirac on the Heitler-London model with the inclusion of spin, culminating in his 1928 paper presenting his theory for ferromagnetism. Using statistical mechanics, Heisenberg was able to confirm that the temperature dependence of the magnetisation of a system of atoms coupled by \( J \) would be described by the Curie-Weiss law (Eq. 1.49) if \( J < 0 \). By reproducing the Curie-Weiss law, Heisenberg proved that \( J \) was the underlying physical origin of the Weiss field\(^8\). The connection between the exchange constants and the Weiss field

\[^{4}\text{In the discussion, we will focus on ferromagnetism since it wasn’t until much later that Louis Néel identified antiferromagnetism.}\]

\[^{8}\text{A rigorous mathematical proof is outlined in Dirac’s 1928 paper.}\]
can be established using a mean-field approach. In this particular approach, the magnetic field experienced by an atom at site $a_i$ is given by

$$H_i = H + \sum_j \gamma_{ij} M_j,$$

where $H$ is the applied magnetic field and the sum is over all surrounding magnetic centres $j$. The coupling constant $\gamma_{ij}$ can be shown to be given by

$$\gamma_{ij} = \frac{(2z_{ij}J_{ij})}{N_A g_S(j)^2 S(S+1) \mu_B^2},$$

where $z_{ij}$ is the number of neighbours for a given sublattice. By substituting $H_i$ for $H$ in the definition of the susceptibility (Eq. 1.47), one obtains the expression

$$M_i = \frac{C H_i}{T}.$$  

(1.69)

By inserting the definition of $H_i$ (Eq. 1.67) into the equation above, it can be shown that

$$\chi = \frac{C}{T - C \sum_j \gamma_{ij}}.$$  

(1.70)

Comparing the equation above to the Curie-Weiss law (Eq. 1.66), the relationship between the Curie-Weiss temperature and the exchange constants is given by

$$\theta_{CW} = C \sum_j \gamma_{ij}.$$  

(1.71)

Inserting the definition of the Curie constant (Eq. 1.50) and $\gamma_{ij}$ (Eq. 1.68), one obtains

$$\theta_{CW} = -\frac{2S(J)(S(J) + 1)}{3} \sum_j z_{ij} J_{ij}.$$  

(1.72)

The value of $\theta_{CW}$ in this mean field approach is the algebraic sum of all the exchange constants acting on a given atom $i$ and thus is diagnostic of the net
exchange with $\theta < 0$ denoting dominant AFM exchange and $\theta > 0$ denoting dominant ferromagnetic exchange. The negative prefactor has been added to assure the value of $\theta$ is consistent with the convention of assigning $J < 0$ for ferromagnetic coupling.

Now known as the Heisenberg model, the spin-spin interactions investigated by Dirac are described by the aforementioned Heisenberg-Dirac Hamiltonian given by

$$\hat{H} = \sum_{ij} J_{ij} \hat{S}_i \cdot \hat{S}_j,$$

(1.73)

where $J < 0$ in the model originally considered by Heisenberg. The consideration of $J < 0$ exclusively presents the reader with an interesting conundrum. It is well-established that the exchange integral for the Heitler-London model incorporating spin is almost always antiferromagnetic, hence why the ground state of molecular hydrogen is the singlet ($S = 0$) spin state. It can be shown that in the case that the overlap integral is zero, ferromagnetic coupling will always be energetically favourable. Such an observation is a key but subtle point. It implies that the Heisenberg model for ferromagnetism is a highly localised model, built upon the already highly localised Heitler-London model, describing interactions between adjacent magnetic centres and thus does not incorporate any covalency effects. Although such a direct exchange mechanism could account for the magnetism of simple ferromagnets, the limitations of Heisenberg’s model would become quickly apparent in the late 1940’s with the diffraction studies on MnO. In 1949, Shull and Smart using neutron diffraction deduced that the metal monoxide MnO ordered antiferromagnetically, a type of magnetic order proposed by Néel just one year earlier. Not only were the spin-spin interactions antiferromagnetic, all Mn$^{2+}$ magnetic centres were inter-spaced with non-magnetic O$^{2-}$ ligands. Clearly the exchange mechanism underlying antiferromagnetism in MnO was much different to the direct exchange mechanism originally proposed by Heisenberg.

Reflecting the observation that this new exchange mechanism operated over much larger distances compared to its direct counterpart, the mechanism was given the name superexchange and it is this mechanism that is the dominant form of exchange in the magnetic insulators that are investigated in this Thesis.

---

\*It should be noted that it was Dirac, not Heisenberg that first introduced he Hamiltonian in 1928. The key contributions of van Vleck with the inclusion of spin in the Heitler-London model has caused some to call the Heisenberg-Dirac Hamiltonian the Heisenberg-Dirac-van Vleck Hamiltonian instead.
The first investigation on superexchange was performed by Kramers. In 1934, Kramers proposed that spin-dependent perturbations in the wavefunctions of the non-magnetic ligands could be responsible for transmitting the exchange effect over a large distance. In 1950, Anderson proposed a modified Kramers-like approach. This approach is conventionally presented in a collinear arrangement of two Mn$^{2+}$ cations with an intervening O$^{2-}$ ligand. In this particular model, only four electrons must be considered. In the ground state, there are two electrons in the $d\gamma \equiv e_g$ manifold and two electrons in the $p_z$-orbital. The collinear Mn$^{2+}$-O$^{2-}$-Mn$^{2+}$ arrangement results in an overlap of the $p_z$ orbitals of the O$^{2-}$ ligand and the $d_{z^2}$ orbitals on each Mn$^{2+}$. As a result of the overlap of the atomic wavefunctions, one of the electrons in the $p_z$ orbital can hop into the $d_{z^2}$ orbital of one of the Mn$^{2+}$, whilst the remaining electron in the $p_z$ orbital enters into a direct exchange with the electron in the $d_{z^2}$ orbital of the other Mn$^{2+}$. The net result of this particular superexchange mechanism is antiferromagnetic coupling between Mn$^{2+}$ cations. Over the next decade, it was realised that this theory of superexchange appeared as a third order term in perturbation theory. Early terms in this perturbative approach were very large but non-magnetic, whilst the approach was poorly convergent with increasing uncertainties and complexities.

In 1959, Anderson proposed a modified theory of the superexchange interaction. In this theory, he considered the role of two molecular orbitals constructed from an admixture of the localised 3$d$ metal centres and $p$ orbitals of the intervening negatively charged ligand. The bonding orbital would be mainly occupied by the negative ion, whilst the antibonding orbital would be partially occupied by the 3$d$ electrons. This antibonding extends over the negative ion, thus allowing for the possibility of transferring electrons from one 3$d$ orbital of one metal centre to another and it is these electrons that result in the presence of magnetism in the system. Anderson pointed out that there are two terms that must be considered. The first is the repulsive Coulomb interaction that prevents such a transition. Commonly denoted as $U$, this repulsive Coulomb interaction corresponds to the energy increase caused by the placement of a 3$d$ electron of one metal centre into an unoccupied site of the neighbouring metal centres. The second term, conventionally denoted by $t$, corresponds to the transition matrix of the transition of one electron in a metal centre to the neighbour metal centre and may be considered as a kinetic hopping term. In Anderson’s modified approach, the first order term in the perturbation theory results in the usual Heisenberg ferromagnetic Hamiltonian, whilst the second-order term gives an
antiferromagnetic exchange

\[ 4 \frac{t^2}{U} \mathbf{S}_1 \cdot \mathbf{S}_2 = 2J_{12} \mathbf{S}_1 \cdot \mathbf{S}_2, \]  \hspace{1cm} (1.74)

where \( J = 2 \frac{t^2}{U} \). It is now well-known that Eq. 1.74 is the Hubbard Hamiltonian in the limit of small \( \frac{t}{U} \) [8]. In this particular case, \( i.e. \ U \gg t \), the electrons are localised, thus forming an insulator. In contrast, if \( U \ll t \), the electrons essentially hop with little hindrance, thus constituting the conduction electrons of a metal. Although it has been deduced that both superexchange and direct exchange share the same general functional form \( \hat{H} = 2J_{12} \mathbf{S}_1 \cdot \mathbf{S}_2 \), the community up to this point still encountered significant difficulty in evaluating both the magnitude and sign of the exchange constants from first principles.

Throughout the same period of time as Anderson was developing his refined theory of superexchange, Goodenough and Kanamori developed a set of semi-empirical rules for determining the sign and relative strength of the superexchange interactions for a particular set of electronic arrangements on various metal centres placed in given geometric arrangement. Incorporating the effects of orbital symmetry, orbital overlaps and orbital filling, these rules are now known as the Goodenough-Kanamori-Anderson (GKA) rules, or simply the Goodenough-Kanamori rules. For example, these rules predict that two half-filled 3d orbitals interacting \( via \) an overlapping \( \text{O}^{2-} \) ligand arranged in a collinear manner, \( i.e. \) the M-O-M angle is 180°, will exhibit strong antiferromagnetic superexchange. In contrast, these rules predict weaker ferromagnetic superexchange for two half-filled 3d orbitals interacting \( via \) an overlapping \( \text{O}^{2-} \) ligand arranged perpendicularly, \( i.e. \) the M-O-M angle is 90°.

Despite the perceived underlying complexity of the GKA rules that incorporate multiple aspects of orbital physics, the conclusions of these rules can be obtained pictorially in a relatively straightforward manner. Such a procedure begins by identifying the orbitals of interest and these orbitals depend on both the electron configuration and the bonding geometry. Once the orbitals of interest have been identified, one must determine if the orbitals are orthogonal or not. There are four relevant (dominant) types of relations between the metal centres’ orbitals and the \( p \)-orbitals of the \( \text{O}^{2-} \) ligand. These relations are summarised in Tab. 1.2. In the case of orthogonal orbitals, no charge transfer would be possible and direct exchange would be ferromagnetic. Conversely, non-orthogonal orbitals would exhibit charge transfer and direct exchange would be antiferromagnetic. The possibility of charge transfer and type of coupling for each of the four relations
given by Tab. 1.2 are summarised in Tab. 1.3. Examples of the procedure described above are illustrated in Fig. 1.4. Although extremely powerful, the GKA rules are strictly defined in terms of 90° and 180° M-O-M arrangements. In real oxides, the M-O-M angle is rarely exactly 90° or 180°, thus the GKA rules should be treated as a rough guide.

Table 1.2 Relative orbital arrangements for M-O-M 90° and 180° spatial arrangements. $d\epsilon$ denotes the orbitals ($d(xy)$, $d(yz)$ and $d(xz)$) belonging to $t_{2g}$ manifold, whilst $d\gamma$ denotes the orbitals ($d_{x^2-y^2}$ and $d_{z^2}$) belonging to the $e_g$ manifold. Labels $\sigma$ and $\pi$ denote p-orbitals that are parallel and perpendicular to the local bonding axis, respectively. Unprimed and primed quantities denote orbitals relative to the first and second metal centres, respectively.

<table>
<thead>
<tr>
<th>Relative Orbital Arrangement</th>
<th>Charge Transfer</th>
<th>Coupling Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d\epsilon \perp p_\sigma$</td>
<td>No</td>
<td>F</td>
</tr>
<tr>
<td>$d\gamma \perp p_\sigma$</td>
<td>Yes</td>
<td>AF</td>
</tr>
<tr>
<td>$d\gamma \perp p_\pi$</td>
<td>No</td>
<td>F</td>
</tr>
<tr>
<td>$d\epsilon \perp p_\pi$</td>
<td>Yes</td>
<td>AF</td>
</tr>
</tbody>
</table>

Table 1.3 Summary of the possibilities of charge transfer at the unprimed site and coupling type for a particular relative orbital arrangement at the unprimed and prime site, respectively. Yes and No denote the possibility and lack thereof for charge transfer, respectively. Labels F and AF denote ferromagnetic and antiferromagnetic coupling, respectively.

<table>
<thead>
<tr>
<th>Relative Orbital Arrangement</th>
<th>Charge Transfer</th>
<th>Coupling Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d\epsilon \perp p_\sigma$</td>
<td>No</td>
<td>F</td>
</tr>
<tr>
<td>$d\gamma \perp p_\sigma$</td>
<td>Yes</td>
<td>AF</td>
</tr>
<tr>
<td>$d\gamma \perp p_\pi$</td>
<td>No</td>
<td>F</td>
</tr>
<tr>
<td>$d\epsilon \perp p_\pi$</td>
<td>Yes</td>
<td>AF</td>
</tr>
</tbody>
</table>

For the interest of completion, there is a third type of exchange called double exchange that was also discovered in the 1950’s by Zener. This particular exchange mechanism assumes that a particular subset of $d$ electrons are highly mobile. These itinerant electrons hop from metal centre to metal centre, resulting in a ferromagnetic coupling of the localised electrons. Such a mechanism is often seen in mixed valence manganate perovskites, where the sole electron in the $e_g$ manifold resulting in ferromagnetic coupling between the localised $t_{2g}$ electrons of both Mn$^{3+}$ and Mn$^{4+}$. 35
Figure 1.4 Illustration of the determination of the sign of the superexchange coupling in the case of (a) \( \text{Mn}^{2+}-\text{O}^{2-}-\text{Mn}^{2+} \) arranged collinearly in MnO and (b) \( \text{Ni}^{2+}-\text{Cl}^- -\text{Ni}^{2+} \) arranged perpendicularly in NiCl\(_2\). In both cases, the ground state electron configuration is determined using Hund’s rules. Such a configuration identifies which orbitals are available for charge transfer from the non-magnetic ligands. The requirement of charge transfer determines which \( p \)-orbital is employed and based on the M-O-M angle, the relationship between the primed orbitals and thus the type of coupling for the direct exchange can be determined. The overall sign of the superexchange mechanism is determined by comparing the spins from the left to the right.

1.2.3 Crystal Structures

Having provided a general overview of the general physical principles underlying magnetism for the single-ion, and the possible mechanisms by which these magnetic single-ions may interact with one another, the discussion now shifts to how these single-ions and their non-magnetic counterparts are spatially arranged, by providing an introduction to the three crystal structures that are investigated in this Thesis.

As previously alluded to by the introduction of the Goodenough-Kanamori-Anderson rules [53, 54, 56, 57], the three dimensional arrangement of both
magnetic and non-magnetic ions, be it periodic or non-periodic, has a profound effect on a compound’s magnetic and non-magnetic properties. Having served as the main motivation for the study of a myriad of phenomena, spanning all fields of the natural sciences, ranging from evolutionary biology to information technology and beyond, the importance of the structure’s influence on a compound’s physical properties cannot be overstated [46, 65–67]. Even by limiting the discussion to solid state magnetism, the importance of structure is ubiquitous, with significant influences in low dimensional magnets, high temperature superconductors, multiferroics and even frustrated magnets [45, 68, 69]. In addition to its unique historic role, investigations exploring the complex structure-property relationship continue to serve as motivation for the search of exotic and novel phenomena, as evidenced by the rapid development and application of high pressure synthesis and characterisation instrumentation [70, 71] yielding a wealth of exotic behaviours such as magnetic collapse [72]. Most recently, there has been a significant surge of interest in the influence of structure, stemming from the advent of Kitaev physics [27–29]. The continuous search for systems possessing the key ingredients of Kitaev physics (e.g. frustration, anisotropic exchange interactions) driven by both significant theoretical and practical interests ensures that the complex, and often subtle structure-property relationship will remain at the forefront of contemporary science for years to come.

**Pr$_2$Sn$_2$O$_7$**

The rare-earth magnetic oxide Pr$_2$Sn$_2$O$_7$ that is the subject of investigation in Chapter 2, crystallises in the pyrochlore structure. This discussion is based on Gardner *et al.* [45], Wiebe & Hallas [71], Ramirez *et al.* [73], Subramanian *et al.* [74] and references contained therein. Any additional references will be stated explicitly in the text. Named after the naturally abundant solid solution (Na,Ca)$_2$Nb$_2$O$_6$(OH,F), the atoms constituting the cubic pyrochlore structure (Fd$_{3}$m, S.G. 227/230, $Z$=8) occupy four unique special Wyckoff positions. For magnetic pyrochlore oxides with the chemical formula A$_{2}^{3+}$B$_{2}^{4+}$O$_7$, such as Pr$_2$Sn$_2$O$_7$, either the trivalent A or tetravalent B or both are magnetic. The A$^{3+}$ and B$^{4+}$ cations occupy the 16$d$ and 16$c$ positions with cubic and octahedral coordination by O$^{2-}$, respectively. The atomic arrangement is completely specified with the only variable positional parameter being the coordinate $x$ along the $a$ crystallographic axis for the O$^{2-}$ occupying the 48$f$ position. The value of $x$ determines the specific shape of the coordination polyhedra for both the 16$d$
Summary of the main structural elements of the pyrochlore ($Fd\overline{3}m$, SG: 227/230) unit cell. (a) Coordination geometry about the $A^{3+}$ site composed of short $O'-A-O'$ bonds oriented orthogonal to a puckered hexagonal ring of oxygen atoms. (b) Isometric view of the pyrochlore unit cell consisting of two interpenetrating $A^{3+}$ (blue) and $B^{4+}$ (red/orange) sublattices ($A=\text{f-block}$ and $B=\text{d-}$ or $\text{p-block}$ metals in this Thesis), each corresponding to a network of corner-sharing tetrahedra. (c) $A^{3+}$ sublattice displaying alternating Kagomé and triangular planar layers along $\langle111\rangle$. The structural motifs summarised in panels (b) and (c) emphasise that the pyrochlore structure is highly susceptible to geometric frustration. Their propensity for geometric frustration, combined with their variability of host cations, has given the pyrochlores a key role in the search for novel magnetic ground states. For the purposes of clarity, oxygen atoms have been excluded from panels (b) and (c).

The presence of such distortions, particularly about the $A^{3+}$ cation where distortions tend be much greater, has been shown to have important consequences in the fundamental properties of the magnetic pyrochlore oxides. One of the most important consequences of the distortion about the $A^{3+}$ cation can be rationalised by employing an alternative view of the local coordination. As illustrated in Fig. 1.5(a), the distorted cube can be thought of consisting of six O ligands forming a puckered or buckled hexagon with two $O'$ ligands forming a linear $O'$-$A^{3+}$-$O'$ chain that is located orthogonal to the average plane of the buckled hexagon. These short $A^{3+}$-$O'$ bond distances, some of which are among the shortest experimentally observed for rare earth oxides, introduce significant axial symmetry directed along the local $\langle111\rangle$, strongly influencing the local crystal...
field configuration that often dictates the low temperature properties for many of these pyrochlores.

As illustrated in Fig. 1.5(b), the three dimensional arrangement of the A\(^{3+}\) and B\(^{4+}\) cations each form a network of corner-sharing tetrahedra, which in turn interpenetrate one another, forming the quintessential framework for a geometrically frustrated lattice. The propensity of the pyrochlore lattice towards geometric frustration can be further emphasised in Fig. 1.5(c) by viewing the pyrochlore lattice in the [111] crystallographic direction where the A\(^{3+}\) and B\(^{4+}\) cations each form alternating triangular and Kagomé layers, two prototypical examples of two-dimensional frustrated motifs. Both the interpenetrating network of corner sharing tetrahedra and the stacked triangular and Kagomé motifs along [111], demonstrate that the pyrochlore lattice is highly susceptible to geometric frustration. Corresponding to a situation where the relevant interactions are incompatible with the geometric constraints of the underlying crystal symmetry, geometric frustration, particularly in the case of magnetic systems, has provided the community with many exotic and often novel ground states.

The particular interest in the magnetic pyrochlore oxides, stems from the large number of combinations of diverse elements occupying the A\(^{3+}\) and B\(^{4+}\) positions, a number that is continuously increasing with rapid advances in material preparation. With such a large variety of exotic and sometimes novel magnetic behaviour stemming from a combination of a large stability field in the presence of a highly frustrated lattice, the magnetic pyrochlore oxides have captured a significant amount of interest in the condensed matter community. The magnetic ground states observed in these oxides vary significantly depending on the specific cation combination, from long-range ordered magnetic states to spin glasses to short-range ordered magnetic states that include spin liquids and spin ices.

\(\text{α-CoV}_3\text{O}_8\)

The \(\text{α-CoV}_3\text{O}_8\) structure (\(\text{Ibam}, \text{S.G.} 72/230, Z = 8\)) that is the subject of investigation in Chapter 3 is the least common among the four structures that are encountered in this Thesis. This discussion is based on Oka et al. [75], Wallington et al. [76], Kim et al. [77] and references contained therein. Any additional references will be stated explicitly in the text. In contrast with the vanadium oxide bronzes, members of the M–V–O family where M=alkali or alkali earth metal, the orthorhombic unit cell of \(\text{α-CoV}_3\text{O}_8\) exhibits a framework
consisting of both V−O and M−O polyhedra.

Just as is the case for other members of the M−V−O family where M is a d-block metal such as Zn2+, there are three distinct polyhedra in the α-CoV3O8 structure: MO6 octahedra, where M=Co2+ or V4+(1), each with $\frac{1}{2}$ occupancy, V5+(2)O4 tetrahedra and V5+(3)O5 trigonal bipyramids. As illustrated in Fig. 1.6(a), the MO6 octahedra are edge sharing, employing two different pairs of oxygens, O(2)-O(3) and O(6)-O(6), respectively. The alternating use of the two different edges results in zig-zag chains running along the crystallographic c axis that are connected along b via oxygen O(5) vertices. Within these chains, there are no restrictions on the distribution of metal cations M, in contrast to its Iba2 counterpart where M2+, such as Zn2+, and V4+ cations alternate. Although the distribution within an individual chain may be effectively considered as random, adjacent chains behave as “mirror images” of one another with one M2+ and one V4+ being located on the opposite metal sites of the O(5) vertex, as summarised by Fig. 1.6(b). Such a local selection rule exists for both Ibam and its Iba2 counterpart and results in a relative occupancy of $\frac{1}{2}$ for both magnetic cations in the metal site and an overall chemical formula of MV3O8.

Within the ab plane (Fig. 1.6(c)), dimers of V(3)O5 trigonal bipyramids are connected via the O(4)-O(4) edge with two V(2)O4 tetrahedra attached to each O(4) oxygen on opposite sides. The combined V(2)O4−V(3)O5−V(3)O5−V(2)O4 unit connects the octahedral slab defined by the MO6 octahedra in the ab plane. The zig-zag arrangement of the MO6 octahedra along c, combined with the V(2)O4−V(3)O5−V(3)O5−V(2)O4 connectivity in the ab plane defines large hexagonal shaped tunnels running along c with potential electrochemical applications. It should be noted that Casalot & Hagenmuller [78] reported that CoV3O8 crystallised in a high temperature $\beta$-structure above 650°C with a monoclinic $\text{C2}/m$ (S.G. 12/230) unit cell similar to that exhibited by MgV3O8. Both follow-up studies reported in the literature and the investigation comprising Chapter 3 failed to reproduce such a high temperature $\beta$-phase and thus shall not be discussed any further.

As is the case for many Cobaltates, the magnetic Co2+ cations in the α-CoV3O8 structure are arranged in pseudo-one dimensional chains. Cobaltates with lower dimensionality, particularly those containing a one dimensional chain structure (e.g. CoNb2O6 [63]), exhibit a plethora of exotic behaviour including: quantum criticality, large anisotropy, magnetisation plateaus and field-induced spin order-disorder transitions. Although the physical origins for such rich physics is still under investigation, a recent investigation on the cobalt vanadates α-
Figure 1.6  (a) Proposed crystal structure of \( \alpha\)-Co\(_3\)O\(_8\) (*Ibam*, S.G. 72/230) along the \( bc \) plane. (b) Local constraint of the *Ibam* structure. Metal sites opposite of the bridging O(5) must be occupied by one Co\(^{2+}\) and one V\(^{4+}\), with the O(5) situated closer to the V\(^{4+}\) site. (c) Proposed crystal structure of \( \alpha\)-Co\(_3\)O\(_8\) along the \( ab \) plane.
CoV$_2$O$_6$ and $\gamma$-CoV$_2$O$_6$ has revealed the importance of octahedral distortions in the presence of strong spin-orbit coupling. GGA + \( \eta \) DFT calculations confirmed the sensitivity of the crystal field scheme with respect to both the O–Co–O distances and angles. A significant compression along the local z-axis, combined with a deviation of the angle $\phi$ away from the ideal 90°, led to both an increase in the orbital moment contribution and the introduction of strong Ising anisotropy. Such distinct single-ion anisotropy introduced by axial compression, combined with strong spin orbit coupling, provides a natural explanation for the similarities (e.g. missing magnetic entropy) and differences (e.g. direction of anisotropic easy axis) in the properties exhibited by $\alpha$-CoV$_2$O$_6$ and its less distorted counterparts such as $\gamma$-CoV$_2$O$_6$ and CoNb$_2$O$_6$. In the case of $\alpha$-CoV$_3$O$_8$, the reported structure indicates that the CoO$_6$ octahedra are not significantly distorted, as illustrated in Fig. 1.7.

![Figure 1.7](image-url) Proposed [79] trigonal distortion of CoO$_6$ octahedra in $\alpha$-CoV$_3$O$_8$.

The distortion of the local octahedra can quantified by the parameter $\delta$ defined by

$$
\delta = \frac{1}{N} \sum_i \left\{ \left( \frac{d_i - \langle d \rangle}{\langle d \rangle} \right)^2 \times 10^4 \right\},
$$

(1.75)

where $N = 6$ and $\langle d \rangle$ denotes the average distance [76, 80]. With a minor trigonal
distortion, combined with angular deviations of $\pm 15^\circ$, resulting in an octahedral distortion parameter $\delta \sim 6$, $\alpha$-CoV$_3$O$_8$ appears to belong to the weakly distorted regime that includes $\gamma$-CoV$_2$O$_6$ with $\delta = 2.1$ and 4.8, opposite to that of $\alpha$-CoV$_3$O$_6$ with a $\delta = 55$. As discussed in Chapter 3, the refined structure obtained from single crystal and x-ray diffraction confirms that $\alpha$-CoV$_3$O$_8$ possesses slightly distorted CoO$_6$ octahedra with a $\delta = 11$, placing it within the $\gamma$-CoV$_2$O$_6$ regime. The absence of significant octahedral distortions for this particular sample is supported by (i) an ordered moment of 3.5$\mu_B$, a value that is much closer to the spin-only moment of 3$\mu_B$, (ii) the anisotropic easy axis being directed along the chain, and (iii) the excitation spectrum being described as pure $j_{\text{eff}}$ states that are consistent with a $^4T_{1g}$ ground state configuration, all properties exhibited by the $\gamma$-polymorph and other less distorted 1D Cobaltates.

CoO

The transition metal monoxide CoO and its magnetically diluted analogue Co$_{0.03}$Mg$_{0.97}$O that are investigated in Chapters 4 and 5, respectively, both crystallise in the NaCl structure at room temperature. This discussion is based on a combination of Smart & Moore [81], Jauch et al. [82], Tomiyasu [83], Tombs & Rooksby [84] and the references contained therein. Any additional references will be stated explicitly in the text. Commonly referred to as rock salt, the cubic NaCl structure ($Fm\bar{3}m$, S.G. 225/230, $Z=4$) presented in Fig. 1.8 consists of atoms A and B occupying two unique special crystallographic positions 4a and 4b, respectively. The three dimensional atomic arrangement of atoms A and B is completely specified with no variable position parameters. The structure may be regarded as two inter-penetrating face-centered cubic lattices with each lattice composed of atoms occupying a particular crystallographic site. Alternatively, the NaCl structure can be described as a cubic closed-packed array of atom B with the atom A site filling all the octahedral holes or vice versa. With both atoms A and B being in octahedral coordination, the NaCl structure is commonly regarded as being composed of a three dimensional network of edge-sharing AB$_6$ or BA$_6$ octahedra, a subtle observation that will prove to play a key role in Chapters 5 and 6. Despite its simplicity, many compounds assume the NaCl structure including: most alkali halides, all alkali hydrides and many divalent metal oxides and sulphides. With the combination of its structural simplicity and its ability to host a large number of possible combinations of diverse elements, the NaCl structure has played, and continues to play a significant role in fundamental
and applied scientific research, in addition to its unique pedagogical value in the classroom.

![Figure 1.8](image)

**Figure 1.8** Isometric view of the high temperature rocksalt unit cell of CoO with an emphasis on the edge-sharing CoO$_6$ octahedra.

In the 1950’s, the first neutron diffraction experiments on CoO revealed a significant tetragonal distortion ($\xi < 1$) accompanying long range antiferromagnetic order. Such a distortion is not only expected for the Jahn-Teller active high spin $d^7$ Co$^{2+}$ but is consistent with a refined crystal field theory that was established by Goodenough [85]. Incorporating spin-orbit effects, Goodenough demonstrated that for systems with triple degeneracy in the $t_{2g}$ channel, there was a competition between a pure static Jahn-Teller distortion and a magnetostrictive static distortion. In the case of $T_{1g}$ configurations with spin-orbit coupling constants $\lambda < 0$, such as high spin Co$^{2+}$, a tetragonal ($\zeta < 1$) distortion at a temperature $T \approx T_N$ is preferred, corresponding to an axial distortion parameter $\Gamma_z < 0$, opposite to what is observed in thin films. The negative distortion parameter results in the stabilisation of the $m = \pm 1$ states, whose degeneracy is ultimately lifted by spin-orbit coupling. The tetragonal distortion at $\sim T_N$ is a cooperative effect that is mediated by the orbital ordering as determined by spin-orbit coupling and thus its presence has important consequences on the magnetism of these triply degenerate systems such as the introduction of single-ion anisotropy and magnetostriction to any spin order.

Throughout the following decades, multiple studies suggested that the low
temperature unit cell was not purely tetragonal but rather monoclinic. It was not until 2001 that high-resolution synchrotron and neutron powder diffraction confirmed that CoO crystallises in the monoclinic $C2/m$ space group (S.G. 12/230) below $T_N$, in agreement with the original suspicions of Saito et al. [86]. As illustrated in Fig. 1.9, the low temperature monoclinic unit cell consists of $\text{Co}^{2+}$ and $\text{O}^{2-}$ occupying two unique special Wyckoff positions $2a$ and $2d$, respectively. Although the formal description of the unit cell is the monoclinic structure ($C2/m$, $Z = 2$), a common approach is to describe the unit cell in terms of a deformed NaCl structure type ($Fm\bar{3}m$, $Z = 4$). In a similar manner to the high temperature NaCl structure, the $\text{Co}^{2+}$ cations are still in octahedral coordination with the overall three dimensional structure composed of a three dimensional network of edge-sharing octahedra exhibiting rhombic distortions, predominately along the axial direction. Although the cubic-to-monoclinic transition and the accompanying rhombic octahedral distortion do contribute to the rich magnetic behaviour of CoO in the Néel state, it will be shown that such distortions do not have a significant effect on the final conclusions of the two investigations involving CoO. In the case of $\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}$ in Chapter 4, chemical dilution results in the
absence of magnetic ordering and thus a lack of a crystallographic distortion away from the cubic rocksalt structure. In Chapter 5, the low energy magnetic excitations are shown to be fully captured using a multi-level spin wave theory employing a cubic unit cell. Such observations do not imply that the distortions present in CoO have no influence on its properties in the Néel state, in fact there is some evidence that such distortions may play a key role in the refinement of the calculated models, possibly comprising future investigations. As is the case for $\alpha$-CoV$_3$O$_8$, the experimental data suggests that perhaps other energy scales such as the exchange and spin-orbit coupling may be more relevant and thus enough for a fundamental description of the low temperature magnetic properties, as has been shown to be the case for many Cobaltates.

1.2.4 Sample Preparation

Having introduced the three crystal structures of interest, the experimental techniques involved in their preparation will now be discussed. In this Thesis, both polycrystalline and single crystal samples have been prepared. Whereas both are composed of crystallites, regions where constituent atoms are arranged in an ordered pattern based on one of the unit cells described above, the spatial extent for the former is limited to the scale of $\mu$m, whilst the latter extends to mm or larger [81]. Both polycrystalline and single crystal samples play central key roles in materials science. Polycrystalline samples are traditionally much easier to synthesise in large quantities with high purity, which is particularly advantageous when employing experimental probes with limited flux, such as is the case for inelastic neutron scattering [87]. Although useful for initial exploratory investigations, the random orientation of the crystallites in polycrystalline samples often obscure the rich physics through “powder averaging” and other effects such as grain boundaries, whilst preventing the ability to probe the properties of the microscopic interactions that underlie complex and often emergent behaviours [88]. In contrast, single crystals, with their extended spatial array of ordered atomic arrangement, have been responsible for not only establishing a much deeper understanding of previously probed physics (e.g. high-temperature superconductivity), but has also opened completely new avenues for future research (e.g. magnetocrystalline anisotropy, predicted novel emergent correlated electronic states) [89]. In this final subsection, the experimental techniques involved in the preparation of both polycrystalline and single crystal samples investigated in this Thesis are discussed.
Polycrystalline Samples

All experimental investigations comprising Chapters 2-5 involved the synthesis of both polycrystalline precursors and final products. These samples were synthesised using either the ceramic or sol-gel method. This discussion is based on Rao [90], Rao & Biswas [91], Danks [92] and Smart & Moore [81].

Involving the heating of a mixture of the relevant reagents, the ceramic method is based on the physical principle that given enough energy, two materials in contact with the correct orientation will react and form the desired product at the contact interface. The simple physical principle, combined with its amenability towards experimentation, has made the ceramic method arguably the most common method of synthesis in the solid state and has been used to produce a plethora of oxides, sulfides, phosphides, chalcogenides and many others.

**Figure 1.10** Pictorial representation of the physical mechanism underlying the ceramic method. In presence of high temperatures over time, the constituents’ components, labelled by blue and red, respectively, react with one another at the contact interface forming the desired product (purple). As the reaction proceeds, its individual components continue to diffuse and react, resulting in an increase in the product’s size. The increase in size results in the product behaving as an effective “buffer”, slowing the reaction down due to an increase in average diffusion lengths.

Despite its ubiquity and far reaching applicability, the ceramic method does suffer from significant disadvantages, mostly stemming from the requirements of physical contact with sufficient kinetic energy. In the case when no melt is formed, the reaction must occur entirely in the solid state, beginning at the contact interface and proceeding by the diffusion of the constituent components.
As the reaction proceeds, the product phase increases in size. As illustrated in Fig. 1.10, the product phase behaves as a type of “buffer”, and its growth results in a longer diffusion path for the constituents, and thus slowing the rate of reaction. The reduction of the reaction rate may result in an incomplete reaction, corresponding to the concurrent presence of both product and unreacted reagents or compositional inhomogeneity, problems that may be further exacerbated by secondary reactions with the container (e.g. crucibles, quartz tubes).

In order to address the limiting step of diffusion, the procedure constituting the ceramic method has been adapted to include multiple repetitions of thorough grinding, pelleting and heating in a variety of containers. The process of grinding, accomplished by either a mortar and pestle or a ball mill, not only increases chemical homogeneity, but also decreases particle size, thus maximising the surface area available for reaction. The process of pelleting, accomplished by a hydraulic press, reduces the distance between the constituent components and maximises the number of crystallite faces in direct contact. Heating, accomplished by resistance, laser, electric arc or skull techniques, is used to increase the kinetic and thermodynamic favourability of the reaction, whilst the choice of container (e.g. chemical composition of crucibles) prevents the occurrence of any secondary reactions. Finally, by repeating the three aforementioned processes, fresh crystallite faces are brought into direct contact, thus significantly increasing the rate of reaction, whilst minimising chemical inhomogeneity.

So far, the ceramic method discussed above involve heating reagents in air, i.e. under ambient atmospheric conditions. With its rich O₂ content, air often prevents the formation (or retention) of lower oxidation states such as +4 in the case of vanadium, particularly at high temperatures. As discussed in Chapter 3, the oxidation of V⁴⁺ to the preferred V⁵⁺ was accomplished by performing the ceramic method in vacuo. The experimental setup is summarised in Fig. 1.11 and involves the placement of a mixture of reagents in an evacuated quartz ampoule. By establishing an airtight seal, the heat treatment constituting the last step of the ceramic method may be performed in the absence of any significant amount of oxygen. An additional advantage of performing the reaction in vacuo is that the chemical system behaves as if it is closed. Such behaviour is particularly beneficial when volatile reagents are involved, a common concern for many solid state reactions due to the need for high synthesis temperatures.

The use of high temperatures in the ceramic method, an experimental necessity due to the large lattice energies of ionic compounds, for some reactions can often be reduced by the use of reagents that decompose whilst heating
or following topotactic synthesis routes. A commonly used solution-based alternative to the solid state ceramic method is called sol-gel. Playing a key role in Chapter 4, the sol-gel technique requires much lower synthesis temperatures compared to the traditional ceramic method. The depression of the synthesis temperature is accomplished by the reduction of the average particle size. In some cases, the reduction of size corresponds to two orders of magnitude, resulting in a depression of hundreds of degrees relative to those observed for traditional solid state methods.

The particular variation of the sol-gel technique used in this Thesis is composed of three main steps that are summarised in Fig. 1.12. The first step consists of the addition of metal salts to a solvent (e.g. ethanol) providing the metal cations and oxide anions, respectively, in the final desired product. The choice of solvent, temperature and pH is crucial as to prevent any precipitation. In the presence of constant stirring, a reaction between the metal salts and the solvent constituting the original homogeneous solution results in the formation of
metal hydroxides. The solution of metal hydroxide products, organic co-products and remaining solvent is called the sol. The sol is either left alone (termed ageing) or is heated under moderate temperatures. Through ageing or heat treatment, the sol is converted to the gel, consisting of a continuous and porous metal oxide network covered by a liquid phase containing organic co-products and any remaining solvent. Finally, by sintering the gel at high temperatures, both the undesired volatile co-products and solvent are removed, whilst densification and decomposition of the gel results in the collapse of the gel inorganic network into a glass or a dense ceramic. The benefits of the sol-gel is that the technique does not rely on precipitation which may leave select ions remaining in solution. Instead the technique enables mixing at the atomic level, whilst yielding smaller particles that are easily sinterable, implying greater control in chemical stoichiometry and propensity for chemical homogeneity.

Single Crystal Samples

For the experimental investigations outlined in Chapters 3 and 5, single crystals of $\alpha$-CoV$_3$O$_8$ and CoO were grown using flux growth and optical float
zone techniques, respectively. The discussion is based on Fisk [93], Canfield & Fisk [94], Scheel [95], Schmehr & Wilson [89], and references contained therein. Any additional references will be stated explicitly in the text.

Flux growth is a high temperature solution-based crystal growth technique consisting of the dissolution of the constituents of the desired crystal (solute) in a suitable solvent (flux). In this Thesis, as is the case for many flux growths reported in the literature, the flux consists of a single or combination of molten salts or oxides. The choice of the word flux is a reflection of the depression of the solutes’ melting temperature due to the presence of the solvent. Crystallisation occurs as the mixture of the solute(s) and the flux becomes critically supersaturated. In this Thesis, supersaturation was accomplished by reducing the temperature in a controlled manner. As the solutes begin to crystallise either by spontaneous nucleation or via a seed crystal, the solute concentration in the solution and correspondingly the saturation temperature decreases. In this Thesis, the crystallisation process was continuously repeated as the system was cooled and artificially terminated by quenching.

As a consequence of the relative “simplicity” of the physical principles underlying the crystallisation process, the flux growth technique has widespread applicability. With the exception of compounds that decompose at relatively low temperatures (e.g. organics, hydrates), the flux growth technique, in principle, could be used to grow single crystals, assuming the use of a proper solvent and optimised experimental conditions. Crystals grown using the flux growth technique are particularly widespread in industry with applications varying from communications to semi-conductors to non-linear optics. The widespread applicability of the flux technique ultimately reflects its numerous advantages over other crystallisation techniques. The majority of which stem from the use of lower temperatures and the lack of stark temperature gradients resulting in the crystal growth that is not bound by thermal and mechanical constraints, yielding better crystal quality with respect to equilibrium defects including: point defects, dislocation densities and low-angle grain boundaries, particularly for materials composed of volatile constituents, materials with very high vapour pressures near their melting temperature and those materials that melt incongruently.

Despite the clear advantages of flux growth, it has been considered traditionally a secondary alternative to other techniques, particularly to those that are melt-based, thus hindering the spread of its use in both academia and industry. A driving force for such attitudes is a combination of the numerous disadvantages posed by the technique. These disadvantages include:
substitutional or interstitial substitution of the solvent ions into the crystal, microscopic and macroscopic inclusions of the solvent, secondary reactions with the container, slow growth rate, small crystal size and the need for precise and detailed phase diagrams such as the one illustrated in Fig. 1.13. As is the case for all other crystal growth techniques, all these disadvantages may be remedied by a combination of experience, cost and time, resulting in a combination of optimised choices for flux, container and cooling routine. In the case of $\alpha$-CoV$_3$O$_8$ in Chapter 3, a V$_2$O$_5$ flux was chosen due to a combination of high solute solubility at moderate temperatures ($T \leq 800^\circ$C), and the fact that V$_2$O$_5$ being one of the solutes minimises any issues with chemical composition. The use of moderate temperatures not only permitted the use of quartz ampoules but also reduced the
amount of solvent evaporation and secondary reactions with the alumina crucible. A slow cooling rate of $1^\circ \text{C} \cdot \text{hr}^{-1}$ was chosen to reduce the supersaturation ratio resulting in a slower growth rate from fewer nucleation centres, resulting in larger single crystals that contain fewer solvent inclusions.

One of the techniques that often supersedes flux growth in terms of preference is a particular variant of zone melting, called the optical floating zone (OFZ) technique. As illustrated in Fig. 1.14, the melt-based technique consists of melting a translatable section of a precursor which is usually the desired crystal, but in polycrystalline form, and compressed into cylindrical rods. In the case of the OFZ technique, the feed polycrystalline rod is vertically suspended over either a seed polycrystalline rod or a seed crystal of the desired final product. Ellipsoidal mirrors focus light from optically-based heating sources, typically halogen lamps, onto a small volume constituting the bottom of the feed rod, creating a localised molten zone. The feed rod and seed rod/crystal are subsequently joined, thus creating the “working” molten zone. Both the feed rod and seed rod or crystal are counter-rotated to facilitate thorough mixing of the melt, whilst minimising non-uniformities in the transverse optical plane. By translating the feed rod and seed rod or crystal through the optical focal plane, the molten zone translates up the feed rod, melting more polycrystalline precursor at the melt edge, whilst the material left behind at the growth edge cools, crystallising into the desired single crystal.

Despite the clear disadvantages associated with the use of high temperatures such as the need for expensive equipment, propensity for thermal and mechanical strain, and concentration gradients, its numerous and often unique advantages have made the OFZ technique one of the leading and most widely used single crystal growth techniques in the modern laboratory. One of the main advantages is that the vertically suspended molten zone is maintained by surface tension alone, eliminating the need of a container and with it, the undesired possibilities of contamination and secondary reactions. Other advantages of the OFZ technique include: relatively fast growth rates, the ability to incorporate a flux within the growth process via a travelling solvent; while the reaction conditions such as temperature, temperature gradients, growth atmospheres and pressures, can be readily optimised in situ, often yielding high purity crystals with dimensions on the order of centimetres for certain systems.

Despite the ability of other techniques to grow much larger crystals, the crystal sizes and sample quality commonly grown using the OFZ technique are well-suited for materials research, naturally compatible with a myriad of experimental
techniques used to probe structural, electronic and magnetic properties. As a result, crystals grown using the OFZ technique have played an important role in the discovery and characterisation of novel quantum materials. A key role exemplified by a large variety of systems ranging from the ruthenates $\text{Sr}_3\text{Ru}_2\text{O}_7$ and $\text{Sr}_2\text{RuO}_4$ to multiferroic oxides $\text{Y MnO}_3$ and $\text{BiFeO}_3$ and the titanate and zirconate pyrochlores $\text{Yb}_2\text{Ti}_2\text{O}_7$ [97] and $\text{Pr}_2\text{Zr}_2\text{O}_7$ [98]. Recent advances include the development of laser heating providing higher temperatures, whilst high pressure growth chambers allow for the incorporation of volatile elements such as the light alkali metals. The inclusion of traditionally problematic reagents combined with higher synthesis temperatures will continue the expansion of the accessible chemical compositional space spanned by crystals that could be grown by OFZ, thus insuring that the technique will remain at the frontier of materials science for many years to come.
1.3 Neutron Scattering

Having described how the four magnetic oxides of interest were synthesised, the discussion now proceeds to neutron scattering, the primary experimental technique employed in the characterisation of their low temperature magnetic properties. The purpose of this particular section is to simply provide the reader with a general introduction to the technique with a particular emphasis on neutron inelastic scattering. For the purposes of brevity, important results are stated without proof, as they are discussed elsewhere in detail. This section is based on Squires [99], Shirane [100], Scherm & Fåk [87], Zaliznyak & Lee [101] and references contained therein. Any additional references will be stated explicitly in the text.

1.3.1 Introduction & Motivation

“If the neutron did not exist, it would need to be invented!”
— Bertram Brockhouse, 1994 Nobel Laureate in Physics

As summarised by the 1982 quote from the Nobel Laureate Bert Brockhouse (1918-2003), the technique of neutron scattering has proven to be one of the most versatile techniques for the study of structural and dynamic properties of materials. After its discovery in 1932, the possibility and importance of the neutron as an important probe in the study of materials was quickly recognised, as exemplified by its use for diffraction only four years later. Despite being limited by the low flux of the first Ra-Be sources, the use of neutron scattering as an experimental technique experienced rapid development in the decades immediately following its inception. Such rapid development was driven by the availability of sources with ever increasing flux, made possible by the knowledge gained from the Manhattan project and the birth of the Atomic age. With the availability of greater flux through the development of high flux reactors and spallation sources, different types of neutron scattering such as neutron inelastic scattering were now made possible, thus expanding our ability to probe an ever increasing range of length and timescales.

As an experimental probe for the properties of materials, the neutron being an electrically neutral subatomic particle with significant mass possesses several advantages over other probes such as x-rays and electrons. With its electrical
neutrality, neutrons are a bulk probe, possessing large penetration depths $l \sim \text{cm}$. This weak interaction with matter removes many of the restrictions on sample geometry and sample environments inherent to highly attenuated probes such as x-rays and electrons. When the neutron does scatter from matter, it can do so in two different ways: the nuclear interaction and the dipole-dipole interaction via the strong force and (electro-)magnetic force, respectively, with both interactions possessing cross sections with the same order of magnitude. The former describes the interaction of the neutron with the nuclei of the material. Such an interaction can be modelled very well by scattering from point particles, corresponding to a model much simpler than other probes such as the interaction of x-rays and the electron cloud. The dipole-dipole interaction particularly emphasises the importance of the neutron. Possessing a magnetic moment $\mu_n$ of $-1.9 \mu_N$, the neutron can directly interact with atomic electrons, “seeing” the magnetic moments from unpaired electrons. This ability of neutrons to probe magnetism is in stark contrast with x-rays and electrons, where information from the former is limited due to weak coupling via the magnetic field, whilst the latter suffers from being subject to the Lorentz force due to internal magnetic fields.

It can be argued that the greatest advantage of the neutron is the range of its energies available at typical sources. From the de Broglie hypothesis, it can be readily shown that the energies of the neutron, given by

$$E = \frac{p^2}{2m_n} = \frac{\hbar^2}{2m_n \lambda^2},$$

span several orders of magnitude, ranging from MeV to meV, corresponding to length scales varying from the nucleus to large biological macromolecules. With energy scales of $\sim\text{meV}$ available, corresponding to energies and wavelengths on the order of $k_B T$ and Å, respectively, neutrons possess the ability to measure both dynamic and structural properties, while avoiding any damage or inducing any changes to the samples under investigation. This is in stark contrast with conventional x-ray sources where energies are on the order of several thousand eV and thus limited mainly to measuring static (structural) properties or dynamics near the zone centre.

Despite the clear disadvantages of neutron scattering including larger costs, limited flux, and the need for larger samples compared to other probes, the ability to effectively transfer arbitrary momentum and energy to a sample ensures that neutron scattering will continue to play a central role in the study of materials.
1.3.2 Reactor & Spallation Sources

At the present, there are two types of neutron sources available for scientific research: reactor and spallation, both of which were employed for experiments in this Thesis. The main difference between the two types is based on the nuclear process by which bound neutrons are freed from nuclei and made available for experimentation. As summarised by Fig. 1.15, whereas reactor sources produce neutrons by the spontaneous nuclear fission of $^{235}$U, providing a continuous flux of neutrons, spallation sources produce neutrons by the bombardment of a heavy target (e.g. W, Hg) with high-energy protons, providing a pulsed flux.

The reactor source was the first and is historically the most widely used type out of the two. Older reactor sources typically consisted of a sealed vessel containing the reactor, auxiliary equipment and experimental facilities. Neutrons from the reactor would be thermalised by a D$_2$O moderator and reached the experimental floor through horizontal beam tubes. Modern reactor sources have additional moderators, called cold sources, usually consisting of liquid H$_2$ or CH$_4$ that are held at cryogenic temperatures (~20 K). These cold sources down shifts the Maxwellian velocity distribution, optimising experimental access to lower energies.

As an attempt to increase both the effective thermal neutron flux beyond practical engineering-power density limits and avoiding the environmental risks of nuclear contamination inherent to the use of reactor sources, interest in the development of spallation sources grew rapidly in the mid-1970’s. Beginning with the successful operation of ZING-P and ZING-P’ at Argonne National Laboratory (ANL), the desire for the use of neutrons produced by the process of spallation culminated in the introduction of the Intense Pulsed Neutron Source (IPNS) with its full user programme in the early 1980’s that formed the basis of modern sources such as the spallation neutron source (SNS) at Oak Ridge National Laboratory (ORNL). Despite its time-averaged flux being considerably lower than continuous sources, spallation sources do provide many advantages over their reactor counterparts. The background is lower, the resolution $\frac{\Delta E}{E_0}$ is relatively constant, the source pulse defines one part of the resolution function, and unlike the pure Maxwellian distribution from reactor sources, spallation sources are naturally rich in epithermal neutrons (E>100 meV) and don’t require an additional “hot” source such as hot graphite. The significant gains in peak flux and more efficient use of the time structure through both technological and infrastructure improvement has resulted in the rapid decrease in the difference
Figure 1.15 Pictorial representation of the time structures for reactor (continuous) and spallation (pulsed) sources.

between the time-averaged flux of reactor and spallation sources, making the latter even more attractive, exemplified by the development of the European Spallation Source (ESS) currently under construction in Sweden.

1.3.3 Time-of-Flight & Triple Axis Spectrometers

Having described how neutrons are produced at research sources, the discussion now proceeds to the instruments that utilise such neutrons in the study of materials. Since this Thesis focusses on the measurement of magnetic excitations, the current discussion will be limited to neutron spectrometers, instruments designed to measure changes in the energy of the neutron upon scattering. For the sake of brevity, other types of instruments such as diffractometers and reflectometers are excluded. In this Thesis, both time-of-flight (TOF) and triple axis (TAX) spectrometers were employed. As alluded to by their names, the two types of spectrometers essentially differ in their specific
choice of technique that is used to specify and measure the initial and scattered wavevectors $k_i$ and $k_f$, respectively.

All key elements of a triple axis spectrometer are presented in Fig. 1.16. First developed by Brockhouse at Chalk River, the triple axis spectrometer selects $k_i$, $k_f$ and the momentum transfer $Q = k_i - k_f$ by the interaction of the neutron with three crystals along its path from source to detector, with each of the three crystals: the monochromator, the sample and the analyser, having the ability to rotate independently about a particular vertical axis centred about the crystal. In triple axis spectroscopy, a polychromatic beam of neutrons from the neutron source is monochromatised by the monochromator crystal. Monochromatisation, referring to the selection of a specific wavelength, is accomplished by Bragg diffraction. The rotation of the monochromator crystal such that a specific set of its atomic Bragg planes with an inter-planar spacing $d$ is oriented $\theta_M$ relative to the incoming (or scattered) neutron beam, will result in neutrons satisfying the Bragg condition,

$$n\lambda = 2d\sin \theta_M,$$

(1.77)
to be scattered at an angle of $2\theta_M$ relative to the incident neutron beam. In this Thesis, the monochromator was highly oriented pyrolytic graphic (HOPG), a low $Z$ material, possessing negligible incoherent and absorption cross section. HOPG is also commonly used as a wavelength filter for thermal neutrons (Be or BeO for cold neutrons) since it consists of stacked graphite layers randomly oriented about the $c$-axis, making HOPG behave as a single crystal along [001] but polycrystalline in the two orthogonal directions. Such a configuration ensures that neutrons of undesired wavelengths (energies) will be scattered out of the beam, significantly reducing the background.

In order for the monochromatised beam of neutrons with a wavelength $\lambda$ to strike the sample, all downstream elements (sample, analyser and detector) must be rotated $2\theta_M$ about the monochromator axis. The following description of the monochromatisation process is instructive since it introduces the concept of a Bragg angle $\theta_\xi$ and a scattering angle $2\theta_\xi$, where $\xi$ denotes the particular axis of interest. The Bragg angle refers to the rotation of the crystal itself, whilst the scattering angle refers to the rotation of the downstream elements in order to be coincident with the scattered beam. It should be noted that the labels $\theta_\xi$ and $2\theta_\xi$ are simply labels derived from Bragg scattering. The Bragg and scattered angles are not necessarily related to one another by a factor of two, as is the situation for many inelastic processes about the sample axis.

As the monochromatised neutron beam interacts with the sample, its
energy may or may not change, and is scattered by an angle $2\theta_S$, relative to the incident monochromatised beam. The scattered beam then proceeds to the analyser crystal that selects a particular wavelength (energy) by a Bragg diffraction process. The energy selection is accomplished by orienting a particular Bragg plane of the analyser crystal such that it forms an angle $\theta_A$ with the neutron beam scattered from the sample. The neutron detector is located at an angle $2\theta_A$ relative to the incident beam which ensures that only energies (wavelengths) satisfying the Bragg condition (Eq. 1.77) will fall onto the detector and be detected.
Since $\theta_M$ and $\theta_A$ specify the incident and final energies, respectively, by combining Eqs. 1.76 and 1.77, it can be shown that the measured energy transfer $\Delta E$, usually denoted by simply $E$ or $\hbar \omega$, is given by

$$E = E_i - E_f = \frac{\hbar^2}{8m_n} \left( \frac{1}{d_M^2 \sin \theta_M} - \frac{1}{d_A^2 \sin \theta_A} \right).$$  

(1.78)

In addition to the values of $\theta_M$ and $\theta_A$ that specify the moduli of the incident and final wavevectors $|k_i|$ and $|k_f|$, respectively, the modulus and direction of the momentum difference $Q$, is also dependent on the scattering angle $2\theta_S$. By applying the law of cosines to the scattering triangle (Fig. 1.17), it can be shown that the modulus of the momentum transfer is given by

$$Q = \sqrt{k_i^2 + k_f^2 - 2k_i k_f \cos 2\theta_S},$$  

(1.79)

where $Q$, $k_i$ and $k_f$ denote the moduli $|Q|$, $|k_i|$ and $|k_f|$, respectively. It is important to note that the modulus of the momentum transfer is a function of the scattered angle $2\theta_S$ and not the Bragg angle $\theta_S$. The value of $\theta_S$, representing the internal degree of rotation of the crystal itself, is used to specify the orientation axis and thus specifying the orientation of specific crystallographic axes relative to $Q$. This is particularly important when probing dynamics in a particular direction but since all measurements performed with triple axis instruments in this Thesis employed polycrystalline samples, the role of $\theta_S$ was rendered moot. Despite significant improvements in robotics, construction materials and detectors, the fundamental design underlying triple axis neutron spectrometers has remained unchanged from the first instruments used to measure the phonon and magnon dispersion relations of simple materials in the 1950's.

In contrast with the triple axis spectrometer where monochromatisation and energy discrimination is accomplished via Bragg optics, time-of-flight (ToF) spectrometers instead utilise neutron velocities in either monochromatisation, energy discrimination or both. There are two classes of ToF spectrometers: direct (Fig. 1.18) and indirect geometry (Fig. 1.19). Within each class, subclassifications are made based on if and where crystal analysers or crystal monochromators are used. Some examples include: hybrid ToF spectrometers that have a direct geometry setup but employ a crystal monochromator to select $k_i$, whilst in the case that the ToF is used for the selection of $k_i$ and determination of $k_f$ in a direct geometry setup, the instrument is called a chopper spectrometer.
Figure 1.17 Scattering triangle for (a) creation and (b) annihilation of an excitation, corresponding to the neutron losing and gain energy, respectively. In an elastic scattering process, $|\mathbf{k}_i| = |\mathbf{k}_f|$, otherwise, the process is termed inelastic.

For direct geometry ToF spectrometers, the incident energy is defined before the sample and the final energy is determined by the time required for the neutron to travel the distance from the sample to the detector. For indirect geometry ToF spectrometers, a polychromatic beam is incident on the sample. The incident energy of the neutron is determined by the time required for the neutron to travel the distance from the pulsed source to the sample, whilst the final energy is fixed by analyser crystals located before the detectors.

Since both classes of ToF spectrometers employ the time-of-flight technique consisting of determining the velocity (and energy) via time travelled, a pulse incident beam is required since the neutrons are indistinguishable particles and cannot be individually labelled. Such pulsing in theory could be accomplished by simply utilising a pulsed source (i.e. spallation) without the need for any additional treatment. In this Thesis, such a situation is not the case for both reactor and spallation sources, where disc choppers are placed after the moderator to create the pulsed beam. Disc choppers are discs composed of highly neutron absorbing materials (e.g. Gd) with transparent slits rotating about an axis parallel
to the incident beam. For direct geometry, the pulsed beam is monochromatised by a Fermi-disc chopper located just before the sample. Fermi choppers are essentially multiple collimators composed of highly neutron absorbing materials rotating about an axis perpendicular to the incident beam. Based on the rotation frequency $\omega$, the Fermi-disc chopper will only allow neutrons with a specific velocity (energy) to pass through, thus defining the incident energy. It should be noted that a pulsed monochromator beam could also be created by a single crystal monochromator followed by a Fermi-disc chopper. In this Thesis, the ToF spectrometers are optimised for cold neutrons and thus do not employ crystal monochromators due to the lack of necessary $d$-spacings. In some cases, particularly when employing very cold neutrons, multiple disc choppers are placed just before the sample. The cascade of disc choppers removes contamination from other pulsed sources including the problem of frame overlap where the fastest neutrons of a pulse take over the slowest neutrons of the previous pulse. After being scattered from the sample, the final energy of the neutron is determined by measuring the time to travel the known distance from the sample to the neutron detector. Utilising simple geometric arguments in the classical (ballistic) treatment, it can be shown that the final energy for a direct ToF spectrometer is given by

$$E_f = \frac{1}{2}m_n \left( \frac{L_{sd}t}{v_i - L_{ms}v_i} \right)^2$$

(1.80)
for a neutron detected at a distance $L_{sd}$ from the sample after a time $t$ after monochromatisation with a monochromator located at a distance $L_{ms}$ from the sample giving an initial velocity $v_i$. The uncertainty in $E_f$ corresponds to the width of the pulsed beam incident on the detectors and is given by

$$
\Delta E_f [\text{in meV}] = 0.6472 \sqrt{\frac{\Delta t_p^2 + \Delta t_m^2 + \Delta t_l^2}{\lambda_f^2 L_{pm} L_{sd}}},
$$

(1.81)

where

$$
\Delta t_p = \tau_p \left( L_{ms} + L_{sd} \frac{\lambda_f^3}{\lambda_i^3} \right),
$$

(1.82)

$$
\Delta t_m = \tau_m \left( L_{pm} + L_{ms} L_{sd} \frac{\lambda_f^3}{\lambda_i^3} \right),
$$

(1.83)

$$
\Delta t_l = L_{pm} \frac{m_n}{h} \lambda_f \Delta L,
$$

(1.84)

where $L_{pm}$, $L_{ms}$, $L_{sd}$, $\tau_p$, $\tau_m$ and $\Delta L$ corresponds to the pulsing-monochromating chopper distance, monochromating chopper-sample, sample-detector distances and spread (in time) of the initial pulse, opening time of the monochromator and flight path length uncertainties, respectively. Eqs. 1.82-1.84 represent contributions to the uncertainty from the creation of the pulse, monochromatisation of the pulse and the determination of the arrival times, respectively.

For indirect ToF spectrometers, a finite range of neutron energies is selected from the initial beam originating from the moderator by a sequence of disc choppers located before the sample. The incident beam is polychromatic, possessing a spread in the time required for the neutrons to travel the distance $L_{ms}$ from the moderator to the sample, thus defining a spread of incident energies. Due to the presence of analyser crystals (e.g. pyrolytic graphite), after the neutrons are scattered by the sample, only those with the appropriate final energy (wavelength) will be Bragg scattered into the detectors. An equivalent statement would be that only those neutrons that require a characteristic time $t_2$ to travel the distance between the sample and detector $L_{sd}$ will be detected. The value of $t_2$ given by

$$
t_2 = \frac{2m_n L_{sd} d_A \sin \theta}{h},
$$

(1.85)

where $d_A$ and $\theta$ is the inter-planar spacing of the analyser crystal and the Bragg
angle. It is important to note that the time $t_2$ is only dependent on the specific analyser crystal and its geometric arrangement relative to the detector.

Since the interaction between the neutron and the sample may or may not result in a change of energy, there will be a distribution of different arrival times at the detector with the energy transfer being a function of the total flight time $t$ given by

$$\Delta E = E_i - E_f = \frac{1}{2} m_n \left[ \left( \frac{L_{ms}}{t - t_2} \right)^2 - \left( \frac{L_{sd}}{t_2} \right)^2 \right], \quad (1.86)$$

where $t$ is the sum of the time required to travel from moderate to the sample $t_1$ and the time required to travel from the sample to detector $t_2$ given by Eq. 1.85 above.

**Figure 1.19** Schematic of the IRIS spectrometer (ISIS) displaying all key elements of an indirect time-of-flight spectrometer [103, 104].

It should be emphasised that triple axis and ToF spectrometers represent complementary techniques. The former is very well suited for measurements over a limited range in $(Q, E)$ space or if the direction of $Q$ is important. On the other hand, ToF is best suited for polycrystalline samples where the direction of $Q$ is not relevant or for measurements requiring a large region of $(Q, E)$ to be probed simultaneously, such as is the case for exploratory investigations and for
systems that exhibit weak dispersions.

**Table 1.4** Summary of the neutron spectrometers employed in this Thesis. Spectrometers are organised by facility and technique. Relevant chapters are labelled for reference.

<table>
<thead>
<tr>
<th>Type of Source</th>
<th>Source Name</th>
<th>TAX</th>
<th>Direct ToF</th>
<th>Indirect ToF</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactor</td>
<td>HFIR</td>
<td>HB-1A</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>NCNR</td>
<td>BT4</td>
<td>DCS</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Spallation</td>
<td>SNS</td>
<td></td>
<td>CNCS</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>ISIS</td>
<td></td>
<td>MARI</td>
<td>MERLIN</td>
<td>3,4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IRIS</td>
<td>3,4</td>
</tr>
</tbody>
</table>

**1.3.4 Neutron Inelastic Scattering**

**Introduction: Cross Section & Kinematics**

To conclude this chapter, having discussed how spectrometers measure the energy change of neutrons scattered by samples, the discussion now shifts to a general introduction of how such an energy change can be used to infer a wealth of information concerning a sample’s dynamics.

Such a discussion begins by the introduction of the double differential scattering neutron cross section $\frac{d^2\sigma}{d\Omega dE}$, The double differential scattering cross section, sometimes written as $\frac{d^2\sigma}{d\Omega dE_i}$, is directly proportional to the number of neutrons that are scattered into a particular solid angle element $d\Omega$ with a particular final energy lying in the range $dE_f$ from $E_f$. This definition is the most generic and is defined more strictly in actual experiments as a function of incoming energy $E_i$ and direction $(\theta, \phi)$ as illustrated in Fig. 1.20. Although beyond the scope of the current discussion, it should be noted that the interaction between incident neutrons and the sample is not limited to simply scattering but includes the possibilities of absorption and transmittance, with each process providing some information about the sample (e.g., real space imaging).

Two (out of the three) possibilities of the scattering process are illustrated in Fig. 1.17 above. A neutron with an initial wavevector $k_i$ which specifies its
Figure 1.20 Classical description of the scattering geometry for a neutron scattering experiment. The double differential cross section \( \frac{d^2\sigma}{d\Omega dE_f} \) provides the probability that for a normalised flux of neutrons with an incident wavevector \( \mathbf{k}_i \) are scattering into a solid angle element \( d\Omega \) at \((\theta, \phi)\) with a final energy lying between \( E_f = \frac{\hbar^2 k_i^2}{2m} \) and \( E_f + dE_f \).

The momentum via

\[
\mathbf{p} = \hbar \mathbf{k},
\] (1.87)

scatters from a sample with a final wavevector \( \mathbf{k}_f \) resulting in either a gain \( k_i < k_f \) or a loss in energy \( k_i > k_f \). The third possibility is elastic scattering corresponding to a situation where the neutron neither gains nor loses energy \( (k_i = k_f) \). All three scattering possibilities correspond to physical processes and are thus subject to energy and momentum conservation given by:

\[
\Delta E = E_i - E_f = \frac{\hbar^2}{2m} \left( k_i^2 - k_f^2 \right)
\] (1.88)

and

\[
Q = \mathbf{k}_i - \mathbf{k}_f.
\] (1.89)

By employing Eq. 1.89, one obtains the scattering triangle (Fig. 1.17) which can
Figure 1.21 Comparison of (a) the calculated dynamic range and (b) experimental data for α-CoV₃O₈ at 5 K with an Eᵢ = 15 meV on the direct spectrometer MARI spanning 2θ = 3°-134°. Calculations in (a) were performed in 2θ = 1° steps for the down-scattering energy range exclusively.

Figure 1.22 Comparison of (a) the calculated dynamic range and (b) experimental data for Co₀.03Mg₀.97O at 11 K on the indirect spectrometer IRIS spanning 2θ = 25°-160° for the down-scattering energy range. Despite the final energy Eᵢ of IRIS being fixed to 1.84 meV, Eᵢ in (a) was set to 2.5 meV. The larger Eᵢ reflects the increased bandwidth that is achievable by the selection of multiple time windows via IRIS’ array of disc choppers located along its long path length.

be used to derive Eq. 1.79 given by

\[ Q = \sqrt{k_i^2 + k_f^2 - 2k_i k_f \cos 2\theta}. \]  

(1.90)

By applying the constraints of energy conservation defined by Eq. 1.88 on the
scattering triangle, it can be shown that

\[ \frac{\hbar^2 Q^2}{2m} = 2E_i - \Delta E - 2 \cos 2\theta \sqrt{E_i(E_i - \Delta E)} \]  

(1.91)

and

\[ \frac{\hbar^2 Q^2}{2m} = 2E_f + \Delta E - 2 \cos 2\theta \sqrt{E_f(E_f + \Delta E)} \]  

(1.92)

for direct and indirect geometry spectrometers, respectively. Both Eqs. 1.91 and 1.92 correspond to kinematic constraints that define the accessible range in \((Q, \Delta E)\) (also commonly stated as \((Q, E)\)) space, given a scattered angle \(2\theta\) and either an incident or final energy for a direct or indirect spectrometer, respectively. Examples of accessible ranges in \((Q, E)\) space for direct and indirect time-of-flight spectrometers are illustrated in Figs. 1.21 and 1.22, respectively.

**Nuclear Scattering**

Having described both the double differential scattering neutron cross section and its constraints in \((Q, E)\) space, the discussion now proceeds to the relationship between \(\frac{d^2\sigma}{d\Omega dE}(Q, E)\) which is the quantity measured in a neutron inelastic scattering experiment and the dynamic structure factor \(S(Q, E)\) which contains the desired information about the dynamics of the system under investigation. Following the logic of Squires [99], the discussion will first begin by introducing the reader to nuclear scattering.

Corresponding to the weak interaction between the neutron and the nucleus of a sample via the strong nuclear force, such an interaction can be approximated as a perturbation. Such an approximation allows one to employ time-dependent perturbation theory and Fermi’s golden rule. Through some algebraic manipulation, it can be shown that the double differential scattering neutron cross section assumes the form

\[ \frac{d^2\sigma}{d\Omega dE} = \left( \frac{m_n}{2\pi \hbar^2} \right)^2 k_f \sum_{n_i} p(n_0) \sum_{n_1} |\langle k_f \sigma_f n_1 | V | k_i \sigma_i n_0 \rangle|^2 \delta(\epsilon(n_1) - \epsilon(n_0) - \Delta E). \]  

(1.93)
Commonly referred to as the “Master equation” or “Master formula”, Eq. 1.93 summarises the mathematical relationship between the scattering cross section and the perturbative potential from which the neutrons are scattering from. The equation contains two sets of indices. The first set, denoted by $i$ and $f$, refers to the neutron with energy $E$, whilst the second set, denoted by 0 and 1, refers to the system with energy $\epsilon$ under investigation. The “Master equation” contains two sums. The first sum is over all initial states of the system $n_0$, each thermally weighted by
\[
p(n_0) = \frac{e^{-\epsilon(n_0)/kBT}}{\sum_{n_0} e^{-\epsilon(n_0)/kBT}}, \tag{1.94}
\]
for a given temperature $T$. The second sum is over all final states of the system $n_1$. The matrix element describing the probability associated with the transition from an initial total state (neutron and system) $|k_i\sigma_i n_0\rangle$ to a final total state $|k_f\sigma_f n_1\rangle$ is calculated over both sums with the delta function $\delta(\epsilon(n_1) - \epsilon(n_0) - \Delta E)$ selecting only those final states of the system that satisfy energy conservation. The prefactor $\frac{k_f}{k_i}$ is a consequence of the definition of the cross section. In most cases, this prefactor is reduced to a constant and is either compensated for by data reduction algorithms or ultimately absorbed in either the normalisation or overall scale constant.

Although originally motivated by the relatively weak neutron-nucleus interaction, Eq. 1.93 is a general mathematical relationship valid for any weak perturbative potential, a generalisation that will be exploited when discussing magnetic neutron scattering. In the case of nuclear scattering, the perturbative potential $V$ is conventionally approximated by the Fermi pseudo-potential
\[
V(r) = \frac{2\pi\hbar^2}{m} \sum_j b_j \delta(r - R_j), \tag{1.95}
\]
where $R_j$ is the position of nucleus $j$ with a scattering length $b_j$. The potential in Eq. 1.95 is spherically symmetric, as one would expect for $s$-wave scattering, a reflection of the fact that the neutron is not sensitive to the internal structure of the nucleus. By inserting Eq. 1.95 into Eq. 1.93, it can be shown that the cross
section becomes

\[ \frac{d^2\sigma}{d\Omega dE} = \frac{k_f}{k_i} \sum_{n_0} p(n_0) \left| \sum_{n_1} b_j e^{iQ \cdot R_j} |n_0\rangle \right|^2 \delta(\epsilon(n_1) - \epsilon(n_0) - \Delta E), \quad (1.96) \]

for unpolarised neutron scattering, as will be the case for the rest of the chapter since no polarised instruments were employed in this Thesis. For many introductory treatments of neutron scattering, Eq. 1.96 serves as a natural motivation for a discussion of coherent and incoherent scattering. Such a discussion begins by focussing on the square modulus of the matrix element in Eq. 1.96. By extracting \( \sum_j b_j \) and relabelling \( \langle n_1 | e^{iQ \cdot R_j} | n_0 \rangle \) as \( \langle j \rangle \), then one obtains the following relationship

\[ |\langle n_1 | \sum_j b_j e^{iQ \cdot R_j} | n_0 \rangle|^2 = |\sum_j b_j \langle j \rangle|^2 \quad (1.97) \]

Assuming that the scattering lengths for all \( j \) are real, a valid assumption for the particular nuclei investigated in this Thesis since none are particularly well-absorbing, then the RHS of Eq. 1.97 can be simplified further to

\[ |\sum_j b_j \langle j \rangle|^2 = \sum_{j,j'} b_{j'} b_j \langle j' \rangle^* \langle j \rangle. \quad (1.98) \]

In the case that all the nuclei have the same scattering lengths, then the labels on \( b \) are rendered moot and the square of the scattering length \( b^2 \) can be extracted from the sum. In the case that the scattering lengths are different, as is the case for a sample containing various isotopes of an element, then one must average over \( b_j \). The evaluation of the average results in two terms:

\[ \overline{b_j b_j} = \overline{b_j} b_j = b^2 \quad \text{for} \quad j \neq j' \quad (1.99) \]

and

\[ \overline{b_j b_j} = \overline{b^2} \quad \text{for} \quad j = j', \quad (1.100) \]
both valid under the assumption that the values of $b_j$ follow a random distribution, a valid assumption for the systems under investigation. Eqs. 1.99 and 1.100 implies that Eq. 1.98 averaged over $b_j$ becomes a sum of two terms

$$ \left| \sum_j b_j \langle j \rangle \right|^2 = \bar{b}^2 \sum_{j \neq j'} \langle j' \rangle^* \langle j \rangle + \bar{b}^2 \sum_j \langle j' \rangle^* \langle j \rangle. $$

(1.101)

The second term is a self-correlation function that describes the motion of one particle. The first term, usually referred to as the “distinct” term, cannot be experimentally measured because the neutrons behave as indistinguishable particles, i.e. they cannot be labelled. To overcome this fundamental limitation, it can be shown that if one adds and subtracts a term where $j = j'$, then one obtains

$$ \left| \sum_j b_j \langle j \rangle \right|^2 = \bar{b}^2 \sum_{jj'} \langle j' \rangle^* \langle j \rangle + \left( \bar{b}^2 - \bar{b}^2 \right) \sum_j \langle j' \rangle^* \langle j \rangle, $$

(1.102)

By employing Eq. 1.96 above, it can be shown that the two quantities in Eq. 1.102 correspond to two experimentally measurable quantities. The first corresponds to the coherent cross section, describing correlations between all atoms in the sample, whilst the second term corresponds to the incoherent cross section, describing self-correlations. Although the coherent cross section will be of primary interest for the remainder of this Thesis, it is worth mentioning that the incoherent cross section does play an important role in the normalisation procedure that is described in Appendix I.

Having introduced the coherent and incoherent cross section, the discussion will now proceed to the dynamic structure factor. With the introduction of Heisenberg operators, it can be shown that Eq. 1.96 becomes

$$ \frac{d^2 \sigma}{d \Omega dE} = \frac{k_f \bar{b}^2}{k_i} S(Q, E) $$

(1.103)

or equivalently

$$ \frac{d^2 \sigma}{d \Omega dE} = \frac{k_f}{k_i} b_{coh}^2 S_{coh}(Q, E) + \frac{k_f}{k_i} b_{inc}^2 S_{inc}(Q, E), $$

(1.104)

by employing the logic of Eq. 1.102, where $b_{coh} \equiv \bar{b}$ and $b_{inc} \equiv \bar{b}^2 - \bar{b}^2$. Both
Eqs. 1.103 and 1.104 correspond to the separation of information regarding how the neutron interacts with the sample, given by $\frac{k_f b}{k_i}$ and information about the system itself, as summarised by $S(Q, E)$. It should be noted that neutron spectroscopy data is conventionally reported with respect to the change in energy of the system and thus the $E$ in $S(Q, E)$ denotes $\Delta \epsilon$ in the convention set by Eq. 1.93.

The significance of the dynamic structure factor $S(Q, E)$ can be illustrated by recognising that its double Fourier transform from $(Q, E)$ into $(r, t)$ corresponds to the time-dependent pair-correlation function, as summarised by

$$G(r, t) = \int dQ e^{iQ \cdot r} \int dE e^{iEt/\hbar} S(Q, E).$$  \hfill (1.105)$$

The significance of the relationship described by Eq. 1.105 can be deduced by noting that the time-dependent pair-correlation function can be shown to be a density-density correlation function given by

$$G(r, t) = \int d r' \langle \rho(r', 0) \rho(r', t) \rangle_T,$$  \hfill (1.106)$$

where $\rho$ is the density operator defined as

$$\rho(r, t) = \sum_j \delta(r - R_j(t)),$$  \hfill (1.107)$$

where each nucleus is defined as a delta function. The notation $\langle \ldots \rangle_T$ denotes the average over all initial states at a temperature $T$, i.e. $\sum_j$. The appearance of an average in Eq. 1.106 also suggests that one must choose arbitrarily a reference $r$ that is set as the origin $0$ at $t = 0$.

Eqs. 1.106-1.107 imply that given an atom is found at $r = 0$ at $t = 0$, the probability of another atom (either the same or different) to be found at a position $r$ at a time $t$ is given by $G(r, t)$. This observation, combined with Eq. 1.105 demonstrates that $S(Q, E)$ through its $Q$ and $E$-dependence or $G(r, t)$ through its $r$ and $t$-dependence determines where to and how atoms move, thus

\footnote{It should be noted that technically such an interpretation of $G(r, t)$ is strictly valid when the function is real which occurs in the classical limit of $T \gg \frac{\Delta \epsilon}{k_B}$. In fact, the function $G(r, t)$ need not be real, but may be complex, a consequence of the fact that the Heisenberg operators $R_{r'}(0)$ and $R_{r}(t)$ do not commute since the Hamiltonian contains momentum and position operators for all nuclei in the system.}
providing important information concerning both structure and dynamics.

**Dynamic Structure Factor**

Having introduced the dynamic structure factor, the discussion now proceeds to a description of its properties, many of which will prove critical in the investigations comprising this Thesis.

Employing dimensional analysis in either Eq. 1.103 or Eq. 1.104, it can be deduced that $S(Q, E)$ is always positive, behaving as a distribution function in $E$ (and not $Q$) with units of [energy]$^{-1}$.

A second crucial property is that $S(Q, E)$ obeys the principle of detailed balance

$$S(-Q, -E) = e^{-\frac{E}{k_B T}} S(Q, E), \quad (1.108)$$

providing a mathematical relationship between the intensity for up-scattering and down-scattering, corresponding to $E < 0$ and $E > 0$ energy transfers, respectively. The principle of detailed balance corresponds to the thermodynamic limitations imposed on the transition probabilities, stemming from the $\sum_{n_0} p(n_0)$ prefactor in Eq. 1.93. The thermodynamic limitations being the thermal populations of the two energy levels involved in the transition. Such limitations can be deduced by observing that as $T \ll E$ in Eq. 1.108, then the value of $S(-Q, -E) \to 0$, as is expected for a system whose ground state is exclusively populated and thus minimal probability to transfer energy to the incident neutron. In contrast, as $T \gg E$, then $S(-Q, -E) \to S(Q, E)$, reflecting the fact that all energy levels are equally populated in the high temperature limit and thus equally as likely to excite than receive energy from an incident neutron.

Since the origins of detailed balance lies in the $\sum_{n_0} p(n_0)$ prefactor, its validity is based on the assumption of thermal equilibrium and thus any deviation of the ratio of the respective energy gain-loss intensities can be used as a direct measure for the non-equilibrium thermal populations.

Finally, as discussed in Appendix F, the fluctuation-dissipation theorem allows one to relate the imaginary component of the susceptibility $\chi(Q, E)$ to $S(Q, E)$
via
\[ S(Q, E) = \frac{1}{\pi} \frac{1}{1 - e^{-\frac{E}{k_B T}}} \chi''(Q, E) \equiv \frac{1}{\pi} [n(E) + 1] \chi''(Q, E), \] (1.109)

where \( n(E) \) is the Bose factor. It is important to emphasise the importance of the fluctuation-dissipation theorem. Following directly from the Langevin equation and a hallmark in linear response theory, this theorem allows for the description of a microscopic quantity, the correlation function via the dynamic structure factor \( S \), in terms of a macroscopic quantity such as the dynamic susceptibility \( \chi'' \). The restrictions imposed by detailed balance means that \( \chi''(Q, E) \) must be an odd function in \( E \). In Appendix F, the converse is also shown, such that the definition of \( \chi'' \) in Eq. 1.109 with the assumption of the function being odd with respect to \( E \) produces the limitations of detailed balance. As will be discussed later, the susceptibility and more precisely, the dynamic spin susceptibility \( \chi''(Q, E) \) will prove to be a particularly useful quantity in magnetic neutron scattering, where the removal of the trivial temperature dependence related to the thermal population assists in probing the underlying physics.

Finally, by utilising the definition of \( S(Q, E) \) as the double (inverse) Fourier transform of the time-dependent pair-correlation function
\[ S(Q, E) = \frac{1}{2\pi} \int d\mathbf{r} e^{i\mathbf{Q} \cdot \mathbf{r}} \int dt e^{-\frac{iEt}{\hbar}} G(\mathbf{r}, t), \] (1.110)
and fixing \( E \) to be 0, one obtains
\[ S(Q, E = 0) = \frac{1}{2\pi} \int d\mathbf{r} e^{i\mathbf{Q} \cdot \mathbf{r}} \int dt G(\mathbf{r}, t), \] (1.111)
demonstrating that elastic scattering provides information about the time-averaged structure. This is in contrast with fixing \( t = 0 \) for \( G(\mathbf{r}, t) \) (Eq. 1.105) which yields
\[ G(\mathbf{r}, t = 0) = \frac{1}{8\hbar \pi} \int d\mathbf{r} e^{-i\mathbf{Q} \cdot \mathbf{r}} \int dE S(Q, E), \] (1.112)
which demonstrates that total scattering is a measure of the instantaneous structure. In the case of solids, as is the case for this Thesis, the difference between
the instantaneous and time-averaged structures is minimal since the atoms are vibrating about their equilibrium positions in the case of nuclear scattering. Such a statement is not necessarily true for magnetic scattering, as is the case for the systems of interest in this Thesis. Such an observation is very important since the information obtained from a diffractometer with no energy discrimination, and thus the benefits of increased flux, will yield a structure that is a close approximation to the desired time-averaged structure.

It is worth noting that the terms “time averaged” and “instantaneous” possess an inherent ambiguity. Such ambiguity is based on the fact that each instrument has a finite energy resolution $\delta E$ which determines a finite coherence time that is probed by the neutron. This is significant because fluctuations with time scales $\tau \gg \frac{\hbar}{\delta E}$ will appear quasi-static. In other words, only fluctuations with a shorter time scale (higher frequency) compared to the coherence time of the neutron will actually appear dynamic. This implies that if one desires to probe slower fluctuations with $\tau \ll 10^9$ s, other techniques such as neutron spin echo, $\mu$SR or nuclear magnetic resonance (NMR) spectroscopy will need to be employed. A comparison of the accessible time scales for various experimental techniques are summarised in Fig. 1.23.

![Figure 1.23 Comparison of time scales that are accessed by various experimental techniques [87].](image-url)
Magnetic Scattering

Utilising key conclusions deduced from nuclear scattering, this discussion will now address magnetic scattering and the added complexities involved when describing the interaction between the magnetic dipole moment of the neutron and the dipolar magnetic field of the unpaired electrons. The discussion begins with the observation that such an interaction is relatively weak, suggesting a perturbative approach. As was the case for nuclear scattering, such an approach allows for the use of the “Master equation” (Eq. 1.93). In lieu of the Fermi pseudopotential that was employed for the case of nuclear scattering, the magnetic double differential scattering cross section requires a potential $U$ of the form

$$U = \mu \cdot H = -\gamma \mu_N \sigma \cdot H,$$

(1.113)

where $\mu$ and $\sigma$ are the magnetic moment and Pauli spin operators, respectively, whilst $\gamma$, the gyromagnetic ratio of the neutron, and $\mu_N$, the nuclear magneton, are tabulated constants. $H$ denotes the total dipolar magnetic field produced by the unpaired electrons. Consisting of two terms, corresponding to the contributions to the dipolar field from the neutron’s intrinsic spin and orbital motion around the nucleus, respectively, $H$ is defined by

$$H = \nabla \times \left\{ \frac{\mu_e \times R}{|R|^3} \right\} - \frac{e}{c} \left\{ \frac{v_e \times R}{|R|^3} \right\},$$

(1.114)

where $\mu_e = -2\mu_B S$, $v_e$, $R$ are the electronic moment operator, the velocity of the electron and the displacement vector of the electron relative to the point of interest, respectively, whilst $e$, the elementary electric charge, and $c$, the speed of light (in a vacuum), are tabulated constants.

First calculated by Halpern & Johnson in 1939 [105], by substituting Eqs. 1.113 and 1.114 into Eq. 1.93, the magnetic double differential scattering cross section is given by

$$\left( \frac{d^2\sigma}{d\Omega dE} \right)_{\text{mag}} = \frac{k_f}{k_i} (\gamma r_o)^2 S_{\text{mag}}(Q, E),$$

(1.115)

where $r_o$ is the classical electron radius and the scattering length in Eq. 1.103 has been replaced by the strength of the dipolar neutron-electron interaction $\gamma r_o$. 
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which is taken to be 5.391 fm sr$^{-1}$ in this Thesis. The magnetic dynamic structure factor $S_{\text{mag}}(Q, E)$ in Eq. 1.115 is defined as

$$
S_{\text{mag}}(Q, E) = \frac{1}{2\pi} \int dt e^{-iEt/\hbar} \langle M_{\perp}^\dagger(-Q, 0) \cdot M_{\perp}(Q, t) \rangle,
$$

(1.116)

where $M(Q, t)$ is the magnetisation operator, corresponding to the Fourier transform of the total magnetisation density $M(r, t)$. The perpendicular subscript $\perp$ on $M$ is a reflection that only magnetic moments and magnetic fluctuations that are orthogonal to $Q$ can be measured. It should be noted that is common in the literature to replace $M_{\perp}$ in Eq. 1.116 with the equivalent expression $\hat{Q} \times (M \times \hat{Q})$.

A comparison of Eq. 1.116 to Eqs. 1.106 and 1.107 reveals that the magnetic dynamic structure factor contains information about correlations in both time and space between magnetic moments instead of the nuclei, as was the case of nuclear scattering.

If one assumes that the magnetisation density is carried by electrons that are localised on the magnetic ions that are arranged in a lattice, as is the case for the insulators in this Thesis, then the dynamic structure factor and ultimately the cross section can be parameterised by the correlation between the lattice and the total (atomic and orbital) spin variables. Such a re-parameterisation allows one to write a modified magnetic dynamic structure factor

$$
S_{\text{mag}}(Q, E) = \left( \frac{1}{g} \right)^2 |f(Q)|^2 \sum_{\alpha, \beta} (\delta_{\alpha\beta} - \hat{Q}_\alpha \hat{Q}_\beta) S_{\alpha\beta}(Q, E),
$$

(1.117)

where $g$ is the Landé $g$-factor, $f(Q)$ is the magnetic form factor, $\delta_{\alpha\beta} - \hat{Q}_\alpha \hat{Q}_\beta$ is the orientation factor, whilst

$$
S_{\text{mag}}^{\alpha\beta}(Q, E) = \frac{1}{2N\pi} \int dt e^{-i\omega t} \sum_j e^{i\mathbf{Q} \cdot \mathbf{r}_j} \langle S_0^\alpha(0) S_j^\beta(t) \rangle,
$$

(1.118)

where $\alpha, \beta$ denotes the Cartesian components $x, y, z$ of an effective spin operator $S_j$ at site $\mathbf{r}_j$. As is common in the literature, the prefactor of $N/\hbar$ and the Debye-Waller factor $e^{-2WQ}$ were both excluded from Eq. 1.117. The numerator $N$ in the former factor is conventionally excluded since it will be cancelled by the $1/N$ prefactor in Eq. 1.118, whilst $\hbar$ is conventionally excluded since all relevant quantities, in particular the susceptibility is understood to be normalised by $\hbar$. 
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The Debye-Waller factor, which describes the movement of the atoms constituting the scattering system, is approximately one in the low temperature-energy regime that is investigated in this Thesis.

![Scattering geometry for magnetic neutron scattering](image)

Figure 1.24 Scattering geometry for magnetic neutron scattering. Neutrons are only sensitive to the components of the magnetisation density $M(Q)$ that are perpendicular to $Q$, denoted by $M_\perp(Q)$ [101].

A comparison of the magnetic and nuclear dynamic structure factor reveals two key differences. The first is the inclusion of the orientation factor reflecting that the neutron can only probe magnetism, both static and dynamic, that is orthogonal to $Q$ (Fig. 1.24). This can be seen as a consequence of the fact that the dipole-dipole interaction of the spin and orbital contributions to the dipolar field experienced by the incoming neutron are not central forces. The second is the inclusion of the magnetic form factor which reflects the fact that magnetic neutron scattering involves the interaction of the neutron and the unpaired atomic electrons and thus must take into consideration the extension of the electron clouds in real space. This is stark contrast with nuclear scattering where the nuclei are considered point scatters and thus no explicit $Q$ was required in $S(Q, E)$.

By inserting Eq. 1.117 into Eq. 1.115, the magnetic double differential neutron
scattering cross section becomes

\[
\left( \frac{d^2\sigma}{d\Omega dE} \right)_{\text{mag}} = \frac{k_f}{k_i} \left( \frac{\gamma r_o}{2} \right)^2 |f(Q)|^2 g^2 \sum_{\alpha,\beta} (\delta_{\alpha\beta} - \hat{Q}_\alpha \hat{Q}_\beta) S^{\alpha\beta}_{\text{mag}}(Q, E),
\]  

(1.119)

where \( \left( \frac{\gamma r_o}{2} \right)^2 \) is conventionally taken to be 73 mb sr\(^{-1} \) [106]. In this Thesis, a simplified expression of \( \left( \frac{d^2\sigma}{d\Omega dE} \right)_{\text{mag}} \) is employed. As discussed in Appendix A, by utilising the dipole approximation, the magnetic form factor \( f(Q) \) was approximated to be \( f(|Q|) \). Secondly, as was mentioned above, since the prefactor \( \frac{k_f}{k_i} \) in most cases is reduced to a constant that is either accounted for or absorbed into a normalisation constant, it is omitted for convenience. Thirdly, the paramagnetic approximation was utilised [107]. Such an approximation corresponds to the assumption that only isotropic spin excitations are being measured. Since all magnetic anisotropy is assumed to be absent, the system must be rotationally invariant and thus,

\[
S^{zz}_{\text{mag}}(Q, E) = S^{yy}_{\text{mag}}(Q, E) = S^{xx}_{\text{mag}}(Q, E).
\]  

(1.120)

Since the polarisation factor implies sensitivity to only orthogonal components, then the summation in Eq. 1.119 may be simplified to

\[
\sum_{\alpha\beta} \left( \delta_{\alpha\beta} - \hat{Q}_\alpha \hat{Q}_\beta \right) S^{\alpha\beta}(Q, E) = \frac{2}{3} Tr(S^{zz}_{\text{mag}}(Q, E)).
\]  

(1.121)

By omitting the \( \frac{k_i}{k_f} \) prefactor and applying both dipole and paramagnetic approximations to Eq. 1.119, one obtains

\[
\left( \frac{d^2\sigma}{d\Omega dE} \right)_{\text{mag}} = \left( \frac{\gamma r_o}{2} \right)^2 |f(|Q|)|^2 g^2 2S_{\text{mag}}(Q, E),
\]  

(1.122)

where \( S_{\text{mag}}(Q, E) \) is understood to be \( S^{zz}_{\text{mag}}(Q, E) \equiv \frac{Tr(S^{zz}_{\text{mag}}(Q, E))}{3} \) [108]. As discussed in Appendices H and I, this factor is directly accounted for by either multiplying the integrated intensity by a factor of three as was the case of the total moment sum rule or by multiplying the expression for the particular sum rule of interest by a factor of \( \frac{1}{3} \), as was the case for the first moment sum rule. It
should be noted that the paramagnetic approximation, as its name suggests, is only an approximation. Its validity relies on the condition that the energy scales of interest are much larger than the anisotropy, as is the case for many Co\textsuperscript{2+}-based magnets, including many of the members of the Co-V phase diagram [76] that are summarised in Fig. 1.13.

Finally, by employing the fluctuation-dissipation theorem, it can be shown that the magnetic dynamic structure factor is related to the imaginary part of the spin susceptibility by

\[
S_{\text{mag}}^{\alpha\beta}(Q, E) = \frac{1}{\pi} [n(E) + 1] \frac{\chi''(Q, E)}{g^2 \mu_B^2},
\]  

(1.123)

where the factors \(g\) and \(\mu_B\) ensure dimensionality consistency with the bulk spin susceptibility. By inserting Eq. 1.123 into Eq. 1.122, one obtains

\[
\left( \frac{d^2 \sigma}{d\Omega dE} \right)_{\text{mag}} = \left( \frac{\gamma r_0}{2} \right)^2 |f(\|Q\|)|^2 \frac{2}{\pi} [n(E) + 1] \frac{\chi''(Q, E)}{\mu_B^2},
\]

(1.124)

where once again \(\chi''(Q, E)\) is understood to be \(\chi''_{zz}(Q, E) \equiv Tr(\chi''_{\alpha\beta}(Q, E))\).

The importance of Eq. 1.124 is that it allows one to compare magnetic neutron inelastic scattering data with other measurements of the spin susceptibility, such as those performed with a SQUID magnetometer**.

Excitations: Types, Experimental Considerations & Lineshapes

Having provided a general overview of the technique of neutron inelastic scattering, the discussion will conclude with a brief overview of three important topics concerning the excitations that will be observed in this Thesis. First, the reader will be introduced to the three types of excitations that are observed. Secondly, the discussion will shift to the experimental considerations required to detect these excitations. The chapter will then conclude with a discussion on the lineshapes that were used to model and infer information from these excitations.

**The static spin susceptibility \(\chi\) is measured on a SQUID magnetometer. It can be related to the dynamic spin susceptibility by

\[
\chi = \lim_{Q \to 0} \chi'(Q) = \lim_{Q \to 0} \int dE \frac{\chi''(Q, E)}{E}.
\]

(1.125)
In this Thesis, there are two, possibly three types of excitations that will be observed with neutron inelastic scattering. The first type is a single particle excitation where the excitation energy does not exhibit any $Q$-dependence, i.e. is non-dispersive. Whilst these single particle excitations may lack dispersion, their intensity may exhibit a strong $Q$-dependence. The underlying physical mechanisms for such $Q$-dependence vary widely with one example being the electron cloud structure intrinsic to single-ion physics for the case of crystal fields, such as those probed in this Thesis. The second type of excitations is called collective excitations, examples of which include phonons and magnons. Involving the simultaneous motion of numerous atoms or moments, these excitations are dispersive with excitation energies that are $Q$-dependent. In the case of crystalline materials, the energies themselves are periodic in $Q$, where the periodicity is based on the Brillouin zone. Consequently, the excitations depend only on the reduced wavevector $q = Q - \Gamma$, where $\Gamma$ denotes the zone centre. Although the dispersion is periodic and relies on $q$, its intensity depends on $Q$. Thus, it is commonly instructive to measure these excitations in various Brillouin zones over a variety of $Q$ values. As will be discussed below, the energy width of these collective excitations depends on the damping of the mode describing the collective motion with the strength of such damping having important consequences in data modelling. There exists a third type excitation called multi-excitations \cite{109}. Depending on the interpretation of the experimental data, one may argue that there is evidence that this type of excitation may be key in understanding the magnetic excitation spectrum of CoO and is thus discussed in more detail in Chapter 5. As the name suggests, multi-excitations describe the interactions between individual excitations such as phonons or magnons. Such interactions may be harmonic, whereby the energy of the multi-excitations are $n\Delta E$, where $\Delta E$ denotes the energy of the original excitation. Another possibility is that the interactions may be anharmonic, resulting in a non-uniform spacing between the energies. Both harmonic and anharmonic coupling processes are bound by the conservation of energy and momentum with such limitations defining kinematically accessible regions in $(Q,E)$ space \cite{111}. Combined with other key characteristics, such as the observed $Q$-dependence of the intensity over several Brillouin zones, these kinematic constraints have proven key in some studies for identifying such excitations.

\textsuperscript{\dagger\dagger}This is not always the case, particularly in the presence of defects \cite{110}. Examples include disordered crystals of ferrospinels, crystals with surface imperfections, and impurities in polycrystalline samples. For this Thesis, in particular for the case of the CoO single crystal that is investigated in Chapter 5, the effects of any such defects was assumed to be negligible.
It is important to distinguish between multi-excitations and multi-scattering processes [112]. For the former case, these are several excitations that are created by a single scattering event, whilst the latter describes multiple single excitations that are created by distinct scattering events that are separated in both space and time. Examples of multi-scattering processes involve the neutron scattering from different atoms or moments along its path through the sample under investigation or it may involve scattering contributions from a component of the sample environment such as a cryostat. Whilst the former is often a source of rich physics, the latter is generally undesired and commonly labelled as spurious scattering. Note that the term spurious scattering is used in lieu of parasitic scattering which is conventionally used to describe scattering that occurs whilst the sample is not present in the beam and is often caused by, but not limited to, scattering off the edges of collimators. The prevention (or minimisation) of multi-scattering processes is generally accomplished by either reducing the sample thickness such that no more than 10% of the neutrons are scattered by the sample or by employing higher incident energies (i.e. shorter wavelengths) to increase the mean free path $\Lambda(\lambda)$ of the neutron or sometimes a combination of both. While the elimination of all multi-scattering events may not be possible in some cases, such as secondary scattering by the sample environment, such spurious processes can be accounted for by employing a variety of analysis techniques such as verifying that the excitations obey the principle of detailed balance.

Sample thickness and incident energy selection are only two of the myriad of experimental parameters that one must be consider and attempt to optimise when performing neutron inelastic spectroscopy. Although numerous and often technically demanding, the experimental parameters and the process of optimisation are ultimately dictated by the type of information that is desired to be extracted for a particular sample of a system of interest. For example, throughout the evolution of neutron scattering, different neutron spectrometers at different facilities have been optimised for particular ranges (Fig. 1.25), with no one instrument capable of adequately probing the over six orders of magnitude spanned by inelastic spectroscopy. So inevitably the first question corresponds to which instrument should be employed. The choice of instrument fundamentally stems from the delicate balance for the need of a sufficiently high incident (final) energy to both provide an adequate $(Q, E)$ range and minimise neutron absorption, whilst satisfying the need for a sufficiently low incident (final) energy to provide an adequate resolution. An additional consideration that one is faced with when choosing a spectrometer is the choice of triple-axis or time-of-flight.
As described above, such a choice depends on the nature of the sample (e.g. polycrystalline or single crystal, composition), on the nature of the investigation (e.g. exploratory or focussed regions in \((Q,E)\) space) and the nature of the excitations (e.g. dispersive or flat modes). In addition of the need for both an adequate experimentally accessible \((Q,E)\) range and adequate instrumental resolution, an experimental parameter that is of particular concern is the neutron flux \(\Phi\). The importance of the neutron flux is that it ultimately determines the time required for performing a measurement, \(i.e.\) counting times. The flux is a complicated parameter that is dependent on the particular source and instrument that is employed in the measurement. When choosing an instrument and the values for its instrumental parameters (e.g. incident energy, chopper frequency), one must always consider the delicate balance between flux and resolution. Although an instrument may be capable of providing extremely fine
resolution in the desired \((Q, E)\) range, the resolution may need to be reduced when performing the actual measurement. Since the flux goes as \(\sim (\delta E)^n\), where \(\delta E\) is the instrumental resolution and \(n \approx 2-4\), an increase in the resolution results in significant decreases in flux and thus longer counting times. The increase in counting times may be a significant experimental limitation, particularly for weakly scattering samples such as is the case for the effective spin-\(1/2\) magnets investigated in this Thesis. To overcome this particular experimental limitation, a coarser instrumental resolution may be chosen such that the higher available flux provides adequate counting statistics in order to provide a level of precision that allows one to distinguish individual excitations with the chosen resolution in the available measurement time. For both practical (e.g. data acquisition) and statistical reasons (e.g. systematic errors), achieving the necessary counting statistics by performing multiple measurements, each with shorter counting times, is generally preferred over simply performing a single long measurement. An example of the balance between all experimental considerations considered so far is presented pictorially in Fig. 1.26. These experimental considerations are by no means limited to those presented so far, although too numerous to be listed here, the interested reader may refer to some comprehensive reviews on the subject matter.

Having described both the types of excitations and some of the parameters one must consider when experimentally measuring these excitations, the discussion and this chapter will conclude with a brief description of some select lineshapes that were used in this Thesis to model such excitations. This discussion is based on Appendix A of Cowley et al. [21] and references contained therein. In the simplest case, an excitation with a given energy \(E_0\) has an infinite lifetime \(\tau\). Such an excitation is represented by a delta function in energy and centred at \(E = E_q\), i.e. \(\delta(E - E_q)\) and the dynamic structure factor for this particular excitation would correspond to

\[
S(Q, E) = [n(E) + 1]Z_Q\left[\delta(E - E_q) - \delta(E + E_q)\right],
\]

(1.126)

where \(Z_Q\) is a dimensionless structure factor. Utilising the logic outlined by Eq. 1.124, the \([\ldots]\) term corresponds to \(\chi''\). There are two important observations that should be noted here. First, a second \(\delta\)-function but now centred at \(E = -E_q\) is present. This second term is called the anti-Stokes term and represents the possibility for the annihilation of an excitation, i.e. the system transfers energy to the incident neutron. Secondly, \(\chi''\) is given by an anti-symmetrised linear
Figure 1.26  (a) The $|Q|$-dependence of the square modulus of the magnetic form factor $|f_{\text{mag}}(|Q|)|$ for Co$^{2+}$. (b) Calculated dynamic range on the direct geometry time-of-flight spectrometer MARI with incident energies of 150 meV and 100 meV for the down scattering range. (c) Calculated energy dependence of the instrumental resolution in energy for MARI employing various incident energies and chopper frequencies with the gadolinium or $G$-chopper. This figure summarises all key experimental considerations when performing a magnetic neutron inelastic scattering experiment on a polycrystalline sample. Panel (a) determines which $|Q|$-range is of interest. Panel (b) determines the dynamic range that is experimentally accessible with a particular instrumental configuration. Panel (c) provides a quantitative measure of the subtle balance between flux and resolution.

combination of the two $\delta$-functions. The negative sign in Eq. 1.127 ensures that $\chi''$ is odd with respect to energy, an essential requirement based on the principle of detailed balance as discussed in Appendix F.

In the case that the excitation has a finite lifetime, both $\delta$-functions in Eq. 1.126 may be replaced by Lorentzians, yielding a new dynamic structure factor given by

$$
S(Q, E) = \frac{1}{\pi} [n(E) + 1] Z_Q \left[ \frac{\Gamma_q}{(E - E_q)^2 + \Gamma_q^2} - \frac{\Gamma_q}{(E + E_q)^2 + \Gamma_q^2} \right], \quad (1.127)
$$

where $\frac{1}{\pi}$ is a normalisation constant and $\Gamma_q$ is the $q$-dependent linewidth corresponding to the half-width-half-maximum. In contrast to Eq. 1.126, where the Fourier transform of the $\delta$-function corresponds to a complex sine wave propagating indefinitely in time, the Fourier transform of both Lorentzians in Eq. 1.127 corresponds to an exponential decay in time that will prove
particularly useful for modelling excitations in Chapter 2. Such time dependence is reminiscent of a damped sine wave; thus, it is common in the literature to rewrite Eq. 1.127 in the form of a damped harmonic oscillator given by

\[
S(Q, E) = \frac{1}{\pi} [n(E) + 1] Z_Q \left\{ \frac{4E E_q \Gamma_q}{(E^2 - \Omega_q^2)^2 + 4E^2 \Gamma_q^2} \right\},
\]

(1.128)

where \( \Omega_q^2 = E_q^2 + \Gamma_q^2 \). It is important to note that both Eqs. 1.127 and 1.128 are commonly used to model underdamped modes. In contrast, overdamped modes, corresponding to excitations that are much broader in energy and thus exhibit much faster rates of decay in time, are often modelled by

\[
S(Q, E) = \frac{1}{\pi} [n(E) + 1] Z_Q \Omega_q \Gamma_q \frac{E \Gamma_Q}{E^2 + \Gamma_Q^2} ,
\]

(1.129)

where \( \Omega_q \Gamma_q \) is taken to be zero in Eq. 1.128 that is evaluated in the limit of \( E \to 0 \). The lineshape given by Eq. 1.129 will be employed in Chapter 3 and describes a quasi-elastic Lorentzian, being only valid for low energy transfers, with its Fourier transform exponentially decaying in time. Since all excitations modelled in this Thesis are magnetic in origin, the structure factor \( Z_q \) or \( Z_Q \) in both Eqs. 1.127 and 1.129 was taken to be the real part of the susceptibility \( \chi' \).
Chapter 2

Evidence for the confinement of magnetic monopoles in quantum spin ice

2.1 Introduction

2.1.1 Motivation

Magnetic monopoles remained at the periphery of physics until Dirac published his quantum theory of magnetic charge in which he envisioned a monopole as the end of an infinitesimally thin solenoid construct known as a Dirac string [113]. Dirac proposed that not only were magnetic monopoles consistent with quantum theory, but their existence would result in the quantisation of electrical charge [113, 114]. While the latter has been verified experimentally [115], the identification of magnetic monopoles has remained challenging. Establishing the existence of this elusive elementary particle would lead to a beautiful symmetrisation of Maxwell’s equations and validate several modern physical theories [116].

Recently, the discovery of a class of magnets known as spin ices has made the study of magnetic monopole quasiparticles viable [114, 118, 119]. Spin ices are found in a series of magnetic pyrochlore oxides $A_2^3+ B_2^{4+} O_7$ [120], which have moments residing on the A-site [74], corner-sharing tetrahedra sublattice
Figure 2.1  (a) Schematic of one possible two-in/two-out spin ice configuration [117] in adjacent tetrahedra of the pyrochlore lattice illustrated in Fig. 1.5(b). (b) A defect spin ice state is created by the flipping of a spin labelled in yellow and results in the creation of a magnetic monopole pair labelled N and S [118]. (c) The monopole pair can separate further via adjacent spin flips [119]. (d) A schematic of an effective “Dirac string”, which consists of an infinitesimally thin solenoid (one unit of flux width) connecting the monopole pair [113].

As illustrated in Fig. 1.5(b). At low temperatures, the moments assume a two-in/two-out short-ranged magnetically ordered state as shown in Figure 2.1(a), possessing Pauling’s configurational entropy [73, 121]. Castelnovo et al. [118] first proposed that dipolar spin ices (DSIs) may host mobile magnetic monopole quasiparticles as illustrated in Figure 2.1(b). These monopoles are expected to interact via a magnetic Coulomb law suggesting deconfinement [114, 118], and the strings connecting them in pairs (see Figures 2.1(c) and (d)) have not been easily measurable. Consequently, although there is mounting experimental evidence [114, 122] supporting the existence of monopoles in the DSIs, the exact nature of the interaction between these monopoles is still under active investigation [123].

In an attempt to measure interactions between magnetic monopoles, the attention of the community has shifted to quantum spin ices (QSIs) [23, 124–129]. This family of materials differs from dipolar spin ices in the nature of the interactions between the magnetic moments [23], as their magnetic Hamiltonians
consist of transverse coupling terms leading to significant fluctuations of the moments away from the local [111] quantisation axes. As a result, although monopole quasiparticles are deconfined in dipolar spin ices, such deconfinement may not be the case for quantum spin ices [19, 130, 131]. Possessing enhanced quantum effects and shorter correlation times [132], the interactions between monopole quasiparticles in quantum spin ices remains an issue of central interest to the community [133].

2.1.2 \( \text{Pr}^{3+} \)-based Quantum Spin Ices

Among the numerous quantum spin ice candidates reported in the literature [23], \( \text{Pr}^{3+} \)-based quantum spin ice candidates, as summarised in Tab. 2.1, have recently captured a significant amount interest from the frustrated magnetism community [129]. Although investigated much later than their \( \text{Tb}^{3+} \) and \( \text{Yb}^{3+} \) counterparts [45], the possibility of a quantum spin ice state in \( \text{Pr}^{3+} \)-based pyrochlore oxides was first inspired by the discovery of the dynamic spin ice state in \( \text{Pr}_2\text{Sn}_2\text{O}_7 \) [17]. This discovery of a highly dynamic ground state, possessing a spin ice-like scattering profile, identified the importance of the balance between the three dominant energy scales in magnetic pyrochlore oxides: the crystalline electric field (CEF), nearest neighbour dipolar (\( D_{\text{NN}} \)) and exchange (\( J_{\text{NN}} \)) interactions [134]. In contrast with dipolar spin ices possessing large moments such that \( D_{\text{NN}} \gg J_{\text{NN}} \) [135–137], and the quantum spin liquid candidate \( \text{Tb}_2\text{Ti}_2\text{O}_7 \) where \( \text{CEF} \sim D_{\text{NN}} \sim J_{\text{NN}} \) [138–140], the strong single-ion anisotropy from crystal field effects combined with the significantly reduced moment and enhanced superexchange resulting from the low \( f \)-electron count of \( \text{Pr}^{3+} \) placed \( \text{Pr}_2\text{Sn}_2\text{O}_7 \) in what was then the relatively unexplored \( \text{CEF} \gg J_{\text{NN}} \gg D_{\text{NN}} \) regime, corresponding to a spin ice-like system where quantum effects played a much more influential role [125].

Motivated by the significant influence of quantum fluctuations in \( \text{Pr}_2\text{Sn}_2\text{O}_7 \), Onoda & Tanaka published two seminal theoretical papers [19, 141] on the so-called quantum melting of spin ice between 2010 and 2011. As alluded to by its name, quantum melting is a process by which strong quantum effects via quantum entanglement, \textit{in lieu} of thermal heating, lifts the ground state manifold degeneracy, thereby suppressing freezing that is characteristic of the dipolar spin ice state. Such a model was shown to not only account for a plethora of experimental data for \( \text{Pr}_2\text{Sn}_2\text{O}_7 \) [17] but also many of the exotic magnetic and physical properties of the chiral spin liquid \( \text{Pr}_2\text{Ir}_2\text{O}_7 \) [142–145] that were just being
discovered during the same time period. The influence of the *quantum melting* model was profound and stems from its simplicity, and ultimately its generality. Consisting of the well-characterised dipolar spin ice Hamiltonian [120, 146] that was now subject to strong anisotropic superexchange interactions, the model that was based on fourth order strong-coupling perturbation theory was further generalised to any magnet based on non-Kramers atomic doublets, in particular those based on Pr$^{3+}$, a subtle but key observation further elaborated in another key theoretical study by Lee, Onoda & Balents [126]. The subtle dichotomy of generality of non-Kramers doublets and specificity for the Pr$^{3+}$ cation, was particularly significant because the vast majority of the community’s resources at the time were allocated towards Yb$^{3+}$-based pyrochlores, particularly motivated by the exotic magnetism that was being observed in Yb$_2$Ti$_2$O$_7$ at the time [147–149].

The concrete predictions by Onoda & Tanaka [19, 141] for key experimental signatures that are indicative of the quantum spin ice state, such as the smearing of the much-celebrated pinch-points at (111) and (002) in $S(Q)$ [150, 151], combined with the explicit proposal that Pr$^{3+}$ was key in achieving such an exotic magnetic state, have significantly contributed to the resurgence of intense interest in Pr$^{3+}$-based pyrochlores that continues to this day [129]. No longer were Pr$^{3+}$-based pyrochlores ignored and relegated to footnotes in literature reviews [45, 74] focussing on their Yb$^{3+}$ and Tb$^{3+}$ counterparts, rather the community quickly recognised the Pr$^{3+}$ cation as a unique and unexplored avenue for achieving a quantum spin ice state. At the same time of the work by Onoda & Tanaka [19, 141], interest in achieving such a novel magnetic state was gaining significant attention [23]. Interest in quantum spin ices already existed, going back as far as the early 2000’s; but such attention was largely driven by the desire for the discovery of a spin liquid phase in 3D magnets, where quantum effects would prevent long range magnetic ordering, as was already experimentally observed in low dimensional systems [152–156]. The explosion of interest in quantum spin ices in the early 2010’s stemmed from a large collection of theoretical studies that proposed that spin ice systems that were subject to enhanced quantum fluctuations could host a U(1) quantum spin liquid state with emergent photons [127, 157–162]. Fuelled by their potential role in achieving a completely novel magnetic state that not only has the ability to host emergent gauge fields, but also fractional excitations and large-scale quantum entanglement, the experimental realisation of quantum spin ices became and remains to this day a central point of interest for both the experimental and
Theoretical communities in condensed matter [153, 163].

The recognition of the importance of Pr$^{3+}$ in achieving the coveted quantum spin ice state is particularly evident with the recent explosion of experimental studies on all six members of the Pr$_2$B$_2$O$_7$ (B=Pb$^{4+}$, Hf$^{4+}$, Zr$^{4+}$, Sn$^{4+}$, Ir$^{4+}$ and Ru$^{4+}$) family, a family of compounds that were the subject of only a handful of papers one decade earlier [23, 45, 129, 153]. As is the case for many systems, the amount of studies on a particular member of the Pr$_2$B$_2$O$_7$ family is directly correlated with the ability to synthesise high quality single crystal samples. Consequently, Pr$_2$Pb$_2$O$_7$, requiring a synthesis pressure of 2 GPa at 900°C using a multi-anvil press [164], is the least studied member of the Pr$^{3+}$-based pyrochlores. DC magnetic susceptibility and isobaric heat capacity confirmed strong $\langle 111 \rangle$ single-ion anisotropy, evidence for monopole dynamics (e.g. non-Schottky behaviour in the heat capacity [165]), and a lack of long-range magnetic order down to 400 mK, providing evidence that Pr$_2$Pb$_2$O$_7$ is a quantum spin ice candidate [164]. Despite the aforementioned importance of Pr$_2$Sn$_2$O$_7$ in the resurgence of interest in the Pr$^{3+}$-based pyrochlores, the stannate member remains relatively unexplored, a result of the unavailability of large single crystals due to SnO$_2$ volatility [45]. In addition to the original studies by Subramanian [74], Matsuhira [166] and Zhou [17], very few studies have been reported in the literature [16, 134], but this will likely not be the case in the near future due to a recent report of the successful growth of large single crystals of multiple stannate pyrochlores, including Pr$_2$Sn$_2$O$_7$, using a Na$_2$B$_4$O$_7$-NaF flux [167]. Finally, isobaric heat capacity studies on polycrystalline samples of Pr$_2$Ru$_2$O$_7$ revealed that the Pr$^{3+}$ moments do not assume a long range magnetic order down to 400 mK, despite strong Pr$^{3+}$ spin-spin correlations [168], whilst DC magnetometry confirms dominant $\langle 111 \rangle$ single-ion anisotropy [169]. In contrast with the plumbate [164] and stannate [17], the non-Kramers doublet of Pr$_2$Ru$_2$O$_7$ exhibits inhomogeneous splitting that was previously observed in Bi$^{3+}$-doped Pr$_{2-x}$Bi$_x$Ru$_2$O$_7$ [170]. The unknown origin of the inhomogeneous splitting, combined with the Ru$^{4+}$ sublattice assuming long range magnetic order [171], and the lack of availability of high quality single crystals, had limited the interest in this particular member, despite evidence for quantum spin ice-like behaviour [45, 172]. Although largely disregarded for almost five years, a recent study by van Duijin et al. [173] proposing a quantum spin ice state in the Pr$_2$Ru$_2$O$_7$ is accomplished via a disordered-induced mechanism similar to that of Pr$_2$Zr$_2$O$_7$ [125] will likely encourage further studies in the future.

Among the Pr$^{3+}$-based pyrochlores with large single crystals available,
Pr$_2$Ir$_2$O$_7$ was the first to be successfully grown with minimal structural defects using a KF flux [45, 174]. Sitting at the intersection of two fields of recent interest in condensed matter physics: spin ices and the iridates, preliminary physical property measurements of Pr$_2$Ir$_2$O$_7$ confirmed dominant ⟨111⟩ single anisotropy [175], where the in-plane components were strictly quadrupolar and the RKKY interaction yields ferromagnetic coupling between Pr$^{3+}$ moments [142, 144, 176–178], despite a negative θ$_{CW}$ [143]. Magnetisation data provided substantial evidence for spin ice correlations, in particular the well-documented metamagnetic transition for external fields aligned along the [111] direction [142]. However, sharp pinch points in $S(Q)$ and the Pauling residual entropy are both absent in the iridate, and remains an open question to this day [143, 176]. Contextually, Pr$_2$Ir$_2$O$_7$ among all rare earth-based iridate pyrochlores was of particular interest since both theoretical and experiental studies deduced that the metallic Pr$_2$Ir$_2$O$_7$ was located close to a metal-to-insulator transition [179, 180]. Further attention was directed towards Pr$_2$Ir$_2$O$_7$ because for such a heavy fermion material, either long range magnetic order or heavy Fermi liquid behaviour was originally expected, yet neither was observed [176]. In the case of Pr$_2$Ir$_2$O$_7$, it was later suggested that the Pr$^{3+}$ and Ir$^{4+}$ moments were coupled via the two-channel and not the ordinary Kondo effect, and thus a lack of heavy Fermi liquid behaviour is in fact consistent with the lack of a phase transition as shown in both physical property and muon spin relaxation spectroscopic measurements [145, 181]. Ultimately Pr$_2$Ir$_2$O$_7$ gained significant attention after Machida et al. [142] proposed the iridate was the long sought after chiral spin liquid [156, 182, 183]. The presence of a chiral state was deduced from an anomalous Hall effect that persists in the absence of both an external magnetic field and any observable magnetisation [142, 184–186]. Flint & Senthil [176] later proposed that the chiral state was selected from the spin ice manifold via a mechanism corresponding to a chiral analogue of the RKKY interaction that is based on the chiral fluctuations of the Ir$^{4+}$ moments that induces ferrochiral coupling between Pr$^{3+}$ moments.

In contrast to its iridate counterpart, early investigations on Pr$_2$Zr$_2$O$_7$ were significantly hampered by the lack of availability of high quality large single crystals [45, 165, 187, 188]. The lack of a suitable flux, praseodymium volatility, and the similar Shannon radii of six coordinate Pr$^{4+}$ and Zr$^{4+}$ resulted in single crystals exhibiting both significant strain and off-stoichiometry via antisite disorder, where the latter was already shown to have significant influence on the low temperature physical properties of other quantum spin ice candidates
Yb$_2$Ti$_2$O$_7$ [97, 189, 190] and Tb$_2$Ti$_2$O$_7$ [45, 191]. Motivated by preliminary physical property and neutron inelastic scattering measurements providing strong evidence for quantum spin ice-like behaviour in Pr$_2$Zr$_2$O$_7$ [45, 165, 187], there was a concerted effort in the community to grow defect-free fully stoichiometric single crystals of the zirconate. Through an optimisation of the OFZ growth conditions (e.g. static argon atmosphere, intermediate rotation rate, additional sintering just below the melting temperature), Koohpayeh et al. [98] finally grew a fully stoichiometric large single crystal of the zirconate. Despite the success of achieving the desired stoichiometry, structural defects were still present in the form of local Pr$^{3+}$ off-centering from the ideal pyrochlore sites, a type of local structural defect seen in the trivalent sites for both Bi$_2$Ti$_2$O$_7$ [192] and La$_2$Zr$_2$O$_7$ [193]. Motivated by both the availability of fully stoichiometric large single crystals and the bold suggestion by Savary & Balents [194] that weak structural disorder would promote a quantum spin liquid state in pyrochlores based on non-Kramers ions, Wen et al. [125] revisited the low energy magnetic dynamics of the single crystals of Pr$_2$Zr$_2$O$_7$ containing weak quenched local structural disorder. Low energy neutron inelastic scattering measurements were highly reminiscent of the aforementioned Pr$_2$Ru$_2$O$_7$ [170, 172], and consistent with structural disorder behaving as transverse fields acting on effective spin-$\frac{1}{2}$ moments. Utilising the original proposal by Savary & Balents [194], Wen et al. [125] argued that the transverse fields observed in the zirconate induced quantum tunnelling between degenerate classical spin ice ground states, resulting in the stabilisation of a U(1) quantum spin liquid.

Despite the success of the so-called disorder-induced random transverse Ising model to account for the low energy magnetism of Pr$_2$Zr$_2$O$_7$ [125, 129], the suggestion that the zirconate does host a U(1) quantum spin liquid has still not been experimentally proven [23]. In particular, despite the tremendous amount of effort throughout the community, there was a clear absence of any experimental evidence for the key prediction of a gapped linear photon-like dispersion that is indicative of low energy electrodynamics in not only the zirconate, but all other quantum spin ice candidates at the time [23, 125, 127, 129, 159, 195]. In the same year as Wen et al. [125] published their work on the zirconate, two key experimental studies by Sibille et al. [124] and Anand et al. [196] brought considerable attention onto Pr$_2$Hf$_2$O$_7$. Albeit relatively untouched and disregarded by experimentalists until 2016, a combination of physical property and neutron inelastic spectroscopy measurements on the hafnate quickly revealed its importance to the search of the U(1) quantum spin liquid.
behaviour [128, 197]. Preliminary measurements [124, 196] confirmed the absence of long range magnetic order down to 90 mK in the cubic hafnate pyrochlore, possessing (i) weak net ferromagnetic nearest neighbour coupling between (ii) well-separated (isolated) non-Kramers doublets such that (iii) its low energy magnetic dynamics can be described by an effective spin-\(\frac{1}{2}\) Hamiltonian with (iv) a highly anisotropic Ising \(g\) tensor, all consistent with spin ice-like physics. Despite the relatively large crystal field gap of \(\Delta \sim 9\) meV, similar to that of the aforementioned plumbate [164], an analysis of the crystal field scheme indicated significant admixture of non-Ising and higher energy multiplets contributions to the ground state doublet, providing strong evidence for the presence of enhanced quantum fluctuations. Motivated by the evidence for quantum spin ice behaviour in \(\text{Pr}_2\text{Hf}_2\text{O}_7\), both groups dedicated the next year towards the optimisation of single crystal growth conditions using the OFZ method [198, 199]. Ultimately, these efforts came to fruition, when in late 2018, single crystal neutron inelastic scattering revealed low energy spin excitations that resemble fractionalised, topological excitations that are characteristic of emergent quantum electrodynamics that were predicted for the U(1) QSL hosted by quantum spin ice [128]. This report by Sibille et al. [128], although unverified*, represents a significant step in the study of both quantum spin ices and liquids, and will most likely assure \(\text{Pr}^{3+}\)-based pyrochlores will remain at the forefront of condensed matter physics for the immediate future [19, 23, 141, 152, 153, 194, 197, 200].

Despite the significant progress in both the search and characterisation of quantum spin ice candidates among the \(\text{Pr}^{3+}\)-based pyrochlores, such progress has been effectively limited to a select number of systems [23]. In contrast to those systems that have high quality single crystals readily available, \textit{i.e.} the irridates, zirconates and hafnates, very few neutron inelastic studies [16, 170, 173] have been reported for their polycrystalline counterparts after the original work by Zhou et al. [17], despite being a key source of motivation for the earlier work of Onoda & Tanaka [19, 141] that began the recent resurgence of interest in \(\text{Pr}^{3+}\)-based pyrochlores. Furthermore, despite a large body of theoretical studies (\textit{e.g.} [130, 131]) that suggest non-negligible interactions between monopole quasiparticles, a comprehensive understanding of the properties of monopoles in quantum spin ices has remained elusive [19, 160–162, 201, 202]. Motivated by both key limitations in the literature, the low energy magnetic dynamics of the first, and still relatively unexplored \(\text{Pr}^{3+}\)-based quantum spin ice candidate \(\text{Pr}_2\text{Sn}_2\text{O}_7\) [17] have been revisited. In this chapter, evidence is presented for the

---

*At the time of the writing of this Thesis.
direct observation of interacting magnetic monopole quasiparticles in Pr$_2$Sn$_2$O$_7$
using neutron inelastic spectroscopy. Measurements allowed for both an estimate
of the monopole pair creation energy $2\hbar\omega_o$ and a lower bound of the effective
tension $\lambda$ between monopoles.

2.2 Experimental Details

2.2.1 Solid State Synthesis of the Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ Series

Polycrystalline samples of Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ ($x = 0.00, 0.05, 0.10, 0.30, 0.40,$
0.50 and 0.60) were prepared by a standard solid state reaction of stoichiometric
amounts of Pr$_6$O$_{11}$ (99.99 %, Alfa Aesar), SnO$_2$ (99.99 %, Alfa Aesar) and TiO$_2$
(99.99 %, Alfa Aesar) and summarised as

$$\text{Pr}_6\text{O}_{11(s)} + (6-3x)\text{SnO}_{2(s)} + (3x)\text{TiO}_{2(s)} \rightarrow 3\text{Pr}_2\text{Sn}_{2-x}\text{Ti}_x\text{O}_7(s) + O_{2(g)}.$$  (2.1)

As outlined by Kennedy, Hunter & Howard [203], the powder reagents were
mixed together, finely ground and pressed into a pellet using a uniaxial press.
The pellets were placed in an alumina crucible and were pre-reacted by heating
in air at 1000°C for 24 h. The pellets were then reground, repelletised and
heated in air at 1400°C for approximately 48 h with intermittent grindings until
room temperature powder x-ray diffraction measurements with a Bruker D2
phaser laboratory diffractometer using a Cu $K_{\alpha 1,2}$ source confirmed no discernable
impurities.

2.2.2 High Resolution Powder Neutron Diffraction

Room temperature neutron powder diffraction experiments were performed on
the high resolution powder diffractometer HB-2A [204] at the High Flux Isotope
Reactor (HFIR) at Oak Ridge National Laboratory (ORNL). Approximately
five grams of polycrystalline Pr$_2$Sn$_2$O$_7$ and all members of the disordered
Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series were sealed in aluminium ($x = 0$) and vanadium ($x \neq 0$)
cans, respectively, under a helium atmosphere and mounted on the HB-2A multi-
sample changer. A vertically focussing Ge(115) monochromator was utilised to
provide a neutron wavelength $\lambda$ of 1.54 Å. The collimation settings were open-
21'-12' for the pre-monochromator, monochromator-sample and sample-detector positions respectively, providing a high resolution mode of operation with a $\Delta d/d \approx 2 \times 10^{-3}$.

### 2.2.3 DC Magnetometry

The temperature dependence of the DC magnetisation was measured using the VSM (vibrating sample magnetometry) option on the Quantum Design Dynacool PPMS. The DC magnetisation of a 51.1(1) mg polycrystalline sample of Pr$_2$Sn$_2$O$_7$ placed in a polypropylene holder was measured in an applied field $\mu_0 H_{\text{ext}} = 0.1$ T between 1.8 K and 300 K in 87 steps with a logarithmic distribution.

### 2.2.4 Magnetic Diffuse Neutron Scattering

Magnetic diffuse neutron scattering experiments were performed on the fixed-incident-energy triple-axis spectrometer HB-1A [205] at the High Flux Isotope Reactor (HFIR) at ORNL. Approximately five grams of polycrystalline Pr$_2$Sn$_2$O$_7$ and all members of the disordered Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series were placed in aluminium cans and loaded in an orange cryostat (CRYO-C). A series of two PG(002) crystal monochromators provided the fixed incident energy $\hbar \omega_i$ of 14.64 meV and two-highly oriented pyrolytic graphic (HOPG) filters were placed in the incident beam to remove higher order contamination. A PG(002) analyser crystal was located before the detector for energy discrimination. This setup resulted in an energy resolution at the elastic line of approximately 1 meV. The diffuse scattering was measured over a $|Q|$-range of [0.46, 2.00] Å$^{-1}$ in 0.009 Å$^{-1}$ steps at 1.5 K. A high temperature background (250 K) was measured over the same $|Q|$-range with identical statistics.

### 2.2.5 Low Energy Transfer Neutron Inelastic Scattering

Low energy transfer neutron inelastic scattering experiments were performed on the direct-geometry time-of-flight cold neutron chopper spectrometer CNCS [206] at the spallation neutron source (SNS) at Oak Ridge National Laboratory (ORNL). Approximately five grams of polycrystalline Pr$_2$Sn$_2$O$_7$ and all members of the disordered Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series were sealed in aluminium cans.
under a helium atmosphere for the experiment. The sample cans were mounted on the CNCS automatic three sample rotator stick (SS-003) with a boron nitride (BN) spacer adapted for a top loading 100 mm orange cryostat (CRYO-006). Measurements utilised incident energies $\hbar\omega_{i}$ of 3.32 meV and 25 meV in high flux mode, providing an energy resolution at the elastic line of approximately 0.01 and 2 meV, respectively. Additional measurements were collected with an incident energy of 4.1 meV in medium resolution mode, providing an energy resolution at the elastic line of approximately 0.08 meV. An empty aluminium can was also measured for approximately half the counting time at identical experimental conditions, and the resulting spectra were subtracted from the corresponding sample spectra. The high flux and medium resolution modes were accomplished by spinning the high speed double disk chopper located just before the sample at a frequency of 300 Hz and 240 Hz, respectively.

### 2.2.6 High Energy Neutron Inelastic Scattering

Higher energy transfer neutron inelastic scattering experiments were performed on the direct-geometry time-of-flight chopper spectrometer SEQUOIA [207] at the SNS at ORNL. A 5 g polycrystalline sample of Pr$_2$Sn$_2$O$_7$ was placed in an aluminium can and loaded in an orange cryostat (CRYO-007). Spectra were collected with an incident energy $\hbar\omega_{i}$ of 170 meV, operating in fine energy resolution mode providing an elastic resolution of $\sim$ 2 % the incident energy, to measure crystal field excitations. The empty aluminium can was measured in identical experimental conditions for approximately one fifth of the sample counting time, and the resulting spectra were subtracted from the corresponding sample spectra. Fine energy resolution mode was achieved using a Fermi chopper operating at 600 Hz, and the background from the prompt pulse was removed with a $\Gamma_{\omega}$ chopper operating at 120 Hz.

### 2.3 Experimental Results & Analysis

#### 2.3.1 Sample Characterisation

As illustrated in Figs. 2.2(a) and (b), Rietveld refinement of the room temperature neutron diffraction patterns of the Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series confirmed
the presence of a single phase, possessing $Fd\bar{3}m$ symmetry with no discernible impurities. In particular, the refined lattice parameter of 10.6038(3) Å for the undoped member $\text{Pr}_2\text{Sn}_2\text{O}_7$ (i.e. $x = 0$) agrees with previously reported values in the literature [17, 203, 208]. The chemical substitution of $\text{Sn}^{4+}$ by the significantly smaller $\text{Ti}^{4+}$ results in a linear decrease in the lattice parameter $a$ with respect to the $\text{Ti}^{4+}$ content $x$, in agreement with the predictions of Vegard’s law [209]. Since this chapter constitutes the first successful synthesis of the $\text{Pr}_2\text{Sn}_{2-x}\text{Ti}_x\text{O}_7$ series, a direct comparison between the experimentally determined lattice parameters and those in the literature is not possible. Instead, a quantitative comparison between the experimentally determined lattice parameters and the expected lattice parameters was performed. The calculation of the expected lattice parameters for the $\text{Pr}_2\text{Sn}_{2-x}\text{Ti}_x\text{O}_7$ series was accomplished by first obtaining a relationship between the lattice parameter $a$ of various praseodymium-based pyrochlores (i.e. $\text{Pr}_2\text{B}_2\text{O}_7$) and their corresponding Shannon-Prewitt ionic radius for the various $\text{B}^{4+}$ cations summarised in Tab. 2.1. A linear regression was subsequently performed on the data summarised in Tab. 2.1, providing a quantitative relationship between the value of $a$ and the Shannon-Prewitt ionic radius of the $\text{B}^{4+}$ cation. Since the $\text{Pr}_2\text{Sn}_{2-x}\text{Ti}_x\text{O}_7$ series is essentially a binary solid state mixture of two different tetravalent cations, an effective $\text{B}^{4+}$ radius can be calculated with respect to $x$ by a linear combination of the individual Shannon-Prewitt ionic radii of $\text{Sn}^{4+}$ and $\text{Ti}^{4+}$ given by

$$R_{\text{B,eff}} = (1 - \xi)R_B + \xi R_{B'},$$  \hspace{1cm} (2.2)$$

where $\xi = \frac{x}{2}$. $R_B$ and $R_{B'}$ are the Shannon-Prewitt ionic radii for six-coordinate $\text{Sn}^{4+}$ and $\text{Ti}^{4+}$, respectively. As summarised by both Fig. 2.2(c) and Tab. 2.2, the linear decrease in $a$ with respect to $x$ agrees both with the behaviour predicted by a linear extrapolation of the reported lattice parameters, providing strong experimental support for the homogeneous incorporation of particular nominal concentrations of $\text{Ti}^{4+}$ cations into the B-site of the pyrochlore structure.
Table 2.1  Reported lattice constants and magnetic ground states for the Pr$_2$B$_2$O$_7$ pyrochlore series employed to calculate the expected lattice parameter for the newly synthesised Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ pyrochlore series.

<table>
<thead>
<tr>
<th>B</th>
<th>$B^{4+}$ radius (Å)</th>
<th>Lattice Constant (Å)</th>
<th>Magnetic Ground State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb</td>
<td>0.775</td>
<td>10.872(3)</td>
<td>Quantum Spin Ice [71, 164]</td>
</tr>
<tr>
<td>Hf</td>
<td>0.71</td>
<td>10.715(3)</td>
<td>Quantum Spin Ice [124, 196]</td>
</tr>
<tr>
<td>Zr</td>
<td>0.72</td>
<td>10.71(4)</td>
<td>Quantum Spin Ice [165]</td>
</tr>
<tr>
<td>Sn</td>
<td>0.69</td>
<td>10.603(4)</td>
<td>Quantum Spin Ice [17]</td>
</tr>
<tr>
<td>Ir</td>
<td>0.625</td>
<td>10.394(6)</td>
<td>Metallic Quantum Spin Ice [152, 210] or Chiral Spin Liquid [142, 176]</td>
</tr>
<tr>
<td>Ru</td>
<td>0.62</td>
<td>10.377(4)</td>
<td>Spin Liquid [168, 172]</td>
</tr>
</tbody>
</table>

Table 2.2  A comparison between the refined and predicted lattice parameters for polycrystalline samples of the Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series at room temperature. All Rietveld refinements were performed using the FULLPROF software suite [211]. All refined parameters and corresponding goodness-of-fit metrics are summarised in Tab. B.1 in Appendix B. The predicted lattice constants were calculated from a linear regression of the reported lattice constants for the Pr$_2$B$_2$O$_7$ pyrochlore series [17, 74, 164, 165, 168, 172, 176]. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Sample Label $x$</th>
<th>Reffined $x$</th>
<th>Refined $a$ (Å)</th>
<th>Predicted $a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>10.6038(3)</td>
<td>10.6034(6)</td>
</tr>
<tr>
<td>0.05</td>
<td>0.048(1)</td>
<td>10.5950(2)</td>
<td>10.5969(5)</td>
</tr>
<tr>
<td>0.10</td>
<td>0.120(2)</td>
<td>10.5845(2)</td>
<td>10.5872(5)</td>
</tr>
<tr>
<td>0.20</td>
<td>0.220(2)</td>
<td>10.5733(2)</td>
<td>10.5736(4)</td>
</tr>
<tr>
<td>0.30</td>
<td>0.310(2)</td>
<td>10.5625(3)</td>
<td>10.5614(4)</td>
</tr>
<tr>
<td>0.40</td>
<td>0.400(3)</td>
<td>10.5499(3)</td>
<td>10.5492(4)</td>
</tr>
<tr>
<td>0.50</td>
<td>0.504(2)</td>
<td>10.5348(3)</td>
<td>10.5351(3)</td>
</tr>
<tr>
<td>0.60</td>
<td>0.558(4)</td>
<td>10.5269(4)</td>
<td>10.5278(3)</td>
</tr>
</tbody>
</table>
Figure 2.2  Measured, calculated and difference room temperature neutron powder diffraction profiles for (a) Pr$_2$Sn$_2$O$_7$ and (b) Pr$_{2.4}$Sn$_{1.6}$Ti$_{0.6}$O$_7$ measured on HB-2A with λ = 1.54 Å. (c) Dependence of the refined lattice parameter, $a$ on the Ti$^{4+}$ content, $x$. The observed linear decrease of $a$ with respect to $x$ implies Vegard’s law [209] is obeyed and agrees with the behaviour as predicted from the literature [17, 74, 164, 165, 168, 172, 176], and summarised in Tab. 2.2. (d) Temperature dependence of the DC magnetic susceptibility and its inverse of Pr$_2$Sn$_2$O$_7$ in $\mu_0H_{ext} = 0.1$ T. (e) Background-subtracted $S(|Q|, \hbar\omega)$ of Pr$_2$Sn$_2$O$_7$ measured on SEQUOIA at 1.65 K with an $\hbar\omega_i = 170$ meV. (f) A $|Q|$-integrated cut ($|Q| = [0,5]$ Å$^{-1}$) of (e). The energies assigned to the crystal field excitations are summarised in Table 2.3.
Focussing on the confirmation of sample quality concerning the undoped member Pr$_2$Sn$_2$O$_7$, DC magnetic susceptibility data (Fig. 2.2(d)) confirmed the lack of long range magnetic ordering down to 1.8 K. A Curie-Weiss fit between 4 K and 15 K yielded an effective paramagnetic moment $\mu_{\text{eff}}$ and a Weiss temperature $\theta_{\text{CW}}$ of 2.61(1) $\mu_B$ and 0.26(3) K respectively, in agreement with Zhou et al. [17]. The use of a low temperature range for the Curie-Weiss fit was an attempt to minimise the effects of the low lying crystal field excitation at $\Delta \sim 18$ meV [16, 17]. The experimentally determined effective paramagnetic moment is less than the expected value of the free Pr$^{3+}$ moment ($\mu_{\text{Pr}^{3+}} \sim 3.6 \mu_B$), possibly indicating the presence of frustration, whilst a Weiss temperature of 0.26(3) K indicates the presence of weak net ferromagnetic interactions between Pr$^{3+}$ moments, all in agreement with previous characterisation studies [17, 166, 208].

A final confirmation of the phase purity of the undoped Pr$_2$Sn$_2$O$_7$ sample consisted of a measurement of the crystal field excitations on the direct geometry time-of-flight chopper spectrometer SEQUOIA [207]. As illustrated in Figs. 2.2(e) and (f), all five excited crystal field levels, including the thermally isolated ground state doublet ($\Delta \sim 18$ meV), of the $^3H_4$ ground state multiplet previously reported by Princep et al. [16] were observed at 1.8 K on SEQUOIA with an $\hbar\omega_i = 170$ meV. Individual crystal field excitations were determined by first performing a $|Q|$-integrated cut ($|Q| = [0,5]$ Å$^{-1}$) and then fitting the individual excitations to Gaussians. Next, $\hbar\omega$-integrated cuts with energy integration ranges centered about the different modes were examined to distinguish between phonons and crystal field excitations via their $|Q|$-dependence. The determination of the crystal field levels, as illustrated in Fig. 2.2(f) and Tab. 2.3, indicate that all six crystal field levels agree within experimental error to the values reported by Princep et al. [16]. Since the refined lattice parameter, Curie-Weiss parameters, and crystal field levels for the current study all agree well with their respective literature values, there is reason for confidence in the current sample’s quality.
Table 2.3  A comparison between the observed crystal field levels of Pr$_2$Sn$_2$O$_7$ reported by Princep et al. [16] as measured on MERLIN [212] with an incident energy $\hbar \omega_i$ of 170 meV at 5 K with the observed crystal field levels measured on SEQUOIA [207] in high resolution mode with an $\hbar \omega_i$ of 170 meV at 1.8 K. The crystal field levels were determined by fitting the observed excitations to Gaussians and distinguished from phonons based on their $|Q|$-dependence. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>MERLIN (meV)</th>
<th>SEQUOIA (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17.8(4)</td>
<td>17.3(1)</td>
</tr>
<tr>
<td>57.8(4)</td>
<td>57.7(1)</td>
</tr>
<tr>
<td>57.8(4)</td>
<td>57.7(1)</td>
</tr>
<tr>
<td>82.2(4)</td>
<td>81.8(2)</td>
</tr>
<tr>
<td>100.0(5)</td>
<td>99.4(1)</td>
</tr>
<tr>
<td>100.0(5)</td>
<td>99.4(1)</td>
</tr>
<tr>
<td>115.0(5)</td>
<td>114.0(5)</td>
</tr>
</tbody>
</table>

2.3.2 Neutron Inelastic Scattering

Motivated by the confirmation for both the aforementioned sample quality and the presence of key ingredients [23, 197, 201, 216] of the quantum spin ice state (e.g. frustration, $\mu_{\text{eff}} \ll 10 \mu_B$), the low-energy spin fluctuations of polycrystalline Pr$_2$Sn$_2$O$_7$ have been remeasured on the cold neutron chopper spectrometer (CNCS). Broad, quasielastic scattering previously measured [17] was confirmed in the current sample at 1.65 K. However, the high resolution and time-integrated flux of the CNCS also enabled the observation of a discernible fine structure to the scattering, as illustrated in Fig 2.3(a). A hierarchy of nearly-dispersionless excitations was identified and measured up to $\hbar \omega \sim 2$ meV. These excitations are also visible with different incident energies (Fig. 2.3(b)), decrease in intensity with increasing temperature while obeying detailed balance (Fig. 2.3(c)), confirming these excitations are magnetic and not spurious in origin [99, 100].
Figure 2.3  (a) Background-subtracted $S(|Q|, \hbar \omega)$ of polycrystalline Pr$_2$Sn$_2$O$_7$ at 1.65 K with an $\hbar \omega_i = 3.32$ meV on the CNCS, displaying unequally-spaced nearly-dispersionless excitations. (b) A comparison of $|Q|$-integrated cuts ($|Q| = [1.0, 1.5]$ Å$^{-1}$) of background-subtracted $S(|Q|, \hbar \omega)$ measured on the CNCS at 1.65 K with $\hbar \omega_i$ of 3.32 and 4.1 meV. (c) $|Q|$-integrated cut ($|Q| = [1.0, 1.5]$ Å$^{-1}$) of background-subtracted $S(|Q|, \hbar \omega)$ at various temperatures on the CNCS with an incident energy $\hbar \omega_i = 3.32$ meV, suggesting that these excitations are magnetic, and confirming detailed balance [99, 100] is obeyed. (d) $\hbar \omega$-integrated cuts for two of the low energy excitations with the highest relative intensity. The non-monotonic behaviour contrasts the behaviour predicted for both vibrational [213] and single-ion excitations [214, 215].
2.4 Discussion

2.4.1 Potential Physical Origins of the Low Energy Excitations

The observation of a hierarchy of low energy magnetic excitations, previously unreported in a well-characterised system, naturally raises suspicion concerning the physical origin of such excitations. The primary initial concern that the low energy magnetic excitations were spurious in nature has been addressed by measuring the excitations’ dependence on incident energy and temperature.

A second concern was that the current sample possessed significant cationic disorder or oxygen non-stoichiometry. Such a concern stems from the observation that Pr$^{3+}$ is a non-Kramers doublet [218]. With the lack of protection by time-reversal symmetry, the ground state crystal field doublet could potentially split and the observed excitations could simply originate from singlet-singlet single-ion transitions [170]. Such a concern can be addressed by first noting that the preliminary sample characterisation outlined in §2.3.1, including neutron powder diffraction, DC magnetometry and high energy neutron inelastic spectroscopy, indicates that the current sample’s magnetic properties are in agreement with those samples reported in the literature [17, 74, 166, 203, 208]. Secondly, the temperature and $|Q|$-dependence of the magnetic excitations are inconsistent with the behaviour expected for crystal fields [170]. As illustrated in Fig. 2.3(c), the centre-of-masses for all excitations shift towards higher energy transfers as the temperature is increased, an observation that will be later addressed in §2.4.3. Whilst the excitations exhibit a modulated $|Q|$-dependence, as illustrated in Fig. 2.3(d), in contrast with the Pr$^{3+}$ form factor (Fig. A.1) describing the behaviour predicted for single-ion physics [214, 215].

A final argument against the role of disorder consists of the intentional introduction of disorder in Pr$_2$Sn$_2$O$_7$. As summarised by Figs. 2.4(a) and (b), disorder, accomplished by the random chemical substitution of Sn$^{4+}$ by Ti$^{4+}$, effectively broadens the crystal field features present in the parent compound. Such broadening is a consequence of disorder via the random distribution of Ti$^{4+}$/Sn$^{4+}$ along the six coordinate ring around the Pr$^{3+}$ [45]. More specifically, the broadening arises from a statistical distribution of possible local environments for the Pr$^{3+}$, which splits the non-Kramers doublet and therefore generates many different single ion singlet-singlet transitions [170, 197, 219]. Such a mechanism
Figure 2.4 Background-subtracted $S(|Q|, \hbar \omega)$ of (a) Pr$_2$Sn$_3$O$_7$ and (b) Pr$_2$Sn$_{1.4}$Ti$_{0.6}$O$_7$ measured at 1.65 K with an $\hbar \omega_i = 3.32$ meV on the CNCS. (c) $|Q|$-integrated cuts ($|Q| = [1.0, 1.5]$ Å$^{-1}$) of background-subtracted $S(|Q|, \hbar \omega)$ of the Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series at 1.65 K with an $\hbar \omega_i = 3.32$ meV on the CNCS, revealing that (inset) the low energy excitations are quickly replaced by a prominent inelastic signal with minimal values of Ti$^{4+}$ content, $x$. (d) Dependence of the centre-of-mass of the inelastic signal on $x$, where for each member of the Pr$_2$Sn$_{2-x}$Ti$_x$O$_7$ series, the centre-of-mass was determined by (inset) fitting $|Q|$-integrated cuts ($|Q| = [1.0, 1.5]$ Å$^{-1}$) presented in (c) to a sum of a Gaussian and an antisymmetrised linear combination of two Lorentzians given by Eq. 2.3 [21, 217].
is consistent with the shift of the centre-of-mass of the inelastic feature with increasing Ti\textsuperscript{4+} content \(x\) and has been observed in other pyrochlores with B-site disorder [220]. To parametrise the dependence of the centre-of-mass on \(x\), a fit of \(|Q|-\text{integrated cut}\ (|Q|=1.0,1.5\ \text{Å}^{-1})\) to a sum of a Gaussian and an antisymmetrised linear combination of two Lorenztians, corresponding to the elastic and inelastic components, respectively, was performed for each member of the Pr\textsubscript{2}Sn\textsubscript{2−\(x\)}Ti\textsubscript{\(x\)}O\textsubscript{7}. Such a fitting function has been used extensively in the literature (e.g. lattice dynamics of BaTiO\textsubscript{3} [217]) in various equivalent forms. The equivalence between the various forms is discussed by Cowley et al. [21]. The particular form of the lineshape chosen in this study is given by

\[
S(\hbar\omega) = A e^{-1/2\left(\frac{\hbar\omega-\hbar\omega_{0,1}}{\sigma}\right)^2} + B[n(\hbar\omega) + 1] \left(\frac{\Gamma}{\Gamma^2 + (\hbar\omega - \hbar\omega_{0,2})^2} - \frac{\Gamma}{\Gamma^2 + (\hbar\omega + \hbar\omega_{0,2})^2}\right) + C, \quad (2.3)
\]

where \(n(\hbar\omega)\) is the Bose factor, \(A\) and \(B\) are scale factors, \(C\) is a constant vertical background, \(\sigma\), \(\hbar\omega_{0,1}\) and \(\Gamma\), \(\hbar\omega_{0,2}\) are width parameters and centre-of-masses for the Gaussian and Lorenztian, respectively. The values of \(\hbar\omega_{0,1}\) and \(\sigma\) for the Gaussian (i.e. the elastic peak) were allowed to vary and was refined to 0.005(1) to 0.046(3) meV, respectively, for \(x = 0.60\). The refined values are similar to the expected values of zero and 0.043 meV, where the latter corresponds to instrumental elastic resolution (FWHM) of 0.1 meV for the CNCS with an \(\hbar\omega_i = 3.32\) meV operating in high flux mode [206]. As summarised in Fig. 2.4(d), fits of all members of the Pr\textsubscript{2}Sn\textsubscript{2−\(x\)}Ti\textsubscript{\(x\)}O\textsubscript{7} to Eq. 2.3 demonstrated a linear dependence of the centre-of-mass on the value of \(x\). Such analogous behaviour was observed by Gaulin et al. [220] in another disordered quantum spin ice system Tb\textsubscript{2}Sn\textsubscript{2−\(x\)}Ti\textsubscript{\(x\)}O\textsubscript{7} and by Wen et al. [125] in Pr\textsubscript{2}Zr\textsubscript{2}O\textsubscript{7}, a pyrochlore known for anti-site mixing [165]. Since the effect of cationic disorder is the broadening of crystal field excitations, sharp features are not expected to arise in the inelastic spectra from this mechanism. Similar broadening of the crystal field levels should also arise in non-stoichiometric samples, since the Pr\textsuperscript{3+} ions would again be subjected to many different local environments.

Finally, a third potential origin of these low energy excitations could be low energy spin waves. Such a suggestion is based on the detection of similar low energy modes in Yb\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} by Peçanha-Antonio et al. [221] that exhibit similar temperature and \(|Q|\)-dependence. Although such an analogy is tempting, one key difference between both systems is that the particular Yb\textsubscript{2}Ti\textsubscript{2}O\textsubscript{7} sample measured by Peçanha-Antonio et al. assumes long range magnetic order below
280 mK [221], whilst Pr$_2$Sn$_2$O$_7$ does not down to 90 mK [166]. In contrast, the relatively low intensity of the low energy excitations relative to the quasi-elastic signal is highly reminiscent of another Pr$^{3+}$-based quantum spin ice candidate Pr$_2$Zr$_2$O$_7$ [165]. The similar behaviour between both the stannate and zirconate may suggest that the origins of these low energy excitations may lie with the quantum spin ice state, a claim that will be central theme for the rest of this investigation.

2.4.2 Physical Model for Low Energy Magnetic Excitations

**Extraction of Centre-of-Masses of the Five Magnetic Excitations**

With counterarguments presented for both natural concerns: spurions and chemical disorder, the centre-of-masses for each of the five low energy magnetic excitations presented in Fig. 2.4(a) were extracted using a convolution of a fixed-width Gaussian, denoted as $G$ and a free-width Lorentzian, denoted as $L$. The convolution of a Gaussian with its peak centre at $x = 0$ and a Lorentzian, commonly referred to as the Voigt profile $V(x; \sigma, \gamma)$ [222] is defined as

$$V(x; \sigma, \gamma) = G(x; \sigma) \ast L(x; \gamma) = \int_{-\infty}^{\infty} G(x'; \sigma) L(x - x'; \gamma) dx'. \quad (2.4)$$

To model such a convolution, an analytical expression for Equation 2.4 was used. The analytical expression for the Voigt profile is defined as

$$V(x; \sigma, \gamma) = \frac{1}{\sigma \sqrt{2\pi}} \Re[w(z)], \quad (2.5)$$

where $\Re[w(z)]$ denotes the real part of the Faddeeva function evaluated for $z = \frac{x + i\gamma}{\sigma \sqrt{2}}$ (refer to expression 7.4.13 in §7.4 in Abramowitz & Stegun [223]).

The fixed width of the Gaussians was calculated from first principles using the instrumental energy resolution function (see Ehlers *et al.* [206]) and subsequently verified at the elastic line with empty aluminium can measurements.

For each of the five low energy magnetic excitations, in addition to the aforementioned convolution of a fixed-width Gaussian and a free-width Lorentzian, two additional contributions constituting a baseline background were included. These two contributions were:
A Gaussian function to model the elastic line and nuclear incoherent scattering. The Gaussian’s peak centre and relative intensity were fixed since they are known instrumental parameters [206].

Another convolution of a fixed-width Gaussian and free-width Lorentzian, multiplied by the Bose factor to introduce asymmetry, to model the prominent quasielastic signal around the elastic line, centered at 0.2 meV that was previously attributed to quantum tunnelling between degenerate spin ice configurations [17]. The relative intensity of the Gaussian and the Bose factor were fixed to assure convergence since only positive energy transfers ($\hbar \omega > 0$) were modelled.

It should be noted that the fitting of the five low energy excitation peaks did not include the Bose factor because the relative ratio of $\frac{\hbar \omega}{k_B T}$ reduces the Bose factor to approximately one in the dynamic range of interest at all measured temperatures. Furthermore, it was also observed that at both 1.65 K and 10 K, the peak centre for the first low energy excitation ($\hbar \omega \approx 0.5$ meV) could shift freely between 0.2 meV and 0.5 meV without any significant change in $\chi^2$, representing a large systematic error of ±0.15 meV. The results of each convolution and the sum of all convolutions at base temperature are shown in Fig. 2.5(a). The shaded areas below the fitted curve represent an illustration of how the fitted lineshape is deconstructed. Although other parameterisations may also be possible, the only meaningful parameter extracted from the fits is an estimate of the excitations’ centre-of-mass.

The error bars were calculated by $\sqrt{[\delta(\hbar \omega)]^2 + (0.2 \cdot \text{FWHM})^2}$, where $\delta(\hbar \omega)$ and FWHM are the errors in the peak position and the full-width-at-half-maximum of the free-width Lorentzian, respectively. The addition of 20% of the fitted FWHM in quadrature to the error in the fitted peak position is an ad hoc method of including the FWHM in the error of the peak position, which is particularly relevant when the error in the fitted peak location is significantly smaller than the FWHM of the peak itself [224].

Confinement of Magnetic Monopoles, Quantum Harmonic Oscillator and Soliton Models

As illustrated in Fig. 2.5(b), the analysis reveals that these modes are not evenly-spaced. The lack of even spacing, together with the observed decrease in relative intensity with increasing temperature (Fig. 2.3(c)), rule out a possible
Figure 2.5 (a) \(|Q|\)-integrated \((|Q| = [1.0, 1.5] \text{ Å}^{-1})\) cut of background-subtracted \(S(|Q|, \hbar \omega)\) of \(\text{Pr}_2\text{Sn}_2\text{O}_7\) at 1.65 K with an \(\hbar \omega_i = 3.32\) meV on the CNCS. A fitting routine, as described in the main text, was applied exclusively to \(\hbar \omega > 0\) with the fit to each excitation labelled by its quantum number \(n\). (b) Comparison between the observed low energy excitations at 1.65 K and the predicted behaviour from three competing models [63, 213, 225]. The predicted values for each model were obtained by fitting the observed values to each model’s fitting function as described in the main text, and are connected by interpolated lines as a guide to the eye. (c) The plot of excitation energies against the negative zeros of the Airy function \(z_n\) exhibits linear behaviour as predicted by the monopole confinement model [63]. A least squares fit with Eq. 2.6 (shown by red lines in both panels (b) and (c)) yielded a lower bound for the effective tension \(\lambda\) of 0.642(8) K \(\cdot\) Å\(^{-1}\) and a monopole pair creation energy \(2\hbar \omega_o\) of 0 meV at 1.65 K.
quantum harmonic oscillator (QHO) interpretation such as what is observed in uranium nitride [213] and thus imply a magnetic origin instead. Furthermore, the QHO possibility can be ruled out even more definitively by investigating the \(|Q|\)-dependence of the excitations. As shown in Fig. 2.3(d), the scattering intensity does not increase with \(|Q|^{2n}\), as expected for the \(n\)th mode of a QHO in the low \(|Q|\) limit [99, 100]. The experimental data suggests that there is an absence of a vibrational contribution to these low energy excitations and consequently, there is strong evidence in favour of ruling out a QHO interpretation.

With the QHO interpretation effectively discarded, other possible mechanisms that lead to quantised, unevenly-spaced magnetic excitations must be considered. The dynamic response for the spin defects of a quasi-one-dimensional Ising \(S = \frac{1}{2}\) spin chain such as \(\text{CoNb}_2\text{O}_6\) [63] below the magnetic ordering temperature has the desired characteristics. As illustrated in Fig. 2.6, spin defects in quasi-one dimensional quantum Ising chains such as \(\text{CoNb}_2\text{O}_6\) correspond to domain walls [230, 231]. Two domain walls are created by flipping one spin, effectively creating two spin-\(\frac{1}{2}\) defects. In the absence of a longitudinal magnetic
field (either applied or molecular), flipping $N$ adjacent spins results in a magnetic state that still possesses two domain walls with an identical energy as the magnetic state created by one spin flip. In other words, these effective spin-$\frac{1}{2}$ defects can move freely with no energy cost via quantum exchange, resulting in a continuum spectrum [232]. Only once the spin chain is subjected to a longitudinal magnetic field, a linear confining potential is introduced [234, 235]. This linear potential effectively leads to bound states reflected in the appearance of a spectrum of sharp modes in lieu of the aforementioned continuum spectrum [227–229, 233].

The appearance of these sharp modes has been seen experimentally in both ferromagnetic [63] and antiferromagnetic chains [226, 227]. A similar spin defect confinement model may apply to Pr$_2$Sn$_2$O$_7$, under the assumption that the relevant defects in this case are magnetic monopole quasiparticles and not solitons, while the tension in the “Dirac string” provides the linear confining potential. Just as is the case for the quantum confinement in CoNb$_2$O$_6$ [63], while the monopole quasiparticles are created in pairs, they are ultimately bound together in the ordered state due to an attractive linear potential, the origins of which are discussed further in §2.4.3. Note that the analogy between spin defects and monopoles in a spin ice has been discussed previously [114, 118, 119, 236, 237].

If the monopole confinement model is valid for Pr$_2$Sn$_2$O$_7$, then the energies of the excitations should be described by

$$\hbar \omega_n = 2\hbar \omega_o + z_n \lambda^\frac{2}{3} \left( \frac{\hbar^2}{\mu} \right)^\frac{1}{3},$$  \hspace{1cm} (2.6)

where $n$ is a positive integer, $\mu$ is the reduced mass, $\hbar \omega_n$ is the $n$th excitation energy, $2\hbar \omega_o$ is the energy cost to produce a pair of monopoles, $\lambda$ is an effective tension and $z_n$ are the negative zeros of the Airy function [63, 229, 232, 238, 239]. Furthermore, using the observation that Equation 2.6 yields a linear relation between $\hbar \omega_n$ and $z_n$, the slope of a linear fit would be

$$\frac{d(\hbar \omega)}{dz} = \lambda^\frac{2}{3} \left( \frac{\hbar^2}{\mu} \right)^\frac{1}{3}.$$  \hspace{1cm} (2.7)

An estimate of the monopole mass $m$ in the limit of low $|Q|$ has been derived by Pan et al. [202] as

$$m \approx \frac{4\hbar^2}{\alpha J_\perp a^2},$$  \hspace{1cm} (2.8)

where $\alpha$ is a constant (usually set to the value of 1), $a$ is the lattice parameter.
and $J_\perp$ is the dominant transverse coupling term for the QSI candidate being considered. By setting $\mu = \frac{m}{2}$ and solving for $\lambda$, one obtains a relationship between the slope and the tension given by

$$\lambda = \sqrt{\left(\frac{d(\hbar \omega)}{dz}\right)^3 \left(\frac{2}{\alpha \cdot J_\perp \cdot a^2}\right)}.$$  \hspace{1cm} (2.9)

Before proceeding, it must be noted that only a lower bound and not the exact value for $\lambda$ can be reported for the current study. This limitation is a consequence of the fact that the transverse term of the magnetic exchange $J_\perp$ in Eq. 2.9, which appears due to the estimation of the effective monopole mass (Eq. 2.8) for Pr$_2$Sn$_2$O$_7$, is currently unknown. Zhou et al. [17], using the broad peak in the heat capacity and the dipolar spin ice model [146], estimated the value of the magnetic exchange $J$ as approximately 0.92 K. Consequently, since it is assumed in the preceding calculations that $J = J_\perp$ as a first approximation, then $\lambda$ in Eq. 2.9 is minimised.

Figure 2.5(b) plots the observed energy levels versus the excitation number to facilitate a direct comparison between three different candidate scenarios. Two possibilities, the monopole confinement [63] and QHO [213] models, have already been discussed in detail above. A third model is considered here, based on localised high $S$ clusters [225]. The magnetic excitation spectrum for an isolated spin cluster also consists of a series of quantised energy levels [240–242], and the spacing between the modes can be non-trivial or follow the simple relationship $\hbar \omega_n \propto n^2$ depending on the specific details of the magnetic Hamiltonian [225, 243]. Fits of the centre-of-masses of the five excitations were performed to each of these models with the phenomenological expression $\hbar \omega_n = A + Bx_n$, where $A$ and $B$ are constants and $x_n$ is $n$, $n^2$, or $z_n$ for the QHO [213], localised spin cluster [225] or monopole confinement [63] models, respectively. The solid curves in Figure 2.5(b) represent the best fit to each of the models and they clearly illustrate that the monopole confinement model provides the best agreement. Additional details are presented in Table 2.4. Furthermore, a plot of $\hbar \omega_n$ vs. $z_n$, as shown in Figure 2.5(c), produces a linear relationship in agreement with the predictions of this model [63, 229, 232, 238]. Therefore, the data suggests that these excitations may be interpreted as direct spectroscopic evidence of interacting magnetic monopoles within the pyrochlore lattice.

By restricting the value of the y-intercept $b \geq 0$ for the fit shown in Figure 2.5(b), a value for the slope $\frac{d(\hbar \omega)}{dz}$ as 0.239(2) meV is obtained. Utilising the values for $\alpha$, $J_\perp$ and $a$ of 1, 0.0793 meV and 10.6038(3) Å respectively [17,
Table 2.4  Comparison between the observed and predicted values of the energy transfer $\hbar \omega$ for the quantum harmonic oscillator [213], localised spin cluster [225] and monopole confinement [63] models at 1.65 K. The calculated values were obtained by fitting the five observed low energy excitations to the functional form of the individual models, with further details of the fitting described in the main text. Numbers in parentheses indicate statistical errors. The goodness-of-fit metric $\chi^2_{\nu}$ for each model is provided for a quantitative comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mode</th>
<th>$n = 1$</th>
<th>$n = 2$</th>
<th>$n = 3$</th>
<th>$n = 4$</th>
<th>$n = 5$</th>
<th>$\chi^2_{\nu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed (1.65 K)</td>
<td></td>
<td>0.4(2)</td>
<td>0.96(2)</td>
<td>1.28(4)</td>
<td>1.57(2)</td>
<td>1.912(9)</td>
<td></td>
</tr>
<tr>
<td>Monopole Confinement</td>
<td></td>
<td>0.559(5)</td>
<td>0.978(8)</td>
<td>1.32(1)</td>
<td>1.62(1)</td>
<td>1.90(2)</td>
<td>3.5</td>
</tr>
<tr>
<td>QHO</td>
<td></td>
<td>0.524(5)</td>
<td>0.873(9)</td>
<td>1.22(1)</td>
<td>1.57(2)</td>
<td>1.92(2)</td>
<td>5.6</td>
</tr>
<tr>
<td>Localised Spin Clusters</td>
<td></td>
<td>0.86(6)</td>
<td>1.00(7)</td>
<td>1.22(9)</td>
<td>1.5(1)</td>
<td>1.9(1)</td>
<td>8.5</td>
</tr>
</tbody>
</table>

A lower bound of an effective tension $\lambda = 0.0553(7) \text{ meV} \cdot \text{Å}^{-1}$ or $0.642(8) \text{ K} \cdot \text{Å}^{-1}$ is obtained for 1.65 K.

Some physical insights can be made from the measurement of these two parameters. Firstly, the value of the tension is positive and non-negligible, implying that the monopoles are confined unlike in DSIs [114, 118, 119, 202]. Secondly, the value of $\lambda \sim 0.6 \text{ K} \cdot \text{Å}^{-1}$ is surprisingly large for the expected energy scale with $J \sim 1 \text{ K}$ [17]. In fact, the energy cost to separate two monopoles by the distance between the centers of adjacent $\text{Pr}^{3+}$ tetrahedra corresponds to approximately a temperature scale of 3 K. This strong tension prevents the propagation of monopoles over long distances. The confinement of these monopoles can be roughly quantified, since exact analytical solutions for the Schrödinger equation with an $|x|$-potential are known [238, 244]. Utilising the solutions determined by Hohlfeld & Sandri [238], one may obtain the expectation value $\langle |x| \rangle$ for a bound monopole pair as

$$\langle |x| \rangle = \frac{2}{\sqrt{3}} \left( \frac{\hbar^2}{\mu \lambda} \right)^{\frac{1}{3}} \cdot z_n. \quad (2.10)$$

By combining Eq. 2.10 with the definition of $\lambda$ (Eq. 2.9), one obtains an equivalent expression for $\langle |x| \rangle$ as

$$\langle |x| \rangle = \left( \frac{2}{\sqrt{3}} \right) \left( \frac{\alpha \cdot J_\perp \cdot a^2}{2 \cdot \sqrt{\left( \frac{d(h\omega)}{dz} \right)^3 \cdot \left( \frac{2}{\alpha \cdot J_\perp \cdot a^2} \right)}} \right)^{\frac{1}{4}} \cdot z_n. \quad (2.11)$$
With $a \approx 10.6$ Å, $\frac{d(\hbar \omega)}{dz} \approx 0.24$ meV, a transverse coupling term of $J_\perp \approx 0.0793$ meV and setting the value for $z_n$ to 7.94 which corresponds to the $n = 5$ excitation [17, 63, 203, 229, 238], one obtains the value for a relatively short distance $\langle |x| \rangle \approx 20$ Å for 1.65 K, corresponding to approximately five nearest neighbour distances or two unit cells. It should be noted that the linear fit yields a value of zero (within error) as an estimate of $2\hbar \omega_o$. The value of zero implies that Pr$_2$Sn$_2$O$_7$ is far removed from the regime where monopoles are considered in quantum spin ice models [245], which is not unexpected since previous neutron inelastic scattering measurements have determined that the ground state doublet wavefunctions contain large terms with $m_J \neq \pm 4$ [16]. Although refined to be zero, the absolute value of $2\hbar \omega_o$ is extremely sensitive to the energy of the first excitation and thus should be interpreted with caution.

As summarised by both Fig. 2.5(b) and Tab. 2.4, the various models considered provide comparable fits to the experimental data. At first glance, one may argue that the only significant difference between the fits arises from the lowest magnetic excitation ($n = 1$), which itself possesses a large uncertainty due to the difficulty of extracting the energy of this mode. In order to prove that the monopole confinement model [63, 229, 232] provides the best description of the experimental data, two additional checks were performed for the analysis of data collected at 1.65 K:

- The original $n = 1$ magnetic excitation was assumed to still exist but was excluded from the fitting routine outlined in §2.4.2. The results are summarised in Fig. 2.7(a) and in Tab. 2.5 below and demonstrate that the monopole confinement model [63, 229, 232] best describes the experimental data in this case.

- The original $n = 1$ magnetic excitation was assumed to be an artefact of the prominent quasi-elastic signal [17] and consequently, the originally labelled $n = 2$ was relabelled as $n = 1$ and all higher excitations were correspondingly relabelled. The fitting routine outlined in §2.4.2 was then performed and the results are summarised in both Fig. 2.7(b) and Tab. 2.6, demonstrating that the monopole confinement model [63, 229, 232] best describes the experimental data in this case as well.

A final physical insight pertains to the excitations’ temperature dependence. As illustrated in Fig. 2.7 and summarised in Tab. 2.7, all excitations, with the exception of the first, increase in energy transfer as the temperature is increased to
Figure 2.7  The direct comparison between the observed low energy magnetic excitations at 1.65 K and the predicted behaviour from three competing models [63, 213, 225] assuming (a) the n = 1 mode does exist but is excluded from the fit and (b) the n = 1 mode is assumed not to exist (i.e. it is an artefact of the prominent quasi-elastic signal [17]). The predicted values of $\hbar \omega$ for each model were obtained by fitting the corresponding observed values to each model’s fitting function as described in the main text, and they are connected by solid curves as a guide to the eye.

Table 2.5  Comparison between the observed and predicted values of the energy transfer $\hbar \omega$ for the quantum harmonic oscillator [213], localised spin cluster [225] and the monopole confinement [63] models. The calculated values were obtained by fitting the highest four out of the five observed low energy excitations to the functional form of the individual models, with further details of the fitting described in the main text. Numbers in parentheses indicate statistical errors. The goodness-of-fit metric $\chi^2_{\nu}$ for each model is provided for a quantitative comparison.
Table 2.6  Comparison between the observed and predicted values of the energy transfer $\hbar \omega$ for the quantum harmonic oscillator [213], localised spin cluster [225] and the monopole confinement [63] models. The calculated values were obtained by first assuming that the originally labelled $n = 1$ excitation was simply an artefact of the prominent quasi-elastic signal [17] and all higher excitations were relabelled accordingly as $n = 1 \ldots 4$. These four excitations were fitted to the functional form of the individual models, with further details of the fitting described in the main text. Numbers in parentheses indicate statistical errors. The goodness-of-fit metric $\chi^2_{\nu}$ for each model is provided for a quantitative comparison.

<table>
<thead>
<tr>
<th>Model / Mode</th>
<th>$n = 1$</th>
<th>$n = 2$</th>
<th>$n = 3$</th>
<th>$n = 4$</th>
<th>$\chi^2_{\nu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed (1.65 K)</td>
<td>0.96(2)</td>
<td>1.28(4)</td>
<td>1.57(2)</td>
<td>1.912(9)</td>
<td></td>
</tr>
<tr>
<td>Monopole Confinement</td>
<td>0.94(2)</td>
<td>1.32(3)</td>
<td>1.63(4)</td>
<td>1.90(4)</td>
<td>6.4</td>
</tr>
<tr>
<td>QHO</td>
<td>0.65(5)</td>
<td>1.08(9)</td>
<td>1.5(1)</td>
<td>1.9(2)</td>
<td>93</td>
</tr>
<tr>
<td>Localised Spin Clusters</td>
<td>1.0(1)</td>
<td>1.2(2)</td>
<td>1.5(2)</td>
<td>1.9(3)</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 2.7  Comparison between the observed and predicted values of the energy transfer $\hbar \omega$ for the monopole confinement model [63, 229, 232] at 1.65 K and 10 K. The calculated values were obtained by fitting the five observed low energy excitations to the functional form of the monopole confinement model described in the main text. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Model (Temp.) / Mode</th>
<th>$n = 1$</th>
<th>$n = 2$</th>
<th>$n = 3$</th>
<th>$n = 4$</th>
<th>$n = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed (1.65 K)</td>
<td>0.4(2)</td>
<td>0.96(2)</td>
<td>1.28(4)</td>
<td>1.57(2)</td>
<td>1.912(9)</td>
</tr>
<tr>
<td>Calculated (1.65 K)</td>
<td>0.559(5)</td>
<td>0.978(8)</td>
<td>1.32(1)</td>
<td>1.62(1)</td>
<td>1.90(2)</td>
</tr>
<tr>
<td>Observed (10 K)</td>
<td>0.4(2)</td>
<td>1.01(1)</td>
<td>1.36(2)</td>
<td>1.65(2)</td>
<td>1.94(3)</td>
</tr>
<tr>
<td>Calculated (10 K)</td>
<td>0.573(5)</td>
<td>1.001(8)</td>
<td>1.35(1)</td>
<td>1.66(1)</td>
<td>1.95(2)</td>
</tr>
</tbody>
</table>

10 K. Applying an identical analysis algorithm outlined in §2.4.2 to data collected at 10 K, yields a larger lower bound of 0.667(8) K · Å$^{-1}$ for the effective tension compared to the value of 0.642(8) K · Å$^{-1}$ at 1.65 K. Such behaviour is important for two reasons. Firstly, such a large systematic increase in the excitations’ centre-of-masses is unexpected for crystal fields, where minimal shifts would be expected due to thermal contraction/expansion [246–248]. Secondly and in contrast to crystal fields, an increase would be expected if the confining potential was attributed — to some extent — to the spin ice state. Such an increase can be rationalised by recognising that with increasing temperature, the monopole (defect) density would increase [249–251], and thus the propagation of defects would be hindered, resulting in a larger effective tension $\lambda$.  

118
2.4.3 Physical Origin of the Linear Potential

Figure 2.8  (a) Plot of excitation energies at 1.65 K and 10 K against the negative zeros of the Airy function $z_n$ both exhibits linear behaviour as predicted by the monopole confinement model [63, 229, 238]. A least squares fit with Eq. 2.6 in the main text yielded a lower bound for the effective tension $\lambda$ of $0.642(8) \text{ K} \cdot \text{Å}^{-1}$ and $0.667(8) \text{ K} \cdot \text{Å}^{-1}$ at 1.65 K and 10 K, respectively, whilst yielding a monopole pair creation energy $2\hbar\omega_o$ of 0 meV (within error) for both temperatures. (b) Comparison of the temperature dependence of the normalised integrated intensity of the magnetic diffuse scattering and the two lowest energy magnetic excitations observed for Pr$_2$Sn$_2$O$_7$ on the CNCS. For the purposes of comparison, the temperature dependence of the integrated intensity of the magnetic diffuse scattering from previous DCS data [17] with an $\hbar\omega_i = 3.27$ meV is also shown. Both data sets are integrated over identical ranges in $|Q| = [0.35, 1.75] \text{ Å}^{-1}$. The similar temperature dependence of all four data sets suggests that the low energy magnetic excitations may be attributed to the quantum spin ice state.

Despite the success of the monopole confinement model [63, 229, 238] to account for the experimental data, there remains one crucial unanswered question. What is the physical origin of the linear potential between the monopole quasiparticles? To address the linear potential, the temperature dependence of the excitations were investigated in further detail. As illustrated in Fig. 2.8(b), the excitations exhibit a remarkably similar temperature dependence to the magnetic diffuse scattering observed in the elastic channel on the CNCS, which was later confirmed by additional measurements on the triple-axis spectrometer HB-1A (Fig. 2.9). For additional analysis, the temperature dependence of the
magnetic diffuse scattering of another sample of polycrystalline Pr$_2$Sn$_2$O$_7$ was investigated. The second sample was measured on another cold time-of-flight chopper spectrometer, the DCS [102] at the NIST NCNR 10 years prior [17]. The advantages of comparing the previous DCS data to the current CNCS data are:

- the second sample is completely independent of the sample characterised on the CNCS. Although the sample was made with the same heating routine, every chemist and every reaction is slightly different from one another with slight variabilities.

- The second measurement on the DCS used a different experimental set-up (dilution fridge, copper can, detectors, etc.) and a different incident wavelength ($\lambda = 5.0$ Å corresponding to a slightly different $\hbar \omega_1 = 3.27$ meV) and consequently, the second measurement allows for the identification of spurious features, whilst having almost identical resolution about the elastic line with $\delta \hbar \omega \sim 0.1$ meV [102].

- The measurement of the second sample on the DCS did not show any low energy magnetic excitations [17], and thus if there existed any difference between the behaviour of the elastic channel of the two different samples, this difference in behaviour may help to explain the presence of the excitations in one sample and not the other.

As shown illustrated in Fig. 2.7(b), the temperature dependence of the magnetic diffuse scattering from the DCS exhibits similar behaviour as the temperature-dependence of both the magnetic diffuse scattering and low-energy magnetic excitations measured on the CNCS. The similar temperature dependence suggests that the excitations are associated with the quantum spin ice state.

The implication that these low energy magnetic excitations are in some way associated with the quantum spin ice state raises two important questions that must be addressed. Firstly, since the quantum spin ice state is three dimensional (vis à vis the pyrochlore lattice), how can a one-dimensional potential $V(x) = \lambda |x|$ account for the experimental data? The answer stems from the observation that the Hamiltonian describing the interactions between monopoles (i.e. magnetic charges) are angular independent and only depend on the distance $r$ between the monopoles [118, 250]. As a consequence, the original three-dimensional problem
can be reduced to a one dimensional problem with appropriate relabelling, as is the case for the potential energy $U$ between electric charges in classical electromagnetism [254].

The second and related question is why the potential linear in character? One possible solution [255] can be derived by treating the monopole quasiparticles as electrolytes in Debye-Hückel theory, a common approach taken in the literature [71, 114, 250, 256, 257]. If one assumes that the constituent monopoles of a monopole pair, corresponding to charges $q_1$ and $q_2$ originally separated by a
distance \( r_o \), are further separated to a new distance \( r_2 = r_o + x \), then by Debye-Hückel theory, the potential difference \( \Delta U \) between the monopole pair is given by

\[
\Delta U(x) = \frac{kq_1q_2}{r_2} e^{-\frac{r_2}{r_D}} - \frac{kq_1q_2}{r_o},
\]

(2.12)

where \( k \) is Coulomb constant, \( r_2 = r_o + x \), and \( r_D \) corresponds to a fundamental/characteristic length scale called the Debye length [258]. The exponential factor in Eq. 2.12 represents an effective screening term and approaches its minimum as \( r_2 \to r_o \), i.e. the shortest possible distance between the monopoles. By expanding \( \Delta U \) in the limit of small distances, i.e. \( r_2 \ll r_D \), and replacing \( r_2 \) by its definition of \( r_o + x \), then Eq. 2.12 can be rewritten as

\[
\Delta U = kq_1q_2 \left[ 1 - \frac{r_o + x}{r_o + x} - 1 \right] r_o + x - 1 r_o,
\]

(2.13)

or equivalently,

\[
\Delta U(x) = -\frac{kq_1q_2}{r_D} + kq_1q_2 \left[ \frac{1}{r_o + x} - \frac{1}{r_o} \right].
\]

(2.14)

Eq. 2.14 effectively states that in the limit of small distances, i.e. \( r_2 \ll r_D \), the effect of the screening term in Eq. 2.12 is a constant shift in the potential. Thus, by setting the first term in Eq. 2.14 to a constant \( C \) and focussing on the last two terms, through some algebraic manipulation Eq. 2.14 reduces to

\[
\Delta U(x) = C + kq_1q_2 \left[ \frac{r_o - (r_o + x)}{r_o(r_o + x)} \right] 
\equiv C - \frac{kq_1q_2}{r_o} \left[ \frac{x}{(r_o + x)} \right].
\]

(2.15)

Taking the limit of small \( x \), i.e. \( r_o + x \sim r_o \), and recognising that \( x \) can only assume positive values (i.e. \( x = |x|, \forall x \)), then Eq. 2.15 becomes

\[
\Delta U(x) = C - \frac{kq_1q_2}{r_o} \left[ \frac{x}{r_o} \right] 
\equiv C - \frac{kq_1q_2}{r_o^2} |x|,
\]

(2.16)

where the second and only non-constant term corresponds to the desired linear
potential. Taking the limit of large $x$, i.e. $r_o+x \sim x$, then Eq. 2.15 becomes

$$\Delta U(x) = C - \frac{kq_1q_2}{r_o} \left[ \frac{x}{x} \right] \equiv C - \frac{kq_1q_2}{r_o}, \quad (2.17)$$

which is simply a constant.

The two limits of Eq. 2.15 provide a natural explanation as to why distinct magnetic excitations are only observed up to energy transfers of approximately 2 meV. Since the energy transfer of an excitation may be regarded as corresponding to a particular distance between monopoles, with increasing energy corresponding to increasing distance, then by utilising the logic of Eqs. 2.16 and 2.17, the linear potential should describe the actual potential very well at low energy transfers and failing at high energy transfers, both of which are observed experimentally.

### 2.4.4 The $j_{\text{eff}} = \frac{1}{2}$ Approximation

Before concluding this chapter, the subtle but very important issue of the $j_{\text{eff}} = \frac{1}{2}$ approximation must be addressed. In various instances in the literature [16, 19, 23, 141, 197], it has been suggested that the magnetic ground state of the non-Kramers Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$ could be approximated as a $j_{\text{eff}} = \frac{1}{2}$ system. Such an approximation is based on the observation that the crystal field configuration of Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$ consists of a thermally isolated ground state doublet with a $\Delta \sim 18$ meV [16, 17]. Such logic and terminology has also been applied to the Kramers Yb$^{3+}$-based pyrochlores [259], ultimately driven by the necessity to address the most studied quantum spin ice candidate Yb$_2$Ti$_2$O$_7$, whose $\Delta \sim 53$ meV [260].

Although the application of the $j_{\text{eff}} = \frac{1}{2}$ approximation for Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$ is tempting due to the significant simplification of any theoretical treatment that would follow, such an approximation is ultimately not correct. The failure of an approximation can be immediately rationalised by recognising that the spherical symmetry [47] of a $j_{\text{eff}} = \frac{1}{2}$ manifold is incompatible with the highly anisotropic (Ising) nature of Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$ with a $g_\parallel = 5.17$ [16]. Such strong anisotropy is a consequence of the heavily distorted coordination polyhedra in the pyrochlore structure and is immediately reflected in the six term crystal field
Table 2.8  Stevens parameters $B^q_k$ for Pr$_2$Sn$_2$O$_7$ calculated by Princep et al. [16] from experimental neutron inelastic scattering data collected on MERLIN [212]. The values of $B^q_k$ were calculated using the program SPECTRE [269] with the assumption of pure $LS$ coupling exclusively within the $^3H_4$ ground state multiplet.

<table>
<thead>
<tr>
<th>$B^q_k$</th>
<th>Calculated Value (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^0_2$</td>
<td>-0.733</td>
</tr>
<tr>
<td>$B^0_4$</td>
<td>-0.0365</td>
</tr>
<tr>
<td>$B^3_4$</td>
<td>-0.383</td>
</tr>
<tr>
<td>$B^6_6$</td>
<td>$2.78 \times 10^{-4}$</td>
</tr>
<tr>
<td>$B^3_6$</td>
<td>$3.28 \times 10^{-5}$</td>
</tr>
<tr>
<td>$B^6_6$</td>
<td>-0.00459</td>
</tr>
</tbody>
</table>

Hamiltonian [260–264]

$$\hat{H}_{\text{CF}} = B^0_2 \hat{O}^0_2 + B^0_4 \hat{O}^0_4 + B^3_4 \hat{O}^3_4 + B^6_6 \hat{O}^6_6 + B^3_6 \hat{O}^3_6 + B^6_6 \hat{O}^6_6,$$

(2.18)

describing the $\bar{3}m$ ($D_{3d}$) point-group symmetry of the 16$d$ (rare-earth) site [45, 74]. The influence of such strong anisotropy is made even more evident by contrasting such a Hamiltonian given by Eq. 2.18 to

$$\hat{H}_{\text{CF}} = B^4_1 \left( \hat{O}^0_1 + 5 \hat{O}^4_1 \right),$$

(2.19)

corresponding to a crystal field Hamiltonian describing the isotropic $m\bar{3}m$ ($O_h$) point-group symmetry of ideal octahedral coordination at the 4$a$ site of the $Fm\bar{3}m$ (rock-salt) lattice [18, 47, 261, 265].

Another, but ultimately related argument against the $j_{\text{eff}} = \frac{1}{2}$ approximation consists of employing the fundamental definition of the angular momentum operators. As discussed in Appendix G, angular momentum operators are the generators of rotations in three dimensions corresponding to the Lie group $SO(3)$ with Lie algebra $\mathfrak{so}(3)$ [266, 267]. The identification of the Lie bracket that defines the Lie algebra $\mathfrak{so}(3)$ as simply the canonical commutation relations [268]

$$[\hat{J}_i, \hat{J}_j] = \epsilon_{ijk} \hat{J}_k,$$

(2.20)
Table 2.9  A comparison between the observed crystal field levels of Pr$_2$Sn$_2$O$_7$ as measured on SEQUOIA [207] in high resolution mode with an $\hbar \omega_i$ of 170 meV at 1.8 K with the corresponding energy eigenvalues of the crystal field Hamiltonian $\hat{H}_{\text{CF}}$ utilising the Stevens parameters [16] in Tab. 2.8.

<table>
<thead>
<tr>
<th>SEQUOIA (meV)</th>
<th>Calculated (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17.3(1)</td>
<td>17.7</td>
</tr>
<tr>
<td>57.7(1)</td>
<td>57.9</td>
</tr>
<tr>
<td>57.7(1)</td>
<td>57.9</td>
</tr>
<tr>
<td>81.8(2)</td>
<td>82.3</td>
</tr>
<tr>
<td>99.4(1)</td>
<td>99.9</td>
</tr>
<tr>
<td>99.4(1)</td>
<td>99.9</td>
</tr>
<tr>
<td>114.0(5)</td>
<td>114.9</td>
</tr>
</tbody>
</table>

provides an equivalent definition of what constitutes an angular momentum operator. To be more precise, the Lie algebra that is both more relevant for the case of the $j_{\text{eff}} = \frac{1}{2}$ approximation and more general, due to its double cover of $so(3)$, is $su(2)$, which is defined by the same Lie bracket as Eq. 2.20 [270]. In other words, the canonical commutation relations identifies a clear property that determines what does and does not constitute an angular momentum operator and is considered a central/fundamental theme in quantum mechanics.

In order to use property summarised by Eq. 2.20, one must project all the angular momentum operators onto the ground state crystal field doublet manifold. Such a projection is necessary since the $j_{\text{eff}} = \frac{1}{2}$ approximation refers exclusively to the ground state doublet and is accomplished by an algorithm derived in Appendix C:

- Combining the Stevens parameters from Princep et al. [16] as summarised in Tab. 2.8 and the Stevens operators as defined in Appendix D [264], the crystal field Hamiltonian $\hat{H}_{\text{CF}}$ [261] can be defined in the $|J = 4, m_J \rangle$ basis. As summarised by Tab. 2.9, diagonalising $\hat{H}_{\text{CF}}$ yielded eigenvalues in close agreement with the crystal fields measured on SEQUOIA.

- A transformation matrix $C$ is constructed from the eigenvectors of $\hat{H}_{\text{CF}}$ since the projection of particular linear operators (i.e. components of angular
momentum) onto individual crystal field manifolds is desired. The existence of such a transformation matrix $C$ is guaranteed by the observation that $\hat{H}_{\text{CF}}$ is diagonalisable since a square matrix is diagonalisable if and only if there exists a basis of eigenvectors [47].

- The projection of the components of the angular momentum operator is accomplished by the general relation

$$\hat{O}_{[B]} = C^{-1}\hat{O}_{[A]} C,$$

where $\hat{O}$ is a general linear operator and the bases $A$ and $B$ correspond to the original $|J = 4, m_J \rangle$ and new crystal field bases, respectively [271].

- After the projection of each component of the angular momentum, the operator in the ground state crystal field doublet manifold is extracted by isolating the top 2 x 2 block matrix and follows from the definition of the matrix representation of operators [272].

- Once all components are extracted in ground state crystal field doublet manifold, if the commutation relations (Eq. 2.20) are satisfied, then the ground state manifold can be approximated as $j_{\text{eff}} = \frac{1}{2}$, otherwise such an approximation is not valid [266–268, 270].

As summarised in Appendix E, the three components of the angular momentum operator projected onto the ground state crystal field doublet manifold are given by

$$\tilde{\hat{J}}_z = \begin{pmatrix} 3.5648 & 0 \\ 0.0102 & -3.5648 \end{pmatrix}$$

(2.22)

$$\tilde{\hat{J}}_x = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$$

(2.23)

$$\tilde{\hat{J}}_y = i \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$$

(2.24)
Inserting the projected components \( \hat{J}_x \) and \( \hat{J}_y \) into the commutator,

\[
[\hat{J}_x, \hat{J}_y] = i \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix},
\]

yields a matrix that is not equal to \( i\tilde{J}_z \). The observation that one of the commutation relations is not satisfied is sufficient to conclude that the ground state crystal field doublet manifold of \( \text{Pr}^{3+} \) in \( \text{Pr}_2\text{Sn}_2\text{O}_7 \) cannot be approximated as a \( j_{\text{eff}} = \frac{1}{2} \). As will be discussed in the next two chapters, such an approximation is in fact valid for two \( \text{Co}^{2+} \)-based systems \( \alpha\text{-CoV}_3\text{O}_8 \) [75] and \( \text{Co}_{0.03}\text{Mg}_{0.97}\text{O} \) [18], systems whose coordination polyhedra are minimally distorted.

## 2.5 Concluding Remarks & Future Directions

Despite the success of the monopole confinement model utilising a linear potential, it must be conceded that, as described in §2.4.3, the linear potential is only valid for short distances and consequently, the exact potential and the corresponding Hamiltonian’s eigenvalues must differ from \( z_n \), albeit possibly smaller than experimental error. Therefore, future investigations involving the modification of the form of the relevant potential in Hamiltonian may present a fruitful avenue for future research. One approach is to apply an effective screening term to the potential [273], corresponding to

\[
V(x) = \lambda |x| e^{-|x|/l},
\]

where \( l \) is a characteristic length scale. Another, but possibly more relevant potential [255] is one that obeys the behaviour at the limits of Eq. 2.15 defined by both Eqs. 2.16 and 2.17 such as

\[
V(x) = \lambda \frac{|x|}{|x| + h},
\]

where \( h \) denotes the height of the potential. In contrast to Eq. 2.26 where the potential disappears at large distances, the potential described by Eq. 2.27 behaves as a screened Coulomb potential [274], approaching a linear \( \lambda |x| \) and a
constant $\lambda h$ potential in the limits of small and large values of $|x|$, respectively. In terms of experimental work, one extension of this work would be to remeasure the low energy dynamics of other QSI candidates (e.g. Pr$_2$Zr$_2$O$_7$ [165, 197]) to determine if these systems exhibit similar non-negligible monopole tensions, while another future avenue consists of exploring the effects of external perturbations on the tension such as the application of external magnetic fields and pressure [250].

To summarise, high resolution cold neutron inelastic scattering measurements on polycrystalline Pr$_2$Sn$_2$O$_7$ have revealed a previously unreported fine structure to the low energy excitation spectrum consisting of a series of unevenly spaced nearly-dispersionless magnetic excitations. A quantum confinement model with a linear potential $\lambda |x|$ accounts for the fine structure suggesting these magnetic excitations are a direct spectroscopic observation of interacting magnetic monopole quasiparticles resulting from a finite tension between them. The success of the monopole confinement model for Pr$_2$Sn$_2$O$_7$ encourages future studies on QSI with the ultimate goal of understanding exactly how monopole confinement affects other physical properties of QSI.
Chapter 3

Ordered magnetism in the intrinsically decorated $\alpha$-CoV$_3$O$_8$

3.1 Introduction

Introducing disorder into condensed matter systems often suppresses common mean-field phases and transitions in favour of states that exhibit unusual critical properties [44, 194, 197, 275–283]. Examples of such exotic behaviour in insulating systems include the study of quenched disorder through doping in both model magnets [284, 285] and liquid crystal systems [286–288]. While the presence of strong disorder disrupts translational symmetry, often resulting in a glassy phase [289] with long range order destroyed for all length scales, the presence of weak disorder can give rise to phases displaying distinct responses for differing length scales. For example, in model random field systems near a phase transition, critical thermal fluctuations dominate until the length scale of the order parameter becomes large enough where static terms originating from the induced disorder dominate [290, 291]. Examples of new disordered-induced phases include the concept of “Bragg glass” [292–296] that were first postulated in the context of flux lattices in superconductors [297–299] where Bragg peaks exist,
however other properties reflect a glass type response. A further example of unusual phases in the presence of disorder is the Griffiths phase [300–302] that were first suggested in the context of Ising ferromagnets, where an ordered local region co-exists within a globally disordered phase. So far, the search for new disordered-induced phases have been limited to introducing disorder by doping in the case of solid state materials, or porous media for liquid crystals [287, 303–305] and quantum fluids [306–310].

One example of theoretical efforts to understand the effects of quenched disorder on the order parameter near a phase transition is random field theory which relates disorder to the lowering of the dimensionality of the underlying universality class [311, 312]. Model random magnets [284, 285, 313, 314] have played a significant role in the development and validation of such theories with an important example being the dilute Ising antiferromagnets such as Fe$_x$Zn$_{1-x}$F$_2$ [278, 315–317] (Fe$^{2+}$, $L = 2$ and $S = 2$) and Mn$_x$Zn$_{1-x}$F$_2$ [318, 319] (Mn$^{2+}$, $L = 0$ and $S = \frac{3}{2}$). In these magnets, the random occupancy introduced through doping combined with a magnetic field results in a tunable random field. While these systems show a competition between static and thermal fluctuations driving magnetic order, the dynamics are largely unaltered by the introduction of weak disorder [320, 321] and therefore the magnets with weak quenched disorder have collective dynamics very similar to the parent compounds. Despite significant interest in the community [322], the amount of systems that have been shown to host such exotic phases as described above have been limited, in particular, there are few examples of definitive “Bragg glass” and Griffiths phases. In this chapter, the search for these exotic phases has shifted towards $\alpha$-CoV$_3$O$_8$, a system where disorder is not introduced through doping, but rather is inherit to the crystallographic symmetry and therefore is a situation where magnetic disorder is introduced despite the presence of structural order.

In contrast to the disordered systems described above, where the disorder is a consequence of an addition external to the original system (e.g. doping [278, 315–319], porous media [303, 308, 309], etc.), and thus can be finely tuned [323], the disorder in $\alpha$-CoV$_3$O$_8$ is simply inherent to its $Ibam$ crystal structure. As illustrated in Figs. 3.1(a) and (b), the proposed crystal structure of $\alpha$-CoV$_3$O$_8$ consists of zig-zag chains of edge-sharing MO$_6$ octahedra (M = Co$^{2+}$ and V$^{4+}$) running along $c$ [79]. With the exception of a single crystallographic constraint corresponding to a local selection rule requiring that one Co$^{2+}$ and one V$^{4+}$ reside on opposite sides of the O(5) bridging oxygen (Fig. 3.1(c)), the $Ibam$ structure of $\alpha$-CoV$_3$O$_8$ consists of a random distribution of metal cations.
along the zig-zag chains. A combination of the proposed random metal cation distribution with both evidence [79] for dominant antiferromagnetic exchange coupling from DC susceptibility and Ising anisotropy due to local axial octahedral distortions and spin-orbit coupling, suggests that $\alpha$-CoV$_3$O$_8$ may represent a potential alternative route for the investigation of disordered-induced physics.

**Figure 3.1** Proposed [79] crystal structure of $\alpha$-CoV$_3$O$_8$ (Ibam, #72) along the (a) bc and (b) ac planes, consisting of zigzag chains of edge-sharing MO$_6$ (M = Co$^{2+}$, V$^{4+}$) octahedra running parallel to c. (c) Local constraint of the Ibam structure. Metal sites opposite of the bridging O(5) must be occupied by one Co$^{2+}$ and one V$^{4+}$, with the O(5) situated closer to the V$^{4+}$ site. (d) Crystal structure of $\alpha$-ZnV$_3$O$_8$ (Iba2, #45). In contrast to Ibam, the Iba2 structure consists of an ordered alternating distribution of Zn$^{2+}$ and V$^{4+}$ along the zigzag chains [324].

In this chapter, both the crystal-magnetic structure and fluctuations of $\alpha$-CoV$_3$O$_8$ are characterised. This chapter consists of five sections discussing our results including this introduction and a subsequent section on experimental details. The characterisation of the static nuclear-magnetic structure are first presented. High resolution single crystal x-ray and neutron diffraction data confirmed both the disordered Ibam crystal structure and the presence
of local octahedral distortions. A combination of single crystal magnetic neutron diffraction and single crystal DC susceptibility identified the presence of ferromagnetic correlations between Co\(^{2+}\) cations within the \(ab\) plane, in addition to a dominant antiferromagnetic coupling along \(c\). Low energy critical scattering is consistent with 3D Ising behaviour attributable to the \(j_{\text{eff}} = \frac{1}{2}\) Co\(^{2+}\) ions. However, in contrast to the intrinsically disordered \(Ibam\) crystal structure, by applying the first moment sum rule of neutron scattering, it was determined that the excitations are well described by an ordered Co\(^{2+}\) arrangement. This chapter concludes with a section discussing the experimental results in the context of models for disordered magnets and the role of spin-orbit coupling through a comparison of model magnets in a random field.

### 3.2 Experimental Details

#### 3.2.1 Sample Preparation

Single crystals of \(\alpha\)-CoV\(_3\)O\(_8\) were grown using a modified “self-flux” heating routine for \(\alpha\)-CoV\(_2\)O\(_6\) [325]. Precursor polycrystalline samples of \(\alpha\)-CoV\(_2\)O\(_6\) were first synthesised by a standard solid-state reaction consisting of heating a stoichiometric mixture of Co(CH\(_3\)CO\(_2\))\(_2\) \cdot 4\) H\(_2\)O (Sigma-Aldrich, 98%) and V\(_2\)O\(_5\) (Alfa Aesar, 99.6%) in air for 12 h at 650°C, then for 48 h at 725°C, followed by quenching in liquid nitrogen [76, 326]. A mixture of the \(\alpha\)-CoV\(_2\)O\(_6\) polycrystalline precursor and V\(_2\)O\(_5\) in a 3:2 ratio in the presence of approximately 0.01% (\(w/w\)) of B\(_2\)O\(_3\) (Alfa Aesar, 98.5%) was heated in a vacuum sealed quartz tube at 780°C for 24 h and subsequently cooled to 700°C at a rate of 1°C hr\(^{-1}\). After 24 h of heating at 700°C, the sample was cooled to 600°C at a rate of 1°C hr\(^{-1}\) and subsequently quenched to room temperature.

Polycrystalline samples of \(\alpha\)-CoV\(_3\)O\(_8\) and \(\alpha\)-ZnV\(_3\)O\(_8\) were synthesised by a standard solid-state reaction consisting of heating a stoichiometric mixture of CoO (Alfa Aesar, 95%) or ZnO (Alfa Aesar, 99.99%), VO\(_2\) (Alfa Aesar, 99%) and V\(_2\)O\(_5\) for 96 h at 650°C under static vacuum in a sealed quartz tube with intermittent grindings until laboratory powder x-ray diffraction confirmed no discernable impurities [324, 327]. All stoichiometric mixtures of polycrystalline precursors were first mixed thoroughly together and finely ground to homogeneity with acetone using an agate mortar and pestle. The mixtures were pressed into \(\sim 2\) g pellets using a uniaxial press and subsequently placed in alumina crucibles.
or directly in quartz ampoules for reactions performed in air and in vacuum, respectively. Unless otherwise stated, all heating routines involved a ramping rate of 5°C min⁻¹ and samples were furnace cooled back to room temperature.

3.2.2 Laboratory X-ray Diffraction

Single crystal x-ray diffraction was performed at 120 K on a 0.011 mg single crystal of α-CoV₃O₈ with dimensions of 0.40 × 0.11 × 0.09 mm³ using monochromated Mo Kα radiation on an Oxford Diffraction SuperNova dual wavelength diffractometer equipped with an Atlas CCD detector and an Oxford Cryostream-Plus low-temperature device. Data collection, integration, scaling, multiscan absorption corrections and indexing were performed using the CrysAlisPro v1.171.37.35e software package [328]. The structure solution was performed using a direct approach method with the SHELXS-97 program in Olex2 [329].

Room temperature powder diffraction patterns of α-CoV₂O₆, α-CoV₃O₈ and α-ZnV₃O₈ were collected over 2θ = [5, 70]° in 0.0365° steps on a Bruker D2 Phaser laboratory x-ray diffractometer using monochromated Cu Kα radiation.

All structural refinements for single crystal and polycrystalline measurements were performed using the JANA2006 [330] and GSAS [331] Rietveld refinement program packages, respectively, and are summarised in Appendix B. For the single-crystal refinement, the solved structure was refined by a full-matrix least squares against $F^2$ using only data $I > 3\sigma(I)$.

3.2.3 DC Magnetic Susceptibility

A 7.7 mg single crystal of α-CoV₃O₈ with dimensions of 2 × 1 × 1 mm³ was aligned along the three principal axes. All crystal alignments were performed with polychromatic Laue backscattering diffraction employing adapted photostimulable plates using the Fujifilm FCR Capsula XL II system [332]. The temperature dependence of ZFC magnetisation for all three principal axes was measured on a Quantum Design MPMS in an external DC field $\mu_0H_{ext} = 0.5$ T applied parallel to the particular axis of interest. Measurements were performed in 2 K steps spaced linearly from 2 K to 300 K.
3.2.4 Neutron Single Crystal Diffraction

Neutron single crystal diffraction experiments were performed on the SXD [333, 334] time-of-flight instrument at the ISIS spallation source. The SXD diffractometer employs the time-of-flight Laue technique. The combination of a polychromatic incident beam falling on a stationary sample surrounded by 11 ZnS scintillator PSDs covering $\Omega \sim 2\pi$ sr enables quick access to a large amount of reciprocal space with minimal sample movement during data collection. A 0.4312 g single crystal of $\alpha$-CoV$_3$O$_8$ with dimensions of $13.2 \times 4.1 \times 2.1$ mm$^3$ as illustrated in Fig. 3.2(d) was mounted on the end of a 6 mm aluminium pin with aluminium tape, vertically suspended from a liquid helium 50 mm bore Orange cryostat providing $\omega$-motion in an accessible temperature range of 1.5 to 300 K. Diffraction data was collected at both 5 K and 50 K for three different single crystal frames with an accumulated charge of 1300 $\mu$A-h ($\sim 8$ h). After each temperature change, the sample was allowed to thermalise for 15 minutes. Reflection intensities were extracted, reduced and integrated to structure factors using standard SXD procedures, as implemented in SXD2001 [333–335].

3.2.5 Inelastic Neutron Time-of-Flight Scattering Spectroscopy

All inelastic neutron scattering experiments were performed on the direct geometry MARI [336, 337] and indirect geometry IRIS [103] time-of-flight spectrometers located at ISIS. Neutron spectroscopic measurements were performed on powders as preliminary measurements found the signal from single crystals to be weak. High-energy measurements ($> 2$ meV) on 32.6 g of $\alpha$-CoV$_3$O$_8$ and 31.9 g of $\alpha$-ZnV$_3$O$_8$ were performed on the direct geometry MARI spectrometer. The $t_v$ chopper was operated at 50 Hz in parallel with a Gd chopper spun at 350, 300 and 250 Hz with incident energies $E_i = 150, 60$ and 15 meV, respectively, providing an elastic resolution of 5.87, 1.82 and 0.321 meV, respectively. A thick disk chopper spun at $f = 50$ Hz reduced the background from high-energy neutrons. A top loading Displex CCR provided an accessible temperature range of 5 to 600 K.

For lower energies, measurements on 15.1 g of $\alpha$-CoV$_3$O$_8$ were performed on the indirect geometry IRIS spectrometer. As an indirect geometry spectrometer, the final energy $E_f$ was fixed at 1.84 meV by cooled PG002 analyser crystals in near backscattering geometry. The graphite analysers were cooled to reduce
thermal diffuse scattering [104], providing an elastic resolution of 17.5 µeV. A top loading Displex CCR provided an accessible temperature range of 5 to 580 K.

3.2.6 Neutron Powder Diffraction

Neutron diffraction measurements on 1.8 g of polycrystalline α-CoV₃O₈ were performed on the BT-4 thermal triple axis spectrometer [338] at the NIST Center for Neutron Research (NCNR). Incident and scattering neutron energies were set to 14.7 meV (λ=2.3592 Å), selected by vertically focussing PG002 monochromator and analyser crystals with PG filters located before and after the sample to reduce higher-order neutron contamination. The Söller horizontal collimator configuration downstream order was 60′-monochromator-80′-sample-80′-analyser-60′-detector. A top loading liquid helium 50 mm bore Orange cryostat provided an accessible temperature range of 1.5 to 300 K. θ-2θ measurements were collected at both 3 K and 300 K over 2θ = [15, 90]° in 0.2° steps (|Q| = [0.695,3.766] Å⁻¹ in 0.009 Å⁻¹ steps). Magnetic order parameter measurements were performed at 2θ = 41.6° (|Q| = 1.89 Å⁻¹) over T=[3, 32] K in 0.1 K steps.

3.3 Results & Analysis

3.3.1 Crystal Structure

As illustrated in Fig. 3.2(a) and summarised in Tabs. B.2-B.4, single crystal x-ray diffraction at 120 K confirmed an orthorhombic unit cell (a = 14.29344(4) Å, b = 9.8740(3) Å, c = 8.34000(3) Å) with a volume of 1185.60(6) Å³, corresponding to Z = 8. Systematic extinctions provided Ibam (#72, Fig. 3.1(a,b)) and Iba2 (#45, Fig. 3.1(d)) as possible space groups, with statistical analysis of the intensity data favouring the centrosymmetric Ibam. In a procedure analogous to previous studies on hydrothermally grown single crystals, the structure was solved using direct methods [79]. The corresponding unit cell was found to consist of three metal sites with octahedral (16k), tetrahedral (8j) and trigonal bipyramidal (8j) coordination, with Co²⁺ and V⁴⁺ with half occupancies independently distributed over the 16k site and V⁵⁺ with full occupancies in the latter two 8j sites. Structural refinements utilising 910 out of a total of 985 measured
reflections confirmed two important conclusions from previous studies \[79, 327\]. Firstly, \(\text{Co}^{2+}\) and \(\text{V}^{4+}\) are both randomly and equally distributed over the 16\(k\) site with refined occupancies of 0.506(6) and 0.494(4), respectively. Secondly, the large refined anisotropic displacements resulting from placing the O(5) oxygen in the 8\(f\) position with full occupancy support the local selection rule consisting of \(\text{Co}^{2+}\) and \(\text{V}^{4+}\) occupying respective positions on opposite sides of the O(5) bridging oxygen ligand, as illustrated in Fig. 3.1(c).

### 3.3.2 DC Magnetic Susceptibility

As summarised by Tab. 3.1 and Fig. 3.2(a), DC susceptibility measurements along all three principal axes indicates that \(\alpha\)-CoV\(_3\)O\(_8\) behaves as a Curie-Weiss paramagnet at high temperatures and undergoes an antiferromagnetic transition at 19.5(5) K, corresponding to a \(T_N\) much greater than previously reported \(T_N\) of 8.2 K for crystals grown hydrothermally \[79\]. Fig. 3.2b presents a fit of the high temperature data (\(T=\{200,300\}\) K) to the Curie-Weiss law, yielding Curie-Weiss temperatures \(\theta_{\text{CW}}\) of 9.5(7), 2(1), \(-21.3(2)\) K for \(\mu_oH_{\text{ext}}\) applied along \(a\), \(b\) and \(c\), respectively. The small \(\theta_{\text{CW}}\) with an average \(\theta_{\text{CW}} = 3.2(4)\) K is suggestive of either weak exchange interactions or the presence of multiple and nearly cancelling ferro/antiferromagnetic interactions resulting in the experimentally observed small average. The differences in the constants measured along different directions is also indicative of an anisotropy in the system likely originating from the distortion of the local octahedra \[20, 76\].

<table>
<thead>
<tr>
<th>Crystallographic Axis</th>
<th>(C) (emu K/mol)</th>
<th>(p_{\text{eff}}) ((\mu_B))</th>
<th>(\theta_{\text{CW}}) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>3.525(9)</td>
<td>5.310(7)</td>
<td>9.5(7)</td>
</tr>
<tr>
<td>(b)</td>
<td>3.31(2)</td>
<td>5.15(2)</td>
<td>2(1)</td>
</tr>
<tr>
<td>(c)</td>
<td>3.354(2)</td>
<td>5.180(2)</td>
<td>(-21.3(2))</td>
</tr>
<tr>
<td>Average</td>
<td>3.396(7)</td>
<td>5.213(7)</td>
<td>(-3.2(4))</td>
</tr>
</tbody>
</table>

Table 3.1 Curie-Weiss parameters for \(\alpha\)-CoV\(_3\)O\(_8\) in an external DC field \(\mu_oH_{\text{ext}} = 0.5\) T applied parallel to the three principal axes. Numbers in parentheses indicate statistical errors.
Figure 3.2  (a) $F^2_{\text{obs}} - F^2_{\text{calc}}$ plot for the refinement of single crystal x-ray diffraction data collected at 120 K ($R_F^2=1.65\%$, $R_{wF}^2=2.38\%$ and $\chi^2=1.47$), yielding a refined Ibam unit cell ($a=14.29344(4) \, \text{Å}$, $b=9.8740(3) \, \text{Å}$, $c=8.34000(3) \, \text{Å}$). (b) Temperature dependence of the DC magnetic susceptibility in $\mu_0 H_{\text{ext}} = 0.5 \, \text{T}$ applied parallel to the three principal axes. Red lines indicate Curie-Weiss fits. (c) Single crystal neutron diffraction intensity pattern collected at 5 K in the $(H0L)$ scattering plane. Black ellipses indicate nuclear Bragg reflections. Arrows indicate strong magnetic Bragg reflections. (d) $F^2_{\text{obs}} - F^2_{\text{calc}}$ for the joint nuclear-magnetic refinement of single crystal neutron diffraction data on a (inset) single crystal of $\alpha$-CoV$_3$O$_8$ collected at 5 K ($R_F^2=8.34\%$, $R_{wF}^2=8.98\%$, $R_{F}^{2\text{mag}}=23.44\%$ and $\chi^2=3.18$), utilising a propagation vector $k=(1,1,1)$ with the $P_{1ccn}$ Shubnikov magnetic space group. Schematic illustration of the refined magnetic structure of $\alpha$-CoV$_3$O$_8$ along the (e) $bc$ and (f) $ab$ planes with the Co$^{2+}$ having a 50% occupancy. The orientation of the refined magnetic moments on Co$^{2+}$ are indicated by red arrows. (g) illustrates the ordered Iba2 space group with each Co$^{2+}$ site fully occupied and the black octahedra representing non-magnetic V$^{4+}$ sites.
As illustrated in Fig. 3.2(b), the magnetisation does not approach zero in the low temperature limit after the antiferromagnetic transition. Instead, its value for all three principal axes plateaus at 2 K which indicates the possibility for the presence of paramagnetism at lower temperatures, although no measurements were conducted below 2 K. In contrast to the $d^7$ Co$^{2+}$ moments that can couple via $e_g$ orbitals, coupling between the $d^1$ V$^{4+}$ moments are exclusively via $t_{2g}$ orbitals which is predicted to be much weaker [53, 54, 56] and thus more likely to exhibit paramagnetic behaviour. In fact, V$^{4+}$ paramagnetism is supported by the observation that the saturated moment in the low temperature limit corresponds to 0.150(2) $\mu_B$, a value consistent with a strongly reduced V$^{4+}$ effective paramagnetic moment predicted to occur in the presence of strong spin-orbit coupling and octahedral distortions as has been previously observed experimentally in Na$_2$V$_3$O$_7$ [339, 340]. Finally, the average effective paramagnetic moment of 5.213(7) $\mu_B$ is smaller than the predicted moment of 5.6 $\mu_B$ for Co$^{2+}$ in an octahedral environment as studied in CoO [341] and assuming a 1:1 ratio of high spin Co$^{2+}$ and V$^{4+}$, confirming that both spin-orbit and distortion effects play a significant role [326] in the magnetism of $\alpha$-CoV$_3$O$_8$, a topic that will be later addressed with inelastic neutron scattering in §3.3.4.

### 3.3.3 Magnetic Structure

As shown in Fig. 3.2(c) and summarised in Tabs. B.5-B.7, single crystal neutron diffraction confirmed both an absence of any structural distortion away from the $Ibam$ space group down to 5 K and the appearance of additional Bragg reflections confirming long range magnetic ordering as measured by previous DC susceptibility measurements [79]. Since DC susceptibility measurements suggested that V$^{4+}$ remained paramagnetic down to at least 2 K, the refinement of single crystal neutron diffraction data collected at 5 K assumed that the magnetic Bragg reflections were exclusively due to Co$^{2+}$ that were randomly distributed throughout the 16$k$ metal sites. The random distribution of Co$^{2+}$ was accomplished by constraining the occupancy of each metal site to a value of $\frac{1}{2}$. The additional magnetic Bragg reflections were successfully indexed using a propagation vector $\mathbf{k} = (1, 1, 1)$ with the $P_{ccn}$ (#56.376) Shubnikov space group [342]. The propagation vector $\mathbf{k} = (1, 1, 1)$ was initially chosen as it corresponds to the first point of symmetry reduction by removing body-centering symmetry with the same structural unit cell [343]. Subsequently, utilising the aforementioned value of $\mathbf{k}$, a symmetry analysis was performed in
With a \( \mathbf{k} = (1, 1, 1) \), the symmetry analysis considers which models were compatible — following the symmetry operations of the group, but excluding body-centering — with the restriction that moments at \((x, y, z)\) are antiferromagnetically aligned with those moments at \((x + \frac{1}{2}, y + \frac{1}{2}, z + \frac{1}{2})\). Four models were found to be compatible, with the \( P_{1ccn} \) (#56.376) Shubnikov space group yielding the best match.

Tab. 3.2 summarises the results of a joint nuclear and magnetic refinement utilising 5086 out of a total of 5120 measured reflections at 5 K (Fig. 3.2(d)), confirming a strong preference for the \( P_{1ccn} \) Shubnikov space group of Ibam over \( P_{1cc2} \) of Iba2. The refined magnetic moment for \( \text{Co}^{2+} \) was found to be \( \mu = 3.53(2) \ \mu_B \) with \( \mu_a, \mu_b \) and \( \mu_c \) as 1.35(5) \ \mu_B, 1.16(5) \ \mu_B \) and 3.05(5) \ \mu_B \), respectively. \( \alpha\)-CoV\(_3\)O\(_8\) adopts a magnetic structure consisting of effective pairs of 2D layers in the \( ab \) plane, separated from one another by a non-magnetic layer consisting of tetrahedrally coordinated \( \text{V}^{5+} \), as illustrated in Fig. 3.2(f). Within these 2D layers, \( \text{Co}^{2+} \) spins are ferromagnetically coupled along both \( a \) and \( b \), corresponding to inter-chain superexchange interactions. These 2D layers come in pairs with each offset from one another by \([0.1858 a, 0.1508 b, 0.1194 c]\) with the pair being antiferromagnetically coupled to the adjacent pair along \( c \), corresponding to intra-chain superexchange interactions.

**Table 3.2** Comparison of the refined magnetic moment’s components assuming random (Ibam) and ordered (Iba2) distribution of \( \text{Co}^{2+} \) and \( \text{V}^{4+} \) on the metal sites of \( \alpha\)-CoV\(_3\)O\(_8\). The goodness-of-fit metric \( \chi^2 \) and residuals from the magnetic refinement of neutron single crystal diffraction data collected at 5 K suggests that \( \text{Co}^{2+} \) and \( \text{V}^{4+} \) are randomly distributed. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (Ibam)</th>
<th>Value (Iba2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_a )</td>
<td>1.35(5) \ \mu_B</td>
<td>1.30(6) \ \mu_B</td>
</tr>
<tr>
<td>( \mu_b )</td>
<td>1.16(5) \ \mu_B</td>
<td>1.09(8) \ \mu_B</td>
</tr>
<tr>
<td>( \mu_c )</td>
<td>3.05(4) \ \mu_B</td>
<td>2.32(5) \ \mu_B</td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td>3.18</td>
<td>5.15</td>
</tr>
<tr>
<td>( R_{F2} )</td>
<td>8.38%</td>
<td>10.59%</td>
</tr>
<tr>
<td>( R_{wF2} )</td>
<td>8.99%</td>
<td>14.57%</td>
</tr>
<tr>
<td>( R_{F2\text{mag}} )</td>
<td>24.13%</td>
<td>32.28%</td>
</tr>
</tbody>
</table>

### 3.3.4 Inelastic Neutron Scattering

Motivated by the random distribution of \( \text{Co}^{2+} \) and \( \text{V}^{4+} \), multiple ferro-/antiferromagnetic interactions and the presence of strong spin-orbit coupling, the
spin dynamics of $\alpha$-CoV$_3$O$_8$ was investigated with neutron inelastic scattering. All inelastic scattering intensities were normalised to absolute units using the paramagnetic approximation [107]. As discussed in Appendix I, the normalisation procedure consists of using both Co and V as internal incoherent standards [106, 344] to calculate an absolute calibration constant $A$ converting vanadium-corrected scattering intensities $\tilde{I}(Q, E)$ to the differential scattering cross section $d^2\sigma/dE d\Omega$ which was then converted to the dynamic structure factor $S(Q, E)$ by

$$A\tilde{I}(Q, E) = \frac{d^2\sigma}{dE d\Omega} = \left(\frac{2r_o}{\gamma r_o}\right)^2 g_J^2 2 |f(Q)|^2 S(Q, E), \quad (3.1)$$

where it is understood that $S(Q, E)$ is $S^{zz}(Q, E) = \frac{\text{Tr}\{S^{\alpha\beta}(Q,E)\}}{3}$, $\left(\frac{2r_o}{\gamma r_o}\right)^2$ and $g_J^2$ equals to 73 mb sr$^{-1}$ and the Landé $g$-factor, respectively, while the factor of 2 corresponds to the paramagnetic cross section [99, 106, 107, 345]. The value for the Landé $g$-factor is discussed in Appendix E. Hereafter, all neutron scattering quantities with a tilde (for example $\tilde{S}(|Q|, E)$), denote the inclusion of the magnetic form factor squared $|f(Q)|^2$.

**Spin-Orbit Transitions**

As will be discussed in much further detail in both Appendix E and Chapter 4, Co$^{2+}$ ($L = 3$ and $S = \frac{3}{2}$) in an octahedral crystal field environment can be projected onto a ground state with an effective orbital angular momentum [20] of $l = 1$. As a consequence of the projection of $\hat{L}$ with $L = 3$ onto $\hat{l}$ with $l = 1$, a projection factor [76, 341] $\alpha$ of $-\frac{3}{2}$ is introduced, yielding a new projected spin-orbital Hamiltonian $\hat{H}_{S.O.} = \alpha \hat{l} \cdot \hat{S}$. Diagonalising the projected spin-orbit Hamiltonian results in three spin-orbit split Kramers doublets [18, 47, 346] characterised by an effective angular momentum $\hat{j} = \hat{l} + \hat{S}$ with eigenvalues $j = j_{\text{eff}}$ of $\frac{1}{2}$, $\frac{3}{2}$, and $\frac{5}{2}$. The $j_{\text{eff}} = \frac{3}{2}$ and $\frac{5}{2}$ manifolds are separated in energy from the $j_{\text{eff}} = \frac{1}{2}$ ground state doublet manifold by $\frac{3}{2}\alpha \lambda$ and $\frac{5}{2}\alpha \lambda$, respectively [20]. Based on the work performed on Co$_{0.03}$Mg$_{0.97}$O [18], it can be assumed that for pure CoO [18], $|\alpha \lambda| \sim 24$ meV, in contrast to the theoretical single-ion value of $\sim 35$ meV, possibly indicative of coupling to the $^4P$ excited state. Therefore for an undistorted octahedra, using the value as determined for Co$_{0.03}$Mg$_{0.97}$O, one would expect a crystal field excitation at $\sim 36$ meV. In this section, the magnetic excitations in $\alpha$-CoV$_3$O$_8$ are investigated using neutron spectroscopy in order to determine if its ground state can be considered as a $j_{\text{eff}} = \frac{1}{2}$.  
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Neutron inelastic scattering measurements (Figs. 3.3(a)-(c)) on polycrystalline $\alpha$-CoV$_3$O$_8$ with an $E_i$ of 150, 60 and 15 meV, respectively at 5 K revealed two clear low $|Q|$ excitations at $\sim 5$ meV and $\sim 25$ meV. To prevent any weak magnetic signal of interest from being masked by strong phonon bands, a scaled inelastic scattering spectrum $\tilde{S}(|Q|, E)$ was calculated by the subtraction of corresponding $S_M(|Q|, E)$ for $\alpha$-ZnV$_3$O$_8$ measured at identical experimental conditions as a background [3]. Neutron inelastic scattering investigations of $\alpha$-ZnV$_3$O$_8$ on MARI found no evidence of correlated V$^{4+}$ moments over the energy range reported here. The scaling factor $\tilde{\gamma}$ for the background was calculated from the ratio between energy-integrated cuts of $\tilde{S}(|Q|, E)$ of $\alpha$-CoV$_3$O$_8$ and $\alpha$-ZnV$_3$O$_8$ along $|Q|$ at high $|Q|$, thereby normalising by the phonon scattering. The use of $\alpha$-ZnV$_3$O$_8$ as a background not only removes the constant and $|Q|^2$-dependent background contributions but the presence of V$^{4+}$ in both compounds allows for
the isolation of magnetic fluctuations solely attributable to Co$^{2+}$. As illustrated in Figs. 3.3(d)-(g), the use of α-ZnV$_3$O$_8$ as an effective background revealed that the origin of the low-|Q| excitations must be due to Co$^{2+}$ exclusively, excluding the possibility of any contribution from V$^{4+}$.

Following the analysis of inelastic scattering measurements on monoclinic and triclinic polymorphs of CoV$_2$O$_6$ [76], the low-|Q| excitations in α-CoV$_3$O$_8$ can be understood as transitions between different spin-orbit manifolds. A comparison between the inelastic spectra of CoV$_2$O$_6$ and α-CoV$_3$O$_8$ suggests that the excitations at ∼ 5 meV and ∼ 25 meV are due to transitions within the $j_{\text{eff}} = \frac{1}{2}$ manifold and between the $j_{\text{eff}} = \frac{1}{2}$ and $j_{\text{eff}} = \frac{3}{2}$ manifolds, respectively. In α-CoV$_3$O$_8$, these modes appear much broader than in CoV$_2$O$_6$; this will be discussed later. Such an assignment is supported by the observation that the transition at ∼ 5 meV is gapped at 5 K in the magnetically ordered regime, as illustrated in Figs. 3.3(g). Such a gap would be a consequence of the Zeeman splitting of the $j_{\text{eff}} = \frac{1}{2}$ manifold due to the internal molecular field caused by long range ordering in the Néel phase [76]. Once the temperature is raised above $T_N$, the molecular field would be significantly reduced due to the loss of magnetic order, resulting in the disappearance of a gap, as is experimentally observed in Fig. 3.3(g).

In the context of this assignment in terms of $j_{\text{eff}}$ spin-orbit split manifolds, a difference between α-CoV$_3$O$_8$ and monoclinic α-CoV$_2$O$_6$ is the absence of an observable ∼110 meV magnetic excitation (Fig. 3.3(a)). As was previously calculated for CoV$_2$O$_6$ [76], in addition to the strong excitations for the intra-$j_{\text{eff}} = \frac{1}{2}$ and the $j_{\text{eff}} = \frac{1}{2}$ to $j_{\text{eff}} = \frac{3}{2}$ transitions, the intensity of the $j_{\text{eff}} = \frac{1}{2}$ to $j_{\text{eff}} = \frac{5}{2}$ transition scales with the distortion of the local coordination octahedra [21, 347] with the transition being absent for a perfect octahedra like in rocksalt and cubic CoO [18]. α-CoV$_3$O$_8$ exhibits a much weaker octahedral distortion ($\delta = 11.106(8)$) than α-CoV$_2$O$_6$ ($\delta = 55$) and is thus expected to have a significantly weaker intensity. This is also in agreement with previous results on triclinic γ-CoV$_2$O$_6$ (with $\delta = 2.1$ and 4.8 for the two different Co$^{2+}$ sites) which failed to observe a $j_{\text{eff}} = \frac{5}{2}$ transition [76]. A distortion of the local octahedra around the Co$^{2+}$ site should result in an anisotropic term in the magnetic Hamiltonian [265, 347, 348]. Given the powder average nature of the dynamics (discussed below), this particular study is not sensitive to this term. However, the consistency of the inelastic response with the $j_{\text{eff}}$ description discussed above in terms of the energy response is also consistent with other Co$^{2+}$ where a local distortions of the octahedra exists [21, 76]. In the next subsection, it will be shown that by applying the sum rules of neutron scattering,
the lowest magnetic excitation corresponds to a $j_{\text{eff}} = \frac{1}{2}$ manifold, thus providing further evidence for the interpretation outlined above of the low energy magnetic excitations in terms of pure $j_{\text{eff}}$ levels.

**Total Moment Sum Rule**

To confirm the assignment of the 5 meV signal as excitations within the ground state $j_{\text{eff}} = \frac{1}{2}$ manifold, the total integrated spectral weight at 5 K of the lowest lying excitation was calculated. As derived in Appendix H, the total moment sum rule of neutron scattering [106, 349–352] states that the sum of all spectral weight is defined by

\[
\frac{3 \int d^3Q \int dES(Q, E)}{\int d^3Q} = j(j+1),
\]

where $S(Q, E) \equiv S^{zz}(Q, E)$ denotes the magnetic component of the dynamic structure factor $\tilde{S}_{ij}^{zz}(Q, E)$ that has been further renormalized by $|f(Q)|^2$. The extra factor of 3 has been included to assure consistency with the definition of $S(Q, E) \equiv S^{zz}(Q, E)$ given by Eq. J.7 in the paramagnetic approximation. A measurement of the integrated intensity is therefore sensitive to the effective $j$ of the manifold of levels being integrated over. Eq. 3.2 can be simplified by integrating out the angular dependence and cancelling common terms resulting in an integral $L$ defined by

\[
L(|Q|) = \frac{3 \int d|Q| |Q|^2 \int dES(|Q|, E)}{\int d|Q||Q|^2}.
\]

The total integral $L$ is uniquely a function of $|Q|$ and represents an integration of the magnetic density of states over all energies including both elastic and inelastic channels in the cross section [106]. With $j_{\text{eff}} = \frac{1}{2}$, the total moment sum rule (Eq. 3.2) would predict a value of 0.75 for the total integrated intensity.

Since the assignment discussed above based on spin-orbit transitions assumes that the $\sim$5 meV excitation and the elastic cross section is exclusively due to excitations within the $j_{\text{eff}} = \frac{1}{2}$ manifold, all quantities in Eq. 3.2 were projected onto the ground state doublet manifold by the projection theorem of angular momentum [3, 47]. As discussed in Appendix E, the projection onto the ground state doublet required defining the projected value of the Landé $g$-factor $g_J$ as
$g'_J = \frac{13}{3}$ and the effective angular momentum $j_{\text{eff}}$ as $\frac{1}{2}$ [20, 353].

Before proceeding, although one may be tempted to project the individual eigenvalues of $S$ in Eq. H.11 utilising the logic outlined in Appendices C and E, such a projection is ultimately incorrect. The projection onto the $j_{\text{eff}} = \frac{1}{2}$ is completely accounted for by the use of a projected Landé $g$-factor $g'_J$. As described in Appendix E, the Landé $g$-factor is a projection factor, as deduced from the projection theorem (Appendix C) accompanying a projection from the effective magnetic moment $\hat{M} = g_L \hat{L} + g_S \hat{S}$ onto a total angular momentum $\hat{J}$. In the current investigation, the projection performed is from $\hat{M}$ onto an effective total angular momentum $\hat{j} = \hat{I} + \hat{S}$, where the effective label reflects the initial projection of the orbital angular momentum operator $\hat{L}$ onto an effective $\hat{I}$ with eigenvalue $l=1$. To differentiate the projection of $\hat{M}$ onto $\hat{J}$ and $\hat{M}$ onto $\hat{j}$, a prime is placed on $g_J$ for the latter case, as will be the convention for the remainder of this Thesis.

Figure 3.4 (a) Magnetic scattering $\tilde{S}_M(|Q|, E)$ of $\alpha$-CoV$_3$O$_8$ measured on MARI at $T = 5$ K with an $E_i$ of 15 meV and the corresponding (b) $|Q|$-dependence of the total integrated inelastic ($E=[2,8]$ meV) magnetic scattering intensity $L$. Regions I, II and III denote “get-lost” tube-, magnetic- and phonon/form factor-dominated regions, respectively.
As illustrated in Fig. 3.4, the total integrated inelastic intensity of \( S(|Q|, E) \equiv S^{zz}(|Q|, E) \) given by \( L(|Q|) \) (Eq. 3.3) saturates at 0.15(1). Combining the integral of the inelastic contribution and an elastic contribution of \( \left( \frac{\mu}{g \mu_B} \right)^2 \) = 0.66, yields a total integral of 0.81±0.14, in good agreement with the total moment predictions for \( j_{\text{eff}} = \frac{1}{2} \) of 0.75. The agreement further confirms the assignment of the low energy excitations to transitions within the ground state \( j_{\text{eff}} = \frac{1}{2} \) spin-orbit doublet manifold.

With the low energy excitations being successfully approximated by pure \( j_{\text{eff}} \) manifolds, the effective paramagnetic moment \( p_{\text{eff}} \) of 5.213(7) \( \mu_B \) that was calculated from DC susceptibility may be addressed. Given that the \( j_{\text{eff}} = \frac{1}{2} \) and \( j_{\text{eff}} = \frac{3}{2} \) manifolds are separated by \( \sim 24 \) meV (\( \sim 278 \) K), both are significantly thermally populated at the high temperatures used for the Curie-Weiss fit. In such a high temperature regime, one would expect a \( p_{\text{eff}} \) of \( g_s \sqrt{S(S+1)} = 3.9 \mu_B \), which is significantly less than the measured value as has been commonly observed for other magnets based on Co\(^{2+} \) in octahedral coordination [76, 326, 346, 354]. The extra component measured with susceptibility may be accounted for by noting that V\(^{4+} \) contributes \( g_s \sqrt{S(S+1)} = 1.7 \mu_B \). Therefore the addition of the contributions to \( p_{\text{eff}} \) from both Co\(^{2+} \) and V\(^{4+} \) corresponds to a total predicted \( p_{\text{eff}} = 5.6 \mu_B \), in close agreement with the experimental data, with the small discrepancy potentially attributable to the fact that the \( j_{\text{eff}} = \frac{5}{2} \) manifold is still not significantly populated at T\( \sim 300 \) K. Although it is worth noting that an additional and distinct possibility for a much larger measured effective paramagnetic moment may be a strong orbital contribution as has been observed for the case of CoO [355, 356], where the orbital contribution is significant, corresponding to approximately \( \frac{1}{3} \) of the total ordered moment.

### 3.3.5 Critical Exponents

Despite the similarities between the inelastic spectra of \( \alpha\)-CoV\(_3\)O\(_8\) and CoV\(_2\)O\(_6\), one difference is the bandwidth of the low energy excitation that has been assigned to the \( j_{\text{eff}} = \frac{1}{2} \) manifold. As illustrated in Fig. 3.3(g), in contrast to both polymorphs of CoV\(_2\)O\(_6\), \( \alpha\)-CoV\(_3\)O\(_8\) exhibits a broad peak in energy whose bandwidth is approximately 20 times that of instrumental resolution. Such a large bandwidth could be accounted for by magnetic exchange coupling between spins [76, 357, 358]. However, an alternative explanation may lie in the intrinsic cationic disorder inherent to the disordered Ibam structure of \( \alpha\)-CoV\(_3\)O\(_8\) [79]. Such large cationic disorder would result in a distribution of cationic sites and
correspondingly a spread of spin-orbit transitions as has been shown for multiple doped systems [170, 220, 317, 320, 359–361], and thus perhaps such disorder may also explain the large bandwidth in \( \alpha \)-CoV\( _3 \)O\( _8 \) due to a distribution of molecular fields splitting the \( j_{\text{eff}} = \frac{1}{2} \) manifold. In this subsection, such a possibility is investigated using a critical scaling analysis.

**Scaling Analysis**

The presence of such disorder would result in temperature being the dominant energy scale. To investigate this possibility, the temperature dependence of the Co\( ^{2+} \) spin fluctuations was analysed using a scaling analysis previously employed for the charge-doped cuprates [362–366]. For paramagnetic fluctuations, critical scattering theory assumes a single energy scale, the relaxation rate \( \Gamma \) is dominant [64]. If \( \Gamma \) is driven by temperature, then it can be shown that the energy-temperature dependence of the uniform dynamic susceptibility \( \chi''(E,T) \), follows \( \frac{T}{T} \) scaling [362, 363] given by

\[
\frac{\chi''(T, E)}{\chi''(T = 0 K, E)} = \arctan \left\{ \sum_{i=0} a_i \left( \frac{E}{T} \right)^{2i+1} \right\},
\]

where \( \chi''(T = 0 K, E) \) denotes the value of \( \chi'' \) in the limit of \( T = 0 \) K and all even powers are excluded in the sum to satisfy detailed balance, requiring \( \chi'' \) to be an odd function of energy [365]. For this particular analysis, the value of \( \chi''(T, E) \) was calculated by first subtracting a temperature independent background from the measured \( S(T, |Q|, E) \). The contribution of the background was determined by an algorithm previously employed for Fe\( _{1+x} \)Te\( _0.7 \)Se\( _0.3 \) [367] and polymer quantum magnets [368]. The algorithm is based on the requirement that all inelastic scattering must obey detailed balance accounting for both sample environment and other temperature-independent scattering contributions and thus isolating the fluctuations exclusively due to Co\( ^{2+} \). The background-subtracted dynamic structure factor was then converted to \( \chi''(T, |Q|, E) \) via the fluctuation-dissipation theorem [369]

\[
\chi''(T, |Q|, E) = g^2 \mu_B^2 \pi \left\{ \frac{1}{n(E,T) + 1} \right\} S(T, |Q|, E),
\]

where \( n(E,T) \) is the Bose factor. Finally, \( \chi''(T, |Q|, E) \) was integrated over
$|Q| = [0, 3]$ and $[0, 2]$ Å$^{-1}$ for measurements on MARI and IRIS, respectively. As illustrated in Fig. 3.5(c), $\frac{E}{T}$ scaling adequately accounts for the experimental data with the need for only two refined constants of 3.2(1) and 0.8(2) for $a_0$ and $a_2$, respectively, since the inclusion of higher order terms in Eq. 3.4 did not improve the fit. The success of $\frac{E}{T}$ scaling suggests that $\Gamma \propto T^\nu$ and the larger value of $a_0$ over all other terms suggests $\nu \leq 1$.

The value of $\nu$ was refined using a modified scaling algorithm previously employed to detect anomalous scaling in the vicinity of a quantum critical point for CeCu$_2$Si$_2$ and CeCu$_{6-x}$Au$_x$ [370–372]. Utilising the single relational energy mode approximation and the Kramers-Kronig relations [254], the uniform dynamic susceptibility can be approximated as a Lorentzian-like response [21, 362, 373–378] given by

$$\chi'' = \chi' \left\{ \frac{ET}{E^2 + \Gamma^2} \right\}, \quad (3.6)$$

where $\chi'$ is the static susceptibility and $\Gamma \propto \xi^{-1}$ where $\xi$ is the correlation length [379]. If one assumes both the single energy scale $\Gamma = \gamma (T - T_N)^\nu$ and the static susceptibility $\chi' = \frac{C}{T}$, where $\gamma$ and $C$ are constants of proportionality, then Eq. 3.6 assumes the form

$$\chi'' = \frac{C}{\gamma (T - T_N)^\nu} \left\{ \frac{E}{\gamma (T - T_N)^\nu} \right\} \frac{1 + \left( \frac{E}{\gamma (T - T_N)^\nu} \right)^2}{1 + \left( \frac{E}{\gamma (T - T_N)^\nu} \right)^2}. \quad (3.7)$$

The first assumption leading to Eq. 3.7 stems from the fact that the scaling properties of the dynamics are being investigated near the vicinity of an ordering transition at $T_N \sim 19$ K and not a quantum critical point as in the cuprates and heavy fermion systems [372, 380, 381], a fact that was reflected in Fig. 3.5(c) by defining $\chi''(T = 0, E)$ as the value at 24 K. The second assumption is based on the paramagnetic behaviour observed with DC susceptibility at high temperatures, suggesting $\chi'$ should adopt a Curie-Weiss form [362, 380]. As illustrated in Fig. 3.5(d), the scaling relation (Eq. 3.7) provides a good description of the experimental data over four orders of magnitude in $\frac{E}{T}$, yielding a refined $\nu$ of 0.636(10). It is important to note that the refined value of $\nu$ is not consistent with random dilute 3D Ising behaviour where $\nu = 0.683(2)$, but instead is consistent with the ordered 3D Ising universality class with a $\nu = 0.6312(3)$ [64, 382–386]. While scaling and critical scattering typically only applies near the
phase transition, work on other transition metal based compounds has found critical scattering that scales up to high temperatures in the paramagnetic regime [357, 387].

Figure 3.5 |Q|-integrated cuts of $\tilde{S}(|Q|, E)$ measured on (a) MARI and (b) IRIS at various temperatures. Horizontal lines indicate instrumental resolution. (c) Energy and temperature dependence of the normalised $\chi''$ calculated from |Q|-integrated cuts of $\tilde{S}_M(|Q|, E)$ measured on both IRIS at MARI. (d) Compilation of the energy-temperature dependence of |Q|-integrated $\chi''$ as calculated in (c). As discussed in the main text, the data is described by a Lorentzian relaxational form (Eq. 3.7), revealing scaling behaviour consistent with $\Gamma \propto (T - T_N)^{\nu}$. The line of best fit yields $\nu = 0.636(10)$, corresponding to a global minimum of $\chi^2$ as illustrated in the inset. All panels share the same temperature scale (top horizontal intensity bar). All |Q|-integrated cuts on MARI and IRIS are from |Q|=[0,3] Å$^{-1}$ for $E_i=15$ meV and from |Q|=[0,2] Å$^{-1}$ for $E_f=1.84$ meV, respectively.
**Magnetic Order Parameter**

The scaling analysis in the previous subsubsection found that the critical fluctuations are consistent with an ordered three dimensional Ising universality class and is consistent with the DC susceptibility data presented above. Consequently, while the excitations are separated into distinct $j_{\text{eff}}$ manifolds, the scaling analysis indicates that the distortion does introduce an anisotropy term in the magnetic Hamiltonian influencing the critical dynamics outlined in the previous subsubsection. In an attempt to further deduce the universality class of CoV$_3$O$_8$, neutron diffraction measurements were performed on polycrystalline $\alpha$-CoV$_3$O$_8$ to extract further critical exponents. As illustrated in Fig. 3.6(a), polycrystalline $\alpha$-CoV$_3$O$_8$ exhibits long range magnetic ordering at 3 K, in agreement with both single crystal DC susceptibility (Fig. 3.2(b)) and single crystal neutron diffraction (Fig. 3.2(c)) measurements. The temperature dependence of the scattering intensity of the (212) magnetic Bragg reflection is displayed in Fig. 3.6(b), corresponding to the square of the magnetic order parameter [388] $\phi$, given by the power-law dependence

$$I(T) \equiv \phi^2(T) \propto (T_N - T)^{2\beta},$$

yields a refined $T_N$ of 18.8(6) K in agreement with DC susceptibility measurements and a refined $\beta$ of 0.28(7). Although the value of $\beta$ is in agreement with the predicted value of 0.326 for the ordered 3D Ising universality class [64], the large statistical error also implies agreement with the predicted value for the random dilute 3D Ising model of 0.35 [382–385]. Therefore, the critical magnetic fluctuations are in agreement with expectations from both ordered and disordered 3D Ising behaviour.
3.3.6 First Moment Sum Rule, Local Cation Ordering & Single Mode Approximation

In order to deduce further information concerning both the dimensionality $d$ and the microscopic exchange constants $J$, a combination of the first moment sum rule of neutron scattering and the single mode approximation was employed. The determination of the values for $J$ and $d$ begin with the Hohenberg-Brinkman first moment sum rule [389] given by

\[
\langle E \rangle(Q) = \int dE E S(Q,E) = -\frac{2}{3} \sum_{i,j} n_{ij} J_{ij} \langle \hat{S}_i \cdot \hat{S}_j \rangle (1 - \cos(Q \cdot d_{ij})) \tag{3.9}
\]
and its powder-average

\[ \langle E \rangle (|Q|) = -\frac{2}{3} \sum_{i,j} n_{ij} J_{ij} \langle \mathbf{S}_i \cdot \mathbf{S}_j \rangle \left\{ 1 - \frac{\sin(|Q||d_{ij}|)}{|Q||d_{ij}|} \right\}, \]  

(3.10)

as derived in Appendix H, where \( n_{ij}, J_{ij}, \langle \mathbf{S}_i \cdot \mathbf{S}_j \rangle \) and \( d_{ij} \) denote the number of individual exchange interactions, the exchange constant, the spin-spin correlator and the displacement vector between spins at sites \( i \) and \( j \), respectively [76, 351, 390].

Since all of the inelastic intensity measured at 5 K on MARI with an \( E_i = 15 \) meV shown in Fig. 3.3(g) corresponds to excitations within the ground state \( j_{\text{eff}} = \frac{1}{2} \), proven by the total moment sum rule, then the single mode approximation (SMA) can be applied [351, 391]. The single mode approximation, applicable to a situation where the excitation spectrum is dominated a single coherent mode, allows for the dynamic structure factor to be written as \( S(Q, E) = S(Q) \delta[\epsilon(Q) - E] \), where \( \delta[\epsilon(Q) - E] \) assures energy conservation [76, 106, 349, 368, 392]. Applying the single mode approximation to the first moment sum rule yields

\[ S(Q, E) = -\frac{2}{3} \frac{1}{\epsilon(Q)} \sum_{i,j} n_{ij} J_{ij} \langle \mathbf{S}_i \cdot \mathbf{S}_j \rangle \left\{ 1 - \cos(Q \cdot d_{ij}) \right\} \delta[\epsilon(Q) - E], \]  

(3.11)

providing a quantitative relationship between \( S(Q, E) \) and the dispersion \( \epsilon(Q) \) and by extension, a measure of the dimensionality [76, 106, 393, 394]. For numerical purposes, the delta function was approximated as a Lorentzian with a FWHM equal to that of the calculated experimental resolution width of 0.24 meV at 5 meV transfer on MARI. Eqs. 3.9-3.11 assume the presence of Heisenberg exchange and thus excludes exchange anisotropy [76, 349, 351, 391]. It is important to note that the exclusion of any anisotropy terms is simply a first approximation based on the success of the isotropic exchange model to account for experimental data in a variety of other Co\(^{2+}\)-based systems such as CoV\(_2\)O\(_6\), KMn\(_{1-x}\)Co\(_x\)F\(_3\) and Mn\(_{1-x}\)Co\(_x\)F\(_2\) [76, 284, 346, 353, 395]. In fact, there is evidence that anisotropic exchange is not negligible in \( \alpha\)-CoV\(_3\)O\(_8\). Such experimental evidence includes equal intensities for transitions within the ground state manifold and between the ground state and first excited state.
manifolds [20, 346], as illustrated in Fig. 3.3(f). Another piece of evidence is
the presence of a weak signal at $\sim 1$ meV at low energy transfer measurements,
as illustrated in Fig. 3.3(g) that may be indicative of anisotropic breakdown
of magnetic excitations [20, 76, 106, 349, 396]. The non-negligible value of
anisotropic exchange in $\alpha$-CoV$_3$O$_8$ is indeed expected due to the distorted
coordination octahedra around Co$^{2+}$ ($\delta \sim 11$) and has been observed in $\alpha, \gamma$-
CoV$_2$O$_6$ with similar distortion parameters [76, 77] but will be excluded in the
context of the current discussion.

**First Moment Sum Rule & Cation Order**

This section utilises the first moment sum rule of neutron scattering to provide
an estimate of the exchange constants in $\alpha$-CoV$_3$O$_8$. Fig. 3.7(a) shows the
background subtracted first moment $\langle E \rangle (|Q|)$ at 5 K was successfully described by
the powder averaged first moment sum rule (Eq. 3.10) incorporating all possible
15 Co$^{2+}$–Co$^{2+}$ distances in the $\alpha$-CoV$_3$O$_8$ unit cell from $|d_{ij}| = [3.209, 7.669]$ Å.
As summarised by Tab. 3.3, a least squares optimisation revealed that only six
unique distances possess non-negligible $-n_{ij}J_{ij}\langle \hat{j}_i \cdot \hat{j}_j \rangle$ values. Before proceeding,
it is important to note that the use of $\hat{j}$ in the correlator instead of $\hat{S}$ was because
all scattering intensities were normalised by $g'$. Two particular distances with
negligible $-n_{ij}J_{ij}\langle \hat{j}_i \cdot \hat{j}_j \rangle$ contributions are 3.209 Å and 3.540 Å corresponding
to the nearest neighbour and metal site distances across the O(5) bridging
ligand, respectively. The absence of the latter is expected due to the local
selection rule [79] as illustrated in Fig. 3.1(c), but the absence of the nearest
neighbour distance is inconsistent with a random distribution of Co$^{2+}$ inherent
to the disordered Ibam structure previously deduced by diffraction measurements
(Fig. 3.2). Upon closer inspection of the $\alpha$-CoV$_3$O$_8$ unit cell, these six distances
were shown to correspond to the unique distances found exclusively in the ordered
Iba2 structure [324] as illustrated in Figs. 3.7(c) and (d), confirming an ordered
arrangement of Co$^{2+}$.

While this analysis indicates the distances are consistent with the ordered Iba2
structure, there are two potential caveats. Because the product $-n_{ij}J_{ij}\langle \hat{j}_i \cdot \hat{j}_j \rangle$ is measured, (i) the value of $n_{ij}$ may not be negligible but instead the correlator
$\langle \hat{j}_i \cdot \hat{j}_j \rangle$ can; (ii) and/or the exchange constants $J_{ij}$ may themselves be negligible.
To address issue (i), the correlator $\langle \hat{j}_i \cdot \hat{j}_j \rangle$ has been calculated based on energy-
integrated magnetic diffraction data (Tab. 3.3) and found it to be substantial for
all distances. Argument (ii) may be addressed by pointing out that some distances
with negligible $n_{ij}J_{ij}$ have a Co$^{2+}$-$O^{2-}$-Co$^{2+}$ angle close to 180°, predicted by the Goodenough-Kanamori-Anderson rules to yield strong antiferromagnetic exchange [53, 54, 56].

**Figure 3.7** (a) $|Q|$-dependence of the first moment $\langle E \rangle$ as measured on MARI at $T=5$ K with an $E_i=15$ meV integrated over $E=[2,8]$ meV. A fit to the first moment sum rule (Eq. 3.10) reveals that only six distances $|d_{ij}|$ out to 7.5 Å possess non-negligible $nJ_{ij}$ values as illustrated in (b), and summarised in Tab. 3.3. For the purposes of comparison, distances present only in the ordered and disordered atomic arrangements are distinguished by purple and dark pink outline colours, respectively. Distances with non-negligible $nJ_{ij}$ contributions have a face colour corresponding to the illustration of the corresponding six interactions along the (c) $bc$ and (d) $ac$ planes of the $\alpha$-CoV$_3$O$_8$ unit cell. Both non-bridging oxygen atoms have been excluded and V$^{4+}$ ions have been reduced in size for the purposes of clarity. Two particular distances: 3.209 Å and 3.540 Å are absent as noted in (a), corresponding to nearest neighbour and bridging metal site distances, respectively.
Table 3.3 Distances $|\mathbf{d}_{ij}|$ with corresponding non-negligible refined values of $-n_{ij}J_{ij}(\hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j)$ and $n_{ij}J_{ij}$ from the fit of the first moment $\langle E \rangle(\mathbf{Q})$ ($E=[2.8]$ meV) at 5 K to the first moment sum rule [389]. The corresponding calculated spin-orbit corrected Curie-Weiss constant $\tilde{\theta}_{\text{CW}}$ (Eq. 3.12) is in close agreement with the experimentally determined Curie-Weiss constant averaged over all three principal directions $\bar{\theta}_{\text{CW,exp}}$. Numbers in parentheses indicate statistical errors.

| $|\mathbf{d}_{ij}|$ (Å) | $-n_{ij}J_{ij}(\hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j)$ (meV f.u.$^{-1}$) | $\langle \hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j \rangle$ | $n_{ij}J_{ij}$ (meV f.u.$^{-1}$) |
|-------------------------|---------------------------------|-----------------|-----------------|
| 5.200(2)                | 0.023(1)                        | $-0.420(2)$     | 0.055(1)        |
| 5.395(3)                | 0.17(1)                         | $-0.594(3)$     | 0.30(1)         |
| 5.6083(14)              | 0.016(2)                        | $0.484(2)$      | $-0.033(1)$     |
| 5.649(4)                | 0.098(2)                        | $0.417(3)$      | $-0.24(1)$      |
| 6.168(3)                | 0.08(1)                         | $-0.483(3)$     | 0.17(1)         |
| 7.3321(9)               | 0.13(1)                         | $0.595(4)$      | $-0.22(1)$      |

$\bar{\theta}_{\text{CW,exp}}$ $-3.2(4)$ K

$\bar{\theta}_{\text{CW}}$ $-0.24(15)$ K

The exchange constants $J_{ij}$ can now be extracted by dividing out the correlator from the $-n_{ij}J_{ij}(\hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j)$. Inserting the 6 values of $n_{ij}J_{ij}$ in the mean field expression for the Curie-Weiss temperature [37, 397]

$$\tilde{\theta}_{\text{CW}} = -\frac{S(S+1)}{3\zeta} \sum_{ij} n_{ij}J_{ij},$$

(3.12)

where $\zeta$ is a scale factor of 1.9 calculated by Kanamori [341], one obtains $-0.24(15)$ K, a value that is both small and negative, in agreement with the experimentally determined value of $-3.2(4)$ K. The close similarity between the calculated and experimentally determined values of $\theta_{\text{CW}}$ suggests that all relevant exchange interactions have been accounted for by the $Iba2$ structure. It is important to emphasise that this analysis assumes isotropic exchange and thus assumes the isotropic part of the magnetic Hamiltonian is dominant. While susceptibility data indicates some anisotropy, the similarity between the extracted exchange constants and the $\theta_{\text{CW}}$ lends support for the isotropic approximation. Future advances in both single crystal growth of this material and also higher flux neutron instrumentation will allow single crystal data to be obtained and the parameters refined.
Single Mode Approximation & Dimensionality

Since the first moment sum rule indicates the presence of multiple unique interactions spanning all three crystallographic directions in the Iba2 structure [324], it was suspected that a more intricate dispersion relation should be chosen for Eq. 3.11, such as the expression given by

$$\epsilon(Q) = (B_o + B_h \cos(2\pi h) + B_k \cos(2\pi k) + B_l \cos(2\pi l)$$
$$+ B_{hk}\{\cos[2\pi(h + k)] + \cos[2\pi(h - k)]\}$$
$$+ B_{hl}\{\cos[2\pi(h + l)] + \cos[2\pi(h - l)]\}$$
$$+ B_{kl}\{\cos[2\pi(k + l)] + \cos[2\pi(k - l)]\}$$
$$+ B_{2h} \cos(4\pi h) + \beta_{2k} \cos(4\pi k) + B_{2l} \cos(4\pi l))^{\frac{1}{2}},$$  \hspace{1cm} (3.13)$$

where $B_i$ are the dispersion parameters. The dispersion relation $\epsilon(Q)$ in Eq. 3.13 satisfies Bloch’s theorem [99] and has been previously used to parametrise the dispersion for more complex systems involving multiple exchange interaction pathways such as PHCC [349], whose large dispersions could not be adequately described with the heuristic model $\epsilon(Q) = \beta_o + \sum_i \beta_i \cos(Q \cdot d_{ij})$ [76, 368, 398].

As a first approximation, the parameters in Eq. 3.13 involving interactions between the principal axes were set to zero and each parameter along a particular principal axis was set to be equal (e.g. $B_h = B_{2h}$). This simple model effectively reduces Eq. 3.13 to the aforementioned simple heuristic model [76, 368, 398] and treats every exchange interaction as a combination of interactions along the three principal axes. As illustrated in Fig. 3.8, all major features of $\tilde{S}_M(|Q|, E)$ collected at 5 K, including the large bandwidth, was successfully accounted for by a least squares optimisation of the dispersion parameters. As summarised in Tab. 3.4, the refined dispersion parameters indicate the presence of three dimensional magnetism, consistent with the lack of significant asymmetry in the $|Q|$-integrated cut $\tilde{S}_M(E)_{|Q|}$ displayed in Fig. 3.8(c), as would be expected for both 1D and 2D magnetic fluctuations [106, 399, 400]. As summarised by Tab. 3.4, the dispersion parameters along $h$ and $l$ are both negative whilst the dispersion parameters along $k$ are positive with a larger magnitude. Both the signs and relative magnitudes of the dispersion parameters can be reconciled using the spin-flip hopping model [76, 401], where $B_i$ for a particular direction $i$ is interpreted as a hopping term whose value is proportional to the energy.
cost of a spin-flip $t \sim SJ$ along that particular direction. The negative $h$ and $k$ dispersion parameters correspond to ferromagnetic coupling along $a$ and $b$, respectively, while the larger positive $l$ dispersion parameters correspond to stronger antiferromagnetic coupling along $c$, all consistent with both DC susceptibility and the refined magnetic structure presented in Fig. 3.2. The ability to describe the powder average magnetic dynamic response in terms of a coherent sharp mode is further evidence that the broadening of the magnetic excitations is due to powder averaging and not due to the underlying disorder.

**Figure 3.8**  (a) $\tilde{S}_M(|Q|, E)$ measured on MARI at $T=5$ K with an $E_i=15$ meV. (b) $\tilde{S}_M(|Q|, E)$ calculated by the optimisation of all parameters $B_i$ in the heuristic model of $\epsilon(Q)$ in the single mode approximation of $\tilde{S}(Q, E)$ utilising the refined values of $-nJ_{ij}\langle S_i \cdot S_j \rangle$ from the first moment sum rule. (c) Comparison of $|Q|$-integrated cuts ($|Q|=0,3 \ \text{Å}^{-1}$) of measured and calculated $\tilde{S}_M(|Q|, E)$. For the purposes of comparison, non-optimised $|Q|$-integrated cuts for all three types of dimensionality $d$ are also presented. These cuts assume both $\epsilon(Q)$ possesses the same gap parameter $B_o$ obtained from the 3D SMA fit in (b) and each permissible set of parameters is equally weighted. (d) Comparison of the measured and calculated $|Q|$-dependence of the first moment $\langle E \rangle$ integrated over $E=\{2,8\}$ meV.
Table 3.4  Refined parameters of the heuristic dispersion relation in the single mode approximation of $\tilde{S}(|Q|, E)$ utilising the refined values of $-n_{ij}J_{ij}(\tilde{S}_i \cdot \tilde{S}_j)$ at 5 K summarised in Tab. 3.3. As a first approximation, the intra-plane dispersion parameters were fixed to zero. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Dispersion Parameter</th>
<th>Refined Value (meV²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_o$</td>
<td>28.2(3)</td>
</tr>
<tr>
<td>$B_h$</td>
<td>-1.13(2)</td>
</tr>
<tr>
<td>$B_k$</td>
<td>-4.63(4)</td>
</tr>
<tr>
<td>$B_l$</td>
<td>6.8(7)</td>
</tr>
<tr>
<td>$B_{hk}$</td>
<td>0</td>
</tr>
<tr>
<td>$B_{hl}$</td>
<td>0</td>
</tr>
<tr>
<td>$B_{kl}$</td>
<td>0</td>
</tr>
<tr>
<td>$B_{2h}$</td>
<td>-1.13(2)</td>
</tr>
<tr>
<td>$B_{2k}$</td>
<td>-4.63(4)</td>
</tr>
<tr>
<td>$B_{2l}$</td>
<td>6.8(7)</td>
</tr>
</tbody>
</table>

3.4 Discussion

3.4.1 Experimental limitations

There are several limitations to the analysis presented in this paper. The first is the use of $\alpha$-ZnV$_3$O$_8$ as a background for the analysis of the low temperature inelastic spectrum of $\alpha$-CoV$_3$O$_8$. As shown in Fig. 3.1(d), $\alpha$-ZnV$_3$O$_8$ crystallises in the cation ordered $Iba2$ space group [324] and is thus not completely isostructural to $\alpha$-CoV$_3$O$_8$. It can be argued that the local cation ordering deduced is an artefact of the $Iba2$ structure of the $\alpha$-ZnV$_3$O$_8$ background. To counter such a claim, it is worth pointing out that the scaling analysis as outlined in §3.3.5 utilised the same inelastic neutron scattering data, but only after the subtraction of an independently calculated temperature-independent background derived from detailed balance [367, 368], did the data provide a critical exponent $\nu$ consistent with pure 3D Ising behaviour. Such pure 3D Ising behaviour would be unexpected if Co$^{2+}$ was locally disordered.
Another limitation is the observation that the low temperature cooperative magnetism of \(\alpha\text{-CoV}_3\text{O}_8\) can be treated as exclusively due to coupling between Co\(^{2+}\) moments. The presence of a second magnetic disordered counter-cation is in contrast to the model dilute 3D Ising antiferromagnets where the counter-cations are non-magnetic and thus interactions between magnetic ions of one type (e.g. Fe\(^{2+}\)) are exclusively considered [278, 284, 318, 319, 402]. Such a situation was assumed to apply to \(\alpha\text{-CoV}_3\text{O}_8\) in the analysis presented so far as a first approximation since there is evidence that V\(^{4+}\) behaves paramagnetically; although it is highly unlikely that coupling between V\(^{4+}\) and other V\(^{4+}\) or Co\(^{2+}\) plays no role in the low temperature magnetism and thus the analogy to the dilute antiferromagnets such as Fe\(_x\)Zn\(_{1-x}\)F\(_2\) should be approached with caution. It is important to note that the apparent lack of influence of V\(^{4+}\) coupling, relative to coupling between Co\(^{2+}\) cations, may be due to the exclusive use of \(t_{2g}\) orbitals by V\(^{4+}\), in contrast to the \(e_g\) orbitals utilised by Co\(^{2+}\) which is predicted to give much stronger coupling [47, 53, 54, 56, 272].

A further limitation concerns the nature of the competing ferromagnetic and antiferromagnetic interactions in \(\alpha\text{-CoV}_3\text{O}_8\). In contrast to the Fe\(_x\)Zn\(_{1-x}\)F\(_2\) series [284, 320, 403], \(\alpha\text{-CoV}_3\text{O}_8\) exhibits both distinct ferromagnetic inter-chain and antiferromagnetic intra-chain coupling along the \(ab\) plane and along \(c\), respectively. Both ferromagnetic and antiferromagnetic coupling possess similar magnitudes as proven by their near cancellation corresponding to a Weiss temperature near zero. It is interesting to note that with an average Weiss temperature near zero combined with a \(T_N \sim 19\) K, the frustration index \(f = \left|\theta_{CW}/T_N\right| \lesssim 1\), implying an absence of frustration, a key contributor to the rich phase diagram of the dilute 3D Ising antiferromagnets [278] and a phenomenon one may expect to be present with the concurrent presence of both strong ferromagnetic and antiferromagnetic couplings. To address the concurrent presence of both ferromagnetic and antiferromagnetic couplings, it is worth noting that such a situation is reminiscent of another random dilute 3D Ising magnet system Fe\(_x\)Mg\(_{1-x}\)Cl\(_2\) where \(x > 0.55\), a series of compounds whose magnetic properties have been shown consistently to be qualitatively similar to that of Fe\(_x\)Zn\(_{1-x}\)F\(_2\) [404, 405]. To address the absence of frustration, it is worth noting that in contrast to the current study, previous work [79] on smaller hydrothermally grown crystals of \(\alpha\text{-CoV}_3\text{O}_8\) reported a \(T_N = 8.2\) K and a Weiss temperature of \(-32.1\) K, corresponding to a frustration index \(f \sim 4\), indicating evidence for significant frustration. Such contrasting behaviour provides strong evidence that sample dependence may play a significant role in determining the...
magnetic properties of α-CoV₃O₈, as has been consistently observed for the dilute antiferromagnets, whose response functions are significantly influenced by both sample quality and non-equilibrium physics [44, 284, 403]. The particular dependence on sample quality can be partially rationalised using recent work on α-ZnV₃O₈ [406]. Numerical simulations indicated that although the ordered-Iba2 arrangement was predicted to exhibit minimal frustration, if one instead assumed a disordered-Ibam arrangement, significant magnetic frustration was predicted to manifest itself as competing inter-chain couplings of similar magnitudes in the presence of a dominant antiferromagnetic intra-chain coupling. The contrasting behaviour between Iba2 and Ibam cationic arrangement may provide an explanation for the aforementioned difference in the experimentally determined frustration indices with samples possessing more disorder exhibiting a larger value of \( f \).

3.4.2 Disordered Ibam versus ordered Iba2?

An important contradiction arises from a combined analysis of x-ray and neutron diffraction, DC susceptibility and inelastic neutron spectroscopy measurements in that the disordered-Ibam structure is derived from diffraction measurements, however the dynamics are more consistent with an ordered-Iba2 arrangement of Co²⁺ ions. Such a contradiction may suggest that one of the models is in fact incorrect. Since the ordered-Iba2 arrangement was deduced from multiple experimental probes using multiple analysis techniques, one would be tempted to re-investigate the model deduced from single crystal diffraction. This particular re-investigation is further motivated by the observation that although one would expect diffuse scattering to appear for a disordered Ibam, no diffuse scattering is clearly visible in both x-ray and neutron diffraction data sets. The lack of diffuse scattering could readily be accounted for by the Iba2 structure where the spectral weight of the diffuse scattering would be incorporated into Bragg peaks. As summarised by Tabs. B.10-B.12 and Fig. B.1, structural refinements utilising 1638 out of a total of 1802 measured reflections and employing a Iba2 unit cell, yielded a negative anisotropic thermal factor for V(1), which was was not observed in the disordered-Ibam model, whilst all three goodness-of-fit metrics were of poorer quality compared to the refinement utilising an ordered-Ibam as previously presented in §3.3.1. The conclusion that the ordered-Ibam unit cell is the correct structure was confirmed employing single crystal neutron diffraction data from SXD. Assuming an ordered-Iba2
nuclear unit cell, the additional Bragg reflections appearing below $T_N$ were successfully indexed with a propagation vector $\mathbf{k} = (1,1,1)$ with the $P_{1\bar{c}2}$ ($\#27.86$) Shubnikov space group. As summarised by Tabs. 3.2, B.13, B.14 and Fig. B.2, a joint nuclear-magnetic refinement utilising 5086 out of 5120 measured reflections at 5 K, produced significantly poorer goodness-of-fit metrics compared to the ordered-$Ibam$ model. Despite both x-ray and neutron single crystal diffraction strongly favouring the disordered-$Ibam$ over the ordered-$Iba2$ model, the lack of diffuse scattering remains an open question. One likely possibility is that the diffraction data was collected over short collection times resulting in poor statistics, particularly for the single crystal neutron diffraction data collected on SXD, the data one would expect to see the diffuse scattering due to the stark contrast of coherent cross sections of cobalt and vanadium. Upon closer inspection Fig. 3.2(c), there appears to be some evidence for weak diffuse scattering around the (40-1) Bragg peak and thus suggests that with longer counting times, single crystal neutron diffraction may detect the diffuse scattering one would expect from the disordered-$Ibam$ model. Consequently, with the additional analysis outlined in above, diffraction strongly indicates that statically the arrangement of $\text{Co}^{2+}$ ions is disordered, however the collective long wavelength fluctuations, as deduced from neutron inelastic scattering, seem to average out this disorder. $\alpha$-CoV$_3$O$_8$ therefore appears to be magnetically ordered for longer lengthscales. The apparent robustness of $\alpha$-CoV$_3$O$_8$ to disorder is discussed below in the context of spin-orbit coupling and comparison to other model magnets in a random field.

### 3.4.3 Universality class of $\alpha$-CoV$_3$O$_8$

Ising anisotropy is experimentally supported by several observations discussed above: the presence of a significant octahedral distortion ($\delta \sim 11$) as deduced from a combination of single crystal x-ray and neutron diffraction data, the presence of 3D Ising fluctuations as deduced from both critical exponents $\nu$ and $\beta$, and the presence of strong spin-orbit coupling supported by neutron spectroscopy. 3D dimensionality ($d = 3$) is suggested based on the following: the values of the critical exponents $\nu$ and $\beta$, the non-zero refined values of all $h$, $k$ and $l$ dispersion parameters in $\epsilon(Q)$ reflecting both strong coupling in both the $ab$ plane and along $c$, in combination with the relatively weak anisotropy of the DC susceptibility.

The random magnetic cation distribution is supported by the refined $Ibam$ structure from both single crystal x-ray and neutron diffraction and the value of $\beta$. An additional observation is the intrinsic width of the AFM transition
as measured with DC susceptibility, reflected by the large experimental error of $\beta$ caused by the rounding of the order parameter measurement, as has been experimentally observed in other dilute 3D Ising antiferromagnets such as Co$_x$Zn$_{1-x}$F$_2$ [22]. The dilution of 3D Ising magnetism can be rationalised by the key observation that V$^{4+}$ appears to remain purely paramagnetic down to 2 K and thus has no significant influence on the low temperature cooperative magnetic properties of $\alpha$-CoV$_3$O$_8$, as proven by a combination of inelastic neutron scattering and DC susceptibility measurements.

3.4.4 Comparison between $\alpha$-CoV$_3$O$_8$ and Random Field Ising magnets

If one disregards the magnetic influence of V$^{4+}$, effectively treating the cation as a counter-ion such as Zn$^{2+}$ in Fe$_x$Zn$_{1-x}$F$_2$ or Mn$_x$Zn$_{1-x}$F$_2$, then the magnetism due to Co$^{2+}$ in $\alpha$-CoV$_3$O$_8$ may be regarded as being magnetically diluted by 50%. Additionally, it is important to note that the failure to observe strong structural diffuse scattering with x-ray and neutron diffraction measurements is suggestive of a lack of local cation ordering or gradients. These concentration gradients were noted in dilute model antiferromagnets [44, 402, 403, 407–409]. Such a combination of significant dilution and disorder would be expected to have a significant effect on the dynamics [44, 282, 283, 291, 320, 322, 361, 410–412]. In this sense, it is surprising that there seems to be little effect on the magnetic dynamics in $\alpha$-CoV$_3$O$_8$, where the magnetic excitations are consistent with a fully ordered cation arrangement. Such behaviour is suggestive that hydrodynamic and long wavelength fluctuations are not strongly sensitive to the disorder in $\alpha$-CoV$_3$O$_8$, in contrast with expectations based on theory [413, 414].

The robust nature of the dynamics to dilution and in particular disorder is analogous to several observations in dilute random field magnets and in particular the Fe$_x$Zn$_{1-x}$F$_2$ series [317, 415, 416], where sharp excitations are still observable for large amount of doping [320]. Unlike members of the Fe$_x$Zn$_{1-x}$F$_2$ series closer to the percolation threshold ($x_p \sim 0.24$) that exhibit spin glass behaviour [278, 316, 320, 410], Fe$_{0.5}$Zn$_{0.5}$F$_2$ assumes long range antiferromagnetic order in zero field with a $T_N$ corresponding to half of that of FeF$_2$ [417, 418]. The appearance of long range antiferromagnetic order as measured by DC susceptibility with a $\mu_0H_{ext} = 0.5$ T supports the claim that $\alpha$-CoV$_3$O$_8$ is not close to the percolation threshold, where even the smallest external field destroys
long range order, as is the case for $M_xZn_{1-x}F_2$, where $M = Co^{2+}$ and $Fe^{2+}$ [374]. However, the random field Ising magnet $Mn_xZn_{1-x}F_2$ [419, 420] does show strong effects of the disorder on the dynamics. Such behaviour is consistent with cases of random fields introduced through confinement where when the critical fluctuations have a similar length scale to the underlying disorder, the phase transition is strongly altered [44, 282, 291, 412, 421].

A key difference between $MnF_2$ and both $\alpha-CoV_3O_8$ and $FeF_2$ is the presence of strong crystal field effects and spin-orbit coupling in the latter two compounds [376, 415]. It is also worth noting that unlike the case of pure $CoO$ [3, 18, 341, 422–425] where the large and far reaching exchange constants result in a significant and ultimately problematic entanglement of spin-orbit levels, in the case of $\alpha-CoV_3O_8$, the exchange constants are weak and the Weiss temperature is near 0 K. Both observations suggest that the presence of both strong crystal field effects and spin-orbit coupling with well-separated $j_{\text{eff}}$ manifolds, as is the case for $\alpha-CoV_3O_8$, may be central to making the dynamics robust against strong disorder.

### 3.5 Concluding Remarks & Future Directions

Despite the successful description of the low temperature magnetic excitations of $\alpha-CoV_3O_8$ as collective excitations from an ordered-\textit{Iba2} arrangement of $j_{\text{eff}} = \frac{1}{2}$ $Co^{2+}$ moments coupled through a 3D network, there still remains numerous unanswered questions. Many of these unanswered questions stem from the experimental limitations of the current study as outlined in §3.4.1. These questions include determining the role of synthesis conditions, sample quality and non-equilibrium effects on the magnetic properties and intrinsic physics of $\alpha-CoV_3O_8$. Perhaps the most interesting questions stem from the strong analogy that was established between $\alpha-CoV_3O_8$ and the other random 3D Ising magnets in §3.4. Despite possessing different routes towards disorder: chemical dopants versus intrinsic crystallographic constraints (or lack thereof) in the case of $Fe_xZn_{1-x}F_2$ and $\alpha-CoV_3O_8$, respectively, the current data suggests a strong similarity between the systems’ low temperature magnetic properties. Such a strong similarity suggests that $\alpha-CoV_3O_8$ may exhibit random dilute 3D Ising behaviour or at the very least suggests that $\alpha-CoV_3O_8$ has the potential to exhibit such behaviour with optimised synthesis conditions. The possibility that random dilute Ising behaviour may be present in $\alpha-CoV_3O_8$ suggests that the
particularly contentious random field Ising model (RFIM) state may be induced in $\alpha$-CoV$_3$O$_8$ with the application of an external field [311, 426–431].

As alluded to in the concluding remarks of §3.4, perhaps the questions that may garner the most interest in the community may lie in the role of the chemical composition on the low temperature magnetism of these intrinsically disordered compounds. These questions include the effect of increasing/decreasing disorder and the choice of which elements (and oxidation states) are present. Not only are these questions extremely pertinent in the context of recent literature [32], but furthermore these questions can be addressed in a relatively straightforward and quickly parametrisable experimental method of chemical doping.

In summary, a combination of zero field diffraction, DC susceptibility and neutron spectroscopy measurements have indicated that the low temperature cooperative magnetism of $\alpha$-CoV$_3$O$_8$ is dominated by $j_{\text{eff}} = \frac{1}{2}$ Co$^{2+}$ cations randomly distributed over the $16k$ metal site of the $Ibam$ structure, thus corresponding to an intrinsically disordered magnet without the need for any external influences such as chemical dopants or porous media. Despite the intrinsic disorder, by employing the sum rules of neutron scattering, the collective excitations have been shown to not be significantly affected by the disorder, displaying behaviour consistent with an ordered-$Iba2$ arrangement of $j_{\text{eff}} = \frac{1}{2}$ Co$^{2+}$ moments over a macroscopic scale. These Co$^{2+}$ moments are coupled via a 3D network of competing ferromagnetic and stronger antiferromagnetic superexchange interactions within the $ab$ plane and along $c$, respectively, resulting in long range antiferromagnetic order of the Co$^{2+}$ moments at $T_N \sim 19$ K, despite a Weiss temperature near 0 K. A comparison of the current experimental results to the random 3D Ising magnets and other compounds where spin-orbit coupling is present indicate that both the presence of an orbital degree of freedom, in combination with strong crystal field effects and well-separated $j_{\text{eff}}$ manifolds may be key in making the dynamics robust against disorder.
4.1 Introduction

Magnetic interactions in the presence of an orbital degeneracy have provided the basis for understanding a variety of topics in materials science including metal-insulator transitions, high temperature superconductors, colossal magnetoresistance [432–434], and more recently Kitaev interactions [435–437]. Rocksalt CoO was the first orbitally degenerate compound to have its magnetic structure investigated using neutron diffraction, but the underlying exchange interactions are still not understood [438–441]. Despite decades of persistent research, calculations and experiment have been hindered by the complex electronic and orbital ground state of Co$^{2+}$.

4.1.1 Spin-Orbital Hamiltonian for Co$^{2+}$ in CoO

As first alluded to in §3.3.4, the starting point for understanding the spin-orbital Hamiltonian for Co$^{2+}$ ions is crystal field theory based on octahedral coordination [47, 261, 442, 443], as illustrated in Fig. 4.1 for rocksalt CoO [18, 341, 444]. As schematically shown in Fig. 4.2, the octahedral crystal field splits
the 5 degenerate $d$-orbitals ($^4F$) such that the $d^7$ electronic structure consists of five electrons occupying the lower energy $t_{2g}$ states and two electrons in the higher energy $e_g$ orbitals. This constitutes two orbital triplets ($^4T_{1,2}$) levels separated by $10Dq \sim 900$ meV [18], whose degeneracy and magnetic exchange are both based in the $t_{2g}$ channel. In contrast to systems based on $e_g$ mediated magnetic exchange and whose magnetic properties have been well understood (e.g. KCuF$_3$ [445]), the case of exchange involving degenerate $t_{2g}$ orbitals has proven more difficult [446].

As illustrated in Appendix E, the one hole occupying one of the three $t_{2g}$ orbitals means that the orbital degenerate $^4T_1$ level can be approximated to have an effective orbital angular momentum of $l = 1$ with a corresponding projection factor $\alpha = -\frac{3}{2}$ [18, 20, 21, 47, 76, 341, 447, 448]. Applying spin-orbit coupling, defined by $\alpha \hat{l} \cdot \hat{S}$ with $S = \frac{3}{2}$, to this orbital ground state results in three effective spin-orbit manifolds classified by an effective angular momentum of $j_{\text{eff}} = \frac{1}{2}, \frac{3}{2}$ and $\frac{5}{2}$, with $\hat{j}_{\text{eff}} = \hat{l} + \hat{S}$. The ground state is separated from the higher energy $j_{\text{eff}} = \frac{3}{2}$ states by $\frac{3}{2}\alpha \lambda \sim 36$ meV in the case of Co$_{0.03}$Mg$_{0.97}$O [18, 21].

Figure 4.1 Isometric projection of the room-temperature cubic rocksalt ($Fm\bar{3}m$, SG: 225/230) crystal structure of CoO [82, 440, 441]. The pair distances between first shell (nearest) neighbours, second shell (next-nearest) neighbours, etc. are denoted by $m = 1, 2, \text{ etc.}$, respectively.
Figure 4.2 Illustration of each contribution to the effective pair Hamiltonian $\hat{H}_{\text{pair}}$ (Eq. 4.4) for Co$_{0.03}$Mg$_{0.97}$O with ferromagnetic ($J < 0$) coupling. The left and right hand side correspond to Co$^{2+}$ ions 1 and 2, respectively, whose interaction is described by the effective exchange Hamiltonian $\hat{H}_{\text{ex}}'$ (4.3).

The total single-ion Hamiltonian for Co$^{2+}$ in magnetically ordered CoO [82–84, 424, 449, 450] can then be summarised by the single ion Hamiltonian

$$\hat{H}_{SI} = \hat{H}_{CF} + \hat{H}_{SO} + \hat{H}_{MF},$$  \hspace{1cm} (4.1)

where $\hat{H}_{CF}$, $\hat{H}_{SO}$ and $\hat{H}_{MF}$ are the octahedral crystal field, spin-orbit, and molecular field contributions, respectively [18, 76, 422, 448]. The effect of
magnetic ordering on the three spin-orbit manifolds can be illustrated by considering a single dominant next nearest neighbour $180^\circ \text{Co}^{2+}$-$\text{O}^{2-}$-$\text{Co}^{2+}$ superexchange $J_2$ [341] with

$$\hat{H}_{MF} = 2J_2z_2\langle \hat{S}_z \rangle\hat{S}_z,$$

where $z_2$ and $\hat{S}_z$ denote the number of $\text{Co}^{2+}$ neighbours and the $z$-axis of the spin operator, respectively [444]. As illustrated in Fig. 4.3, by considering only the predicted value of $J_2$ by Kanamori [341] in the mean field expression for $\hat{H}_{MF}$, a complex admixture of different molecular field split $\text{Co}^{2+}$ spin-orbit manifolds occurs in the presence of magnetic order [20, 341, 424, 444, 447].

![Figure 4.3](image)

**Figure 4.3** Illustration of molecular field-induced entanglement of the $\text{Co}^{2+}$ spin-orbit manifolds. The black lines denote the energy eigenvalues of the single-ion Hamiltonian $\hat{H}_{SI}$ in the presence of a molecular field $H_{MF}$. As reference, the mean field value of $H_{MF}$ using Kanamori’s original estimate of $J_2$ [341] in the Néel state of CoO is shown by the solid red line.
The strong magnetic ordered induced mixing of multiple \( j_{\text{eff}} \) manifolds in CoO is in contrast to many other Co\(^{2+}\) based magnets [63, 76, 451, 452] that have both weak exchange and molecular fields and thus exhibit weak mixing, such as was the case for \( \alpha\text{-CoV}_3\text{O}_8 \) in the preceding chapter. CoO is further complicated by the presence of significant spin-spin couplings over several shells of neighbours [341, 424, 425, 453, 454]. The extraction of the multiple spin exchanges in CoO is thus experimentally very difficult despite the simplicity of the rocksalt crystal structure (Fig. 4.1).

### 4.1.2 Spin-Orbital Hamiltonian for Co\(^{2+}\) in Co\(_x\)Mg\(_{1-x}\)O

To extract individual \( J \) constants for Co\(^{2+}\), inspired by the pioneering work on dilute Mn\(^{2+}\) [455–458] and Co\(^{2+}\) [18, 20] compounds, the dilute monoxide Co\(_{0.03}\)Mg\(_{0.97}\)O was measured using neutron inelastic spectroscopy. The high magnetic dilution prevents the system from assuming long range magnetic order [18]. The absence of long range magnetic order removes both the problematic molecular field discussed above and accompanying magnetoelastic distortions [82, 449, 459], thus suppressing strong mixing between the \( j_{\text{eff}} \) manifolds.

In addition to reducing the problematic \( H_{MF} \) contribution to effectively zero, such high magnetic dilution allows for the cooperative magnetism in Co\(_{0.03}\)Mg\(_{0.97}\)O to dominated by pairwise interactions between isolated Co\(^{2+}\) pairs. Such dominance of pairwise interactions can be rationalised from probabilistic arguments based on the observation that for a given random distribution of \( x \) Co\(^{2+}\) and \((1-x)\) Mg\(^{2+}\) ions, the number of Co\(^{2+}\) pairs and the number of pairwise interactions for a given geometry present in the lattice far outweighs the number of Co\(^{2+}\) triplets and corresponding interactions between three Co\(^{2+}\) cations. For example, if there are \( N \) ways that a cluster with a particular geometry of three sites \( XYZ \) can occur in a given crystal, the relative probabilities of an arrangement of 3 Mg\(^{2+}\), 1 Co\(^{2+}\), and 2 Mg\(^{2+}\) (and its permutations), 2 Co\(^{2+}\) and 1 Mg\(^{2+}\) (and its permutations), and 3 Co\(^{2+}\) occupying the three sites \( XYZ \) are \((1-x)^3\), \(x(1-x)^2\), \(x^2(1-x)\), and \(x^3\), respectively. Hence the ratio of numbers of spin pairs with \( XY \), \( XZ \), and \( YZ \) geometry to spin triplets with \( XYZ \) geometry in the lattice is \( \frac{1-x}{x} \), and thus for small \( x \), as is the case for Co\(_{0.03}\)Mg\(_{0.97}\)O, the number and hence neutron inelastic scattering intensities of Co\(^{2+}\) pair excitations far outweigh those from larger Co\(^{2+}\) clusters.

By approximating the cooperative magnetism in Co\(_{0.03}\)Mg\(_{0.97}\)O as being
determined exclusively by Co$^{2+}$ pair interactions and in particular, low-energy excitations within the lowest $j_{\text{eff}} = \frac{1}{2}$ doublet manifold with $\alpha j = \hat{S}$, the interaction energy $\hat{H}_{\text{ex}}$ in the diluted monoxide Co$_{0.03}$Mg$_{0.97}$O can be approximated by

$$\hat{H}_{\text{ex}} = 2J \hat{S}_1 \cdot \hat{S}_2 \sim \sim \alpha J \hat{j}_1 \cdot \hat{j}_2,$$

where $\hat{j}$ and $\tilde{\alpha} = 2(\alpha')^2$ denote an effective total angular momentum operator with $j = \frac{1}{2}$ and a projection factor, respectively. As illustrated in Fig. 4.2, $\hat{H}_{\text{ex}}$ describes individual $j_{\text{eff}} = \frac{1}{2}$ pair excitations as transitions between triplet ($\Gamma_{\text{eff}} = 1$) and singlet ($\Gamma_{\text{eff}} = 0$) levels separated by an energy of $\hbar \omega = \tilde{\alpha} J$ [270, 390, 457].

The projection factor $\tilde{\alpha}$, in this low energy approximation, can be calculated by diagonalising $\hat{H}_{\text{SI}} + \hat{H}_{\text{ex}}$, with $\hat{H}_{\text{MF}} = 0$ owing to the lack of long range magnetic order in Co$_{0.03}$Mg$_{0.97}$O [18]. Such a Hamiltonian is equivalent to the Hamiltonian for two (labelled 1 and 2) interacting Co$^{2+}$ ions given by

$$\hat{H}_{\text{pair}} = \alpha \lambda \hat{l}_1 \cdot \hat{S}_1 + \alpha \lambda \hat{l}_2 \cdot \hat{S}_2 + 2J \hat{S}_1 \cdot \hat{S}_2,$$

where the first two terms corresponds to the spin-orbit manifolds of individual Co$^{2+}$ ions, whilst the third term introduces interaction between their individual manifolds. As described in Appendix E, by considering $l = 1$ and $S = \frac{3}{2}$, this amounts to 144 basis states and a $144 \times 144$ matrix for this particular Hamiltonian in terms of the two-particle basis of $|l_1, m_{l,1}, s_1, m_{s,1} \rangle \otimes |l_2, m_{l,2}, s_2, m_{s,2} \rangle$, where $l_i, m_{l,i}, s_i$, and $m_{s,i}$ denote the eigenvalues corresponding to the $\hat{l}_i, \hat{l}_z,i, \hat{S}_i$, and $\hat{S}_{z,i}$ operators, respectively, for the $i^{th}$ particle. As illustrated in Fig. 4.4, in the limit of $J \ll \lambda$, the energy splitting within the $j_{\text{eff}} = \frac{1}{2}$ manifold $\Delta E (\frac{l}{J})$ is linear with $\tilde{\alpha} = \frac{\alpha}{\lambda}$ in agreement with the projection theorem of angular momentum [47, 270] as shown in Appendix G. Therefore, a neutron spectroscopy measurement of the pair excitations in dilute Co$_{0.03}$Mg$_{0.97}$O with low incident energies at base temperatures provides a value for the magnitude of exchange constant $|J|$ between a pair of Co$^{2+}$ ions.

While the excitation energy provides the magnitude $|J|$ [390], the neutron spectroscopic momentum dependence can be used to extract the corresponding intra-pair distance $R_m$, where $m$ denotes the coordination shell. By applying the powder-averaged Hohenberg-Brinkman first moment sum rule [389] and the single mode approximation [106, 351, 368, 391, 460] for an isolated pair as derived
in Appendix H, excitations from a $\text{Co}^{2+}$ pair have the following $|Q|$ dependence

$$S(|Q|) \propto \frac{|F(|Q|)|^2}{\hbar \omega_o} \left( 1 - \frac{\sin(|Q||R_m|)}{|Q||R_m|} \right), \quad (4.5)$$

where $|F(|Q|)|^2$ is the magnetic form factor. Since the modulation is solely dependent on the intra-pair distance $R_m$, an excitation can be assigned to a particular pair and corresponding coordination shell in the $Fm\bar{3}m$ structure as illustrated in Fig. 4.1.

Figure 4.4 The black curve denotes the pair energy splitting as a function of the normalised exchange $\Delta E (|J|/\lambda)$. The points are measured energy positions from Fig. 4.7. The grey line is the same relationship derived using the projection theorem (Appendix G) in the large-$\lambda$ limit [47, 270].
4.2 Experimental Details

4.2.1 Materials Preparation

Two polycrystalline samples of Co$_{0.03}$Mg$_{0.97}$O were synthesised for this particular investigation. The first was synthesised by traditional solid-state methods as outlined by Cowley et al. [18]. A second sample of Co$_{0.03}$Mg$_{0.97}$O was made using solution techniques by mixing stoichiometric amounts of Mg(NO$_3$)$_2$ · 6H$_2$O and Co(NO$_3$)$_2$ · 6H$_2$O. The solid mixture was dissolved in CH$_3$CH$_2$OH and stirred for 1 h and heated to 70°C for 12 h, yielding a pink gel. The gel was heated in air to 600°C with a heating rate of 20°C/h, reacted for 24 h, subsequently heated to 1000°C with a heating rate of 150°C/h, held for an additional 48 h, and finally cooled to room temperature by switching off the furnace. The gel was reground, remixed and reheated until room temperature powder x-ray diffraction measurements with a Bruker D2 phase laboratory diffractometer using a Cu K$_{α,1,2}$ source confirmed no discernible impurities. Details concerning the synthesis and treatment of MgO and CoO samples are outlined by Cowley et al. [18].

4.2.2 Energy-Dispersive X-ray Analysis

Microscopic images and their elemental compositions were determined by scanning electron and energy-dispersive x-ray spectroscopy, respectively, both performed using a Hitachi SU-70 Schottky field-emission gun SEM equipped with a Bruker Quantax energy-dispersive x-ray detector. Energy-dispersive x-ray spectroscopy (EDS) was carried out at 15 keV.

4.2.3 DC Magnetic Susceptibility

Temperature dependence of magnetisation was measured on a Quantum Design MPMS for a 32.5(1) mg of polycrystalline Co$_{0.03}$Mg$_{0.97}$O synthesised by sol-gel in an external DC field $\mu_0H_{ext}=0.1$ T. Zero-field cooling (ZFC) measurements were performed in 2 K steps spaced linearly from 2 to 300 K, while FC measurements were performed in 5 K steps spaced linearly from 2 to 170 K.
4.2.4 Neutron Inelastic Scattering Details

45.8, 45.2, 32.5, and 15.7 g of Co$_{0.03}$Mg$_{0.97}$O synthesised by the standard solid-state and sol-gel methods, annealed MgO and CoO, respectively, were placed in separate airtight aluminium cans under helium. The high-energy measurements were made on the direct geometry MARI spectrometer \[336, 337\]. For measurements concerning the Co$_{0.03}$Mg$_{0.97}$O sample synthesised by traditional solid-state methods, MgO and CoO powders, the $t_o$ chopper was operated at 50 Hz in parallel with a Gd chopper spun at frequencies $f = 350, 250$ and $150$ Hz with incident energies $\hbar \omega_i = 30, 10$, and $5$ meV, respectively, providing an elastic resolution of $0.7, 0.2$, and $0.1$ meV, respectively. For measurements concerning the Co$_{0.03}$Mg$_{0.97}$O sample synthesised by sol-gel, the Gd chopper was spun at $f = 350$ and $250$ Hz with an $\hbar \omega_i$ of $29.50$ and $14.50$ meV, providing an elastic resolution of $0.7$ and $0.2$ meV, respectively. For both Co$_{0.03}$Mg$_{0.97}$O samples, a thick disk chopper with $f = 50$ Hz reduced the background from high-energy neutrons. A top-loading Displex CCR cooled the samples to a base temperature of approximately $5$ K.

For lower energies, measurements were made on the indirect geometry IRIS spectrometer \[103\]. The final energy was fixed at $1.84$ meV by PG002 analyser crystals in near backscattering geometry. The graphite analysers are cooled to reduce thermal diffuse scattering, providing an elastic resolution of $17.5 \mu$eV \[104\]. A combination of IRIS’ long path length and its array of disk choppers allows for the selection of multiple time windows, resulting in the measured bandwidth being selectively increased to include energy transfers up to $\sim 2$ meV \[76\]. A top-loading Displex CCR was used to cool the sample to a base temperature of approximately $11$ K. For all samples, identical instrumental and environmental parameters were employed on IRIS.

4.3 Results & Discussion

4.3.1 Determination of the Sample Quality

As discussed in §4.1.2, both the presence and prevalence of Co$^{2+}$ pairs in Co$_x$Mg$_{1-x}$O constitutes the foundation for the strategy of chemical dilution \[18, 457\] used to disentangle individual spin-orbit manifolds, and thus allow for the extraction of multiple magnetic exchange constants. Utilising the probabilistic
arguments outlined in §4.1.2, the concurrent requirement of both presence and prevalence of Co$^{2+}$ pairs in Co$_x$Mg$_{1-x}$O emphasises the importance of the value of $x$. As outlined in §4.2.1, the value of $x \sim 0.03$ was chosen due to the requirement for the value of $x \to 0$ to prevent the prevalence of larger clusters of Co$^{2+}$ ions, whilst providing enough Co$^{2+}$ pairs in the bulk sample as to be detected with neutron inelastic spectroscopy. In order to confirm the value of $x \sim 0.03$, its value was experimentally determined using two independent measurement techniques: x-ray diffraction and DC magnetometry.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.5.png}
\caption{Room temperature diffraction profiles for CoO, Co$_x$Mg$_{1-x}$O (synthesised by sol-gel) and MgO collected on a Bruker D2 Phaser x-ray diffractometer utilising a monochromated Cu K$_{\alpha,1,2}$ source. Rietveld refinement ($\chi^2 = 6.91$, $R_p = 10.12\%$ and $R_{wp} = 13.25\%$) of Co$_x$Mg$_{1-x}$O indicates that the solid solution assumes a rock-salt structure ($Fm\bar{3}m$) with a unit cell parameter $a = 4.2131(2)$ Å, corresponding to an $x = 0.025(5)$ according to Vegard’s law [209].}
\end{figure}
As illustrated in Fig. 4.5, the Rietveld refinement of $\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}$ indicates that the solid solution assumes a rocksalt structure ($Fm\bar{3}m$) with a unit cell parameter $a = 4.2131(2)$ Å. Utilising the measured values of the end members $\text{CoO}$ ($4.2594(4)$ Å) and $\text{MgO}$ ($4.2118(1)$ Å), both in agreement with values in the literature [461–465], the unit cell parameter of 4.2131(2) Å corresponds to an $x = 0.025(5)$ according to Vegard’s law [209], confirming that approximately 3% of the $\text{Mg}^{2+}$ sites contain $\text{Co}^{2+}$.

![Graph showing temperature dependence of ZFC molar magnetic susceptibility](image)

**Figure 4.6** Temperature dependence of ZFC molar magnetic susceptibility ($\mu_0H_{\text{ext}} = 0.1$ T) and its inverse for the polycrystalline $\text{Co}_x\text{Mg}_{1-x}\text{O}$ sample synthesised by sol-gel. (inset) A comparison of the temperature dependence of the FC and ZFC molar magnetic susceptibility. The high temperature portion of the ZFC data ($T = [200,300]$ K) exhibits Curie-Weiss behaviour [37], shown by the red line, corresponding to a Curie constant $C$ and Curie-Weiss temperature $\theta_{\text{CW}}$ of $0.105(8)$ emu·K/mol and $-41(6)$ K, respectively. The apparent “shift” at $T \approx 180$ K is an instrumental artifact and is not experimentally reproducible.

As illustrated in Fig. 4.6, there is an absence of magnetic ordering between 2
and 300 K, in contrast to CoO which assumes long range antiferromagnetic order at $T_N \sim 290$ K [82, 341, 424, 425]. The high temperature portion of the data ($T = [200, 300]$ K) exhibits Curie-Weiss behaviour with a Curie constant $C$ and Curie-Weiss temperature $\theta_{CW}$ of 0.105(8) emu-K/mol and $-41(6)$ K, respectively. As established in the mean field derivation of the Curie-Weiss law, the Curie constant $C$ is assumed to account for all Co$^{2+}$ in Co$_x$Mg$_{1-x}$O, and thus its value is directly proportional to $x$ [37, 397].

The determination of the value of $x$ from the Curie constant $C$ begins by first recalling that the effective paramagnetic moment is defined as [397]

$$\mu_{\text{eff}} = g_J \sqrt{S(S + 1)}$$

(4.6)

where $g_J$ is the Landé $g$-factor. Since the $j_{\text{eff}} = \frac{1}{2}$ and $j_{\text{eff}} = \frac{3}{2}$ manifolds are separated by 36 meV ($\sim 420$ K) [18, 20, 444], a first approximation consists of treating the doublet ground state manifold as thermally isolated in the temperature range probed. It is important to note that the claim of the ground state spin-orbit manifold as being characterised as $j_{\text{eff}} = \frac{1}{2}$ has been confirmed explicitly in Appendix E, in contrast to the previously discussed case of Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$ in Chapter 2. Consequently, it is necessary to project all quantities in Eq. 4.6 to the ground state manifold

$$\mu_{\text{eff}} = g'_J \sqrt{j_{\text{eff}}(j_{\text{eff}} + 1)},$$

(4.7)

where $g'_J$ denotes the projected Landé $g$-factor [20, 47, 270] as described in Appendix E and previously discussed in §3.3.4. Inserting the values for $g'_J$ and $j_{\text{eff}}$ as $\frac{13}{3}$ and $\frac{1}{2}$, respectively, as derived in Appendix E, Eq. 4.7 becomes

$$\mu_{\text{eff}} = \frac{13}{3} \cdot \sqrt{\frac{1}{2} \cdot \left(\frac{1}{2} + 1\right)} = 3.75 \ \mu_B.$$  

(4.8)

A comparison of the expected value of $\mu_{\text{eff}}$ in Eq. 4.8 to the its experimentally determined value first requires utilising the definition of the Curie constant [37, 397]

$$C = \frac{N\mu_{\text{eff}}^2}{3k_B},$$

(4.9)

It should be noted that $\chi$ in Fig. 4.6 was normalised by moles and thus $N$ in
Eq. 4.9 must be set to $N_A$. By solving for $\mu_{\text{eff}}$, inserting the value of 0.105(8) emu/K mol, and utilising the fact that EDS measurements (later presented in §4.3.3 as Fig. 4.11) indicate that only 4(1)% of the Co$^{2+}$ sites are in fact magnetic, an effective paramagnetic moment of

$$\mu_{\text{eff}} = \sqrt{\frac{3k_B}{N_A} \cdot \frac{1}{0.04(1)} \cdot 0.105(8)} = 4.6(8) \mu_B$$

(4.10)

is obtained, in excellent agreement with the predicted value given by Eq. 4.8, and thus confirming that approximately 3% of the Co$^{2+}$ sites contain Co$^{2+}$.

### 4.3.2 Neutron Inelastic Spectroscopy

**Assignments of the relative coordination shell $m$ via $|Q|$-dependence**

Having confirmed the concentration $x$ of Co$^{2+}$ in Co$_x$Mg$_{1-x}$O, the experimental data is now presented. As illustrated in Fig. 4.7, low-temperature/incident-energy inelastic neutron spectroscopic measurements on powder Co$_{0.03}$Mg$_{0.97}$O display a hierarchy of dispersionless excitations up to $\hbar \omega \sim 15$ meV. Upon closer inspection, intensities for some excitations exhibit a modulated $|Q|$-dependence, characteristic of pairwise interactions [351, 390, 391, 460], and thus distinguishing them from single-ion dispersionless crystal-field excitations. It is important to recall from §4.1.2, that the period of modulation in the measured $|Q|$-dependence of the $S(|Q|)$ for a particular pair excitation as described by Eq. 4.5, is uniquely determined by the intra-pair distance $|R_m|$ [390], thus may be used as a method for the identification of the corresponding coordination shell $m$. The following algorithm was developed to assign $m$ labels to the excitations summarised in Fig. 4.7:

- To prevent the inundation of magnetic dimer excitations by strong phonon bands, a scaled inelastic neutron scattering intensity $S_\gamma(|Q|, \hbar \omega)$ of a non-magnetic isostructural lattice MgO, collected at identical experimental conditions, was subtracted as a background. The scaling factor $\gamma$, such that $S_\gamma(|Q|, \hbar \omega) = \gamma \cdot S(|Q|, \hbar \omega)$, was calculated from the ratio between constant-$\hbar \omega$ cuts of $S(|Q|, \hbar \omega)$ of MgO and Co$_{0.03}$Mg$_{0.97}$O along $|Q|$ at high $|Q|$ for a dynamic range $\hbar \omega$ exhibiting no strong low-$|Q|$ scattering. Since the intensity of a non-magnetic isostructural lattice was subtracted,
the resulting inelastic neutron scattering intensity $S'(\{|Q|, \hbar \omega\})$ should be exclusively magnetic.

Figure 4.7 Background-subtracted powder-averaged neutron-scattering intensity maps of Co$_{0.03}$Mg$_{0.97}$O measured on (a) MARI at 5 K with an $\hbar \omega_i = 30$ meV, (b) MARI at 5 K with an $\hbar \omega_i = 10$ meV and (c) IRIS at 11 K with an $\hbar \omega_f = 1.84$ meV, revealing seven low-energy bands of dispersionless magnetic excitations. The right column shows $|Q|$-integrated cuts. Labels denote the coordination shell $m$ and the type of coupling present with label $n$, as determined in Figs. 4.8 and 4.9, respectively.

- Potential dimer excitations were first identified by peaks present in $|Q|$-integrated cuts (integrated over all $|Q|$) along $\hbar \omega$ of $S'(\{|Q|, \hbar \omega\})$ at base
temperature. Each distinct peak was fitted to a Gaussian of the form

$$[S'_Q(h\omega)]_i = A_i \left( e^{-\frac{(h\omega - h\omega_{o,i})^2}{2\sigma_i^2}} \right) + B_i, \quad (4.11)$$

where $[S'_Q(h\omega)]_i$, $A_i$, $\Delta E_{o,i}$, $\sigma_i$ and $B_i$ denote $|Q|$-integrated cuts along $h\omega$, scale factor, peak centre, standard deviation and vertical background terms, respectively, for the $i^{th}$ peak.

- $h\omega$-integrated cuts along $|Q|$ were performed on $h\omega S'(|Q|, h\omega)$ where the range of integration was from $h\omega_{o,i} \pm 2\sigma_i$ for each $i^{th}$ peak. An integration range of $\pm 2\sigma$, accounting for 95% of the integrated intensity of an ideal Gaussian, was chosen as an attempt to account for all the intensity corresponding to the $i^{th}$ excitation since all experimentally observed excitations were broader than instrumental resolution [103, 337]. The need to account for all the intensity corresponds to the fundamental assumption that the $S(|Q|, h\omega)$ of a particular $m$ dimer in the current study may be approximated by a delta function [76, 106, 391]. Such an assumption is crucial since it allows for the significant simplification of the first moment sum rule [389] (Eq. H.56) into Eq. 4.5 via the single mode approximation [351] as derived in Appendix H.

- Possible dimer excitations were then identified by the presence of modulation in the $|Q|$-dependence of the aforementioned $h\omega$-integrated cuts along $|Q|$. As illustrated in Fig. 4.8, seven of the low energy excitations exhibited a modulated $|Q|$-dependence and their peak centres are summarised in Tab. 4.1.

**Table 4.1** Summary of the calculated parameters from each of the three sequential procedures constituting the analysis algorithm that is described in the main text.

| $h\omega_o$ (meV) | $|R|$ (Å) | $m$ | Coupling Type | $J$ (meV) |
|------------------|----------|----|---------------|----------|
| 13.1(2)          | 4.2(3)   | 2  | AF            | 3.09(5)  |
| 5.256(4)         | 3.1(5)   | 1  | AF            | 1.000(8) |
| 4.857(3)         | 3.4(3)   | 1  | F             | −0.918(6)|
| 1.434(3)         | 5.5(5)   | 3  | AF            | 0.258(1) |
| 0.998(4)         | 5.4(6)   | 3  | F             | −0.182(1)|
| 0.420(2)         | 6.3(7)   | 4  | AF            | 0.0759(4)|
| 0.279(2)         | 5.8(5)   | 4  | F             | −0.0504(4)|
For the seven $\hbar \omega$-integrated cuts along $|Q|$ exhibiting a modulated $|Q|$-dependence, the intensity was fitted to a function of the form [106, 351, 368, 390, 391, 460]

$$[\hbar \omega S'_{\hbar \omega}(|Q|)]_i = A_i |F(|Q|)|^2 \left( 1 - \frac{\sin(|Q||R_i|)}{|Q||R_i|} \right),$$  \hspace{1cm} (4.12)

where $[\hbar \omega S'_{\hbar \omega}(|Q|)]_i$, $A_i$, $F(|Q|)$ and $|R_i|$ denote $\hbar \omega$-integrated cuts along $|Q|$ of $\hbar \omega S'(|Q|, \hbar \omega)$, scale factor, Co$^{2+}$ magnetic form factor and the intra-dimer distance of the $i$th peak, respectively. It should be noted that the vertical offset $B$ was excluded in Eq. 4.12 due to the use of MgO as a non-magnetic background.

### Table 4.2

Select summary of crystallographic parameters of the diluted monoxide Co$_{0.03}$Mg$_{0.97}$O. The number of neighbours in a relative coordination shell $m$ was determined by assuming a collinear type-II antiferromagnetic structure analogous to the magnetic structure assumed by undiluted CoO [84, 422, 449, 454].

| $m$ | $|R_m|$ at 298 K (Å) | Neighbours in $m$ | AF | F |
|-----|-------------------|-----------------|----|---|
| 1   | 2.983(1)          | 12              | 6  | 6 |
| 2   | 4.218(2)          | 6               | 6  | 0 |
| 3   | 5.166(2)          | 24              | 12 | 12|
| 4   | 5.966(2)          | 12              | 0  | 12|

By comparing the refined values of $|R_i|$ (Tab. 4.1) to the intra-dimer distances $|R_m|$ (Tab. 4.2) for the relative coordination shell $m$ calculated from the crystallographic unit cell of Co$_{0.03}$Mg$_{0.97}$O, the value of $m$ was assigned to the $i$th peak. As summarised in Tab. 4.1, the seven low energy magnetic excitations in Fig. 4.7 correspond to pair excitations with values of $m$ ranging from 1 to 4.

Finally, to concisely present all calculated fits of the $|Q|$-dependence of $[\hbar \omega S'_{\hbar \omega}(|Q|)]$ to Eq. 4.12, each $[\hbar \omega S'_{\hbar \omega}(|Q|)]_i$ was first normalised by its calculated scale factor $A_i$ and then plotted with respect to $|Q||R_i|$, representing a re-scaled version of $|Q|$, as shown in Fig. 4.8.
Figure 4.8  Scaled and form factor-corrected $|Q|$ dependence of the intensities for all magnetic excitations with $|R|$ calculated from fits to Eq. 4.5 as illustrated in the inset. The solid black curve denotes $1 - \frac{\sin(|Q||R|)}{|Q||R|}$. (inset) Constant-energy cut ($\Delta E = [12,14]$ meV) from MARI at 5 K with an $\hbar\omega_i = 30$ meV. The green curve is a fit to Eq. 4.5 with $|R| = 4.2(3)$ Å, corresponding to $m = 2$ pairs. The red curve is with $|R|$ fixed as 2.98 Å, corresponding to $m = 1$ pairs.
Determination of the modulus of the magnetic exchange constant $|J|$ via measured energy transfer $\Delta E$

Having identified seven excitations from Co$^{2+}$ pairs for various relative coordination shells, the determination of the magnetic exchange constants between the Co$^{2+}$ ions constituting the pairs is now presented. Before proceeding, it is important to recall that as discussed in §4.1.2, the excitation energies $\hbar \omega$ for a particular Co$^{2+}$ pair provides a direct experimental measurement of the modulus of the exchange constant $|J|$ between the two Co$^{2+}$ ions of interest. As illustrated in Fig. 4.2, the correspondence between $\hbar \omega$ and $|J|$ is attributed to the observation that the energy gap $\Delta E$, or equivalently $\hbar \omega$ as measured by neutron inelastic spectroscopy, between $\Gamma_{\text{eff}} = 1$ and $\Gamma_{\text{eff}} = 0$ is proportional to $|J|$ [390, 456–458].

As discussed in Appendix G, by assuming $\lambda \gg J$, it can be shown that the energy splitting of the ground state $j_{\text{eff}} = \frac{1}{2}$ doublet manifold is linear with respect to $|J|$, with a proportionality constant $\alpha' = \frac{50}{9}$ [47, 270]. Although tempting due to its simplicity, this linearity was based on an assumption that is not valid for all $J$ for CoO, in particular, the dominant 180° antiferromagnetic superexchange $J_2$ [341]. As illustrated in Fig. 4.3, failure to meet the condition $\lambda \gg J$ implies that different spin-orbit manifolds couple to one another, introducing non-linearity in the $J$-dependence of $\Delta E$. To compensate for non-linearity, the energy splitting $\Delta E$ as a function of $J$, or more precisely $|J|$ was determined numerically by the following procedure:

- Each operator in Eq. 4.4 was expressed as a $144 \times 144$ matrix in the two particle basis of $|l_1, m_{l,1}, s_1, m_{s,1}\rangle \otimes |l_2, m_{l,2}, s_2, m_{s,2}\rangle$.
- The validity of all expressions for both orbital and spin angular momentum operators in the two particle basis was verified by confirming that all angular momenta operators satisfy the canonical commutation relations of angular momentum [37, 266, 267, 270]

\[
[\hat{O}_x, \hat{O}_y] = i\hbar \epsilon_{xyz} \hat{O}_z, \quad (4.13)
\]

where $\hat{O}$ and $\epsilon_{xyz}$ denote an angular momentum operator, either spin or orbital, and the Levi-Civita symbol, respectively.

- Utilising the projection factor $\alpha = -\frac{3}{2}$ [18, 20, 341, 444] as calculated in Appendix E, and the experimentally determined value of $\lambda = -16(3)$ meV
as determined for the case of Co$_{0.03}$Mg$_{0.97}$O by Cowley et al. [18], the magnitude of the exchange constant $|J|$ in Eq. 4.4 was varied linearly from $[0, 3.2]$ meV in steps of $1 \cdot 10^{-4}$ meV. For each value of $|J|$, the $144 \times 144$ matrix corresponding to $\hat{H}_{\text{pair}}$ was diagonalised and its energy eigenvalues retrieved. The energy splitting $\Delta E$ for each $|J|$ was then determined by calculating the difference between the two energy eigenvalues of the $j_{\text{eff}} = \frac{1}{2}$ manifold.

- Once the calculation of $\Delta E$ for all $|J| = [0, 3.2]$ meV was completed, for each $\hbar \omega_o$ that was experimentally determined in § 4.3.2, the find function in MATLAB [466] was used to determine the corresponding value of $|J|$. A summary of the conversion of $\hbar \omega_o$ into values of $|J|$ is presented in Tab. 4.1 and Fig. 4.3.

- Finally, the validity of the numerically calculated $|J|$-dependence of the energy splitting $\Delta E$ of the $j_{\text{eff}} = \frac{1}{2}$ manifold was verified by confirming two conditions: (i) as $\frac{|J|}{\omega_o} \rightarrow 0$, the $J$-dependence of $\Delta E$ became linear with a slope of $\frac{50}{\pi}$, whilst (ii) at $|J| = 0$, the value of $\Delta E$ was uniquely zero. Both conditions are shown to be satisfied in Fig. 4.3.

**Assignments of ferromagnetism or antiferromagnetism via temperature dependence**

Although the proportionality constants for all seven Co$^{2+}$ pair excitations have been determined, it must be emphasised that only $|J|$ and not the actual value of $J$ may be determined using the numerical calculations so far. Such a limitation is due to observation that $\Delta E$, as measured by neutron inelastic spectroscopy, is simply an energy difference between the two eigenvalues of the $j_{\text{eff}} = \frac{1}{2}$ ground state manifold, corresponding to either a transition from the triplet $\Gamma = 1$ to the singlet $\Gamma = 0$ state or vice versa [390]. Consequently, the experimentally determined value of $\hbar \omega$ is independent of the sign of $J$. To address such a limitation, an analysis of the temperature dependence of the low energy excitations is presented, with the goal of extracting of the sign of $J$.

Antiferromagnetically coupled ($J > 0$) pairs of $j_{\text{eff}} = \frac{1}{2}$ spins consist of a singlet ground state ($\Gamma_{\text{eff}} = 0$) and a triplet ($\Gamma_{\text{eff}} = 1$) excited state, whilst ferromagnetic coupling ($J < 0$) corresponds to a triplet ground state and a singlet excited state [37, 390, 467]. These two different coupling scenarios give distinct temperature dependences of the integrated intensity that scales as the thermal
population difference between the ground and excited states \([460, 468]\), with antiferromagnetic pairs following

\[
S_{AF}(T) \propto \frac{1 - e^{-\Delta E/k_BT}}{1 + 3e^{-\Delta E/k_BT}},
\]

(4.14)

and ferromagnetic pairs following

\[
S_F(T) \propto \frac{1 - e^{-\Delta E/k_BT}}{3 + e^{-\Delta E/k_BT}},
\]

(4.15)

such that as \(T \to 0\) K, the ratio

\[
\frac{S_{AF}}{S_F} = \frac{3 + e^{-\Delta E/k_BT}}{1 + 3e^{-\Delta E/k_BT}} \to 3.
\]

(4.16)

As illustrated in Fig. 4.9(a), all coordination shells, with the exception of \(m = 2\), display two closely spaced excitations. The ratio described by Eq. 4.16 proved to be the key observation used to identify the type of coupling for each excitation, with the exception of the \(m = 2\). Since all pairs of magnetic excitations exhibited the 1:3 ratio at base temperatures, AF or F labels were assigned to the excitations with higher and lower relative intensities, respectively, as summarised in Tab 4.1. Once a magnetic excitation was assigned AF or F, the corresponding value of \(|J|\) was assigned either a positive or negative sign, respectively. The presence of dual ferro- and antiferromagnetic interactions for \(m = 1, 3,\) and \(4\) is consistent with the GKA rules \([53, 54, 56, 57]\) since each of these exchange pathways consists of at least one \(90^\circ\) \(\text{Co}^{2+}\)-\(\text{Co}^{2+}\) interaction involving the overlap of half and completely filled \(t_{2g}\) orbitals as shown in Fig. 4.1. Indeed, the GKA rules predict that the combination of the orbital degree of freedom for each \(\text{Co}^{2+}\) and a lack of orbital ordering (or anisotropy) would manifest itself as either a direct antiferromagnetic \(t_{2g}^1 - t_{2g}^1\) or a weaker ferromagnetic \(t_{2g}^1 - t_{2g}^2\) exchange interaction as illustrated schematically in Fig. 4.9(b). As summarised in Fig. 4.7 and Tab. 4.1, the experimental results are consistent with the GKA rules, as the antiferromagnetic interaction is stronger than the ferromagnetic alternative for all the \(m \neq 2\) excitations, while the \(180^\circ\) \(\text{Co}^{2+}\)-\(\text{O}^{2-}\)-\(\text{Co}^{2+}\) \(m = 2\) coupling leads to only a strong antiferromagnetic interaction \([341, 422, 425, 444]\).
Figure 4.9 (a) Constant-$|Q|$ cut (MARI, $\hbar \omega_i = 10$ meV) showing a different temperature dependence for the two peaks despite both corresponding to $m = 1$ pairs. (b) Pictorial representation of the sign of $J$ as predicted by the GKA rules [53, 54, 56, 57]. Antiferromagnetism (top) is a result of exchange between two half-filled $t_{2g}$ orbitals, while weaker ferromagnetism (bottom) is a result of exchange between a half-filled and completely filled $t_{2g}$ orbitals. Yellow arrows denote local $t_{2g}$ spin configurations and teal arrows denote total spin configurations on each Co$^{2+}$. (c) Normalised temperature dependence of the Bose factor-corrected integrated intensity for all seven excitations (Fig. 4.7) showing two universal curves calculated (dashed lines) for antiferromagnetic and ferromagnetic coupling [460, 468]. Both the integrated intensities and the calculated behaviour of antiferromagnetic or ferromagnetically coupled pairs were normalised by $S_F(T)$, as described in the main text.

In order to confirm the assignment of labels AF or F to a particular excitation
identified in Fig. 4.7 and Tab. 4.1, a fit to either:

\[ A \left( \frac{1 - e^{-\Delta E/\kappa_B T}}{1 + 3e^{-\Delta E/\kappa_B T}} \right), \]  

or

\[ B \left( \frac{1 - e^{-\Delta E/\kappa_B T}}{3 + e^{-\Delta E/\kappa_B T}} \right), \]

where \( A \) and \( B \) are scale factors, was applied to the temperature dependence of the Bose-corrected integrated relative intensity for that particular excitation originally identified as AF or F, respectively [460, 468]. The value of \( \Delta E \) in Eqs. 4.17 and 4.18 to a particular excitation was fixed as the excitation’s centre-of-mass \( \hbar \omega_0 \) that was calculated from \(|Q|\)-integrated cuts along \( \hbar \omega \) and summarised in Tab. 4.1. The integrated intensity of a particular excitation at a specific temperature was determined by fitting the peak in the \(|Q|\)-integrated cut of \( S(|Q|, \hbar \omega) \) corresponding to that particular excitation and specified temperature to a Gaussian. It should be noted that the fit parameters \( \Delta E \) and vertical offset \( B \) were fixed to their refined values at base temperature. Finally, in order to present the data concisely, the Bose-corrected integrated relative intensities were then normalised by both the calculated scale factor and the analytical form describing ferromagnetism (Eq. 14 excluding \( B \)). As illustrated in Fig. 4.9(c), a plot of the normalised intensities were with respect to \( \Delta E/\kappa_B T \) for the entire dynamic range of interest, reveals that all integrated intensities fall onto either one of two universal curves describing antiferromagnetism or ferromagnetism, thus confirming the original assignments based on intensity ratios at base temperature.

**Comparison to bulk thermodynamic data**

Having assigned the signs of the seven exchange constants for dilute monoxide Co\(_{0.03}\)Mg\(_{0.97}\)O, a comparison with thermodynamic data and previously measured and calculated exchange constants for bulk CoO is now presented. The additional complication of dual ferro- and antiferromagnetic interactions for most \( m \) exchange pathways in combination with the entanglement of individual spin-orbit manifolds in the presence of magnetic order provides a possible explanation for the large range of \( J \) values reported for CoO in the literature [423–425, 469–473]. As summarised in Tab. 4.3, the experimentally determined values of \( J \) for the current study exhibit excellent agreement with three general trends reported by
experiment [425]: (i) a dominant $J_2 > 0$, (ii) a $J_1 < 0$, and (iii) a significantly smaller but non-negligible value for $J_3$, all in broad agreement with the trends concluded from a recent generalised gradient approximation (GGA)+U density functional theory (DFT) calculation on CoO [454], though it is worth noting that no such dual exchange was predicted.

Table 4.3 Magnetic exchange constants for Co$_{0.03}$Mg$_{0.97}$O determined by the current study, magnetic exchange constants for CoO as cited in literature [423–425, 469–473] and calculated for CoO by Deng et al. [454] using GGA+U DFT. The values from GGA + U DFT have been renormalised such that $J_2$ is equal to the value from this current study. The values of $T_N$, $\theta_{cw}$ and $\lambda$ reported in literature [18, 82, 341, 474, 475] for CoO have been included for the purposes of a comparison to the mean field value [37, 397] of $\theta_{cw}$ corresponding to the $J$ values determined by the current study.

<table>
<thead>
<tr>
<th>Quan./Source</th>
<th>Current Study (meV)</th>
<th>Literature (meV)</th>
<th>Calc. [454] (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>$-16(3)$ [18]</td>
<td>$-12$ to $-23.4$ [47]</td>
<td></td>
</tr>
<tr>
<td>$J_{1AF}$</td>
<td>$1.000(8)$</td>
<td>$0.60$ to $-0.31$ [341, 425]</td>
<td>$-0.97(2)$</td>
</tr>
<tr>
<td>$J_{1F}$</td>
<td>$-0.918(6)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$J_2$ or $J_{2AF}$</td>
<td>$3.09(5)$</td>
<td>$2.8$ to $0.0013$ [425]</td>
<td>$3.09(5)$</td>
</tr>
<tr>
<td>$J_{3AF}$</td>
<td>$0.258(1)$</td>
<td>$-0.67$ [424]</td>
<td>$-0.461(8)$</td>
</tr>
<tr>
<td>$J_{3F}$</td>
<td>$-0.182(1)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$J_{4AF}$</td>
<td>$0.0759(4)$</td>
<td></td>
<td>$-0.0085(1)$</td>
</tr>
<tr>
<td>$J_{4F}$</td>
<td>$-0.0504(4)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_N$</td>
<td>$24.4(3)$</td>
<td>$25.1(4)$ [82, 341]</td>
<td></td>
</tr>
<tr>
<td>$\theta_{cw}$</td>
<td>$-25.4(5)$</td>
<td>$-28.4(4)$ [474, 475]</td>
<td></td>
</tr>
</tbody>
</table>

The interpretation of the magnetic excitations illustrated in Fig. 4.7 as distinct pair-wise interactions due to a combination of chemical dilution and an intrinsic assumption of physical homogeneity in Co$_{0.03}$Mg$_{0.97}$O corresponds to a direct analogue of the physical model [37, 397] underlying the mean field estimate of the Curie-Weiss temperature given by

$$\theta_{cw} = -\frac{2}{3}S(S+1)\sum z_i J_i, \quad (4.19)$$

where the spin value $S = \frac{3}{2}$ and $z_i$ is the number of neighbours for each $i$th exchange interaction with exchange constant $J_i$. Before $\theta_{cw}$ can be estimated with Eq. 8, it is important to note that while the value of $S = \frac{3}{2}$ is well-established
as determined by Hund’s rules [18, 76, 266, 267], the value of \( z_i \) possesses an inherent ambiguity in \( \text{Co}_{0.03}\text{Mg}_{0.97}\text{O} \). Since \( \text{Co}_{0.03}\text{Mg}_{0.97}\text{O} \) itself does not magnetically order down to 2 K [18], as confirmed by DC magnetometry (Fig. 4.6), the number of \( \text{Co}^{2+} \) exhibiting each type of coupling \( J_i \) as measured by inelastic neutron spectroscopy cannot be determined by referring to its magnetic structure. Instead, it was assumed that the interactions in \( \text{Co}_{0.03}\text{Mg}_{0.97}\text{O} \) are approximately analogous to those in \( \text{CoO} \) and thus the values of \( z_i \) may be inferred by investigating the number of couplings between different coordination shells in the collinear type-II antiferromagnetic structure proposed for \( \text{CoO} \) [84, 422, 449, 454].

The determination of the value of \( z_i \) for coordination shells \( m = 1 \ldots 4 \) was accomplished by first applying a transformation of the cubic \( Fm\overline{3}m \) space group into its rhombohedral maximal subgroup \( R\overline{3}m \) of the hexagonal crystal family [476]. This transformation results in the stacking of \( (111) \) planes along \( c \) in the \( R\overline{3}m \) representation. Since \( \text{Co}^{2+} \) in \( 0, -2, \ldots \) and \( -1, -3, \ldots \) layers relative the \( (111) \) layer of reference are coupled F and AF, respectively, in a collinear type-II antiferromagnet, then the \( c \) coordinate of each \( \text{Co}^{2+} \) in a particular \( m \) coordination shell determined the type of coupling each \( \text{Co}^{2+} \) was predicted to exhibit. It should be noted that this analysis suggests only ferromagnetic correlations should exist in \( m = 4 \) coordination shell, in contradiction with the AF assignment to the magnetic excitation at \( \hbar \omega = 0.0759(2) \text{ meV} \), which may indicate the presence of magnetic frustration [422].

The number of \( \text{Co}^{2+} \) in each coordination shell exhibiting F or AF coupling is summarised in Tab. 4.2.

By inserting the values of \( S = \frac{3}{2} \), as determined from Hund’s rules, \( J_i \) as determined from the measured energy transfers and \( z_i \) as determined from the aforementioned rhombohedral transformation analysis, into the mean field estimate of the Curie-Weiss temperature with Kanamori’s correction factor for strong spin-orbit coupling in \( \text{Co}^{2+} \)-based oxides [341], Eq. 4.19 yields

\[
\hat{\theta}_{\text{CW}} = \left( \frac{-5}{2 \cdot 1.9} \right) \{ -0.918(6) \cdot 6 + 1.000(8) \cdot 6 + 3.09(5) \cdot 6 \\
-0.182(1) \cdot 12 + 0.258(1) \cdot 12 - 0.0504(4) \cdot 12 \} = -295(5) \text{ K},
\]

(4.20)

corresponding to a value very similar to the experimental value of \( \theta_{\text{CW}} \) of \(-330 \text{ K} \) [474, 475] and in particular, \( T_N = 291 \text{ K} \) [82, 341]. The excellent agreement results from the near perfect cancellation of antiferromagnetic and ferromagnetic interactions for all coordinations with the exception of \( m = 2 \) (the
180° interaction).

### 4.3.3 Addressing the Possibility of Co$^{2+}$-Clustering

Before concluding this chapter, a subtle but very important assumption of the strategy used to disentangle individual spin-orbit manifolds must be addressed. As discussed in §4.1.2, the significant chemical dilution of the Co$^{2+}$ magnetism in Co$_{0.03}$Mg$_{0.97}$O simplifies the cooperative magnetism such that individual Co$^{2+}$ pair excitations can be probed directly with neutron inelastic spectroscopy, utilising a combination of low temperatures and incident energies. Such a claim employs probabilistic arguments based on the fundamental assumption that Co$^{2+}$ ions are homogeneously distributed throughout the rocksalt ($Fm\bar{3}m$) lattice. In other words, the strategy that forms the basis of the analysis presented above would be invalidated if Co$^{2+}$ (or alternative Mg$^{2+}$) exhibited some form of preferential clustering. To refute such a possibility of cation clustering, a series of counterarguments are presented:

- as described in §4.2, measurements were performed on a polycrystalline sample of Co$_{0.03}$Mg$_{0.97}$O synthesised via traditional solid state methods involving high temperatures well above 1000°C. The use of high synthesis temperatures would encourage a random distribution of Co$^{2+}$ in the $Fm\bar{3}m$ structure [81].

- Supposing that Co$^{2+}$ did exhibit clustering, then regions exhibiting an excess or deficiency of Co$^{2+}$ relative to the average concentration would exist. Regions with excess Co$^{2+}$ would behave as CoO, while correspondingly deficient regions would behave as MgO. Such a coexistence of CoO and MgO can be refuted by contrasting $S(|Q|, \hbar\omega)$ of Co$_{0.03}$Mg$_{0.97}$O with those from both CoO and MgO, as illustrated in Fig. 4.10. The contrast between Co$_{0.03}$Mg$_{0.97}$O and MgO is made particularly evident by noting that the seven low energy excitations in Fig. 4.7 represents excess scattering after the subtraction of the $S(|Q|, \hbar\omega)$ of MgO. The effectiveness of MgO as a non-magnetic background, yielding a $S(|Q|, \hbar\omega)$ completely different than that of pure CoO, further suggests the absence of Co$^{2+}$ clustering. Furthermore, utilising the same Co$_{0.03}$Mg$_{0.97}$O powder sample, Cowley et al. [18] successfully measured the spin-coupling constant $\lambda$ as $-16(3)$
meV, in close agreement with the listed experimental single ion value of $-22.1$ meV [47]. An agreement only made possible by disentangling coupling between spin-orbit manifolds, a process that would hindered by any type of clustering.

Figure 4.10 A comparison of raw (non-background subtracted) neutron-scattering intensity maps at 5 K for CoO, MgO, Co$_{0.03}$Mg$_{0.97}$O synthesised by standard solid state methods and Co$_{0.03}$Mg$_{0.97}$O synthesised by sol-gel. Each column corresponds to a particular compound as labelled from above. Rows 1 to 3 correspond to an $\hbar \omega_i$ of 85 meV ($f = 300$ Hz), 30 meV ($f = 350$ Hz), 10 meV ($f = 250$ Hz) measured on MARI, respectively, whilst row 4 corresponds to an $\hbar \omega_f$ of 1.84 meV measured on IRIS. Three exceptions include: CoO in row 1 corresponding to an $\hbar \omega_i$ of 100 meV ($f = 350$ Hz), Co$_{0.03}$Mg$_{0.97}$O (sol-gel) in rows 2 and 3 correspond to an $\hbar \omega_i$ of 29.5 meV ($f = 350$ Hz) and 14.5 meV ($f = 250$ Hz), respectively. All $S(|Q|, E)$ maps have been renormalised to a common intensity scale.

- As summarised in §4.2 and illustrated in Fig. 4.10, neutron inelastic
spectroscopic measurements with slightly different incident energies on both IRIS and MARI were performed on a second polycrystalline sample of $\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}$ at identical temperatures. In contrast to the first sample, the second was synthesised via a solution-based technique (sol-gel). The additional measurement of a second $\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}$ sample was motivated by two key reasons: (1) the use of a solution-based synthesis technique represents a completely different synthetic route, and thus would exhibit a different propensity for clustering compared to the traditional solid state route. In particular, the sol-gel method was chosen because previously reported EPR studies on $\text{Co}_{x}\text{Mg}_{1-x}\text{O}$ samples that have been synthesised via the sol-gel method, have provided no evidence of $\text{Co}^{2+}$ clustering, even for values of $x \gg 0.03$ [477]. (2) The use of a slightly different incident energy, although measuring essentially the same dynamic range, would identify any incident energy dependence, and thus determine if the excitations were spurious. As illustrated in Fig. 4.10, $S(|\mathbf{Q}|, \hbar\omega)$ for both $\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}$ samples are identical, and thus casts doubt on the claim that the magnetic excitations illustrated in Fig. 4.7 can be attributed to either $\text{Co}^{2+}$ clustering or are themselves spurious artifacts. It is important to note that the similarities between both $\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}$ samples suggests that the conclusions deduced from measurements performed on the sample synthesised by sol-gel (e.g. §4.3.1) are also applicable to the sample synthesised by standard solid state methods.
As summarised in the inset of Fig. 4.11, EDS-SEM measurements confirmed the uniform distribution of \( \text{Co}^{2+}, \text{Mg}^{2+} \), and \( \text{O}^{2-} \), with no evidence for significant clustering. The resulting elemental analysis confirmed that the \( \text{Co}^{2+} \) concentration of \( x = 0.04(1) \) was within experimental error to the values deduced by both DC magnetometry and x-ray diffraction measurements presented in §4.3.1.

A final argument against \( \text{Co}^{2+} \) clustering consists of a comparison of the experimentally determined value for the Curie-Weiss temperature of \( \text{Co}_{0.03}\text{Mg}_{0.97}\text{O} \) and its value obtained from mean field theory [37, 397]. As summarised in Tab. 4.3, every coordination shell, with the exception of \( m = 2 \), exhibits two closely spaced magnetic exchange constants, reflecting the concurrent presence of anti- and ferromagnetic behaviour, respectively. Utilising the mean field definition of the Curie-Weiss temperature (Eq. 4.19), the concurrent presence of anti- and ferromagnetic behaviour in each coordination shell, with the exception of the second, implies that the contribution of each coordination shell to \( \theta_{\text{CW}} \) would be dominated by the second coordination shell. By inserting the values of \( S = \frac{3}{2}, J_2 = 35.9(6) \) K
(3.09(5) meV), setting the value of \(z\) as 1 since individual Co\(^{2+}\) pairs are of interest, and dividing by the correction factor of 1.9 [341], Eq. 4.19 yields

\[
\theta_{\text{CW}} = -\left(\frac{3}{2} \cdot \frac{\langle S \rangle + 1}{2 \cdot 1.9}\right) \cdot (1 \cdot 3.59(6)) = -44.9(7) \text{ K, (4.21)}
\]

in excellent agreement with the experimentally determined value of \(-41(6) \text{ K}\).

The success in accounting for the Curie-Weiss temperature implies that Co\(_{0.03}\)Mg\(_{0.97}\)O may be regarded as consisting of Co\(^{2+}\) pairs since the \(\theta_{\text{CW}}\) is a measure of effective spin-spin interactions. It is worthwhile to note that the magnetic susceptibility exhibits no difference between ZFC/FC as illustrated in the inset of Fig. 4.6, implying an absence of glassy behaviour down to 2 K. Such an observation supports the claim that larger molecular clusters are absent, since these clusters would be expected to yield glassy behaviour and thus a ZFC/FC split [390].

### 4.4 Concluding Remarks & Future Directions

Despite the success of the chemical dilution approach in the extraction of magnetic exchange constants \(J\) in Co\(_{0.03}\)Mg\(_{0.97}\)O, it must be conceded that the values of \(J\) extracted in the current study are limited to approximations of their true values in pure CoO. Such a limitation stems from the presence of the non-magnetic Mg\(^{2+}\) in the MgO host lattice and its influence on the superexchange pathways between individual Co\(^{2+}\) pairs. It is worth noting that although the Co\(_{0.03}\)Mg\(_{0.97}\)O lattice (\(a = 4.21 \text{ Å}\)) is contracted relative to that of pure CoO (\(a = 4.26 \text{ Å} [478]\)), the agreements of energy scales between the current study and those reported in the literature [424, 425] demonstrate that the Co\(^{2+}\)-Co\(^{2+}\) exchange interactions are not greatly changed, or at least any changes are smaller than systematic errors introduced by attempting to simplify the scheme in pure CoO. Hence not only does the present results represent a comprehensive set of interaction energy estimates for CoO, the chemical dilution technique outlined in this chapter represents a possible fruitful avenue for future research. The extraction of \(J\) by measuring pairwise excitations in a magnetically diluted isostructural analogue, corresponds to an experimental approach that has only been applied to a handful of systems [456–458]. Despite its limited use in the literature, the approach outlined in this chapter has potential widespread
applicability, especially for extracting individual $J$ constants in systems that have proven to be either problematic or impossible so far.

A second avenue for future research would stem from the fact that the dual anti- and ferromagnetic interactions measured in $\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}$ have never been experimentally observed or predicted before this study, and represents a stark contrast to the behaviour when the degeneracy lies in the $e_g$ channel [445]. To confirm such dual anti- and ferromagnetic interactions are a consequence of the $t_{2g}$ degeneracy, future possible studies may consist of performing analogous measurements on other $\text{Co}^{2+}$-based magnets, while possibly extending into other magnets based on cations with a high spin $d^7$ configuration and possibly $4d$ cations exhibiting strong spin-orbit coupling, such as the low spin $d^5$ $\text{Ru}^{3+}$, a cation currently of particular interest in community for its potential ability to host Kitaev physics [271, 479–482].

In summary, the exchange and spin-orbit interactions have been disentangled for $\text{Co}^{2+}$ on a rocksalt lattice by employing the technique of chemical dilution [448, 456–458]. Through a combined analysis of the energy, momentum, and temperature dependence, seven exchange constants have been measured out to the fourth coordination shell. Both anti- and ferromagnetic interactions are observed, with the exception of second neighbor interactions through linear $\text{Co}^{2+}$-$\text{O}^{2-}$-$\text{Co}^{2+}$ bridges, in agreement with both the GKA rules [53, 54, 56, 57] and thermodynamic data [82, 341, 474, 475]. The results demonstrate that in the case of an orbital degeneracy in the $t_{2g}$ channel, dual anti- and ferromagnetic interactions occur with comparable magnitudes.
Chapter 5

Deterioration of spin-orbit transitions in the Mott insulator CoO

5.1 Introduction

Mott insulators are materials where conventional band theory fails, predicting metallic behaviour owing to half-filled bands with the origin of the insulating response indicative of strong electronic correlations [483, 484]. Spurred by the discovery of high temperature superconductivity in the hole-doped cuprates [43, 485, 486], there has been a resurgence of interest in the Mott insulators. In addition to being the parent materials for high temperature cuprate, and possibly pnictide superconductivity [392, 487, 488], Mott insulator hosts have provided the materials research community with a wealth of exotic physical phenomena ranging from metal-to-insulator transitions to quantum criticality to colossal magneto-resistance [489, 490]. Driven by significant advances in both instrumentation and sample preparation, Mott insulators continue to remain at the forefront of materials research which include studies on pressure-induced superconductivity [491–495] and most recently, the search for physical realisations of the Kitaev quantum spin liquid state [30, 33, 437, 496].
5.1.1 The Enigmatic Monoxide, CoO

CoO is arguably one of the oldest known and most extensively studied Mott insulators and one of the first orbitally ordered materials to be studied with neutron diffraction [440, 441, 497, 498]. Its primitive unit cell consists of one Co\(^{2+}\) and one O\(^{2-}\), corresponding to 15 valence electrons. With an odd number of electrons, conventional band theory [454, 499] would predict CoO to be metallic, however, CoO is a very strong insulator with a room temperature resistivity of 10\(^8\) Ω·cm [500] and an optical band gap of 2.5 eV [501–503], with evidence for metallic behaviour being found only under extremely high pressures of ≈100 GPa [504].

Possessing a cubic \(Fm\bar{3}m\) structure at room temperature (Fig. 5.1(a)), CoO assumes long range antiferromagnetic order at \(T_N\)≈290 K [83, 341, 447], in contrast to the long range ferromagnetism predicted by general band coupling models assuming a dominant direct exchange [454, 505–507]. Despite being the subject of numerous neutron diffraction studies stretching over seven decades, revealing a proposed frustration relief-driven cubic-to-monoclinic distortion accompanying magnetic order [82], its magnetic structure has proven to be particularly controversial and has yet to be solved unambiguously with both collinear and non-collinear models describing diffraction patterns equally as well [82, 83, 423, 440, 441, 449, 508].

As described in Chapter 4 and Appendix E, the magnetism of CoO is based on Co\(^{2+}\) in octahedral coordination, corresponding to a high spin \(d^7\) configuration with one hole in the \(t_{2g}\) orbital manifold [3, 18, 47, 341, 447]. The resulting orbital degeneracy, coupled with various significant and far-reaching superexchange spin-spin interactions, results in a complex magnetic excitation spectrum with multiple spin-orbit levels intertwined as illustrated in Fig. 5.1(b). The resulting multi-parameter spin-orbital Hamiltonian incorporating both exchange and spin-orbit coupling of similar magnitude, combined with complex magnetic ordering, has made the modelling of the magnetic excitations in this deceptively simple material intractable using conventional spin wave approaches [320, 424, 425, 444]. Consequently, despite decades of spectroscopic measurements [18, 422, 424, 444, 471–473, 508, 509], there still remains a lack of a comprehensive theoretical framework to account for a complete and coherent understanding of the magnetic excitations in CoO.
5.1.2 Equations-of-Motion for Green’s Functions in the Random Phase Approximation Approach to Multi-Level Spin Wave Theory

In order to circumvent both the complexity of assigning an individual boson to each of the numerous spin-orbit levels, and the intrinsic restriction to excitations in the limit of \( T = 0 \) K (i.e. \( |0\rangle \rightarrow |m\rangle \)) associated with conventional pseudo-bosonic approaches based on Holstein-Primakov transformations [20, 510–512], an alternative approach based on Green’s functions was employed to model the magnetic excitations of CoO.

Motivated by both the failure of the singlet-singlet [513] and singlet-triplet models [514] to capture the behaviour of the magnetic excitations of singlet-ground-state systems (e.g., TbSb [510]) and the limitations of conventional pseudo-bosonic approaches, Buyers, Holden & Perreault [515] established a novel approach describing the temperature dependence of the spin wave spectrum of both singlet- and degenerate-ground state magnetic systems. Abandoning the pseudo-bosonic concept, the approach is instead based on the use of operators that create or annihilate a given single-ion eigenstate that is defined by a single-ion Hamiltonian \( \hat{H}_{S.I.} \) [18, 20, 76, 444]. By utilising these single-ion creation/annihilation operators, transitions between all single-ion eigenstates of
the ground state multiplet are considered, describing the system as a set of spin waves from each level coupled together by an exchange interaction $J(Q)$, if the levels possess the same symmetry [516]. Such an approach is unique as it includes the possibility of mode-mode interactions at finite temperatures with such interactions proving key to understanding the energy gap at $q=0$ in the case of Pr$_3$Tl [512, 515, 517, 518]. As derived in Appendix J, by employing a Fock-like decoupling random phase approximation (RPA) in the equation-of-motion-Green’s function method [515, 519–522], the equation-of-motion is reduced to a set of coupled linear equations given by

$$G_{ij}^{\alpha\beta}(Q,E) = \delta_{ij}g_{i}^{\alpha\beta}(E) + \sum_{k}g_{i}^{\alpha\beta}(E)\Phi^{\alpha\beta}J_{i,i+k}(Q)G_{i+k,j}^{\alpha\beta}(Q,E), \quad (5.1)$$

where the indices $i, j$ denote sites and $\alpha, \beta$ denote $+, -$ or $z$. $g_{i}^{\alpha\beta}$ is the single-site susceptibility defined by

$$g_{i}^{\alpha\beta}(E) = \sum_{mn}S_{\alpha mn}S_{\beta nm}(f_{m} - f_{n})\frac{E_{m} - E_{n} + E_{m}}{E - E_{n} + E_{m}}, \quad (5.2)$$

where $S_{\alpha mn}$ denotes the matrix element $\langle n|\hat{S}_{\alpha}|m\rangle$, $|m\rangle$ is an eigenstate of the single-ion Hamiltonian $\hat{H}_{S,I}$ with eigenvalue $E_{m}$ and thermal weighting factor $f_{m}$ defined by

$$f_{m} = \frac{e^{-\frac{E_{m}}{k_{B}T}}}{\sum_{n}e^{-\frac{E_{n}}{k_{B}T}}}, \quad (5.3)$$

while the prefactor $\Phi^{\alpha\beta}$ is defined as

$$\Phi^{\alpha\beta} = \begin{cases} 
1 & \text{when } \alpha = + \text{ or } - \\
2 & \text{when } \alpha = z.
\end{cases}$$

It is worth noting that the form of the equation-of-motion as expressed in Eq. 5.1 is only a valid approximation if one assumes the only $\alpha, \beta$ combinations that yield non-negligible values for $g_{i}^{\alpha\beta}$ are $+-+-, --+$ and $zz$ [20, 515, 523], as discussed in §J.3.5. Finally, $J(Q)$ is the Fourier transform of the exchange interaction [516],
given by

\[ J(Q) = \sum_{i \neq j} J_{ij} e^{i Q \cdot d_{ij}} , \]  

(5.4)

where \( J_{ij} \) and \( d_{ij} \) denote the exchange constant and displacement vector, respectively, between sites \( i \) and \( j \). The use of subscripts for \( J(Q) \) is relatively unorthodox but will be discussed in §5.3 below.

In this chapter, an investigation of the spin-orbit transitions with high resolution neutron spectroscopic measurements of the magnetic excitations in CoO below \( T_N \) is presented. It will be shown that well-defined spin excitations present at low energies break down into a momentum and energy broadened continuum at higher energy transfers, reminiscent of the behaviour in the cuprates when charge-doped towards superconductivity [524–528]. The results are compared against a mean-field-RPA multi-level spin wave model based on Green’s functions. While excellent agreement is found near the magnetic zone centre at low energies, the model fails to capture the high energy continuum. The failures of the model and the breakdown of the spin-orbit transitions at high energy transfers are discussed in terms of coupling to higher energy processes including itinerant excitations and multi-magnon decay.

5.2 Experimental Details

5.2.1 Sample Preparation

The neutron inelastic scattering measurements forming the basis of this study were performed on a 5 g single crystal of CoO (\( l = 50 \, \text{mm}, \phi = 8 \, \text{mm} \)) originally grown at Oxford University. The synthesis route is described by Cowley et al. [18] and consists of the following experimental procedure:

- Polycrystalline samples of CoO were synthesised by annealing high purity \( \text{Co}_3\text{O}_4 (> 99.99\%) \) under flowing Ar at 1200°C for 36 h with intermittent grinding until laboratory x-ray diffraction confirmed the absence of the \( \text{Co}_3\text{O}_4 \) precursor (\( \lesssim 1\% \) to 2\%).
- The phase pure CoO powder was compressed into cylindrical rods using a
hydraulic press and subsequently annealed under flowing Ar at 1275°C for 24 h in a horizontal annealing furnace.

- Crystal growth was performed using the floating zone technique with a four-mirror optical floating zone halogen furnace (CSI system Inc.) at the Clarendon Laboratory, Oxford. The feed and seed rods were counter-rotated at 35 rpm with a vertical translation of 2 to 4 mm hr$^{-1}$ in a pure Ar atmosphere. The initial polycrystalline seed rod was replaced for subsequent runs by single crystal seeds previously grown from earlier growths.

5.2.2 Neutron Inelastic Scattering Details

The neutron inelastic scattering measurements described in this study were performed on the MERLIN direct geometry chopper spectrometer [212] at the ISIS neutron spallation source (Didcot, U.K.). The $t_0$ (nimonic) chopper was spun at 50 Hz in parallel with the “sloppy” Fermi chopper package. To access a large dynamic range, three fixed incident energies $E_i$ of 110 meV, 75 meV and 45 meV were selected with Fermi chopper frequencies of 350, 300 and 250 Hz, providing a resolution at the elastic line of 7.3, 4.8 and 2.7 meV, respectively.

The 5 g single crystal was mounted in a top loading closed cycle refrigerator (ISIS CCR 62) such that the [110] and [001] axes laid within the scattering plane. A tomographic reconstruction in momentum-space was accomplished by rotating the single crystal about the [1-10] axis over 120° in 0.5° steps.

The four dimensional ($Q, E$) experimental data at each angle $\Psi$ and $E_i$ was collected at 5 K for a fixed amount of accumulated charge (30 $\mu$A·s $\sim$ 15 minutes) on the spallation target. The raw experimental data was normalised by accumulated proton charge, corrected for detector-efficiency using a vanadium reference sample and reduced by the Mantid data analysis software [529]. Visualisation and manipulation of reduced experimental data including rebinning and projections were performed using the HORACE software package [530] distributed by ISIS.
5.3 Details of Analysis Algorithm

Equation-of-Motion & Additional Approximations

As discussed in §4.3.2, the proposed type-II antiferromagnetic magnetic structure of CoO in the low temperature limit can be approximated as (111) ferromagnetic sheets stacked antiferromagnetically along [111] [82, 422, 438, 440, 441]. Such an approximation implies that CoO can be reduced to two unique magnetic sublattices, and thus the value of the site indices $i$ and $j$ can assume the values of either 1 or 2. The restriction of the values of $i$ and $j$ reduces Eq. 5.1 to four coupled linear equations given by:

\[
G_{11}^{\alpha\beta}(\mathbf{Q}, E) = g_1^{\alpha\beta}(E) + g_1^{\alpha\beta}(E)\Phi^{\alpha\beta} J_s(\mathbf{Q}) G_{11}^{\alpha\beta}(\mathbf{Q}, E) + g_1^{\alpha\beta}(E)\Phi^{\alpha\beta} J_d(\mathbf{Q}) G_{21}^{\alpha\beta}(\mathbf{Q}, E) 
\]

\[
G_{21}^{\alpha\beta}(\mathbf{Q}, E) = g_2^{\alpha\beta}(E)\Phi^{\alpha\beta} J_s(\mathbf{Q}) G_{21}^{\alpha\beta}(\mathbf{Q}, E) + g_2^{\alpha\beta}(E)\Phi^{\alpha\beta} J_d(\mathbf{Q}) G_{11}^{\alpha\beta}(\mathbf{Q}, E) 
\]

\[
G_{12}^{\alpha\beta}(\mathbf{Q}, E) = g_1^{\alpha\beta}(E)\Phi^{\alpha\beta} J_s(\mathbf{Q}) G_{12}^{\alpha\beta}(\mathbf{Q}, E) + g_1^{\alpha\beta}(E)\Phi^{\alpha\beta} J_d(\mathbf{Q}) G_{22}^{\alpha\beta}(\mathbf{Q}, E) 
\]

\[
G_{22}^{\alpha\beta}(\mathbf{Q}, E) = g_2^{\alpha\beta}(E) + g_2^{\alpha\beta}(E)\Phi^{\alpha\beta} J_s(\mathbf{Q}) G_{22}^{\alpha\beta}(\mathbf{Q}, E) + g_2^{\alpha\beta}(E)\Phi^{\alpha\beta} J_d(\mathbf{Q}) G_{12}^{\alpha\beta}(\mathbf{Q}, E), 
\]

where $J_s$ and $J_d$ denotes $J(Q)$ on the same ($i = j$) and different ($i \neq j$) sublattices, respectively. Combining Eqs. 5.5 to 5.8, the four coupled linear equations are reduced to

\[
G^{\alpha\beta}(\mathbf{Q}, E) \equiv \sum_{ij} G_{ij}^{\alpha\beta}(\mathbf{Q}, E) 
\]

\[
= \frac{g_1^{\alpha\beta}(E) + g_2^{\alpha\beta}(E) + 2g_1^{\alpha\beta}(E)g_2^{\alpha\beta}(E)[\Phi^{\alpha\beta} J_d(\mathbf{Q}) - \Phi^{\alpha\beta} J_s(\mathbf{Q})]}{[1 - g_1^{\alpha\beta}(E)\Phi^{\alpha\beta} J_s(\mathbf{Q})][1 - g_2^{\alpha\beta}(E)\Phi^{\alpha\beta} J_s(\mathbf{Q})] - g_1^{\alpha\beta}(E)g_2^{\alpha\beta}(E)[\Phi^{\alpha\beta} J_d(\mathbf{Q})]^2}. 
\]

As Eq. 5.9 is written, the equation-of-motion is explicitly a function of two variables: the single-site susceptibility $g^{\alpha\beta}$ and the Fourier transform of the exchange interaction $J(Q)$. The single-site susceptibility will now be addressed. Since the energy transfers $\Delta E$ under consideration ($\geq 20$ meV) are much larger
than the sample temperature ($\sim$ 0.5 meV) in this particular experiment, the single-site susceptibility given by Eq. 5.2 can be simplified to

$$g^{\alpha\beta}(E) = \sum_n \left\{ \frac{S_{\alpha n}S_{\beta n}}{E - E_n} - \frac{S_{\alpha n}S_{\beta n}}{E + E_n} \right\},$$

(5.10)
corresponding to its definition in the $T = 0$ K limit, as used in the pseudo-bosonic approach [20, 511, 515]. The value of $E$ corresponds to $E + i\Delta$, where $E$ and $\Delta$ represent an input energy and a positive infinitesimal to ensure causality/analyticity via the Cauchy residual theorem [531, 532], respectively. For numerical purposes, $\Delta$ was set to 50% of the calculated experimental resolution width on MERLIN [212], i.e. the calculated half-width-at-half-maximum (HWHM) at the incident energy of interest. The eigenstates $|n\rangle$ and their corresponding eigenvalues $E_n$ were calculated by diagonalising the single-ion Hamiltonian [76] given by

$$\hat{H}_{S.I.} = \alpha \lambda \hat{S} \cdot \hat{\mathbf{S}} + H_{MF} \hat{S}_z + \Gamma_z \left( \hat{L}_x^2 - \frac{2}{3} \right) + \Gamma_x (\hat{L}_x^2 - \hat{L}_y^2),$$

(5.11)
corresponding to spin-orbit coupling, Zeeman splitting due to a molecular field, axial and planar distortion contributions, respectively; with each contribution to $\hat{H}_{S.I.}$ being parametrised by the spin-orbit coupling constant $\lambda$, the molecular field strength parameter $H_{MF}(i) = 2 \sum_j J(ij)(\langle \hat{S}_z(j) \rangle)$ and distortion parameters $\Gamma_z$ and $\Gamma_x$, respectively. It was originally assumed that the spin-orbit coupling constant $\lambda$ was equal to the experimental value of $-16(3)$ meV as measured by Cowley et al. [18]. With the high symmetry approximation [422] which is required for Eq. 5.1 to be valid, the values of $\Gamma_z$ and $\Gamma_x$ were originally assumed to be zero.

The Fourier transform of the exchange interactions will now be addressed. Recall that the approximation [82, 422, 438, 440, 441] of the magnetic structure as (111) ferromagnetic sheets stacked antiferromagnetically resulted in the restriction of the site indices $i$ and $j$ in Eq. 5.1 to the values of either 1 or 2 and the relabelling of $J(Q)$ to either $J_s(Q)$ or $J_d(Q)$. Such relabelling suggests that $J(Q)$ given by Eq. 5.4 may be redefined as

$$J_{\xi}(Q) = \sum_\eta J_{\xi,\eta} e^{iQ \cdot d_{\xi,\eta}},$$

(5.12)
where the indices \( \xi \) and \( \eta \) denote a particular sublattice (either \( s \) or \( d \)) and a particular \( ij \) pair, respectively. The analytical form of \( J_\xi \) for both \( \xi = s \) and \( d \) was derived for the four coordination shells for CoO, assuming a cubic rocksalt \((Fm\bar{3}m)\) structure, by the following method:

- Eq. 5.12 was first redefined in terms of coordination shells that are summarised in Tab. 5.1. The new \( J(Q) \) is given by

\[
J_\xi(Q) = \sum_m \sum_\eta J_{\xi,m,\eta} e^{iQ \cdot d_{\xi,m,\eta}},
\]

where the sum over all distances in a particular \( \xi \) sublattice in Eq. 5.12 has been replaced by a summation of distances in a particular coordination shell \( m \), followed by a summation over all coordination shells.

**Table 5.1** Select summary of crystallographic parameters \([461–463]\) of CoO. The number of neighbors in a relative coordination shell \( m \) was determined with the assumption that CoO assumes a collinear type-II antiferromagnetic structure \([82, 422, 438, 440, 441]\). Numbers in parentheses indicate statistical errors.

| \( m \) | \( |d_m| \) (Å) | Neighbours in \( m \) | \( d \)-Sublattice | \( s \)-Sublattice |
|-------|-------|----------------|----------------|----------------|
| 1     | 3.0144(8) | 12             | 6              | 6              |
| 2     | 4.2630(11)| 6              | 6              | 0              |
| 3     | 5.2211(13)| 24             | 12             | 12             |
| 4     | 6.0288(15)| 12             | 0              | 12             |

- As summarised by Tab. 5.1 and illustrated in Fig. 5.2, the number of Co\(^{2+}\) in the \( d \)- and \( s \)-sublattices for a particular coordination shell \( m \) was determined by first arbitrarily selecting a reference Co\(^{2+}\), thus defining a reference (111) plane. Once a reference (111) plane was selected, for each Co\(^{2+}\) in the coordination shell \( m \), the relative location of its particular (111) plane to the reference (111) plane was identified. By definition \([440, 441]\), Co\(^{2+}\) located on odd integer number of (111) planes away from the reference (111) plane are defined as being located on \( d \) sublattice. While Co\(^{2+}\) located in the same or an even integer number of (111) planes away are defined as being located on the \( s \) sublattice. The process was repeated for all coordination shells and the numbers of Co\(^{2+}\) in each sublattice are summarised in Tab. 5.1.

- For a particular coordination shell \( m \) in a particular sublattice, the displacement vectors \( d_{m,ij} \) between the particular Co\(^{2+}\) of interest and the reference Co\(^{2+}\) was determined by VESTA \([533]\). The process was repeated
for all Co$^{2+}$ in each coordination shell, then repeated for all coordination shells and finally repeated for both $s$ and $d$ sublattices. All displacement vectors $\mathbf{d}_{m,ij}$ are summarised in Tab. 5.2.

- For each coordination shell $m$, the calculated displacement vectors $\mathbf{d}_{m,ij}$ and its corresponding exchange constant $J_m$ for a particular sublattice were inserted into the modified definition of $J(\mathbf{Q})$ given by Eq. 5.13, yielding:

$$J_s(\mathbf{Q}) = 2J_1F\{\cos(\pi(H - K)) + \cos(\pi(K - L)) + \cos(\pi(L - H))\}$$
$$+ 2J_3F \{\cos(\pi(2H - K - L)) + \cos(\pi(2H + K + L))$$
$$+ \cos(\pi(H - 2K + L)) + \cos(\pi(-H - 2K - L))$$
$$+ \cos(\pi(H - K + 2L)) + \cos(\pi(-H - K + 2L))\}$$
$$+ 2J_4F \{\cos(2\pi(H - L)) + \cos(2\pi(H - K)) + \cos(\pi(L - K))$$
$$+ \cos(\pi(H + L)) + \cos(\pi(H + K)) + \cos(\pi(K + L))\} \quad (5.14)$$

Figure 5.2  Isometric view of all Co$^{2+}$ cations contained in the (a) first, (b) second, (c) third and (d) fourth coordination shell of the CoO rocksalt structure. For the purposes of reference, (111) planes are indicated by solid blue lines. All displacement vectors $\mathbf{d}_{m,ij}$ are listed in Tab. 5.2.
Table 5.2  Summary of displacement vectors $\mathbf{d}_{m,ij}$ for each coordination shell $m$ in each magnetic sublattice in CoO. All vectors were calculated using the VESTA visualisation software package [533]. Numbers in parentheses indicate statistical errors.

| $m$ | $|\mathbf{d}_{m,ij}|$ (Å) | Neighbours | $\mathbf{d}_{m,ij}$ in $d$-Sublattice (a) | $\mathbf{d}_{m,ij}$ in $s$-Sublattice (a) |
|-----|-----------------|------------|----------------------------------------|----------------------------------------|
| 1   | 3.0144(8)       | 12         | $(-\frac{1}{2} - \frac{1}{2} 0)$       | $(0 - \frac{1}{2} \frac{1}{2})$        |
|     |                 |            | $(-\frac{1}{2} 0 - \frac{1}{2})$       | $(\frac{1}{2} - \frac{1}{2} 0)$        |
|     |                 |            | $(0 - \frac{1}{2} - \frac{1}{2})$      | $(\frac{1}{2} 0 - \frac{1}{2})$        |
|     |                 |            | $(0 \frac{1}{2} \frac{1}{2})$          | $(0 \frac{1}{2} - \frac{1}{2})$        |
|     |                 |            | $(\frac{1}{2} 0 \frac{1}{2})$          | $(-\frac{1}{2} \frac{1}{2} 0)$         |
|     |                 |            | $(\frac{1}{2} \frac{1}{2} 0)$          | $(-\frac{1}{2} 0 \frac{1}{2})$         |
| 2   | 4.2630(11)      | 6          | $(-1 0 0)$                             | $(1 \frac{1}{2} 0)$                    |
|     |                 |            | $(0 0 -1)$                             | $(1 - \frac{1}{2} \frac{1}{2})$       |
|     |                 |            | $(0 -1 0)$                             | $(\frac{1}{2} - \frac{1}{2} \frac{1}{2})$ |
|     |                 |            | $(1 0 0)$                              | $(0 -1 0)$                             |
|     |                 |            | $(0 0 1)$                              | $(0 1 \frac{1}{2})$                    |
|     |                 |            | $(0 1 0)$                              | $(\frac{1}{2} 1 \frac{1}{2})$          |
| 3   | 5.2211(13)      | 24         | $(1 - \frac{1}{2} \frac{1}{2})$       | $(\frac{1}{2} - \frac{1}{2} \frac{1}{2})$ |
|     |                 |            | $(1 \frac{1}{2} - \frac{1}{2})$       | $(\frac{1}{2} - \frac{1}{2} \frac{1}{2})$ |
|     |                 |            | $(-1 - \frac{1}{2} \frac{1}{2})$      | $(\frac{1}{2} - \frac{1}{2} \frac{1}{2})$ |
|     |                 |            | $(-1 \frac{1}{2} - \frac{1}{2})$      | $(\frac{1}{2} - \frac{1}{2} \frac{1}{2})$ |
|     |                 |            | $(\frac{1}{2} - 1 \frac{1}{2})$       | $(\frac{1}{2} 1 \frac{1}{2})$          |
|     |                 |            | $(1 \frac{1}{2} - 1 \frac{1}{2})$     | $(\frac{1}{2} - 1 \frac{1}{2})$        |
|     |                 |            | $(-1 \frac{1}{2} \frac{1}{2})$        | $(\frac{1}{2} - \frac{1}{2} - \frac{1}{2})$ |
|     |                 |            | $(1 \frac{1}{2} \frac{1}{2})$         | $(\frac{1}{2} - \frac{1}{2} 0)$        |
|     |                 |            | $(\frac{1}{2} 1 \frac{1}{2})$         | $(\frac{1}{2} 1 \frac{1}{2})$          |
|     |                 |            | $(\frac{1}{2} 1 - \frac{1}{2})$       | $(\frac{1}{2} 1 \frac{1}{2})$          |
|     |                 |            | $(-\frac{1}{2} \frac{1}{2} 1)$        | $(\frac{1}{2} - \frac{1}{2} - \frac{1}{2})$ |
|     |                 |            | $(\frac{1}{2} \frac{1}{2} 1)$         | $(\frac{1}{2} - \frac{1}{2} - \frac{1}{2})$ |
|     |                 |            | $(\frac{1}{2} - \frac{1}{2} 1)$       | $(\frac{1}{2} - \frac{1}{2} - \frac{1}{2})$ |
|     |                 |            | $(-\frac{1}{2} \frac{1}{2} -1)$       | $(\frac{1}{2} - \frac{1}{2} - \frac{1}{2})$ |
|     |                 |            | $(\frac{1}{2} - \frac{1}{2} -1)$      | $(\frac{1}{2} - \frac{1}{2} - \frac{1}{2})$ |
| 4   | 6.0288(15)      | 12         | $(-1 0 1)$                             | $(1 0 1)$                             |
|     |                 |            | $(1 0 - 1)$                            | $(0 -1 1)$                             |
|     |                 |            | $(1 - 1 0)$                            | $(0 -1 1)$                             |
|     |                 |            | $(0 -1 1)$                             | $(0 1 -1)$                             |
|     |                 |            | $(-1 0 1)$                             | $(0 1 -1)$                             |
|     |                 |            | $(1 1 0)$                              | $(0 1 -1)$                             |
|     |                 |            | $(0 1 1)$                              | $(0 1 -1)$                             |
|     |                 |            | $(1 1 0)$                              | $(0 1 -1)$                             |
|     |                 |            | $(0 -1 1)$                             | $(0 1 -1)$                             |
|     |                 |            | $(0 1 -1)$                             | $(0 1 -1)$                             |
|     |                 |            | $(-1 -1 0)$                            | $(0 1 -1)$                             |
\[ J_d(Q) = 2J_{1AF}\{\cos(\pi(H + K)) + \cos(\pi(K + L)) + \cos(\pi(L + H))\} \]
\[ + 2J_{2AF}\{\cos(2\pi H) + \cos(2\pi K) + \cos(2\pi L)\} \]
\[ + 2J_{3AF}\{\cos(\pi(2H - K + L)) + \cos(\pi(2H + K - L)) \]
\[ + \cos(\pi(-H - 2K + L)) + \cos(\pi(-H - 2K - L))\} \], \quad (5.15)

for the \( s \) and \( d \)-sublattices, respectively. As an approximation, the exchange constants \( J_m \) used in this particular analysis were assumed to equal the experimentally determined exchange constants for Co\(_{0.03}\)Mg\(_{0.97}\)O \([3]\) as summarised in Tab. 5.3. It is also worth noting that the exclusive use of ferromagnetic and antiferromagnetic exchange constants in \( J_s \) and \( J_d \), respectively, corresponds to the aforementioned approximation of the magnetic structure of CoO \([82, 422, 438, 440, 441]\).

Table 5.3 Experimentally determined magnetic exchange constants \( J_{m,n} \) for Co\(_{0.03}\)Mg\(_{0.97}\)O \([3]\). Indices \( m \) and \( n \) denote the relative coordination shell and type of spin coupling, respectively. Labels AF and F for the index \( n \) denote antiferromagnetic \((J > 0)\) and ferromagnetic \((J < 0)\) coupling, respectively. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Exchange Constant</th>
<th>Experimental Value (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_{1AF} )</td>
<td>1.000(8)</td>
</tr>
<tr>
<td>( J_{1F} )</td>
<td>-0.918(6)</td>
</tr>
<tr>
<td>( J_2 ) or ( J_{2AF} )</td>
<td>3.09(5)</td>
</tr>
<tr>
<td>( J_{3AF} )</td>
<td>0.258(1)</td>
</tr>
<tr>
<td>( J_{3F} )</td>
<td>-0.182(1)</td>
</tr>
<tr>
<td>( J_{4AF} )</td>
<td>0.0759(4)</td>
</tr>
<tr>
<td>( J_{4F} )</td>
<td>-0.0504(4)</td>
</tr>
</tbody>
</table>

After both the single-site susceptibility \( g^{\alpha\beta} \) and the Fourier transform of the exchange interaction \( J(Q) \) are calculated, one can utilise the definition \([100, 515, 531, 534]\) that the sum of the Green’s functions is proportional to the generalised susceptibility \( \chi \), given by

\[ \chi(Q, E) = -g^2\mu_B^2 G(Q, E), \quad (5.16) \]
where $g_J$ and $\mu_B$ is the Landé $g$-factor and Bohr magneton, respectively, and

$$G(Q, E) \equiv \sum_{ij} G_{ij}(Q, E) = G_{11}(Q, E) + G_{12}(Q, E) + G_{21}(Q, E) + G_{22}(Q, E).$$  

(5.17)

It should be noted that the negative sign in Eq. 5.16 is due to the definition of $E = E + i\Delta$ in Eq. 5.10. The presence of $+i\Delta$ in the denominator for both terms of Eq. 5.10 corresponds to the retarded response function, implying that all poles for both excitations and their corresponding holes lie within the lower half of the complex plane [531, 532, 535, 536].

Finally, by the fluctuation-dissipation theorem [107], one can convert the Green’s functions via Eq. 5.16 to the dynamic structure factor $S(Q, E)$ by

$$S(Q, E) \propto -|f(Q)|^2 \text{Im} \{G(Q, E)\},$$  

(5.18)

since the Bose factor $[n(E)+1]$ is set to 1 in the limit of 0 K [100].

**Transverse & Longitudinal Mode Coupling**

Despite several decades of investigation, the magnetic structure of CoO remains controversial [82, 440, 537–539], with some claiming that CoO may assume a non-collinear magnetic structure [83, 441] instead of the initially proposed type-II collinear antiferromagnetic structure [422, 438]. The presence of non-collinear magnetic ordering would suggest the possibility of coupling between longitudinal and transverse modes [540–543], a possibility that will be later employed to address the high energy continuum at the magnetic zone boundaries.

Before proceeding, two important assumptions must be made clear. Firstly, the analysis presented so far is based on the assumption that CoO exhibits type-II collinear antiferromagnetic order and thus assumes a lack of non-collinearity. Consequently, any coupling applied to the modes calculated using Eq. 5.9 must be treated as simply an approximation, and ultimately speculative. Secondly, the longitudinal-transverse coupling was assumed to be applicable to single-quasiparticle modes, instead of coupling between single and multi-quasiparticle modes [542–546]. A subtle, but very important distinction that will be later addressed. Inspired by the work of Wehner on coupled phonons [547, 548], such
longitudinal-transverse mode coupling was approximated by

\[
\tilde{G}_{ij}(Q, E) = \delta_{ij} G_i(Q, E) + \sum_{k=\pm 1} G_i(Q, E) \Pi_{i,i+k} \tilde{G}_{i+k,j}(Q, E), \quad (5.19)
\]

where \(G_i\), \(\tilde{G}_{ij}\) and \(\Pi_{ij}\) denote the Green’s functions derived from coupling single-site response functions in Eq. 5.9, the Green’s function coupling \(i^{th}\) and \(j^{th}\) Green’s functions and the coupling constant between \(i^{th}\) and \(j^{th}\) Green’s functions, respectively. As a first approximation, all coupling constants \(\Pi_{ij}\) were fixed to be a positive real value equal to \(J_2 \sim 4.1\) meV [3] which specifies the maximum energy scale in CoO. Indices \(i\) and \(j\) assume either values 1 to 3 corresponding to

\[
\begin{align*}
G_1(Q, E) &= G^{++}(Q, E) \quad (5.20a) \\
G_2(Q, E) &= G^{zz}(Q, E) \quad (5.20b) \\
G_3(Q, E) &= G^{+-}(Q, E). \quad (5.20c)
\end{align*}
\]

The sum in Eq. 5.19 was limited to indices \(k = \pm 1\) to ensure coupling up to first order was between only longitudinal and transverse Green’s functions exclusively [531], yielding nine coupled linear equations:

\[
\begin{align*}
\tilde{G}_{11}(Q, E) &= G_1(Q, E) + G_1(Q, E) \Pi_{12} \tilde{G}_{21}(Q, E) \quad (5.21a) \\
\tilde{G}_{21}(Q, E) &= G_2(Q, E) \Pi_{21} \tilde{G}_{11}(Q, E) \quad (5.21b) \\
\tilde{G}_{22}(Q, E) &= G_2(Q, E) + G_2 \Pi_{21} \tilde{G}_{12}(Q, E) \quad (5.21c) \\
\tilde{G}_{12}(Q, E) &= G_1(Q, E) \Pi_{12} \tilde{G}_{22}(Q, E) \quad (5.21d) \\
\tilde{G}_{33}(Q, E) &= G_3(Q, E) + G_3(Q, E) \Pi_{32} \tilde{G}_{23}(Q, E) \quad (5.21e) \\
\tilde{G}_{31}(Q, E) &= G_3(Q, E) \Pi_{32} \tilde{G}_{21}(Q, E) \quad (5.21f) \\
\tilde{G}_{32}(Q, E) &= G_3(Q, E) \Pi_{32} \tilde{G}_{22}(Q, E) \quad (5.21g) \\
\tilde{G}_{13}(Q, E) &= G_1(Q, E) \Pi_{12} \tilde{G}_{23}(Q, E) \quad (5.21h) \\
\tilde{G}_{23}(Q, E) &= G_2(Q, E) \Pi_{23} \tilde{G}_{33}(Q, E) + G_2(Q, E) \Pi_{21} \tilde{G}_{13}(Q, E). \quad (5.21i)
\end{align*}
\]

Through some algebraic manipulation, the coupled Green’s functions \(\tilde{G}_{ij}\) can be rewritten in terms of the \(G_i\) derived from the single-site response functions, as
After mode coupling is performed, one can once again utilise Eq. 5.16 with

\[
G(Q, E) \equiv \sum_{ij} \tilde{G}_{ij}(Q, E) = \tilde{G}_{11}(Q, E) + \tilde{G}_{12}(Q, E) + \tilde{G}_{22}(Q, E) \\
+ \tilde{G}_{21}(Q, E) + \tilde{G}_{33}(Q, E) + \tilde{G}_{31}(Q, E) \\
+ \tilde{G}_{32}(Q, E) + \tilde{G}_{13}(Q, E) + \tilde{G}_{23}(Q, E),
\]

and Eq. 5.18 to calculate the dynamic structure factor \(S(Q, E)\) [100, 107, 515, 536].

**Analysis Algorithm**

The total analysis algorithm is presented in Fig. 5.3 and consists of two (or three) connected sections: (i) statement of parameters defining the coupling of \(g_{\alpha \beta}\), (ii, optional) the coupling of \(G_{\alpha \beta}\), and (iii) the calculation of \(S(Q, E)\).

The first portion of the analysis is centred on the calculation of \(G_{\alpha \beta}(Q, E)\), quantifying the coupling of the single-site susceptibility terms. As summarised by Eq. 5.9, \(G_{\alpha \beta}(Q, E)\) is a function of the single-site susceptibility \(g_{\alpha \beta}(E)\) and the Fourier transform of the exchange interactions \(J_\xi(Q)\), providing the \(E\) and \(Q\)-dependence, respectively. With the combination of the \(T = 0\) K and cubic approximations, the single-ion Hamiltonian \(\hat{H}_{S.I.}\) (Eq. 5.11), and thus \(g_{\alpha \beta}\) (Eq. 5.10) has only one free parameter, the molecular field strength \(H_{MF}\). While the aforementioned approximation of the magnetic structure as \((111)\) sheets [82, 422, 438, 440, 441], combined with the approximation that the
exchange constants are equal to those measured for Co$_x$Mg$_{1-x}$O [3] in Chapter 4, results in $J_{\xi}(Q)$ possessing no free parameters.

In the event that such restrictions on both $g^{\alpha\beta}$ and $J_{\xi}(Q)$ would result in the failure of the model to capture the magnetic excitations, an alternative algorithm was simultaneously developed. The modified algorithm defined the parameters $\lambda$, $\Gamma_z$ and $\Gamma_x$ as input variables, and thus allowed to vary. Secondly, the alternative algorithm defined $J_{\xi}(Q)$ in terms of four free parameters $J_m$ corresponding to the four respective coordination shells for a particular sublattice $\xi$. Such a definition is the simplest deviation away from the intrinsic restrictions of the aforementioned approximation of the magnetic structure [82, 422, 438, 440, 441], and consists of $J(Q)$ being a function of the same four exchange constants $J$ for both $\xi=s$ or $d$. In other words, for a particular coordination shell $m$, the exchange constant was assumed to be identical in both sub-lattices. As summarised by Figs. 4.4 and 4.9 in Chapter 4, neutron spectroscopic measurements on Co$_{0.03}$Mg$_{0.97}$O [3] revealed that each coordination shell, with the exception of the second, exhibits both antiferromagnetic and a weaker ferromagnetic exchange coupling. Such dual behaviour is a reflection of the $t_{2g}$ degeneracy of the high spin $d^7$ configuration of Co$^{2+}$, and thus a particular choice of $J$, be it antiferromagnetic or ferromagnetic, corresponds to a specific local orbital arrangement. Consequently, the calculation
of $G^{\alpha\beta}$ via Eq. 5.9 was performed eight times, corresponding to the number of different combinations for the values of $J$ in the definition of $J(Q)$ in Eq. 5.13, since three out of the four $J_m$ parameters was free to assume either the ferromagnetic or antiferromagnetic values measured for Co$_{0.03}$Mg$_{0.97}$O [3]. Since each particular combination corresponds to a particular orbital arrangement and each arrangement can be physically interpreted as a particular physical pathway in the lattice, it was expected that the molecular field for each orbital arrangement would differ from one another. To reflect different physical pathways, the molecular field strength given by $H_{MF}$ for each combination of $J$ was allowed to vary from its mean field estimate of 64.8(9) meV, a value derived from the experimentally determined Curie-Weiss temperature of $-330$ K [474, 475]. Consequently, by specifying a particular combination of $J$ and its corresponding molecular field strength $H_{MF}$, $G^{\alpha\beta}$ was calculated via Eq. 5.9 for a particular $\alpha\beta = +-, --, -+ and zz$.

The second optional portion of the analysis algorithm consists of coupling $G^{\alpha\beta}$ as a speculative attempt to address the breakdown of sharp spin waves at high energy transfers. For each combination of exchange constants $J$, the Green’s functions $G^{\alpha\beta}$ were coupled utilising Eq. 5.19 [547, 548]. Consequently, for a particular $J$ combination and its corresponding $H_{MF}$ value, the sum of $\tilde{G}_{ij}$ or $G_{ij}$ over all $ij$ combinations was calculated via Eqs. 5.22 or 5.17 for the case when coupling was included or excluded, respectively, both yielding $G(Q, E)$ which is directly proportional to the generalised susceptibility $\chi$ via Eq. 5.16 [515, 536].

The third and final portion consists of converting $G(Q, E)$ for a particular combination of $J$ and corresponding $H_{MF}$ to the dynamic structure factor $S(Q, E)$ via Eq. 5.18 [100, 107]. All three portions of the analysis algorithm outlined above were repeated for all eight combinations of exchange constants and their corresponding values for $H_{MF}$. The algorithm was performed repeatedly for a least squares refinement of the $H_{MF}$ values.

5.4 Results & Discussion

5.4.1 Experimental Data

Having described the analysis algorithm, a summary of the experimental data is now presented in Fig. 5.4. As illustrated in Figs. 5.4(a) and (b), $(Q,E)$ slices in the $(\frac{3}{2}, \frac{3}{2}, L)$ and $(2, 2, L)$ planes exhibit contrasting low energy
profiles in the Néel state. The former exhibits a complex fine structure at the magnetic zone centres consisting of four (or more) excitations (Figs. 5.4(c,d)) that are replaced by energy and momentum broadened excitations at higher energy transfers. In contrast, no such structure exists for the latter, which exhibits strong magnetic scattering consisting of multiple energy and momentum broadened excitations over the entire dynamic range centred at the zone boundaries (Fig. 5.4(e)), both in agreement with a myriad of spectroscopy measurements spanning decades [422, 424, 444, 469, 472, 473, 508, 509]. Whereas the broad excitations at the zone boundaries have been well-documented since the first neutron spectroscopy measurements by Sakurai [444], the fine structure at the zone-centres was only recently fully characterised by Yamani, Buyers, Cowley & Prabhakaran [422], while its replacement by energy and momentum broadened excitations has yet to be reported.

Although there are key similarities between the current data and previous measurements in the literature, it is important to note two key differences at the magnetic zone centres. The first difference pertains to the physical origin of the lowest energy excitation centred at $\sim 18$ meV. Whereas previous measurements [422] claimed that the majority, if not all of the intensity of the lowest energy excitation could be attributed to coherent phonon scattering, the $Q$-dependence of the fine structure presented in Fig. 5.4(c) suggests that the excitation in question possesses a significant magnetic contribution with only minor phonon contributions from the aluminium sample can. The second difference pertains to the width of the highest energy mode. Whereas previous studies [422] measured an excitation centred at $\sim 41$ meV that was much broader than both instrumental resolution and the widths of all the other excitations constituting the fine structure, the current data instead consists of one resolution-limited excitation centred at $\sim 37$ meV. Both differences in peak width and centre can be quickly accounted for by noting the energy-transfer of the particular peak of interest overlaps a region of spurious signal on C5 due to $\frac{1}{2}$ contamination [100]. Such a spurious contribution in previous measurements would provide a natural explanation for both the absence of such broadness in the current data and the shift in the peak centre to a lower energy value in agreement with optical measurements [469, 509], thus casting significant doubt on the previous assignment [422] of a spin-orbiton excitation to the highest energy excitation.
Figure 5.4  \((Q,E)\) slices of CoO measured on MERLIN at 5 K with an \(E_i\) of (a) 110 meV, (b) 75 meV and (c) 45 meV. All \((Q,E)\) slices have been folded along [001]. A comparison of constant-\(Q\) cuts of (c) and (b) with previous measurements in the literature at the (d) magnetic zone centres [422, 424] and (e) magnetic zone boundaries [444], respectively. Solid lines in (e) indicate the location of excitations previously determined by IR spectroscopy [509]. Horizontal bars indicate instrumental resolution.
The rich low energy excitation spectrum below $T_N$ is in stark contrast with the behaviour of other $\text{Co}^{2+}$-based magnets such as $\text{CoF}_2$ [549] and $\text{KCoF}_3$ [20] that exhibit multiple sharp magnon branches. As alluded to in the introductory remarks, such contrasting behaviour from the latter $\text{Co}^{2+}$-based compounds is a consequence of the comparable energy scales of far reaching magnetic exchange and spin-orbit coupling in $\text{CoO}$ [18, 20, 47, 76, 341, 422, 424, 444]. The combination of these two distinct contributions, possibly further compounded by significant structural distortions [82, 424, 440, 441], has resulted in confusion as to the choice of the proper Hamiltonian and thus ultimately a poor understanding of the low energy dynamics in the Néel state.

5.4.2 Comparison of Experimental Data and Calculated Models

Having presented the experimental data, a comparison is now presented to the calculated model assuming: (i) the magnetic exchange constants for each coordination shell were equal to the values obtained for $\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}$ [3] (Tab. 5.3), (ii) $J_s(Q)$ (Eq. 5.14) and $J_d(Q)$ (Eq. 5.15) utilised exclusively ferromagnetic and antiferromagnetic exchange constants, respectively, and (iii) the mean field strength parameter $H_{MF}$ was fixed to 65 meV. The value of 65 meV for $H_{MF}$ was determined by noting that the mean field expression $H_{MF} = 2\langle \hat{S}_z \rangle zJ$, corresponding to Eq. J.4 reduced over one coordination shell. Since the product $zJ$ in $H_{MF}$ also parametrises the mean-field definition of the Curie-Weiss temperature $\theta_{CW} = -\frac{2S(S+1)zJ}{3k}$, the value of $H_{MF}$ was determined directly from the experimentally determined $\theta_{CW}$ of $-330$ K [474, 475].

As summarised by Figs. 5.5(a) and (b), the calculated model fails to capture all major features of the experimental data at both the zone centres and boundaries. Whereas the former exhibits only one magnetic excitation at select zone centres (e.g. $(\frac{3}{2}, \frac{3}{2}, \frac{3}{2})$) in lieu of four (or more) as described in Figs. 5.4(a) and (c), the latter exhibits no magnetic excitations whatsoever instead of the multiple peaks that are observed experimentally, as shown in Figs. 5.4(b) and 5.5(f). In fact, the lack of intensity at particular zone centres (e.g. $(\frac{3}{2}, \frac{3}{2}, \frac{1}{2})$) suggests that the initial estimate of $H_{MF}$ used in the single-ion Hamiltonian $\hat{H}_{SI}$ (Eq. 5.11) is not large enough to allow the magnon branches to connect in a dynamic range of positive energy transfers, thus causing a clear instability. As illustrated in Fig. 5.5(c), the value of $H_{MF}$ must be significantly greater than 100 meV to have
a magnetic excitation in the desired dynamic range at the zone centres originally lacking intensity. Figs. 5.5(c,e) and (d,f) demonstrate that despite the use of a physically unrealisable value of $H_{MF}$, the model once again fails in a similar manner as the original calculations in Figs. 5.5(a) and (b). Whereas the calculated model once again predicts no intensity at the zone boundaries, the location of the magnetic modes at the zone centres depend on the value of $L$, in contrast to what is experimentally observed [422, 424, 444, 509]. The failure of such a model presented above is not particularly surprising. Such a conclusion can be readily obtained by noting that the spin-spin interactions are based on orbital overlap, must possess time reversal symmetry or $T$-symmetry. By noting that the reversal of time would essentially flip which spins belong to the $s$ and $d$ sublattices, then it must hold that $J_{s,m} = J_{d,m}$, for all coordination shells $m$.

As an attempt to account for the clear discrepancies between the calculated model and the data, the definitions of both $J_s(Q)$ and $J_d(Q)$ were modified. As discussed in §5.3, instead of utilising the common approximation of the magnetic structure of CoO as antiferromagnetically coupled ferromagnetic (111) sheets [82, 422, 438, 440, 441], it was assumed that for each coordination shell $m$, the exchange constants were equal in the expressions for both $J_s(Q)$ and $J_d(Q)$. A consequence of the removal of both restrictions of $J_{s,m} < 0$ and $J_{d,m} > 0$ for all $m$ is an inherent ambiguity in which exchange constants of Co$_{0.03}$Mg$_{0.97}$O from Tab. 5.3 should be used in $J(Q)$. Such an ambiguity follows from the observation that, with the exception of the $m = 2$, each coordination shell has both an antiferromagnetic and weaker ferromagnetic option available [3], yielding $2^3 = 8$ unique arrangements of exchange constants over four coordination shells. Another, albeit related consequence of the removal of the aforementioned restrictions on $J(Q)$ is an inherent ambiguity of the value of the mean field strength parameter $H_{MF}$. Such ambiguity stems from the deduction that the presence of both antiferromagnetic and ferromagnetic exchange couplings is a direct consequence of the orbital degree of freedom of Co$^{2+}$, with each choice of $J$, be it ferromagnetic or antiferromagnetic, corresponding to a particular $t_{2g}$-$t_{2g}$ configuration, and thus a particular orbital arrangement [3, 53, 54, 56, 57]. Such individual arrangements could be physically interpreted as particular physical pathways in the CoO lattice and thus it would be expected that the molecular field would differ from one unique arrangement to another. Consequently, as discussed in §5.3, the molecular field strength parameter $H_{MF}$ for all eight arrangements was allowed to deviate from the original estimate of 64.8(9) meV as deduced from the experimental value of $\theta_{CW}$ [474, 475].
Figure 5.5  Calculated (Q,E) slices for an $E_i=110$ meV with a molecular field contribution $H_{MF}$ of (a,b) 65 meV and (c,d) 125 meV in Eq. 5.11. (e,f) A comparison of measured and calculated constant-Q cuts. All calculations assumed the exclusive use of ferromagnetic and antiferromagnetic exchange constants (Tab. 5.3) in $J_s$ (Eq. 5.14) and $J_d$ (Eq. 5.15), respectively. Horizontal bars for constant-Q cuts indicate experimental resolution.
As illustrated in Fig. 5.6, a least squares optimisation of the $H_{MF}$ parameter in Eq. 5.9 at the zone centre $(\frac{3}{2}, \frac{3}{2}, \frac{1}{2})$ incorporating all eight possible arrangements of exchange constants from Tab. 5.3 in $J(Q)$ (Eqs. 5.14 and 5.15) successfully captured the fine structure at low energy transfers at the zone centres, with only minor deviations being caused by an overestimation of the transverse $G^+$ mode. The refined values for $H_{MF}$ are summarised in Tab. 5.4. The eight values vary from 64.3(1) to 75.5(1) meV, representing a maximum deviation of 8.6(1)% from the average $H_{MF}$ value of 69.53(4) meV, a value within 7.3(1)% to the mean field estimate of 64.8(9) meV [474, 475]. The discrepancy between the average of the refined $H_{MF}$ values and the mean field estimate may be accounted for by noting that the mean field treatment assumes a collinear arrangement of magnetic moments [37]. Recall that the removal of the restrictions on $J(Q)$ in both Eqs. 5.14 and 5.15 corresponds to the removal of the assumption of collinearity in the Néel state. Therefore, a small deviation in the calculated model from the mean field estimate is not completely unexpected, but instead may support the numerous suggestions in the literature that CoO assumes a non-collinear magnetic structure [83, 441, 537, 538, 550].

Table 5.4

Refined mean field strength parameter $H_{MF}$ in the single-ion Hamiltonian $\hat{H}_{S.I.}$ for eight different orbital arrangements in CoO. Each arrangement corresponds to a different combination of magnetic exchange constants $J_{m,n}$ and is denoted by four letters. Each letter represents the type of coupling $n$, either antiferromagnetic (A) or ferromagnetic (F), present in each coordination shell $m$, from the first (far left) to the fourth (far right). Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Combination of Exchange Constants</th>
<th>Refined/Calculated Value (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAAA</td>
<td>74.9(1)</td>
</tr>
<tr>
<td>AAFA</td>
<td>75.5(1)</td>
</tr>
<tr>
<td>FAFA</td>
<td>69.0(1)</td>
</tr>
<tr>
<td>FAAA</td>
<td>69.4(1)</td>
</tr>
<tr>
<td>AAFF</td>
<td>66.4(1)</td>
</tr>
<tr>
<td>AAFA</td>
<td>65.2(1)</td>
</tr>
<tr>
<td>FAFF</td>
<td>71.5(1)</td>
</tr>
<tr>
<td>FAFF</td>
<td>64.3(1)</td>
</tr>
<tr>
<td>Average</td>
<td>69.53(4)</td>
</tr>
<tr>
<td>Mean field estimate</td>
<td>64.8(9)</td>
</tr>
</tbody>
</table>
Figure 5.6 Calculated \((\mathbf{Q}, \mathbf{E})\) slices for an \(E_i\) of (a) 45 meV, (b) 110 meV and (c) 70 meV. (d-f) Comparison of measured (5 K) and calculated constant-\(Q\) cuts of (a-c). The corresponding exchange constants for a particular coordination shell \(m\) in both \(J_s\) and \(J_d\) were assumed to be equal to one another and equal to the values summarised in Tab. 5.3. Horizontal bars for constant-\(Q\) cuts indicate experimental resolution. Arrow in panel (d) indicates the overestimated \(G^{+-}\) mode.
Despite the success of the calculated model to capture the fine structure at the zone centres (Figs. 5.6 (a) and (d)), the calculated model ultimately fails at magnetic zone boundaries. Constant-Q cuts at the zone boundaries (Figs. 5.6 (e) and (f)) reveal that while the calculated model does successfully predict the presence of two peaks at \( \left( \frac{3}{2}, \frac{3}{2}, 1 \right) \), both peaks are much sharper and their centre-of-masses are shifted to much higher energy transfers than what is experimentally observed. In contrast, the calculated model predicts no significant intensity, with an exception of a weak mode at \( \sim 30 \text{ meV} \) \[18, 422, 424\] corresponding to the \( G^{+-} \) mode in Eq. 5.9, for all energy transfers in the \((2, 2, L)\) plane.

The discrepancies between the experimental data and the calculated model at the \((\frac{3}{2}, \frac{3}{2}, L)\) zone boundaries will now be addressed. As illustrated in Fig. 5.6, the calculated model describes the magnetic scattering at the zone boundaries in the \((\frac{3}{2}, \frac{3}{2}, L)\) plane as a sum of resolution-limited spin waves, whose centre-of-masses are determined by the mean field strength parameter \( H_{MF} \). Utilising the algorithm described in §5.3, the value of the \( H_{MF} \) parameter is determined by the dispersion of the spin waves into the zone centres. In other words, since the calculated model predicts a trough at the zone boundaries, the values of \( H_{MF} \) are ultimately determined by any parameter that affects the location in energy of the trough. Perhaps the most natural dispersion parameter is the magnetic exchange constant \( J \) in Eqs. 5.14 and 5.15. Inserting exchange constants with larger magnitudes results in sharper spin waves with troughs located at lower energy transfers, thus requiring larger \( H_{MF} \) values to position the magnetic excitations in the dynamic range overlapping the fine structure introduced in Fig. 3.5. As illustrated in Figs. 5.5(a) and (b), if the value of \( H_{MF} \) is smaller than a particular value for a specific set of magnetic exchange constants, a trough may be completely absent due to the inability of the calculated spin waves to connect at positive energy transfers leading an instability.

The significant shift of the centre-of-masses at the zone boundaries in the \((\frac{3}{2}, \frac{3}{2}, L)\) plane towards higher energy transfers with a correspondingly larger value of \( H_{MF} \) relative to mean field predictions both suggest that the magnetic exchange constants used in the original calculations are overestimated and cannot simply be attributed to normalisation effects for the breakdown of spin waves into multiparticle states [551–553] that will be discussed later. In an attempt to investigate such a possibility, all magnetic exchange constants in Tab. 5.3 were reduced by 20%. It could be argued that such a deviation is a consequence of the fact that the exchange constants in Tab. 5.3 correspond to those in Co\(_{0.03}\)Mg\(_{0.97}\)O and are simply estimates of those in CoO. As illustrated in
Fig. 5.7, a least squares optimisation of Eq. 5.9 at the zone centre \((\frac{3}{2}, \frac{3}{2}, 1)\) incorporating all eight possible arrangements of the reduced exchange constants in \(J(Q)\) (Eqs. 5.14 and 5.15) successfully captured the fine structure at low energy transfers at the zone centres but once again, the \(G^+\) mode is overestimated.

The refined values for \(H_{MF}\) are summarised in Tab. 5.5. As predicted, the eight values exhibited a significant decrease from those \(H_{MF}\) values calculated in Tab. 5.4 utilising the original model. The decreased values vary from 53.1(1) to 65.55(3) meV, representing a maximum deviation of 11.8(1)% from the average \(H_{MF}\) value of 60.16(2) meV, a value within 7.2(1)% to the mean field estimate of 64.8(9) meV [474, 475]. Despite the shift of the centre-of-masses of the two peaks at \((\frac{3}{2}, \frac{3}{2}, 1)\) (Fig. 5.7(f)) to lower energy transfers, the calculated model once again fails to account both for the large broadness in \((\frac{3}{2}, \frac{3}{2}, L)\) plane and the magnetic scattering intensity in the \((2, 2, L)\) plane.

### Table 5.5

Refined mean field strength parameter \(H_{MF}\) in the single-ion Hamiltonian \(\hat{H}_{S.I.}\) for eight different orbital arrangements in CoO utilising exchange constants \(J\) that are 80% of the values reported for \(\text{Co}_{0.03}\text{Mg}_{0.97}\text{O}\) [3]. Each arrangement corresponds to a different combination of magnetic exchange constants \(J_{m,n}\) and is denoted by four letters. Each letter represents the type of coupling \(n\), either antiferromagnetic (A) or ferromagnetic (F), present in each coordination shell \(m\), from the first (far left) to the fourth (far right). Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Combination of Exchange Constants</th>
<th>Refined/Calculated Value (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAAA</td>
<td>65.55(3)</td>
</tr>
<tr>
<td>AAFA</td>
<td>64.45(5)</td>
</tr>
<tr>
<td>FAFA</td>
<td>63.85(4)</td>
</tr>
<tr>
<td>AAAA</td>
<td>58.88(6)</td>
</tr>
<tr>
<td>AAFF</td>
<td>61.75(4)</td>
</tr>
<tr>
<td>AAFF</td>
<td>59.15(5)</td>
</tr>
<tr>
<td>FAAF</td>
<td>54.55(4)</td>
</tr>
<tr>
<td>AFAF</td>
<td>53.1(1)</td>
</tr>
<tr>
<td>Average</td>
<td>60.16(2)</td>
</tr>
<tr>
<td>Mean field estimate</td>
<td>64.8(9)</td>
</tr>
</tbody>
</table>
Figure 5.7 Calculated (Q,E) slices for an $E_i$ of (a) 45 meV, (b) 110 meV and (c) 70 meV. (d-f) Comparison of measured (5 K) and calculated constant-Q cuts of (a-c). The corresponding exchange constants for a particular coordination shell $m$ in both $J_s$ (Eq. 5.14) and $J_d$ (Eq. 5.15) were assumed to be equal to one another and equal to 80% of the values summarised in Tab. 5.3. Horizontal bars for constant-Q cuts indicate experimental resolution. Arrow in panel (d) indicates the overestimated $G^{+-}$ mode.
Figure 5.8 (a) Constant-energy (E=[70,105] meV) slice at 5 K with an $E_i=110$ meV. (b) Constant-energy cuts of (a) revealing a strong magnetic response at $L = \pm 1$. (c) Q-dependence of the Co$^{2+}$ magnetic form factor squared. A comparison of (d,e) measured ($E_i=110$ meV, 5 K) and their corresponding calculated (Q,E) slices (f,g) excluding and (h,i) including longitudinal-transverse mode coupling. Arrows in (d,e) indicate steeply dispersive energy and momentum broadened excitations.

Motivated by the failure of the model to account for the replacement of sharp spin waves by energy and momentum broadened excitations at high energy transfers at the zone boundaries of the $(3/2,3/2,L)$ plane, the $(H,H,L)$ plane was energy-integrated at high energy transfers ($E=[70,105]$ meV). As illustrated in Fig. 5.8(a), there exists a distinct signal at $L = \pm 1$ that was confirmed by constant-Q cuts (Fig. 5.8(b)) to exhibit a form factor-like Q-dependence (Fig. 5.8(c)). (Q,E) slices in both the $(3/2,3/2,L)$ (Fig. 5.8(d)) and $(2,2,L)$ (Fig. 5.8(e)) planes, revealed that the strong magnetic signal corresponds to steeply dispersive energy and momentum broadened excitations, confirming
previous measurements on polycrystalline samples [18]. While the calculated model successfully predicts both the presence and location of the columns of magnetic scattering in the $(\frac{3}{2},\frac{3}{2},L)$ plane (Figs. 5.8(f)), it ultimately fails to account for the large broadening in both momentum and energy (Fig. 5.7(f)). In contrast, the model completely fails to capture the experimental data in the $(2,2,L)$ plane (Figs. 5.8(g)), predicting intensity at $L = -2$, while significantly overestimating the dynamic range spanned by the columns of scattering at $L = -1,-3$.

As summarised in Figs. 5.8(h,i), the failure of the calculated model in both the $(\frac{3}{2},\frac{3}{2},L)$ and $(2,2,L)$ planes cannot be accounted for by coupling of the longitudinal $G^{zz}$ and transverse $G^{+-}$ and $G^{-+}$ modes [547, 548, 554]. Such mode coupling via Eq. 5.19 was speculative and investigated as a possibility due to three key observations: (1) the overestimation of the energy transfer for the longitudinal $G^{zz}$ mode, (2) the overlap of the $G^{zz}$ and transverse $G^{+-}$ modes at high energy transfers, while (3) it has been proposed that such coupling is supported in non-collinear magnetic structures such as some possibilities proposed for CoO [540–542, 544, 555–557]. The inclusion of longitudinal-transverse mode coupling is illustrated in Figs. 5.8(h,i) and 5.9. While such coupling does not address the aforementioned discrepancies between experimental data and the calculated model in both $(\frac{3}{2},\frac{3}{2},L)$ and $(2,2,L)$ planes, its inclusion results in the enhancement of both the $G^{zz}$ mode at higher energy transfers and the flat $G^{+-}$ mode at $\sim$30 meV [18, 422, 424], a mode that has been consistently overestimated in all calculations presented so far in Figs. 5.5(d) and 5.5(e). As will be shown below, the failure of the current approach for longitudinal-transverse mode coupling may possibly stem from the use of two single-particle modes.

Figure 5.9 A comparison of (a) measured ($E = 45$ meV, 5 K) and (b,c) calculated $(Q,E)$ slices. Calculations included longitudinal-transverse mode coupling. Arrow in (b) indicates the presence of a weak magnetic mode at approximately 30 meV.
The replacement of well-defined spin waves corresponding to long-lived single-quasiparticle excitations into steeply dispersive broadened excitations is somewhat unexpected for CoO, since unlike other low dimensional Co-based systems that were previously discussed in Chapter 2 [230, 231, 558] that exhibit broad scattering at high energy transfers, CoO is neither low dimensional, nor is its magnetic ground state is not a pure $j_{\text{eff}} = \frac{1}{2}$ due to the strong entanglement induced by the molecular field. Although unexpected, such behaviour is highly reminiscent of the itinerant helical magnet CeRhIn$_5$ [544]. In the case of CeRhIn$_5$, its broad excitations were successfully accounted for by the “1+2” multimagnon model [545, 546]. These short-lived energy-dampened excitations corresponded to anharmonic multiparticle decay processes attributed to the coupling of single-magnon transverse fluctuations with longitudinal multiparticle fluctuations [540–543]. Such a process has been unaccounted for in the calculated model so far and may provide an explanation for observed failure of previous attempts to couple of longitudinal and transverse modes in Fig. 5.7(h) and (i), since the coupled modes were all single-particle or -magnon modes.

![Figure 5.10](image)

**Figure 5.10** Constant-energy ($E=[20,45]$ meV) slice at 5 K with an $E_i=45$ meV.

Although speculative, the possibility of such coupling was investigated by calculating the kinematically permissible region in $(Q,E)$ for multimagnon scattering. The calculation was accomplished by employing the constraints of both the conservation of energy and momentum [111, 545, 559, 560] summarised by
\[
G(Q, E) = \sum_{Q_1, Q_2} \delta(Q - Q_1 - Q_2) \delta(E - E_{Q_1} - E_{Q_2}). 
\] (5.24)

As illustrated in Fig. 5.10, the combined kinematically permissible region for all 36 unique couplings between two transverse (i.e. \(G^-\) or \(G^+\)) modes spans a large region in \((Q, E)\) space and accounts for many of the calculated model’s discrepancies in the \((\frac{3}{2}, \frac{3}{2}, L)\) plane, including both the sharp vertical dispersion, and in particular, the broadness in \((Q, E)\) at the zone boundaries at high energy transfers, where instrumental resolution is at its best [212, 529]. The overlap of the large dynamic range predicted for the multimagnon continuum at the zone boundaries with the dynamic range where the calculated model fails to account for the large bandwidth (Fig. 5.7(f)) suggests the possibility of a common origin; and such multi-quasiparticle processes would provide a natural explanation for the observed failure of the single magnon-based calculations that have been presented so far. Upon closer investigation, the failures of the calculated model at the zone boundaries, including the increased bandwidth and potential decrease in intensity are consistent with mode damping [111, 559, 561]. Such damping could be accounted for by the mode coupling underlying the multimagnon process, as is the case for CeRhIn\(_5\) [544], where the longitudinal fluctuations comprising the longitudinal multimagnon continuum dampen the well-defined single-magnon transverse fluctuations [545, 546, 555]. Such a mechanism may be present in CoO as illustrated in Fig. 5.7, where the longitudinal \(G^{zz}\) mode appears to be a source of spectral weight into the steeply dispersive columns of scattering that are emanating from the \(G^+\) transverse mode, reminiscent of the high energy excitations in CeRhIn\(_5\) [544].

One aspect of the discussion that has not been addressed is the underlying energy scale for the proposed strong mode coupling and resulting multimagnon processes. For the case of CeRhIn\(_5\) [544], it was suggested that the coupling was not due to localised effects but instead was due to either single magnon coupling with electronic excitations [562] or collective itinerant magnetism [563–565]. The former is unlikely in the case of CoO due to a combination of the high energy scales of the crystal field excitations [18, 501, 502] and the observation that such magneto-electronic coupling strongly dampens the magnon modes, up to the point of disappearance [566]. The mechanism based on itinerant magnetism in CoO may be disputed from three key arguments. Firstly, the steep vertical dispersion that is both reminiscent of high velocity excitations off the Fermi surface and characteristic of itinerant magnetism [567–569] is accounted for by
the multimagnon continuum at the zone boundaries as illustrated in Fig. 5.10. Secondly, the failure of the model to account for the intensity and energy transfer of the longitudinal $G^{zz}$ mode in Fig. 5.8, a mode that is expected to be most affected by itinerant effects [570, 571], may be a consequence of the random phase approximation-mean field (RPA-MF) approach employed in the model instead of evidence for itinerant effects. The failure of RPA-MF-based models to account for $G^{zz}$ mode has been well-documented in various other antiferromagnets [572, 573]. In contrast with the RPA-MF predictions for both sharp and broad modes with longitudinal polarisation [574–576], only the latter is observed for CoO, as is the case for KCuF$_3$ [573]. Thirdly, as illustrated in Fig. 5.8, the $Q$-dependence of the columns of scattering agrees very well with the $|F_{mag}(Q)|^2$, contrary to what is expected for itinerant magnetism [577]. The aforementioned discrepancies between the possibilities of the underlying energy scales for CoO and CeRhIn$_5$ is in fact not entirely unexpected with such discrepancies can be attributed to the fact that the former is a Mott insulator, whilst the latter is a heavy fermion metal, and thus although the comparison outlined above between both systems has been instructive, its use should be approached with caution.

The agreement between the experimental data and the $|F_{mag}(Q)|^2$ summarised in Fig. 5.8 presents an interesting contradiction. The multimagnon continuum is a multiparticle process [555, 559, 578] and thus is not based on localised magnetism in contrast to underlying physics of the magnetic form factor. The suggestion that localised magnetism is the basis for the columns of scattering can be further disputed by the failure of the calculated localised model to fully capture the dispersion at high energy transfers. Furthermore, the observation that the vertical columns are both purely inelastic and possess $>10\%$ of the intensity of the transverse fluctuations also contrasts the behaviour of other classical and insulating magnets where the signal is expected to be almost purely elastic and on the order of 1-2$\%$ [544]. One possible solution to this apparent contradiction is to note that Rb$_2$MnF$_4$ [545], despite its higher value of $S = \frac{5}{2}$ did exhibit a multicontinuum contribution with a slightly higher contribution of $\sim 4\%$ of that of the single-magnon mode. Such an observation suggests that, although beyond the scope of this study, the possibility of a two multi-magnon continuum represents a possible avenue for future investigation. Another possible avenue for further investigation stems from a comparison between the behaviour of CoO with that of the Kitaev quantum spin liquid candidate $\alpha$-RuCl$_3$ [29]. As is the case for CoO, the single quasiparticle approach for $\alpha$-RuCl$_3$ at low energy transfers at the magnetic zone centres deterioriates into a continuum at the zone.
boundaries. The similarities between the high energy excitations for CoO and both $\alpha$-RuCl$_3$ [579–581] and other Ir$^{4+}$-based systems [582–584] suggests that strong spin-orbit coupling in the presence of strong exchange anisotropy and frustration may play a significant role in the deterioration of the sharp excitations in CoO at high energy transfers [32, 33].

5.5 Concluding Remarks & Future Directions

Although the calculated model successfully described the fine structure at the magnetic zone centres with great accuracy, such a description required the reduction of the exchange constants in $J(Q)$ by 20% from their original estimates measured in Co$_{0.03}$Mg$_{0.97}$O [3]. Despite the success of the calculated model to shift the centre-of-masses of the two peaks at the zone boundaries to lower energy transfers (Fig. 5.6(f)), the required reduction of the exchange constants resulted in a significant underestimation of $H_{MF}$ that was equal in magnitude to the original overestimation when using the exchange constants for Co$_{0.03}$Mg$_{0.97}$O. Such a significant underestimation suggests that the underlying physics cannot be completely described by a simple reduction of the values of $J$, and thus other contributions must be considered.

One such possible contribution may be distortions parallel and orthogonal to the main octahedral axis due to their presence in the single-ion Hamiltonian $\hat{H}_{S.I.}$ (Eq. 5.11) as the parameters $\Gamma_z$ and $\Gamma_z$, respectively [21, 76, 265, 347]. As described in §5.1, in the case of pure CoO, a large structural distortion accompanies the assumption of long range magnetic order [82–84, 440, 441], and thus one would expect the necessity for the inclusion of distortions in order for the calculated model to capture the essential physics. An additional and related possible contribution may be the spin-orbit coupling, once again due to its presence in $\hat{H}_{S.I.}$ in the form of the parameter $\lambda$ [18, 76]. Although attempts to measure $\lambda$ has spanned decades, consisting of measurements employing a variety of spectroscopic techniques, the value of $\lambda$ in pure CoO still remains a source of controversy with experimental values ranging from $-22.1$ meV to $-12$ meV [18, 47, 83, 469, 585]. Despite the large variety of reported values in the literature, all values are consistently smaller in magnitude compared to the free-ion value of $-23.4$ meV [47]. Such behaviour has been attributed to either coupling between the ground $^4F$ and first excited $^4P$ single ion states or
covalency effects [18, 20, 341, 509, 586], albeit the latter is not supported by previous neutron studies on other transition metal oxides [587].

The inclusion of the effects of distortions and spin-orbit coupling was accomplished by fixing the distortion parameters $\Gamma_z = \Gamma_x$ in Eq. 5.11 to $-5$ meV, whilst defining $\lambda$ as a free parameter that was allowed to vary from its free-ion value [47] to $-12$ meV [83]. It should be noted that setting $\Gamma_z = \Gamma_x$ corresponds to the simplest approximation concerning distortions, whilst its value is approximately five times larger than the value reported for KCoF$_3$ [20, 348] reflecting the significantly larger distortion for CoO than what has been reported for KCoF$_3$ [20, 588]. As illustrated in Figs. 5.11(a,d), a least squares optimisation of the modified model still captures the fine structure at the magnetic zone centres with great accuracy, whilst maintaining the correct dynamic range for the two peaks at the zone boundaries (Figs. 5.11(b,e)). The refinement of the value of $\lambda$ yielded the upper limit value of $-12$ meV, whilst the values of $J$ were only required to be reduced by 15% instead of the original 20%. Furthermore, as is summarised in Tab. 5.6, the refined $H_{MF}$ varied from 58.15(4) to 71.29(3) meV, corresponding to an average of 65.18(2) meV, in agreement (within error) to the mean field estimate derived from the experimental $\theta_{CW}$ [474, 475].

<table>
<thead>
<tr>
<th>Combination of Exchange Constants</th>
<th>Refined/Calculated Value (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAAA</td>
<td>71.29(3)</td>
</tr>
<tr>
<td>AAFA</td>
<td>69.31(6)</td>
</tr>
<tr>
<td>FAFA</td>
<td>69.62(7)</td>
</tr>
<tr>
<td>FAAA</td>
<td>63.57(5)</td>
</tr>
<tr>
<td>AAAF</td>
<td>65.92(4)</td>
</tr>
<tr>
<td>AAFF</td>
<td>63.36(6)</td>
</tr>
<tr>
<td>FAAF</td>
<td>60.2(1)</td>
</tr>
<tr>
<td>FAFF</td>
<td>58.15(4)</td>
</tr>
<tr>
<td>Average</td>
<td>65.18(2)</td>
</tr>
<tr>
<td>Mean field estimate</td>
<td>64.8(9)</td>
</tr>
</tbody>
</table>

Table 5.6 Refined mean field strength parameter $H_{MF}$ for eight different orbital arrangements in CoO utilising a single-ion Hamiltonian $\hat{H}_{S.I}$ with distortions parameters $\Gamma_z = \Gamma_x = -5$ meV, a reduced spin-orbit coupling constant $\lambda = -12$ meV and exchange constants $J$ that are 85% of the values reported for Co$_{0.03}$Mg$_{0.97}$O [3]. Each arrangement corresponds to a different combination of magnetic exchange constants $J_{m,n}$ and is denoted by four letters. Each letter represents the type of coupling $n$, either antiferromagnetic (A) or ferromagnetic (F), present in each coordination shell $m$, from the first (far left) to the fourth (far right). Numbers in parentheses indicate statistical errors.
Figure 5.11  Calculated \((Q,E)\) slices for an \(E_i\) of (a) 45 meV, (b) 110 meV and (c) 70 meV. (d-f) Comparison of measured (5 K) and calculated constant-\(Q\) cuts of (a-c). Calculations assumed the presence of distortions parallel and orthogonal to the main octahedral axis with equal magnitudes (\(\Gamma_z = \Gamma_x = -5\) meV) with a reduced value of the spin-orbit coupling constant \(\lambda\) of \(-12\) meV in Eq. 5.11. The corresponding exchange constants for a particular coordination shell \(m\) in both \(J_s\) (Eq. 5.14) and \(J_d\) (Eq. 5.15) were assumed to be equal to one another and equal to 85% of the values summarised in Tab. 5.3. Horizontal bars for constant-\(Q\) cuts indicate experimental resolution. Arrow in panel (d) indicates an additional contribution from the \(G^{+}\) mode at higher energy transfers.
Despite the statistical agreement between the refined and predicted values for $H_{MF}$ and concomitant increase in the exchange constants, there still remains discrepancies between the experimental data and the modified model. The first refers to the observation that the inclusion of the distortion and spin-orbit contributions results in an additional contribution from the already overestimated flat transverse $G^{+-}$ mode at higher energy transfers as emphasised in Fig. 5.11(d). Secondly, despite the inclusion of the aforementioned additional contributions, the exchange constants were still required to be reduced by 15%, thus the question concerning the true values for the exchange constants still remains and represents an avenue for future studies. A question made even more difficult by noting that the exchange constants previously measured for Co$_{0.03}$Mg$_{0.97}$O [3] are technically only applicable in the $j_{\text{eff}} = \frac{1}{2}$ manifold [589], whilst the equation-of-motions summarised in Eq. 5.1 considers coupling between all $j_{\text{eff}}$ manifolds [515].

So far, the limitations of the calculated model in the $(3/2, 3/2, L)$ plane have been addressed. An explanation for the failure of our model to capture features over all energy transfers in the $(2, 2, L)$ plane, in particular, the low energy modes, may also lie with non-localised magnetism. As summarised in Fig. 5.12, energy-integrating the $(H, H, L)$ plane within a dynamic range ($E=[20,45]$ meV) that includes the fine structure [422] illustrated in Figs. 5.4(a,c), reveals that half-integer positions along $[H, H, 0]$ exhibit much stronger intensities compared to their integer counterparts and thus suggests a physical mechanism that is different than a localised model. Although beyond the scope of this study, it is worthwhile to note the particular $Q$-dependence of the mode between 20 and 50 meV. As illustrated in Fig. 5.4(b), although the mode appears to initially decrease with increasing $Q$, an increase is observed at $Q \sim 4 \text{Å}^{-1}$ with both extrema in $Q$ exhibiting identical dispersion relations. Such behaviour suggests the possibility that these excitations may be magnetoelastic [590, 591] in origin, similar to what is observed in the pyrochlore Tb$_2$Ti$_2$O$_7$ [592, 593], and most recently with NaFeAs [594], the parent compound of an iron-pnictide superconductor. Such a suggestion is supported by the presence of much more prominent acoustic phonons in the $(2, 2, L)$ plane and may present another avenue for future investigation.
In summary, the low temperature magnetic excitations of CoO in the Néel regime have been investigated using high resolution neutron inelastic spectroscopy. Utilising a mean-field multilevel spin wave model based on the equation-of-motion-Green’s functions technique with a Fock-like decoupling random phase approximation \cite{515}, the fine structure at the magnetic zone centre has been successfully described with great accuracy. At higher energy transfers, the replacement of the sharp resolution-limited spin waves at the zone centre by energy and momentum broadened excitations at the zone boundaries coincides with the deterioration of the calculated model. Upon closer comparison to CeRhIn$_5$ \cite{544}, the breakdown of the localised approach appears to suggest the presence of the coupling of transverse fluctuations and longitudinal multimagnon fluctuations \cite{540, 541}. Despite the similarities between the multimagnon continuum of CeRhIn$_5$ and the vertical columns of scattering observed for CoO, the proposed itinerant effects \cite{563–565} underlying the coupling mechanism in CeRhIn$_5$ does not appear to be likely in the present case of CoO, and thus remains an open question for future investigation.
Chapter 6

Conclusions

This Thesis has investigated the low energy magnetic properties of systems constructed from the magnetic cations Pr$^{3+}$ and Co$^{2+}$ with neutron inelastic spectroscopy. Although both cations are commonly treated as effective spin-$\frac{1}{2}$ in the literature [19, 20, 23, 141, 595, 596], the work contained in this Thesis has demonstrated that such an approximation is only valid under certain circumstances; with such circumstances being ultimately dictated by the complex and often subtle interplay of the interactions between spin, orbital and electronic degrees of freedom [597].

In Chapter 2, the low energy magnetic fluctuations of the dynamic spin ice Pr$_2$Sn$_2$O$_7$ were investigated. The strong single-ion anisotropy and frustration induced by the pyrochlore structure [45], combined with the weaker magnetism of Pr$^{3+}$ [17, 166], suggested that Pr$_2$Sn$_2$O$_7$, with its increased monopole density, was a promising route for the investigation of the exact nature of the interaction between magnetic monopoles [114, 122, 126, 130–132]. High resolution neutron inelastic spectroscopy revealed the presence of a hierarchy of unequally-spaced magnetic excitations. These minimally dispersive excitations are well-described by a simple model of monopole pairs bound by a linear potential [63, 229, 232] with an effective tension of $0.642(8)$ K·Å$^{-1}$ at 1.65 K. Despite the success of the confinement model employing a linear potential, such a potential was shown to represent only an approximation, whose validity holds only in the limit of short distances. The determination of the true potential, its presence in other quantum spin ice candidates [165, 197], and how such a potential is influenced by external perturbations including external magnetic fields and pressure [250], represents multiple fruitful avenues for future research.
Consisting of Chapters 3-5, the second portion of this Thesis attempted to establish a complete description of the low energy magnetic excitation spectrum of the enigmatic Mott insulator CoO by investigating the low temperature magnetic properties of three different magnets constructed from high spin $d^7$ Co$^{2+}$ in octahedral coordination.

The zero field structural and dynamic properties of the first magnet, $\alpha$-CoV$_3$O$_8$, are presented in Chapter 3. Although both x-ray and neutron diffraction provided evidence for significant macroscopic disorder inherent to its Ibam structure [75], the dynamics of the mixed ternary oxide $\alpha$-CoV$_3$O$_8$ appear largely unaffected, with the low energy magnetic excitations parametrisable using an ordered Iba2-like Co$^{2+}$ arrangement and critical scattering consistent with a three dimensional Ising universality class [64, 382–386]. A crystal field analysis determined the presence of two broad bands of excitations separated in energy at 5 meV and 25 meV, consistent with a $j_{\text{eff}} = 1/2$ ground state with little mixing between spin-orbit split Kramers doublets. A comparison of $\alpha$-CoV$_3$O$_8$ to the 3D Ising magnets and other compounds where spin-orbit coupling is present [44, 278, 317, 402, 403, 407–409, 415, 416] indicate that the presence of an orbital degree of freedom, in combination with strong crystal field effects and well-separated $j_{\text{eff}}$ manifolds may play a key role in making the dynamics largely insensitive to disorder; a role which may be potentially determined experimentally through the careful selection of both chemical composition and synthesis conditions [44, 284, 405].

Despite the magnetism in CoO and $\alpha$-CoV$_3$O$_8$ being both based on high spin $d^7$ Co$^{2+}$ in octahedral coordination, their low energy excitation spectra differ significantly from one another. The rich excitation spectrum of CoO stems from the comparable strength of $J$ and $\lambda$ [3, 18, 424, 444]. The resulting complex entanglement between spin-orbit and spin-exchange interactions is further compounded by structural distortions accompanying orbital order [82, 83, 440, 441]. In contrast, $\alpha$-CoV$_3$O$_8$ being located in the $\lambda \gg J$ regime with minimal octahedral distortions [79], exhibits no such entanglement with a much simpler spectrum consisting of distinct bands corresponding to pure $j_{\text{eff}}$ manifolds [76]. The simplification of the excitation spectrum of CoO to one similar to that of $\alpha$-CoV$_3$O$_8$ was accomplished in Chapter 4 through the placement of the orbitally degenerate Co$^{2+}$ on a non-magnetic host MgO rocksalt lattice. The paramagnetic nature of the substituted monoxide Co$_{0.03}$Mg$_{0.97}$O [18], where no long range spin or orbital order exists, places the system deep within the $\lambda \gg J$ regime, resulting in the desired disentanglement of spin-
orbit and spin-exchange interactions [456–458]. By considering the prevalent excitations from Co$^{2+}$ spin pairs [390], seven exchange constants $J$ out to the fourth coordination shell were extracted. An antiferromagnetic next nearest neighbour 180° exchange interaction was shown to be dominant, however, dual ferromagnetic and antiferromagnetic interactions were observed for pairings with other pathways. As a consequence of the $t_{2g}$ orbital degeneracy of Co$^{2+}$, these dual interactions were shown to be understood in terms the Goodenough-Kanamori rules [53, 54, 56, 57] and consistent with thermodynamic measurements [474, 475]. With its basic requirement of an isostructural non-magnetic host lattice, the use of the chemical dilution technique employed in Chapter 4 has widespread applicability in extracting individual magnetic exchange constants in a variety of magnets spanning both chemical composition and lattice geometries [456–458], while also providing an experimental avenue for the exploration of the contrasting effects of $e_g$ and $t_{2g}$ degeneracy [445, 446].

Having extracted estimates for the magnetic exchange constants spanning four coordination shells, the low energy magnetic excitations of CoO were reinvestigated in Chapter 5. A mean-field multilevel spin wave model based on the equation-of-motion-Green’s functions technique with a Fock-like decoupling random phase approximation [515, 519–522] successfully captured the fine structure at the magnetic zone centres [422, 424] with great accuracy. In contrast, its failure at high energy transfers identified the replacement of resolution-limited spin waves at the zone centres to energy and momentum broadened excitations at the zone boundaries. Upon closer comparison to the itinerant magnet CeRhIn$_5$ [544] and other non-collinear magnets [540, 541], the observed breakdown of the localised model suggests the possibility of coupling between the transverse single magnon and longitudinal multimagnon fluctuations. Despite the similarities between the multimagnon continuum of CeRhIn$_5$ and the vertical columns of scattering observed for CoO, the proposed itinerant effects [563–565] underlying the coupling mechanism in CeRhIn$_5$ does not appear to be applicable in the case of CoO, and the identity of the underlying energy scale remains an open question for future investigation.

Despite the $j_{\text{eff}} = \frac{1}{2}$ description being invalid for two out of the four compounds (Pr$_2$Sn$_2$O$_7$ and CoO) investigated in this Thesis, the rich variety of magnetic properties exhibited for all four oxides exemplifies the subtle, yet profound influence of spin-orbit coupling in the determination of magnetic ground states [489, 490, 598–603]. A relativistic effect originating from the interaction of an electron’s spin with the magnetic field generated by its motion, spin-orbit
coupling provides the cornerstone for coupling structural and spin degrees of freedom [270, 436, 604, 605]. In addition to its central historic role in the theoretical treatment of magnetism in the solid state (e.g. the Dzyaloshinskii-Moriya interaction [606, 607]), the importance of spin-orbit coupling has been at the forefront of contemporary materials science, driven in large part, but not limited to the pursuit of physical realisations of Kitaev physics [27, 28]. Possessing not only the potential to revolutionise quantum computing [608–612], the Kitaev model represents a unique experimental platform for the discovery of novel spin liquid phases [152, 153], Majorana fermions [613, 614], and direct experimental evidence for gauge physics in the solid state [615, 616].

Despite the search for Kitaev physics being largely focused on the so-called “spin-orbit assisted Mott insulators” [437, 617] constructed from heavier low spin $d^5$ cations such as Ru$^{3+}$ [30, 581] and Ir$^{4+}$ [489, 496, 583, 618], two recent independent theoretical studies [32, 33] have provided clear arguments that Mott insulators constructed from high spin $d^7$ cations such as Co$^{2+}$ may host Kitaev physics with a much richer phase diagram than their $d^5$ counterparts. In fact, the suggestion that Co$^{2+}$-based magnets have the potential to exhibit Kitaev physics may be key in addressing the broad continuum observed at high energy transfers in CoO. Broad continua corresponding to the breakdown of magnons has been observed in the majority of Kitaev spin liquid candidates at high energy transfers [29, 30, 579, 581–584, 613]. Once postulated to be a consequence of the Kitaev state, a recent investigation of α-RuCl$_3$ has suggested the necessary ingredients to yield such a continuum goes beyond the Kitaev state [29]. Calculations argue that the continuum may be in fact incoherent excitations arising from strong magnetic anharmonic effects that are the result of a combination of anisotropic magnetic exchange, deviation magnetic moments away from high symmetry axes and an overlap of the multimagnon continuum with transverse magnon excitations [31, 542, 555, 619, 620], and as shown in this Thesis, all ingredients present in the edge-sharing octahedrally coordinated Co$^{2+}$ comprising CoO. The suggestion that high spin $d^7$ cations constitute an alternative route for experimental realisations of Kitaev physics represents the possibility of a renaissance in the study of Co$^{2+}$-based magnetism, and with such increased attention comes the potential for the discovery of a large variety of exotic and novel magnetic ground states.
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Appendix A

Magnetic Form Factors

This appendix summarises the approximated analytical expressions for the magnetic form factors $F(Q)$ of Pr$^{3+}$ and Co$^{2+}$. Utilising the dipole approximation [208] for low momentum transfers $Q$, the magnetic form factor $F(Q)$ may be approximated as

$$F(s) = \langle j_0(s) \rangle + C \langle j_2(s) \rangle,$$  \hspace{1cm} (A.1)

where the constant $C$ is equal to

$$C = \begin{cases} 1 - \frac{2}{g} & \text{if } \Delta \gg \lambda \\ \frac{2}{g} - 1 & \text{if } \Delta \ll \lambda, \end{cases}$$

where $g$ is the pertinent Landé $g$-factor and

$$\langle j_0(s) \rangle = A_0 \exp(-a_0 s^2) + B_0 \exp(-b_0 s^2) + C_0 \exp(-c_0 s^2) + D_0$$  \hspace{1cm} (A.2a)

$$\langle j_2(s) \rangle = s^2 \left\{ A_2 \exp(-a_2 s^2) + B_2 \exp(-b_2 s^2) + C_2 \exp(-c_2 s^2) + D_2 \right\}$$  \hspace{1cm} (A.2b)

where $s = \frac{|Q|}{4\pi} = \frac{\sin \theta}{\lambda}$ in units of Å$^{-1}$. The values of all $\langle j_0(s) \rangle$ and $\langle j_2(s) \rangle$ magnetic form coefficients for Pr$^{3+}$ and Co$^{2+}$ are given in Tab. A.1 below. As
a first approximation, the magnetic form factor of Co$^{2+}$ was evaluated in the $\Delta \gg \lambda$ limit and $g$ was set to the spin Landé $g$-factor $g_s \simeq 2$, as is convention for other early $d$-block metals. Pr$^{3+}$ was evaluated in $\Delta \ll \lambda$ limit and $g$ was set to total Landé $g$-factor $g_J$, as is convention for other rare earths and actinides [99, 100, 621].

Table A.1 $\langle j_0(s) \rangle$ and $\langle j_2(s) \rangle$ magnetic form factor coefficients for Pr$^{3+}$ and Co$^{2+}$, reproduced from the International Tables of Crystallography: Volume C [622].

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Pr$^{3+}$</th>
<th>Co$^{2+}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$</td>
<td>0.0504</td>
<td>0.4332</td>
</tr>
<tr>
<td>$a_0$</td>
<td>24.9989</td>
<td>14.3553</td>
</tr>
<tr>
<td>$B_0$</td>
<td>0.2572</td>
<td>0.5857</td>
</tr>
<tr>
<td>$b_0$</td>
<td>12.0377</td>
<td>4.6077</td>
</tr>
<tr>
<td>$C_0$</td>
<td>0.7142</td>
<td>−0.0382</td>
</tr>
<tr>
<td>$c_0$</td>
<td>5.0039</td>
<td>0.1338</td>
</tr>
<tr>
<td>$D_0$</td>
<td>−0.0219</td>
<td>0.0179</td>
</tr>
<tr>
<td>$A_2$</td>
<td>0.08734</td>
<td>1.9049</td>
</tr>
<tr>
<td>$a_2$</td>
<td>18.9876</td>
<td>11.6444</td>
</tr>
<tr>
<td>$B_2$</td>
<td>1.5594</td>
<td>1.3159</td>
</tr>
<tr>
<td>$b_2$</td>
<td>6.0872</td>
<td>4.3574</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.8142</td>
<td>0.3146</td>
</tr>
<tr>
<td>$c_2$</td>
<td>2.4150</td>
<td>1.6453</td>
</tr>
<tr>
<td>$D_2$</td>
<td>0.0111</td>
<td>0.0017</td>
</tr>
</tbody>
</table>
Figure A.1 Calculated $|F(|Q|)|^2$ for Co$^{2+}$ and Pr$^{3+}$. For the purposes of comparison, both the calculated $|F(|Q|)|^2$ for Pr$^{3+}$ including and excluding the $\langle j_2 \rangle$ contribution in Eq. A.1 are presented.
Appendix B

Crystallographic Data

B.1 \( \text{Pr}_2\text{Sn}_{2-x}\text{Ti}_x\text{O}_7 \)

Table B.1  Refined parameters and corresponding goodness-of-fit metrics for the Rietveld refinements of the room temperature neutron powder diffraction patterns for polycrystalline samples of the \( \text{Pr}_2\text{Sn}_{2-x}\text{Ti}_x\text{O}_7 \) series. The data was collected with the high resolution powder diffractometer HB-2A at the High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratory (ORNL), using a vertically focussing Ge(115) monochromator providing a neutron wavelength of 1.54 Å. All Rietveld refinements were performed using the FULLPROF software suite [211]. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Sample/Par.</th>
<th>( x )</th>
<th>( a ) (Å)</th>
<th>( 48f_x ) (r.l.u.)</th>
<th>( \chi^2 )</th>
<th>( R_p ) (%)</th>
<th>( R_{wp} ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>10.6038(3)</td>
<td>0.33195(9)</td>
<td>4.51</td>
<td>7.86</td>
<td>9.04</td>
</tr>
<tr>
<td>0.05</td>
<td>0.048(1)</td>
<td>10.5950(2)</td>
<td>0.33252(1)</td>
<td>5.96</td>
<td>8.15</td>
<td>10.1</td>
</tr>
<tr>
<td>0.10</td>
<td>0.120(2)</td>
<td>10.5845(2)</td>
<td>0.33365(8)</td>
<td>5.16</td>
<td>8.95</td>
<td>9.07</td>
</tr>
<tr>
<td>0.20</td>
<td>0.220(2)</td>
<td>10.5733(2)</td>
<td>0.33533(6)</td>
<td>5.82</td>
<td>10.0</td>
<td>9.95</td>
</tr>
<tr>
<td>0.30</td>
<td>0.310(2)</td>
<td>10.5625(3)</td>
<td>0.33746(3)</td>
<td>5.25</td>
<td>9.7</td>
<td>9.2</td>
</tr>
<tr>
<td>0.40</td>
<td>0.400(3)</td>
<td>10.5499(3)</td>
<td>0.33925(1)</td>
<td>6.04</td>
<td>10.1</td>
<td>10.7</td>
</tr>
<tr>
<td>0.50</td>
<td>0.504(2)</td>
<td>10.5348(3)</td>
<td>0.34185(1)</td>
<td>6.15</td>
<td>10.5</td>
<td>11.1</td>
</tr>
<tr>
<td>0.60</td>
<td>0.558(4)</td>
<td>10.5269(4)</td>
<td>0.34415(6)</td>
<td>5.87</td>
<td>11.1</td>
<td>10.9</td>
</tr>
</tbody>
</table>
### B.2 CoV$_3$O$_8$

**Table B.2** Crystal data, experimental and structural refinement parameters for single crystal x-ray diffraction measurements on α-CoV$_3$O$_8$. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical Formula</td>
<td>CoV$_3$O$_8$</td>
</tr>
<tr>
<td>Formula weight</td>
<td>339.7529 g mol$^{-1}$</td>
</tr>
<tr>
<td>Temperature</td>
<td>120.0(1) K</td>
</tr>
<tr>
<td>Crystal Dimensions</td>
<td>$0.398 \times 0.106 \times 0.086$ mm$^3$</td>
</tr>
<tr>
<td>Wavelength</td>
<td>0.71073 Å(Mo K$_\alpha$)</td>
</tr>
<tr>
<td>Crystal System</td>
<td>Orthorhombic</td>
</tr>
<tr>
<td>Space Group</td>
<td>$Ibam$ (#72)</td>
</tr>
<tr>
<td>$a$</td>
<td>14.29344(4) Å</td>
</tr>
<tr>
<td>$b$</td>
<td>9.87400(3) Å</td>
</tr>
<tr>
<td>$c$</td>
<td>8.34000(3) Å</td>
</tr>
<tr>
<td>$\alpha, \beta, \gamma$</td>
<td>90°, 90°, 90°</td>
</tr>
<tr>
<td>$V$</td>
<td>1185.600(6) Å$^3$</td>
</tr>
<tr>
<td>$Z$</td>
<td>8</td>
</tr>
<tr>
<td>$\rho$</td>
<td>3.8069(3) g cm$^{-3}$</td>
</tr>
<tr>
<td>$\theta$ range for data collection</td>
<td>$4.13^\circ \leq \theta \leq 30.18^\circ$</td>
</tr>
<tr>
<td>Limiting Indices</td>
<td>$-19 \leq h \leq 20$</td>
</tr>
<tr>
<td></td>
<td>$-13 \leq k \leq 14$</td>
</tr>
<tr>
<td></td>
<td>$-11 \leq l \leq 11$</td>
</tr>
<tr>
<td>Number of Reflections $I &gt; 0$</td>
<td>985</td>
</tr>
<tr>
<td>Number of Reflections $I &gt; 3\sigma(I)$</td>
<td>910</td>
</tr>
<tr>
<td>Absorption Correction Method</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Extinction Method</td>
<td>B-C Type 1 Gaussian Isotropic</td>
</tr>
<tr>
<td>Extinction Coefficient</td>
<td>2300(100)</td>
</tr>
<tr>
<td>Refinement Method</td>
<td>Full matrix least squares on $F^2$</td>
</tr>
<tr>
<td>Number of Parameters(Constraints)</td>
<td>64(9)</td>
</tr>
<tr>
<td>$R_F^2$ ($I &gt; 3\sigma(I)$, all)</td>
<td>1.65%, 1.90%</td>
</tr>
<tr>
<td>$R_wF^2$ ($I &gt; 3\sigma(I)$, all)</td>
<td>2.38%, 2.46%</td>
</tr>
<tr>
<td>Goodness-of-Fit $\chi^2$ ($I &gt; 3\sigma(I)$, all)</td>
<td>1.47, 1.48</td>
</tr>
</tbody>
</table>
Table B.3  Structural parameters of α-CoV₃O₈ obtained from the refinement of single crystal x-ray diffraction data collected at 120 K.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>Wyckoff Position</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Uₐₘₜ (Å²)</th>
<th>Fractional Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>16k</td>
<td>0.654760(16)</td>
<td>0.33285(2)</td>
<td>0.81060(3)</td>
<td>0.00496(9)</td>
<td>0.506(6)</td>
</tr>
<tr>
<td>V(1)</td>
<td>16k</td>
<td>0.654760(16)</td>
<td>0.33285(2)</td>
<td>0.81060(3)</td>
<td>0.00496(9)</td>
<td>0.494(6)</td>
</tr>
<tr>
<td>V(2)</td>
<td>8j</td>
<td>0.52271(2)</td>
<td>0.16672(4)</td>
<td>0.5</td>
<td>0.00407(11)</td>
<td>1</td>
</tr>
<tr>
<td>V(3)</td>
<td>8j</td>
<td>0.70168(2)</td>
<td>0.94348(4)</td>
<td>0.5</td>
<td>0.00319(11)</td>
<td>1</td>
</tr>
<tr>
<td>O(1)</td>
<td>8j</td>
<td>0.73349(11)</td>
<td>0.41325(16)</td>
<td>0</td>
<td>0.0066(4)</td>
<td>1</td>
</tr>
<tr>
<td>O(2)</td>
<td>8j</td>
<td>0.58248(10)</td>
<td>0.27500(16)</td>
<td>0</td>
<td>0.0064(4)</td>
<td>1</td>
</tr>
<tr>
<td>O(3)</td>
<td>16k</td>
<td>0.76787(8)</td>
<td>0.35258(11)</td>
<td>0.0067(3)</td>
<td>0.53(2)</td>
<td>1</td>
</tr>
<tr>
<td>O(4)</td>
<td>8f</td>
<td>0.61080(11)</td>
<td>0.75</td>
<td>0.0158(5)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>O(5)</td>
<td>16k</td>
<td>0.57900(8)</td>
<td>0.22361(12)</td>
<td>0.0100(3)</td>
<td>0.79(3)</td>
<td>1</td>
</tr>
<tr>
<td>O(6)</td>
<td>8j</td>
<td>0.57973(10)</td>
<td>0.98272(16)</td>
<td>0.5</td>
<td>0.0061(4)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.4  Anisotropic thermal parameters of α-CoV₃O₈ from the refinement of single crystal x-ray diffraction data collected at 120 K.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>U₁₁ (Å²)</th>
<th>U₂₂ (Å²)</th>
<th>U₃₃ (Å²)</th>
<th>U₁₂ (Å²)</th>
<th>U₁₃ (Å²)</th>
<th>U₂₃ (Å²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>0.00498(14)</td>
<td>0.00631(15)</td>
<td>0.00360(15)</td>
<td>-0.00143(8)</td>
<td>0.00004(8)</td>
<td>0.00035(8)</td>
</tr>
<tr>
<td>V(1)</td>
<td>0.00498(14)</td>
<td>0.00631(15)</td>
<td>0.00360(15)</td>
<td>-0.00143(8)</td>
<td>0.00004(8)</td>
<td>0.00035(8)</td>
</tr>
<tr>
<td>V(2)</td>
<td>0.00321(19)</td>
<td>0.00386(20)</td>
<td>0.0051(2)</td>
<td>0.00010(12)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>V(3)</td>
<td>0.00293(17)</td>
<td>0.00336(19)</td>
<td>0.0033(2)</td>
<td>-0.00002(12)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>O(1)</td>
<td>0.0048(7)</td>
<td>0.0068(8)</td>
<td>0.0081(8)</td>
<td>-0.0004(6)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>O(2)</td>
<td>0.0059(7)</td>
<td>0.0059(8)</td>
<td>0.0073(8)</td>
<td>-0.0018(6)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>O(3)</td>
<td>0.0077(5)</td>
<td>0.0059(5)</td>
<td>0.0066(6)</td>
<td>0.0017(4)</td>
<td>0.0005(4)</td>
<td>0.0016(4)</td>
</tr>
<tr>
<td>O(4)</td>
<td>0.0061(7)</td>
<td>0.0326(11)</td>
<td>0.0086(9)</td>
<td>0</td>
<td>0</td>
<td>-0.0097(8)</td>
</tr>
<tr>
<td>O(5)</td>
<td>0.0073(5)</td>
<td>0.0091(6)</td>
<td>0.0135(6)</td>
<td>0.0016(4)</td>
<td>-0.0024(5)</td>
<td>-0.0041(5)</td>
</tr>
<tr>
<td>O(6)</td>
<td>0.0038(7)</td>
<td>0.0031(7)</td>
<td>0.0113(8)</td>
<td>-0.0002(6)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table B.5 Crystal data, experimental and structural refinement parameters for single crystal neutron diffraction measurements on α-CoV$_3$O$_8$. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical Formula</td>
<td>CoV$_3$O$_8$</td>
</tr>
<tr>
<td>Formula weight</td>
<td>339.7529 g mol$^{-1}$</td>
</tr>
<tr>
<td>Temperature</td>
<td>5.00(3) K</td>
</tr>
<tr>
<td>Crystal Dimensions</td>
<td>13.2 × 4.1 × 2.1 mm$^3$</td>
</tr>
<tr>
<td>Wavelength</td>
<td>Polychromatic (time-of-flight)</td>
</tr>
<tr>
<td>Crystal System</td>
<td>Orthorhombic</td>
</tr>
<tr>
<td>Nuclear Space Group</td>
<td>Ibam (#72)</td>
</tr>
<tr>
<td>Magnetic Space Group (BNS)</td>
<td>$P_{1ccn}$ (#56.376) or (I$pbam'$ OG 72.10.639)</td>
</tr>
<tr>
<td>k</td>
<td>(111)</td>
</tr>
<tr>
<td>$a$</td>
<td>14.3280(4) Å</td>
</tr>
<tr>
<td>$b$</td>
<td>9.9213(3) Å</td>
</tr>
<tr>
<td>$c$</td>
<td>8.4160(3) Å</td>
</tr>
<tr>
<td>$\alpha, \beta, \gamma$</td>
<td>90°, 90°, 90°</td>
</tr>
<tr>
<td>$V$</td>
<td>1196.35(7) Å$^3$</td>
</tr>
<tr>
<td>$Z$</td>
<td>8</td>
</tr>
<tr>
<td>$\rho$</td>
<td>3.773(3) g cm$^{-3}$</td>
</tr>
<tr>
<td>$\theta$ range for data collection</td>
<td>2.94° ≤ $\theta$ ≤ 76.22°</td>
</tr>
<tr>
<td>Limiting Indices</td>
<td>-35 ≤ $h$ ≤ 33</td>
</tr>
<tr>
<td></td>
<td>-25 ≤ $k$ ≤ 19</td>
</tr>
<tr>
<td></td>
<td>-16 ≤ $l$ ≤ 22</td>
</tr>
<tr>
<td>Number of Reflections $I &gt; 0$</td>
<td>5120</td>
</tr>
<tr>
<td>Number of Reflections $I &gt; 3\sigma(I)$</td>
<td>5086</td>
</tr>
<tr>
<td>Refinement Method</td>
<td>Full matrix least squares on $F^2$</td>
</tr>
<tr>
<td>Absorption Correction</td>
<td>None</td>
</tr>
<tr>
<td>Extinction Method</td>
<td>B-C Type 1 Gaussian Isotropic</td>
</tr>
<tr>
<td>Extinction Coefficient</td>
<td>348(8)</td>
</tr>
<tr>
<td>Number of Parameters(Constraints)</td>
<td>34(10)</td>
</tr>
<tr>
<td>$\mu_a$</td>
<td>1.35(4) $\mu_B$</td>
</tr>
<tr>
<td>$\mu_b$</td>
<td>1.16(5) $\mu_B$</td>
</tr>
<tr>
<td>$\mu_c$</td>
<td>3.05(4) $\mu_B$</td>
</tr>
<tr>
<td>$R_{F^2}$ ($I &gt; 3\sigma(I)$, all)</td>
<td>8.34%, 8.38%</td>
</tr>
<tr>
<td>$R_wF^2$ ($I &gt; 3\sigma(I)$, all)</td>
<td>8.98%, 8.99%</td>
</tr>
<tr>
<td>$R_{F^2_{max}}$ ($I &gt; 3\sigma(I)$, all)</td>
<td>23.44%, 24.13%</td>
</tr>
<tr>
<td>Goodness-of-Fit $\chi^2$ ($I &gt; 3\sigma(I)$, all)</td>
<td>3.18, 3.19</td>
</tr>
</tbody>
</table>
**Table B.6** Structural parameters for the nuclear structure of α-CoV$_3$O$_8$ obtained from the refinement of single crystal neutron diffraction data collected at 5 K. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>Wyckoff Position</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
<th>$U_{iso}$ (Å$^2$)</th>
<th>Fractional Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>16k</td>
<td>0.9068(3)</td>
<td>0.5765(3)</td>
<td>1.0616(5)</td>
<td>0.0005(5)</td>
<td>0.504(4)</td>
</tr>
<tr>
<td>V(1)</td>
<td>16k</td>
<td>0.9068(3)</td>
<td>0.5765(3)</td>
<td>1.0616(5)</td>
<td>0.0005(5)</td>
<td>0.496(4)</td>
</tr>
<tr>
<td>V(2)</td>
<td>8j</td>
<td>0.771</td>
<td>0.416</td>
<td>0.75</td>
<td>0.0042</td>
<td>0.504(4)</td>
</tr>
<tr>
<td>V(3)</td>
<td>8j</td>
<td>0.957</td>
<td>1.198</td>
<td>0.75</td>
<td>0.0042</td>
<td>0.496(4)</td>
</tr>
<tr>
<td>O(1)</td>
<td>8j</td>
<td>0.98357(9)</td>
<td>0.66282(11)</td>
<td>0.25</td>
<td>0.00356(16)</td>
<td>1</td>
</tr>
<tr>
<td>O(2)</td>
<td>8j</td>
<td>0.83242(8)</td>
<td>0.52523(11)</td>
<td>0.25</td>
<td>0.00388(16)</td>
<td>1</td>
</tr>
<tr>
<td>O(3)</td>
<td>16k</td>
<td>1.01787(6)</td>
<td>0.60246(8)</td>
<td>0.91384(10)</td>
<td>0.00392(11)</td>
<td>1</td>
</tr>
<tr>
<td>O(4)</td>
<td>8f</td>
<td>0.86076(9)</td>
<td>0.75</td>
<td>1</td>
<td>0.0126(4)$^1$</td>
<td>1</td>
</tr>
<tr>
<td>O(5)</td>
<td>16k</td>
<td>0.82899(6)</td>
<td>0.47373(8)</td>
<td>0.90801(10)</td>
<td>0.00556(12)</td>
<td>1</td>
</tr>
<tr>
<td>O(6)</td>
<td>8j</td>
<td>0.82973(8)</td>
<td>1.23252(10)</td>
<td>0.75</td>
<td>0.00269(15)</td>
<td>1</td>
</tr>
</tbody>
</table>

$^1$ The anisotropic thermal factor.

**Table B.7** Anisotropic thermal parameters of α-CoV$_3$O$_8$ obtained from the refinement of single crystal neutron diffraction data collected at 5 K. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>$U_{11}$ (Å$^2$)</th>
<th>$U_{22}$ (Å$^2$)</th>
<th>$U_{33}$ (Å$^2$)</th>
<th>$U_{12}$ (Å$^2$)</th>
<th>$U_{13}$ (Å$^2$)</th>
<th>$U_{23}$ (Å$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(4)</td>
<td>0.0014(5)</td>
<td>0.0290(8)</td>
<td>0.0074(6)</td>
<td>0</td>
<td>0</td>
<td>−0.0080(5)</td>
</tr>
</tbody>
</table>
Table B.8 Cell parameters, fit residuals and agreement factors for \(\alpha\)-CoV\(_3\)O\(_8\) obtained from the Rietveld refinement of laboratory powder x-ray diffraction data collected at 300 K. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>14.292(1) Å</td>
</tr>
<tr>
<td>(b)</td>
<td>9.884(9) Å</td>
</tr>
<tr>
<td>(c)</td>
<td>8.396(8) Å</td>
</tr>
<tr>
<td>(V)</td>
<td>1186.2(3) Å(^3)</td>
</tr>
<tr>
<td>(\chi^2)</td>
<td>1.487</td>
</tr>
<tr>
<td>(R_p)</td>
<td>10.26%</td>
</tr>
<tr>
<td>(R_{wp})</td>
<td>14.05%</td>
</tr>
</tbody>
</table>

Table B.9 Cobalt-oxygen distances and corresponding octahedral distortion parameter \(\delta\) for \(\alpha\)-CoV\(_3\)O\(_8\) at 5 K deduced from the Rietveld refinement of single crystal neutron diffraction data. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Oxygen Label</th>
<th>(d) (Å)</th>
<th>(\left(\frac{d-d_0}{d_0}\right)^2 \times 10^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(1)</td>
<td>2.12527(5)</td>
<td>27.79(3)</td>
</tr>
<tr>
<td>O(2)</td>
<td>1.98916(5)</td>
<td>2.162(8)</td>
</tr>
<tr>
<td>O(3)</td>
<td>2.07872(5)</td>
<td>8.79(2)</td>
</tr>
<tr>
<td>O(3)'</td>
<td>2.02358(5)</td>
<td>0.0549(13)</td>
</tr>
<tr>
<td>O(4)</td>
<td>1.92213(5)</td>
<td>22.95(3)</td>
</tr>
<tr>
<td>O(5)</td>
<td>1.97422(4)</td>
<td>4.89(1)</td>
</tr>
<tr>
<td>(\frac{1}{N} \sum \left{ \left(\frac{d-d_0}{d_0}\right)^2 \times 10^4 \right})</td>
<td>11.106(8)</td>
<td></td>
</tr>
</tbody>
</table>
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Table B.10  Crystal data, experimental and structural refinement parameters for single crystal x-ray diffraction measurements on $\alpha$-CoV$_3$O$_8$ employing $Iba2$ crystallographic symmetry. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical Formula</td>
<td>CoV$_3$O$_8$</td>
</tr>
<tr>
<td>Formula weight</td>
<td>339.7529 g mol$^{-1}$</td>
</tr>
<tr>
<td>Temperature</td>
<td>120.0(1) K</td>
</tr>
<tr>
<td>Crystal Dimensions</td>
<td>0.398 $\times$ 0.106 $\times$ 0.086 mm$^3$</td>
</tr>
<tr>
<td>Wavelength</td>
<td>0.71073 Å (Mo K$_\alpha$)</td>
</tr>
<tr>
<td>Crystal System</td>
<td>Orthorhombic</td>
</tr>
<tr>
<td>Space Group</td>
<td>$Iba2$ (#45)</td>
</tr>
<tr>
<td>$a$</td>
<td>14.2938(4) Å</td>
</tr>
<tr>
<td>$b$</td>
<td>9.8752(3) Å</td>
</tr>
<tr>
<td>$c$</td>
<td>8.3399(3) Å</td>
</tr>
<tr>
<td>$\alpha, \beta, \gamma$</td>
<td>90°, 90°, 90°</td>
</tr>
<tr>
<td>$V$</td>
<td>1185.61(6) Å$^3$</td>
</tr>
<tr>
<td>$Z$</td>
<td>8</td>
</tr>
<tr>
<td>$\rho$</td>
<td>3.8069(3) g cm$^{-3}$</td>
</tr>
<tr>
<td>$\theta$ range for data collection</td>
<td>4.13° $\leq \theta \leq$ 30.18°</td>
</tr>
<tr>
<td>Limiting Indices</td>
<td>$-19 \leq h \leq 20$</td>
</tr>
<tr>
<td></td>
<td>$-13 \leq k \leq 14$</td>
</tr>
<tr>
<td></td>
<td>$-11 \leq l \leq 11$</td>
</tr>
<tr>
<td>Number of Reflections $I &gt; 0$</td>
<td>1802</td>
</tr>
<tr>
<td>Number of Reflections $I &gt; 3\sigma(I)$</td>
<td>1638</td>
</tr>
<tr>
<td>Absorption Correction Method</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Extinction Method</td>
<td>B-C Type 1 Gaussian Isotropic</td>
</tr>
<tr>
<td>Extinction Coefficient</td>
<td>2070(90)</td>
</tr>
<tr>
<td>Refinement Method</td>
<td>Full matrix least squares on $F^2$</td>
</tr>
<tr>
<td>Number of Parameters(Constraints)</td>
<td>110(1)</td>
</tr>
<tr>
<td>$R_{F2}$ ($I &gt; 3\sigma(I)$, all)</td>
<td>2.19%, 2.61%</td>
</tr>
<tr>
<td>$R_{wF2}$ ($I &gt; 3\sigma(I)$, all)</td>
<td>2.86%, 2.94%</td>
</tr>
<tr>
<td>Goodness-of-Fit $\chi^2$ ($I &gt; 3\sigma(I)$, all)</td>
<td>1.52, 1.56</td>
</tr>
</tbody>
</table>
Table B.11  Structural parameters of \( \alpha \)-CoV\(_3\)O\(_8\) obtained from the refinement of single crystal x-ray diffraction data at 120 K. In contrast with Tab. B.3, this refinement employed \( Iba2 \) symmetry. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>Wyckoff Position</th>
<th>( x )</th>
<th>( y )</th>
<th>( z )</th>
<th>( U_{ani} ) (( \text{Å}^2 ))</th>
<th>Fractional Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>8c</td>
<td>0.15498(7)</td>
<td>0.16799(9)</td>
<td>0.1899(2)</td>
<td>0.0106(3)</td>
<td>1</td>
</tr>
<tr>
<td>V(1)</td>
<td>8c</td>
<td>0.15451(8)</td>
<td>0.83359(9)</td>
<td>0.3111(2)</td>
<td>−0.0012(2)</td>
<td>1</td>
</tr>
<tr>
<td>V(2)</td>
<td>8c</td>
<td>0.02727(3)</td>
<td>0.66677(4)</td>
<td>−0.0007(3)</td>
<td>0.0045(11)</td>
<td>1</td>
</tr>
<tr>
<td>V(3)</td>
<td>8c</td>
<td>0.20169(2)</td>
<td>0.44350(4)</td>
<td>0.00001(3)</td>
<td>0.00309(11)</td>
<td>1</td>
</tr>
<tr>
<td>O(1)</td>
<td>8c</td>
<td>0.73354(11)</td>
<td>0.41305(17)</td>
<td>−0.0033(9)</td>
<td>0.0062(5)</td>
<td>1</td>
</tr>
<tr>
<td>O(2)</td>
<td>8c</td>
<td>0.73525(11)</td>
<td>0.83359(9)</td>
<td>−0.0007(3)</td>
<td>0.0045(11)</td>
<td>1</td>
</tr>
<tr>
<td>O(3)</td>
<td>8c</td>
<td>0.2709(3)</td>
<td>0.8534(5)</td>
<td>0.1641(6)</td>
<td>0.0072(12)</td>
<td>1</td>
</tr>
<tr>
<td>O(4)</td>
<td>8c</td>
<td>0.2651(3)</td>
<td>0.1482(5)</td>
<td>0.3363(6)</td>
<td>0.0055(13)</td>
<td>1</td>
</tr>
<tr>
<td>O(5)</td>
<td>8c</td>
<td>0.11085(12)</td>
<td>−0.0065(7)</td>
<td>0.2492(9)</td>
<td>0.0147(6)</td>
<td>1</td>
</tr>
<tr>
<td>O(6)</td>
<td>8c</td>
<td>0.0776(4)</td>
<td>0.7211(5)</td>
<td>0.1587(6)</td>
<td>0.0100(15)</td>
<td>1</td>
</tr>
<tr>
<td>O(7)</td>
<td>8c</td>
<td>0.0800(4)</td>
<td>0.2742(4)</td>
<td>0.3424(6)</td>
<td>0.0095(15)</td>
<td>1</td>
</tr>
<tr>
<td>O(8)</td>
<td>8c</td>
<td>0.07987(10)</td>
<td>0.48295(16)</td>
<td>0.0003(10)</td>
<td>0.0066(5)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.12  Anisotropic thermal parameters of \( \alpha \)-CoV\(_3\)O\(_8\) obtained from the refinement of single crystal x-ray diffraction data collected at 120 K. In contrast with Tab. B.4, this refinement employed \( Iba2 \) symmetry Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>( U_{11} ) (( \text{Å}^2 ))</th>
<th>( U_{22} ) (( \text{Å}^2 ))</th>
<th>( U_{33} ) (( \text{Å}^2 ))</th>
<th>( U_{12} ) (( \text{Å}^2 ))</th>
<th>( U_{13} ) (( \text{Å}^2 ))</th>
<th>( U_{23} ) (( \text{Å}^2 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>0.0099(4)</td>
<td>0.0143(4)</td>
<td>0.0077(5)</td>
<td>0.0022(4)</td>
<td>0.0003(5)</td>
<td>0.0010(4)</td>
</tr>
<tr>
<td>V(2)</td>
<td>−0.00006(4)</td>
<td>−0.00193(3)</td>
<td>−0.00135(5)</td>
<td>−0.00064(4)</td>
<td>0.0004(4)</td>
<td>−0.00034(4)</td>
</tr>
<tr>
<td>V(3)</td>
<td>0.00286(18)</td>
<td>0.0040(2)</td>
<td>0.0053(2)</td>
<td>0.00012(12)</td>
<td>0.0005(6)</td>
<td>0.0014(6)</td>
</tr>
<tr>
<td>O(1)</td>
<td>0.0046(6)</td>
<td>0.0067(8)</td>
<td>0.0075(9)</td>
<td>0.00006(6)</td>
<td>−0.001(2)</td>
<td>−0.001(3)</td>
</tr>
<tr>
<td>O(2)</td>
<td>0.0061(7)</td>
<td>0.0075(8)</td>
<td>0.0047(9)</td>
<td>−0.0021(6)</td>
<td>−0.008(3)</td>
<td>0.001(2)</td>
</tr>
<tr>
<td>O(3)</td>
<td>0.0132(2)</td>
<td>0.011(2)</td>
<td>−0.002(2)</td>
<td>−0.0024(16)</td>
<td>−0.004(16)</td>
<td>0.0044(18)</td>
</tr>
<tr>
<td>O(4)</td>
<td>0.0004(16)</td>
<td>0.0007(18)</td>
<td>0.0163(4)</td>
<td>−0.0042(14)</td>
<td>−0.0055(16)</td>
<td>−0.0016(18)</td>
</tr>
<tr>
<td>O(5)</td>
<td>0.0062(8)</td>
<td>0.0282(14)</td>
<td>0.0097(10)</td>
<td>−0.006(2)</td>
<td>−0.003(3)</td>
<td>−0.0087(10)</td>
</tr>
<tr>
<td>O(6)</td>
<td>0.008(2)</td>
<td>0.016(3)</td>
<td>0.006(3)</td>
<td>0.0045(17)</td>
<td>−0.0028(19)</td>
<td>−0.0099(18)</td>
</tr>
<tr>
<td>O(7)</td>
<td>0.006(2)</td>
<td>0.001(2)</td>
<td>0.021(3)</td>
<td>0.0010(14)</td>
<td>0.001(2)</td>
<td>0.0016(17)</td>
</tr>
<tr>
<td>O(8)</td>
<td>0.0337(7)</td>
<td>0.0040(8)</td>
<td>0.0124(9)</td>
<td>−0.0002(6)</td>
<td>−0.008(2)</td>
<td>−0.0023(3)</td>
</tr>
</tbody>
</table>
Figure B.1 $F_{\text{obs}}^2 - F_{\text{calc}}^2$ plot for the refinement of single crystal x-ray diffraction data collected at 120 K ($R_{F2}$=2.19\%, $R_{wF2}$=2.86\% and $\chi^2$=1.52), yielding a refined $Iba2$ unit cell ($a$=14.2938(4) Å, $b$=9.8752(3) Å, $c$=8.3399(3) Å).
Table B.13  Crystal data, experimental and structural refinement parameters for single crystal neutron diffraction measurements on α-CoV₃O₈ employing Iba2 symmetry for the nuclear unit cell. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical Formula</td>
<td>CoV₃O₈</td>
</tr>
<tr>
<td>Formula weight</td>
<td>339.7529 g mol⁻¹</td>
</tr>
<tr>
<td>Temperature</td>
<td>5.00(3) K</td>
</tr>
<tr>
<td>Crystal Dimensions</td>
<td>13.2 × 4.1 × 2.1 mm³</td>
</tr>
<tr>
<td>Wavelength</td>
<td>Polychromatic (time-of-flight)</td>
</tr>
<tr>
<td>Crystal System</td>
<td>Orthorhombic</td>
</tr>
<tr>
<td>Nuclear Space Group</td>
<td>Iba2 (#45)</td>
</tr>
<tr>
<td>Magnetic Space Group (BNS)</td>
<td>P_Icc2 (#27.86) or (I_Pba2 OG 45.5.335)</td>
</tr>
<tr>
<td>k</td>
<td>(111)</td>
</tr>
<tr>
<td>a</td>
<td>14.3280(4) Å</td>
</tr>
<tr>
<td>b</td>
<td>9.9213(3) Å</td>
</tr>
<tr>
<td>c</td>
<td>8.4160(3) Å</td>
</tr>
<tr>
<td>α,β,γ</td>
<td>90°, 90°, 90°</td>
</tr>
<tr>
<td>V</td>
<td>1196.35(7) Å³</td>
</tr>
<tr>
<td>Z</td>
<td>8</td>
</tr>
<tr>
<td>ρ</td>
<td>3.773(3) g cm⁻³</td>
</tr>
<tr>
<td>θ range for data collection</td>
<td>2.94° ≤ θ ≤ 76.22°</td>
</tr>
<tr>
<td>Limiting Indices</td>
<td>−35 ≤ h ≤ 33</td>
</tr>
<tr>
<td></td>
<td>−25 ≤ k ≤ 19</td>
</tr>
<tr>
<td></td>
<td>−16 ≤ l ≤ 22</td>
</tr>
<tr>
<td>Number of Reflections I &gt; 0</td>
<td>5120</td>
</tr>
<tr>
<td>Number of Reflections I &gt; 3σ(I)</td>
<td>5086</td>
</tr>
<tr>
<td>Refinement Method</td>
<td>Full matrix least squares on F²</td>
</tr>
<tr>
<td>Absorption Correction</td>
<td>None</td>
</tr>
<tr>
<td>Extinction Method</td>
<td>B-C Type 1 Gaussian Isotropic</td>
</tr>
<tr>
<td>Extinction Coefficient</td>
<td>348(8)</td>
</tr>
<tr>
<td>Number of Parameters(Constraints)</td>
<td>48(8)</td>
</tr>
<tr>
<td>µ_a</td>
<td>1.30(6) µ_B</td>
</tr>
<tr>
<td>µ_b</td>
<td>1.09(8) µ_B</td>
</tr>
<tr>
<td>µ_c</td>
<td>2.32(5) µ_B</td>
</tr>
<tr>
<td>R_F² (I &gt; 3σ(I), all)</td>
<td>10.59%, 10.66%</td>
</tr>
<tr>
<td>R_wF² (I &gt; 3σ(I), all)</td>
<td>14.57%, 14.59%</td>
</tr>
<tr>
<td>R_F mag (I &gt; 3σ(I), all)</td>
<td>32.28%, 32.11%</td>
</tr>
<tr>
<td>Goodness-of-Fit χ² (I &gt; 3σ(I), all)</td>
<td>5.15, 5.16</td>
</tr>
</tbody>
</table>
Table B.14  Structural parameters for the nuclear structure of $\alpha$-Co$_3$V$_2$O$_8$ obtained from the refinement of single crystal neutron diffraction data collected at 5 K. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>Wyckoff Position</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
<th>$U_{iso}^{\text{l}}$ (Å$^2$)</th>
<th>Fractional Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co1</td>
<td>8c</td>
<td>0.6568</td>
<td>0.3283</td>
<td>0.8089</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>V2</td>
<td>8c</td>
<td>0.02245</td>
<td>0.667966</td>
<td>0.008917</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>V3</td>
<td>8c</td>
<td>0.70196</td>
<td>0.946561</td>
<td>0.49493</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>V1</td>
<td>8c</td>
<td>0.652518</td>
<td>0.356973</td>
<td>0.185789</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>O1</td>
<td>8c</td>
<td>0.23368</td>
<td>0.91286</td>
<td>0.5026</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>O2</td>
<td>8c</td>
<td>0.58254</td>
<td>0.27523</td>
<td>0.0028</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>O3</td>
<td>8c</td>
<td>0.767</td>
<td>0.3523</td>
<td>0.6646</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>O4</td>
<td>8c</td>
<td>0.7687</td>
<td>0.3528</td>
<td>0.3368</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>O5</td>
<td>8c</td>
<td>0.61071</td>
<td>0.51252</td>
<td>0.7451</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>O6</td>
<td>8c</td>
<td>0.5806</td>
<td>0.226</td>
<td>0.6548</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>O7</td>
<td>8c</td>
<td>0.57752</td>
<td>0.2217</td>
<td>0.3389</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
<tr>
<td>O8</td>
<td>8c</td>
<td>0.57971</td>
<td>0.9827</td>
<td>0.5008</td>
<td>0.00139(9)</td>
<td>1</td>
</tr>
</tbody>
</table>

1 Simple model where all atoms have some isotropic thermal factors.
Figure B.2 $F^2_{\text{obs}} - F^2_{\text{calc}}$ for the joint nuclear-magnetic refinement of single crystal neutron diffraction data on a (inset) single crystal of $\alpha$-CoV$_3$O$_8$ collected at 5 K ($R_{F^2}=10.59\%$, $R_{wF^2}=14.57\%$, $R_{F^2_{\text{mag}}} =32.28\%$ and $\chi^2=5.15$), utilising a propagation vector $k=(1,1,1)$ with the $P_I\bar{c}2$ Shubnikov magnetic space group.

B.3 Co$_x$Mg$_{1-x}$O

Table B.15 Cell parameter, fit residuals and agreement factors obtained from the Rietveld refinement of room temperature laboratory powder x-ray diffraction data for CoO, MgO and the Co$_{0.03}$Mg$_{0.97}$O sample that was synthesised by sol-gel. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Parameter</th>
<th>$a$ (Å)</th>
<th>$U_{iso}$ (Å$^2$)</th>
<th>$\chi^2$</th>
<th>$R_p$</th>
<th>$R_{wp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoO</td>
<td></td>
<td>4.2594(4)</td>
<td>0.0090(9)</td>
<td>1.17</td>
<td>3.23%</td>
<td>4.09%</td>
</tr>
<tr>
<td>Co$<em>{0.03}$Mg$</em>{0.97}$O</td>
<td></td>
<td>4.2131(2)</td>
<td>0.0377(7)</td>
<td>6.91</td>
<td>10.12%</td>
<td>13.25%</td>
</tr>
<tr>
<td>MgO</td>
<td></td>
<td>4.2118(1)</td>
<td>0.0320(4)</td>
<td>3.74</td>
<td>4.75%</td>
<td>6.30%</td>
</tr>
</tbody>
</table>
Appendix C

Representation of Operators in a New Basis

This appendix provides a derivation of the mathematical procedure used for the conversion of an operator $\hat{O}$ from one basis to another. The following derivation is based on Roman’s *Advanced Linear Algebra* and references contained therein [623]. Any additional references will be stated in the text explicitly.

**Derivation:** First, define a quantum mechanical operator $\hat{O}$ as a linear transformation $\mathcal{T} : H \rightarrow H$. Since every linear transformation can be represented as a matrix, the linear map $\mathcal{T}$ can be expressed as

$$\left[ \mathcal{T}(x) \right]_A = \mathcal{O}_A x_A,$$

(C.1)

where $\mathcal{O}$ and $x$ are the transformation matrix of $\mathcal{T}$ and the coordinate vector, respectively, with respect to a particular basis $\mathcal{A} = \{v_1, v_2, \ldots \}$, where $v_i$ denotes basis vectors. Now, suppose one utilises another basis $\mathcal{B} = \{v'_1, v'_2, \ldots \}$, then Eq. C.1 in the basis $\mathcal{B}$ can be expressed as

$$\left[ \mathcal{T}(x) \right]_B = \mathcal{O}_B x_B.$$ 

(C.2)

The relationship between $\mathcal{O}_A$ and $\mathcal{O}_B$ can be determined by first recalling the relationship between $x_A$ and $x_B$ given by

$$x_A = C x_B,$$

(C.3)
where $\mathcal{C}$ is the change-of-basis matrix, defined by

$$\mathcal{C} = [(\mathbf{v}_1')^T, (\mathbf{v}_2')^T, \ldots], \quad (C.4)$$

constituting a matrix whose columns are the basis vectors of the basis $\mathcal{B}$ expressed in the $\mathcal{A}$ basis. Since the columns of $\mathcal{C}$ are linearly independent, $\mathcal{C}$ must be invertible, i.e. $\mathcal{C}^{-1}$ does exist. Consequently, it follows from Eq. C.3 that

$$\mathbf{x}_{[\mathcal{B}]} = \mathcal{C}^{-1} \mathbf{x}_{[\mathcal{A}]}.$$  \hspace{1cm} (C.5)

Since $\mathcal{O}_{[\mathcal{A}]} \mathbf{x}_{[\mathcal{A}]}$ is a simply vector $[\mathcal{T}(\mathbf{x})]$ in the basis $\mathcal{A}$, then one can utilise Eq. C.5 to convert $[\mathcal{T}(\mathbf{x})]$ into basis $\mathcal{B}$ and thus

$$[\mathcal{T}(\mathbf{x})]_{[\mathcal{B}]} = \mathcal{C}^{-1} \mathcal{O}_{[\mathcal{A}]} \mathbf{x}_{[\mathcal{A}]}.$$  \hspace{1cm} (C.6)

Furthermore, the vector $\mathbf{x}_{[\mathcal{A}]}$ can be expressed as $\mathcal{C} \mathbf{x}_{[\mathcal{B}]}$ via Eq. C.3 and thus Eq. C.6 can be rewritten as

$$[\mathcal{T}(\mathbf{x})]_{[\mathcal{B}]} = \mathcal{C}^{-1} \mathcal{O}_{[\mathcal{A}]} \mathcal{C} \mathbf{x}_{[\mathcal{B}]}.$$  \hspace{1cm} (C.7)

Finally, by replacing $[\mathcal{T}(\mathbf{x})]_{[\mathcal{B}]}$ by its matrix definition in Eq. C.2, one obtains

$$\mathcal{O}_{[\mathcal{B}]} \mathbf{x}_{[\mathcal{B}]} = \mathcal{C}^{-1} \mathcal{O}_{[\mathcal{A}]} \mathcal{C} \mathbf{x}_{[\mathcal{B}]}.$$  \hspace{1cm} (C.8)

and thus

$$\mathcal{O}_{[\mathcal{B}]} = \mathcal{C}^{-1} \mathcal{O}_{[\mathcal{A}]} \mathcal{C},$$  \hspace{1cm} (C.9)

must hold true $\forall \mathbf{x}_{[\mathcal{B}]}$. For the purposes of consistency, since $\mathcal{O}$ is essentially the matrix representation of the operator $\hat{\mathcal{O}}$, Eq. C.9 can be rewritten as

$$\hat{\mathcal{O}}_{[\mathcal{B}]} = \mathcal{C}^{-1} \hat{\mathcal{O}}_{[\mathcal{A}]} \mathcal{C}.$$  \hspace{1cm} (C.10)
Appendix D

Stevens Operators

This appendix provides the operator equivalent definitions \([47, 261]\) of the six Stevens operators \(\hat{O}_q^k\) that defined the crystal field Hamiltonian \(\hat{H}_{CF}\). The Stevens operators utilised in this Thesis are:

\[
\begin{align*}
\hat{O}_2^0 &= 3\hat{j}_z^2 - \hat{X}, & \quad (D.1a) \\
\hat{O}_4^0 &= 35\hat{J}_z^4 - 30\hat{X}\hat{j}_z^2 + 25\hat{j}_z^2 - 6\hat{X} + 3\hat{X}^2, & \quad (D.1b) \\
\hat{O}_2^4 &= \frac{1}{4}\left\{\hat{j}_z(\hat{j}_z^3 + \hat{j}_z^3) + (\hat{j}_z^3 + \hat{j}_z^3)\hat{j}_z\right\}, & \quad (D.1c) \\
\hat{O}_4^4 &= \frac{1}{2}\left\{\hat{j}_z^4 + \hat{j}_z^4\right\} & \quad (D.1d) \\
\hat{O}_6^0 &= 231\hat{j}_z^6 - 315\hat{X}\hat{j}_z^4 + 735\hat{j}_z^4 + 105\hat{X}^2\hat{j}_z^2 - 525\hat{X}\hat{j}_z^2 + 294\hat{j}_z^2 - 5\hat{X}^3 + 40\hat{X}^2, & \quad (D.1e) \\
\hat{O}_6^2 &= \frac{1}{4}\left\{(11\hat{j}_z^3 - 3\hat{X}\hat{j}_z - 59\hat{j}_z)\left(\hat{j}_z^3 + \hat{j}_z^3\right) + (\hat{j}_z^3 + \hat{j}_z^3)\left(11\hat{j}_z^3 - 3\hat{X}\hat{j}_z - 59\hat{j}_z\right)\right\}, & \quad (D.1f) \\
\hat{O}_6^6 &= \frac{1}{2}\left\{\hat{j}_z^6 + \hat{j}_z^6\right\}, & \quad (D.1g)
\end{align*}
\]

in the \(|J,m_J\rangle\) basis and where \(\hat{X} \equiv J(J+1)\) denotes the \(\hat{J}^2\) operator. It should be noted that the Stevens operators \(\hat{O}_q^k\) can be written as a function of \(\hat{J}\) or \(\hat{L}\) in the \(|J,m_J\rangle\) or the \(|S,L,m_s,m_l\rangle\) basis, respectively, due to the Wigner-Eckart theorem \([624]\).
Appendix E

Projection of Angular Momentum Operators: Calculations

This appendix presents the following projections of angular momentum operators utilising the procedure outlined by Stamokostas & Fiete [272]:

- projection of $\hat{J}$ for Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$ onto ground state crystal field doublet manifold,

- projection of $\hat{L}$ Co$^{2+}$ in an ideal octahedral coordination onto ground state crystal field triplet manifold,

- projection of $\hat{S}$ and $\hat{l}$ for Co$^{2+}$ in an ideal octahedral coordination onto ground state $j_{\text{eff}} = \frac{1}{2}$ spin-orbit manifold.

An additional section concerning the projection of the Landé $g$-factor for Co$^{2+}$ onto the $j_{\text{eff}} = \frac{1}{2}$ and $j_{\text{eff}} = \frac{3}{2}$ spin-orbit manifolds is provided at the end of this appendix for reference.
E.1 Projection of $\hat{J}$ for Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$ onto ground state crystal field doublet manifold

Inserting the Stevens parameters from Princep et al. [208] (Tab. 2.8) into the crystal field Hamiltonian

$$\hat{H}_{CF} = B_2^0\hat{O}_2^0 + B_4^0\hat{O}_4^0 + B_4^2\hat{O}_4^2 + B_6^0\hat{O}_6^0 + B_6^2\hat{O}_6^2 + B_6^4\hat{O}_6^4,$$  \hspace{1cm} (E.1)

yields

$$\hat{H}_{CF} = \begin{pmatrix} -49.78 & 0 & 21.45 & 0 & 0 & -8.74 & 0 & 0 \\ 0 & 34.90 & 0 & 0 & 20.43 & 0 & 0 & -11.57 \\ 21.45 & 0 & 0 & -6.90 & 0 & 0 & -8.15 & 0 \\ 0 & 20.43 & 0 & 0 & -31.77 & 0 & 0 & -20.43 \\ 0 & 0 & 8.15 & 0 & 0 & -6.90 & 0 & -21.45 \\ 0 & 0 & 0 & -8.15 & 0 & 0 & 37.66 & 0 \\ -8.74 & 0 & 0 & -20.43 & 0 & 0 & 34.90 & 0 \\ 0 & 0 & -8.74 & 0 & 0 & -21.45 & 0 & -49.78 \end{pmatrix}.$$  \hspace{1cm} (E.2)

in the one particle $|J = 4, m_J\rangle$ basis. Diagonalising the matrix $\hat{H}_{CF}$ yields

$$\text{diag}(\hat{H}_{CF}) = \begin{pmatrix} -58.93 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1.04 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 40.95 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -58.93 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -41.23 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1.04 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 55.98 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 40.95 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 23.34 \end{pmatrix}.$$  \hspace{1cm} (E.3)
Defining a transformation matrix $\mathbf{C}$ whose columns are the eigenvectors of $\hat{\mathcal{H}}_{CF}$ arranged in order of increasing eigenvalues yields

$$
\mathbf{C} = \begin{pmatrix}
0.0013 & -0.93 & 0 & 0.35 & 0.0068 & 0 & 0.15 & -0.016 & 0 \\
0 & 0 & -0.22 & 0 & 0 & -0.71 & 0 & 0 & 0.67 \\
0.052 & 0 & 0 & 0 & -0.27 & 0 & 0 & -0.96 & 0 \\
-0.00053 & 0.37 & 0 & 0.90 & 0.018 & 0 & 0.23 & -0.025 & 0 \\
0 & 0 & 0.95 & 0 & 0 & 0 & 0 & 0 & 0.31 \\
0.37 & 0 & 0 & 0 & 0.90 & 0 & 0 & -0.23 & 0 \\
7.48e - 05 & -0.052 & 0 & 0.27 & 0.0052 & 0 & 0.96 & 0.11 & 0 \\
0 & 0 & 0.22 & 0 & 0 & -0.71 & 0 & 0 & -0.67 \\
0.93 & 0 & 0 & 0 & -0.35 & 0 & 0 & 0.15 & 0
\end{pmatrix},
$$

(E.4)

where in the case of degenerate eigenvalues, the eigenvectors are arranged in the order of increasing eigenvalues after the application of a perturbative magnetic field $\hat{\mathcal{H}}_{MF} = H_{MF} \hat{S}_z$. Projecting each component of the angular momentum operator onto the crystal field basis via Eq. C.10 in Appendix C yields

$$
\mathbf{C}^{-1} \hat{J}_z \mathbf{C} = \begin{pmatrix}
3.56 & 0 & 0 & 0 & -0.92 & 0 & 0 & 0.56 & 0 \\
0.010 & -3.56 & 0 & 0.92 & 0.017 & 0 & 0.56 & -0.060 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.94 & 0 & 0 & 0 \\
0.017 & 0.92 & 0 & -1.15 & -0.045 & 0 & -0.93 & 0.12 & 0 \\
-0.92 & 0 & 0 & 0 & 1.15 & 0 & 0 & -0.92 & 0 \\
0 & 0 & -0.94 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.061 & 0.56 & 0 & -0.93 & -0.12 & 0 & 1.71 & -0.37 & 0 \\
0.56 & 0 & 0 & -0.93 & 0 & 0 & -1.71 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2.85 & 0 & 0 & 0
\end{pmatrix},
$$

(E.5)
\[
\begin{align*}
C^{-1} \hat{J}_x C &= \\
&= \begin{pmatrix}
0 & 0 & 1.06 & 0.31 & 0.0061 & -1.00 & -0.74 & 0.080 & -0.55 \\
0 & 0 & 1.06 & 0.00045 & -0.31 & 0.99 & -0.0011 & -0.73 & -0.55 \\
1.060 & 1.06 & 0 & 1.91 & 1.95 & 0 & 0.044 & -0.049 & 0 \\
0.31 & 0.0061 & 1.87 & 0 & 0 & -0.72 & 0.038 & -1.96 & 0.61 \\
0.00045 & -0.31 & 1.91 & 0 & 0 & 0.70 & -1.96 & 0.21 & 0.62 \\
-1.00 & 0.10 & 0 & -0.70 & 0.69 & 0 & 1.13 & 0.10 & 0 \\
-0.74 & -0.081 & 0.039 & -0.22 & -1.97 & 1.25 & 0 & 0 & 1.34 \\
-0.0011 & -0.74 & -0.045 & -1.98 & -0.039 & 1.13 & 0 & 0 & -1.52 \\
-0.55 & -0.55 & 0 & 0.62 & 0.63 & 0 & 1.51 & -1.67 & 0 \\
\end{pmatrix} \\
\text{(E.6)}
\end{align*}
\]

\[
\begin{align*}
C^{-1} \hat{J}_y C &= \\
&= \begin{pmatrix}
0 & 0 & -1.06 & 0.31 & 0.0061 & 1.00 & -0.74 & 0.080 & 0.55 \\
0 & 0 & 1.060 & 0.00045 & 0.31 & 1.00 & -0.0011 & 0.73 & -0.55 \\
1.06 & -1.062 & 0 & -1.91 & 1.87 & 0 & -0.044 & -0.039 & 0 \\
-0.31 & 0.0061 & 1.95 & 0 & 0 & -0.69 & 0.038 & 1.95 & 0.63 \\
0.00045 & -0.31 & -1.91 & 0 & 0 & -0.70 & -1.96 & 0.21 & -0.62 \\
-0.99 & -1.00 & 0 & 0.70 & 0.72 & 0 & -1.13 & 1.24 & 0 \\
0.74 & -0.081 & 0.049 & -0.22 & 1.96 & 1.0020 & 0 & 0 & 1.68 \\
0.0011 & -0.74 & 0.045 & -1.98 & -0.039 & -1.13 & 0 & 0 & 1.52 \\
-0.55 & 0.55 & 0 & -0.62 & 0.61 & 0 & -1.51 & -1.34 & 0 \\
\end{pmatrix} \\
\text{(E.7)}
\end{align*}
\]
Extraction of the top $2 \times 2$ block matrices provides the three components of the angular momentum operator projected onto the ground state crystal field doublet manifold:

\[
\tilde{J}_z = \begin{pmatrix} 3.5648 & 0 \\ 0.0102 & -3.5648 \end{pmatrix}
\]  
(E.8)

\[
\tilde{J}_x = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}
\]  
(E.9)

\[
\tilde{J}_y = i \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}
\]  
(E.10)

where the tilde denotes particular block matrices of interest. Inserting $\tilde{J}_x$ and $\tilde{J}_y$ into the commutator yields

\[
[\tilde{J}_x, \tilde{J}_y] = i \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \neq i\tilde{J}_z,
\]  
(E.11)

where the final inequality implies the $j_{\text{eff}} = \frac{1}{2}$ approximation is not valid for Pr$^{3+}$ in Pr$_2$Sn$_2$O$_7$.

**E.2 Projection of $\hat{L}$ for Co$^{2+}$ in an ideal octahedral coordination onto ground state crystal field triplet manifold**

It is important to note that the ground state doublet spin-orbit manifold discussed for the $\alpha$-CoV$_3$O$_8$ and Co$_2$Mg$_{1-x}$O systems is a consequence of an approach commonly used to address the orbital triplet ground state in Co$^{2+}$ [18, 20, 47, 444]. Such an approach first defines an effective total angular momentum $\hat{j} = \hat{l} + \hat{S}$, where $l = 1$ to reflect an triplet orbital degeneracy. Thus, a projection of any angular momentum operators onto the $j = \frac{1}{2}$ manifold requires a concurrent projection of $\hat{L}$ onto $l$, via a projection factor $\alpha$.

The determination of the projection factor $\alpha$ begins by first defining the crystal
field Hamiltonian $\hat{H}_{CEF}$ describing the effects of the crystalline electric field on the free ion states of the $d^7$ Co$^{2+}$ resulting from the symmetry imposed by the crystal lattice. Assuming both negligible distortions away from purely octahedral coordination and negligible admixture between the $^4F$ ground and first excited $^4P$ free ion states, a weak crystal field approach can be employed whereby $\hat{H}_{CEF}$ can be written in terms of the Stevens operators $\hat{O}_0^4$ and $\hat{O}_4^4$ and the numerical coefficient $B_4$ as

$$\hat{H}_{CEF} = B_4(\hat{O}_0^4 + 5\hat{O}_4^4). \quad (E.12)$$

The numerical coefficient $B_4$ is defined as $\beta(r^4)$ where $\beta$ is the Stevens multiplicative factor, while the Stevens operators are defined in terms of the $\hat{L}_2$, $\hat{L}_z$ and $\hat{L}_\pm$ orbital angular momentum operators [47, 261, 264] as

$$\hat{O}_0^4 = 35\hat{L}_z^4 - 30\hat{L}_z^2\hat{L}_2^2 + 25\hat{L}_2^2 - 6\hat{L}_2^4 + 3\hat{L}_4^4, \quad (E.13)$$

and

$$\hat{O}_4^4 = \frac{1}{2} \left[ \hat{L}_+^4 + \hat{L}_-^4 \right]. \quad (E.14)$$

By combining Eqs. E.12-E.14 and setting $B_4$ as $-1$, the crystal field Hamiltonian is given by

$$\hat{H}_{CF} = \begin{pmatrix}
-180 & 0 & 0 & 0 & -232.4 & 0 & 0 \\
0 & 420 & 0 & 0 & 0 & -300 & 0 \\
0 & 0 & -60 & 0 & 0 & 0 & -232.4 \\
0 & 0 & 0 & -360 & 0 & 0 & 0 \\
-232.4 & 0 & 0 & 0 & -60 & 0 & 0 \\
0 & -300 & 0 & 0 & 0 & 40 & 0 \\
0 & 0 & -232.4 & 0 & 0 & 0 & -180
\end{pmatrix} \quad (E.15)$$

in the one particle $|L = 3, m_L\rangle$ basis where each operator has been normalised by $\hbar$. Before proceeding, it is worth noting that by setting $|B_4|$ as 1, all energy eigenstates will be in terms of $B_4$ while the negative sign is due to the $d^7$ electron configuration of Co$^{2+}$, producing a triplet and not a singlet ground state like Ni$^{2+}$ [47].
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Diagonalising the crystal field Hamiltonian yields

\[
\text{diag}(\hat{H}_{\text{CF}}) = \begin{pmatrix}
-360 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -360 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -360 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 120 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 120 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 120 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 720
\end{pmatrix}
\] (E.16)

corresponding to a triply degenerate ground state ($\Gamma_4$), a triply degenerate first excited state ($\Gamma_5$) and a singlet second excited state ($\Gamma_2$), where $\Delta(\Gamma_4 \rightarrow \Gamma_5) = 480B_4$ and $\Delta(\Gamma_5 \rightarrow \Gamma_2) = 600B_4$.

Utilising the diagonalised crystal field Hamiltonian above, a transformation matrix $C$ can be defined as

\[
C = \begin{pmatrix}
0 & 0 & -0.79 & 0.61 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -0.71 & 0 & -0.71 \\
0.61 & 0 & 0 & 0 & 0 & -0.79 & 0 \\
0 & 1.00 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.61 & -0.79 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -0.71 & 0 & 0.71 \\
0.79 & 0 & 0 & 0 & 0 & 0.61 & 0
\end{pmatrix}
\] (E.17)

where the columns of $C$ are the eigenvectors corresponding to the eigenvalues in Eq. E.16 [272]. The eigenvectors are arranged in the order of increasing eigenvalues from left to right. In the case of degenerate eigenvalues, the eigenvectors are arranged in the order of increasing eigenvalues from left to right after the application of a small perturbative magnetic field $\hat{H}_{\text{MF}} = H_{\text{MF}} \hat{S}_z$. As derived in Appendix C [623], the transformation matrix $C$ rotates operators from the $|L = 3, m_L\rangle$ basis to a $|\phi_{\text{CEF}}\rangle$ basis defined by the crystal field eigenvectors by

\[
\hat{O}_{|\phi_{\text{CEF}}\rangle} = C^{-1} \hat{O}_{|L, m_L\rangle} C.
\] (E.18)

Since the ground state multiplet of the crystal field Hamiltonian corresponds to the triply orbitally degenerate manifold, then the subspace spanned by the
top 3 × 3 block matrix of any orbital angular momentum operator $\hat{O}_{\phi_{CEF}}$ for a particular irreducible representation [272] will (1) have its matrix entries arranged in a format equivalent to its corresponding angular momentum operator with $l = 1$, whilst (2) the entries in both matrices must be equal up to the projection constant $\alpha$. Projecting the $\hat{L}_z$ operator from the $|L = 3, m_L\rangle$ basis to the $|\phi_{CEF}\rangle$ basis via Eq. E.18, one obtains

$$\tilde{\hat{L}}_z = C^{-1}\hat{L}_z C = \begin{pmatrix}
1.50 & 0 & 0 & 0 & 0 & -1.94 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1.50 & -1.94 & 0 & 0 & 0 \\
0 & 0 & -1.94 & 0.50 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2.00 \\
-1.94 & 0 & 0 & 0 & 0 & 0.50 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}$$

(E.19)

A comparison of the top and middle 3 × 3 block matrices in Eq. E.19 to the $\hat{L}_z$ operator (normalised by $\hbar$) in the $|l = 1, m_l\rangle$ basis given by

$$\hat{L}_z = \begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 \\
\end{pmatrix}$$

(E.20)

reveals that both block matrices have equivalent arrangements of matrix elements to $\hat{L}_z$ in the $|l = 1, m_l\rangle$ basis with projection factors $\alpha = -\frac{3}{2}$ and $\frac{1}{2}$ for the ground and first excited manifolds, respectively, in agreement with previous derivations utilising group theory [47].

As a final confirmation of the validity of the projection described by Eq. E.18, both $\hat{L}_+$ and $\hat{L}_-$ were projected onto the $|\phi_{CEF}\rangle$ basis:

$$\tilde{\hat{L}}_+ = C^{-1}\hat{L}_+ C = \begin{pmatrix}
0 & 2.12 & 0 & 0 & 0 & 0 \\
2.12 & 0 & 0 & 0 & 0 & -2.74 \\
0 & -2.12 & 0 & 0 & 0 & 0 \\
0 & -2.74 & 0 & 0 & 0 & 0 \\
0 & 0 & 2.74 & 0.71 & 0 & 0 \\
0 & 0 & 0 & 0.71 & 0 & 2.83 \\
0 & 0 & 0 & -2.83 & 0 & 0 \\
\end{pmatrix}$$

(E.21)
Both projected $x$ and $y$-components of the angular momentum $\tilde{L}_x$ and $\tilde{L}_y$ were then calculated using the following identities:

\[
\tilde{L}_x = \frac{\tilde{L}_x + \tilde{L}_y}{2}, \tag{E.23}
\]

\[
\tilde{L}_y = \frac{\tilde{L}_x - \tilde{L}_y}{2i}, \tag{E.24}
\]

yielding:

\[
\tilde{L}_x = \begin{pmatrix}
0 & 1.06 & 0 & 0 & -1.37 & 0 & 0 \\
1.06 & 0 & -1.06 & -1.37 & 0 & -1.37 & 0 \\
0 & -1.06 & 0 & 0 & 1.37 & 0 & 0 \\
0 & -1.37 & 0 & 0 & 0.35 & 0 & -1.41 \\
-1.37 & 0 & 1.37 & 0.35 & 0 & 0.35 & 0 \\
0 & -1.37 & 0 & 0 & 0.35 & 0 & 1.41 \\
0 & 0 & 0 & -1.41 & 0 & 1.41 & 0
\end{pmatrix} \quad \tag{E.25}
\]

\[
\tilde{L}_y = i \begin{pmatrix}
0 & 1.06 & 0 & 0 & 0 & 0 & 0 \\
-1.06 & 0 & -1.06 & -1.37 & 0 & 1.37 & 0 \\
0 & 1.06 & 0 & 0 & 1.37 & 0 & 0 \\
0 & 1.37 & 0 & 0 & 0.35 & 0 & -1.41 \\
-1.37 & 0 & -1.37 & -0.35 & 0 & 0.35 & 0 \\
0 & -1.37 & 0 & 0 & -0.35 & 0 & -1.41 \\
0 & 0 & 0 & 1.41 & 0 & 1.41 & 0
\end{pmatrix} \quad \tag{E.26}
\]
Finally, by extracting the top $3 \times 3$ block matrices from the definitions of $\hat{L}_z$ (Eq. E.19), $\hat{L}_x$ (Eq. E.25) and $\hat{L}_y$ (Eq. E.26) and evaluating the commutator $[\hat{L}_x, \hat{L}_y]$, one obtains

$$[\tilde{\hat{L}}_x, \tilde{\hat{L}}_y] = i \begin{bmatrix} 1.5 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1.5 \end{bmatrix} = i\tilde{\hat{L}}_z. \quad (E.27)$$

By performing the commutator of all possible permutations of the projected components of the orbital angular momentum operator, it can be shown that the canonical commutation relations of angular momentum normalised by $\hbar$

$$[\tilde{\hat{L}}_x, \tilde{\hat{L}}_y] = i\epsilon_{xyz} \tilde{\hat{L}}_z \quad (E.28)$$

are satisfied for the new $|\phi_{CEF}\rangle$ basis.

Throughout the analysis presented above, two subtle but key observations must be addressed. The first refers to the arrangement of elements in a particular block matrix. Recall that the arrangement of the matrix elements in the top $3 \times 3$ block matrix of $\tilde{\hat{L}}_z$ (Eq. E.19) was identical to that of the $\hat{L}_z$ operator (normalised by $\hbar$) in the $|l = 1, m_l\rangle$ basis (Eq. E.20). Although the 1:1 correspondence of element arrangement between matrices is particularly useful for the determination of the projection factor $\alpha$, such a correspondence is not necessarily the case and depends on which particular irreducible representation in the new crystal field basis is chosen. For example, the $\hat{L}_x$ operator (normalised by $\hbar$) in the $|l = 1, m_l\rangle$ basis is given by

$$\hat{L}_x = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}. \quad (E.29)$$

A comparison between Eq. E.29 and the top $3 \times 3$ block matrix of $\tilde{\hat{L}}_x$ (Eq. E.25) reveals that the matrices differ in element arrangement. A similar case occurs for the $\tilde{\hat{L}}_y$ operator. Consequently, it must be emphasised that the identification of a true angular momentum operator in a particular basis should not be based on a comparison between its elements and the arrangement of matrix elements in the $|l, m_l\rangle$ basis, but rather on the success of satisfying the canonical commutation
The second observation is that the projection factor $\alpha$ pertains only to the particular manifold of interest such as $\alpha = -\frac{3}{2}$ for the ground state crystal field triplet manifold. In other words, $\alpha$ is not a simple multiplicative factor to project the entire angular momentum operator. A counterargument for such a treatment of $\alpha$ can be rationalised by the following:

- Suppose there are angular momentum operators $\hat{L}_x$, $\hat{L}_y$ and $\hat{L}_z$. It should be noted that such arguments would be equally valid for the total and spin angular momentum operators $\hat{J}_z$ and $\hat{S}_z$.

- Since the operators are angular momentum operators, they must satisfy the canonical commutation relations

$$[\hat{L}_x, \hat{L}_y] = i\epsilon_{xyz} \hat{L}_z. \quad (E.30)$$

- Suppose $\alpha$ is treated as a simple multiplicative factor to project the operator for each component of the angular momentum, then Eq. E.30 becomes

$$[\tilde{\hat{L}}_x, \tilde{\hat{L}}_y] \equiv [\alpha \hat{L}_x, \alpha \hat{L}_y] = \alpha^2 [\hat{L}_x, \hat{L}_y] = i\alpha^2 \epsilon_{xyz} \hat{L}_z \equiv i\alpha \epsilon_{xyz} \tilde{\hat{L}}_z. \quad (E.31)$$

- The second equality results in a clear contradiction, since it was assumed that the projected operator of the $z$-component of angular momentum was defined as $\alpha \hat{J}_z \neq \alpha^2 \hat{J}_z$ as in Eq. E.31.

Such a contradiction emphasises that the projection factors $\alpha$ (and $\alpha'$) that are presented in the context of Co$^{2+}$ magnetism pertains only to a particular manifold and not the entire Hilbert space spanned by the angular momentum operators.
### E.3 Projection of $\hat{S}$ and $\hat{l}$ for Co$^{2+}$ in an ideal octahedral coordination onto ground state $j_{\text{eff}} = \frac{1}{2}$ spin-orbit manifold

As described in the main text, the total single-ion Hamiltonian $\hat{H}_{SI}$ describing Co$^{2+}$ is

$$\hat{H}_{SI} = \hat{H}_{CF} + \hat{H}_{SO} + \hat{H}_{MF} + \hat{H}_{\text{dis}}.$$  \hspace{1cm} (E.32)

where the spin-orbit, magnetic order induced molecular field and distortions away from ideal octahedral coordination contributions denoted by $\hat{H}_{SO}$, $\hat{H}_{MF}$, and $\hat{H}_{\text{dis}}$, respectively, are treated as perturbations to the crystal field Hamiltonian $\hat{H}_{CF}$ (Eq. E.1) [76]. As a first approximation, if one assumes that the deviation away from ideal octahedral coordination is minimal and that the molecular field-induced Zeeman splitting is small relative to other terms in $\hat{H}_{SI}$, then the only perturbative term under consideration originates from $\hat{H}_{SO}$ describing the interaction between the spin and orbital degrees of freedom. In the low temperature limit (i.e., $\lambda \gg k_B T$), then it is assumed that the orbital triplet state described above is exclusively populated and thus the effective orbital angular momentum $l$ is set to 1. Thus, the spin-orbit coupling Hamiltonian describing the interaction between an effective angular momentum $\hat{l}$ and a spin angular momentum $\hat{S}$, is given by

$$\hat{H}_{SO} = \tilde{\lambda} \alpha \hat{l} \cdot \hat{S},$$  \hspace{1cm} (E.33)

where $\tilde{\lambda}$ denotes the spin-orbit coupling constant with a projection factor $\alpha$ after the projection from $\hat{L}$ to $\hat{l}$ [20]. By utilising the previously determined value of $\alpha = -\frac{3}{2}$, the value of $\lambda = -16$ meV as determined for Co$_{0.03}$Mg$_{0.97}$O [18], $l = 1$ and $S = \frac{3}{2}$ for the high spin $d^7$ Co$^{2+}$, then the Hilbert space spanned by $\hat{H}_{SO}$
consists of 12 basis states and the $\hat{H}_{SO}$ (Eq. E.33) is given by

$$
\hat{H}_{SO} = \\
\begin{pmatrix}
36 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 29.39 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -36 & 0 & 29.39 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 29.39 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 29.39 & 0 & 0 & 0 & 33.94 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -12 & 0 & 33.94 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 33.94 & 0 & -12 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 33.94 & 0 & 0 & 0 & 29.39 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 12 & 0 & 29.39 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 29.39 & 0 & -36 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 29.39 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 \\
\end{pmatrix}
$$

(E.34)

in the one particle basis $|l = 1, m_l, S = \frac{3}{2}, m_s \rangle$. Diagonalising the spin-orbit Hamiltonian yields

$$
\text{diag}(\hat{H}_{SO}) = \\
\begin{pmatrix}
-60 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -60 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -24 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -24 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -24 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -24 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -24 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 36 \\
\end{pmatrix}, \quad (E.35)
$$

where the three eigenvalues of -60, -24 and 36 meV (or equivalently 0, 36 and 96 meV) correspond to the $j_{\text{eff}} = \frac{1}{2}, \frac{3}{2}$ and $\frac{5}{2}$ spin-orbit manifolds, respectively. Utilising the diagonalised spin-orbit Hamiltonian above, a transformation matrix
$C$ can be defined as

$$
C = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.77 & 0 & 0 & 0 & 0 & -0.63 & 0 & 0 & 0 \\
0.71 & 0 & 0 & -0.63 & 0 & 0 & 0 & 0 & 0.32 & 0 & 0 \\
0 & 0 & 0.63 & 0 & 0 & 0 & 0 & -0.77 & 0 & 0 & 0 \\
-0.58 & 0 & 0 & -0.26 & 0 & 0 & 0 & 0 & 0.77 & 0 & 0 \\
0 & -0.41 & 0 & 0 & 0.73 & 0 & 0 & 0 & 0.55 & 0 & 0 \\
0.41 & 0 & 0 & 0.73 & 0 & 0 & 0 & 0 & 0.55 & 0 & 0 \\
0 & 0.58 & 0 & 0 & -0.26 & 0 & 0 & 0 & 0.77 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.63 & 0 & 0 & 0 & 0.77 & 0 & 0 \\
0 & -0.71 & 0 & 0 & -0.63 & 0 & 0 & 0 & 0.32 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.77 & 0 & 0 & 0 & 0.63 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}
$$

(E.36)

where the columns of $C$ are the eigenvectors corresponding to the eigenvalues in Eq. E.35. The eigenvectors are arranged in the order of increasing eigenvalues from left to right. In the case of degenerate eigenvalues, the eigenvectors are arranged in the order of increasing eigenvalues from left to right after the application of a small perturbative magnetic field $\hat{H}_{MF} = H_{MF}\hat{S}_z$. As derived in Appendix C, the transformation matrix $C$ rotates operators from the $|l=1, m_l, S=\frac{3}{2}, m_s\rangle$ basis to a $|\phi_{SO}\rangle$ basis defined by the spin-orbit eigenvectors. Projecting the $\hat{S}_z$, $\hat{S}_y$ and $\hat{S}_x$ operators from the $|l=1, m_l, S=\frac{3}{2}, m_s\rangle$ basis to the $|\phi_{SO}\rangle$ basis via

$$
\hat{O}_{|\phi_{SO}\rangle} = C^{-1}\hat{O}_{|l=1, m_l, S=\frac{3}{2}, m_s\rangle}C,
$$

(E.37)

one obtains
\[ C^{-1} \hat{S}_{y} C = \begin{pmatrix}
-0.83 & 0 & 0.75 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.83 & 0 & 0 & 0.75 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1.10 & 0 & 0 & 0 & 0 & -0.49 & 0 & 0 \\
0.75 & 0 & 0 & -0.37 & 0 & 0 & 0 & 0.6 & 0 & 0 \\
0 & 0.75 & 0 & 0 & 0.37 & 0 & 0 & 0 & -0.6 & 0 \\
0 & 0 & 0 & 0 & 0 & 1.10 & 0 & 0 & 0 & 0.49 \\
0 & 0 & -0.49 & 0 & 0 & 0 & -1.50 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.49 & 0 & -0.90 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.30 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.30 & 0 & 0 \\
0 & 0 & 0 & 0 & -0.60 & 0 & 0 & 0 & 0.90 & 0 \\
0 & 0 & 0 & 0.60 & 0 & 0 & 0 & 0 & 0 & 1.50 \\
\end{pmatrix}. \]  \quad (E.38)

\[ C^{-1} \hat{S}_{y} C = i \begin{pmatrix}
0 & -0.83 & -0.65 & 0 & 0.37 & 0 & 0 & 0 & 0 & 0 \\
0.83 & 0 & 0 & 0.37 & 0 & -0.65 & 0 & 0 & 0 & 0 \\
0.65 & 0 & 0 & 0.64 & 0 & 0 & -0.55 & 0 & -0.17 & 0 \\
0 & -0.37 & -0.64 & 0 & -0.73 & 0 & 0 & 0.42 & 0 & -0.30 \\
-0.37 & 0 & 0 & 0.73 & 0 & 0.64 & 0 & 0 & 0.30 & 0.42 \\
0 & 0.65 & 0 & 0 & -0.64 & 0 & 0 & 0 & 0.17 & 0.55 \\
0 & 0 & 0.55 & 0 & 0 & 0 & 0 & -0.67 & 0 & 0 \\
0 & 0 & 0 & -0.42 & 0 & 0 & 0.67 & 0 & -0.85 & 0 \\
0 & 0 & 0.17 & 0 & -0.30 & 0 & 0 & 0.85 & 0 & 0.90 \\
0 & 0 & 0 & 0.30 & 0 & -0.17 & 0 & 0 & -0.90 & 0.85 \\
0 & 0 & 0 & 0 & -0.42 & 0 & 0 & 0 & -0.85 & 0.67 \\
0 & 0 & 0 & 0 & 0 & -0.55 & 0 & 0 & 0 & -0.67 \\
\end{pmatrix}. \]  \quad (E.39)
\( C^{-1} \hat{S}_x C = \) 

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(E.40)
In this Thesis, projections of the components of the spin operator $\hat{S}$ onto both the ground state $j_{\text{eff}} = \frac{1}{2}$ and the first excited state $j_{\text{eff}} = \frac{3}{2}$ manifolds are of interest. The importance of the latter is due to significant depopulation and population of the ground state and first excited state manifolds, respectively, in the paramagnetic regime ($T=200, 300$ K) where fits to the Curie-Weiss law were performed. A comparison of the top $2 \times 2$ and middle $3 \times 3$ block matrices in Eq. E.38 to the $\hat{S}_z$ operator (normalised by $\hbar$) in the $|S = \frac{1}{2}, m_s\rangle$ and $|S = \frac{3}{2}, m_s\rangle$ bases given by

$$\hat{S}_z = \begin{pmatrix} -\frac{1}{2} & 0 \\ 0 & \frac{1}{2} \end{pmatrix}$$
(E.41)

$$\hat{S}_z = \begin{pmatrix} -\frac{3}{2} & 0 & 0 \\ 0 & -\frac{1}{2} & 0 \\ 0 & 0 & \frac{1}{2} \end{pmatrix},$$
(E.42)

respectively, reveals that both block matrices have equivalent arrangements of matrix elements to $\hat{S}_z$ in both $|S = \frac{1}{2}, m_s\rangle$ and $|S = \frac{3}{2}, m_s\rangle$ bases with projection factors $\alpha' = \frac{5}{3}$ and $\frac{22}{30}$ for the ground and first excited manifolds, respectively.

Finally, by extracting the top $2 \times 2$ and middle $3 \times 3$ block matrices from the definitions of $\tilde{\hat{S}}_z$ (Eq. E.38), $\tilde{\hat{S}}_y$ (Eq. E.39) and $\tilde{\hat{S}}_y$ (Eq. E.40) and evaluating the commutator $[\tilde{\hat{S}}_x, \tilde{\hat{S}}_y]$, one obtains

$$[\tilde{\hat{S}}_x, \tilde{\hat{S}}_y] = i \begin{pmatrix} -0.83 & 0 \\ 0 & 0.83 \end{pmatrix} = i\tilde{\hat{S}}_z$$
(E.43)

$$[\tilde{\hat{S}}_x, \tilde{\hat{S}}_y] = i \begin{pmatrix} -1.1 & 0 & 0 \\ 0 & -0.37 & 0 \\ 0 & 0 & 0.37 \end{pmatrix} = i\tilde{\hat{S}}_z,$$
(E.44)

for the ground state and first excited state spin-orbit manifolds. By performing the commutator of all possible permutations of the projected components of the spin angular momentum operator, it can be shown that the canonical
commutation relations of angular momentum normalised by $\hbar$

$$[\tilde{\mathbf{S}}_x, \tilde{\mathbf{S}}_y] = i\epsilon_{xyz}\tilde{\mathbf{S}}_z$$

(E.45)

are satisfied for the new $|\phi_{\text{SO}}\rangle$ basis.

A second (and related) projection corresponds to a projection of the components of the angular momentum operator to the $j_{\text{eff}} = \frac{1}{2}$ manifold. The necessity of this particular projection stems for the role of the orbital angular momentum in the spin-orbit coupling contribution to the dimer Hamiltonian [457]

$$\hat{H}_{\text{dimer}} = \alpha \lambda \hat{\mathbf{I}}_1 \cdot \hat{\mathbf{S}}_1 + \alpha \lambda \hat{\mathbf{I}}_2 \cdot \hat{\mathbf{S}}_2 + 2J \hat{\mathbf{S}}_1 \cdot \hat{\mathbf{S}}_2,$$

(E.46)

corresponding to the coupling of two different sets of spin-orbit coupling manifolds. As discussed in the main text, as a consequence of experimental conditions (low $\hbar \omega_i$ and low temperatures) and such high chemical dilution, the magnetic properties are determined by ground state doublet $j_{\text{eff}} = \frac{1}{2}$ manifold exclusively. Consequently, all quantities must be projected onto the ground state doublet $j_{\text{eff}} = \frac{1}{2}$ manifold. The projection of the spin operator $\hat{\mathbf{S}}$ has been shown above. Utilising the same transformation matrix $C$ (Eq. E.36) as was used for the spin operator, projecting the three components of the previously projected orbital angular momentum operator yields
\[ \begin{bmatrix}
0.33 & 0 & 0 & -0.75 & 0 & 0 & 0 & 0 & 0 \\
0 & -0.33 & 0 & 0 & -0.75 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.4 & 0 & 0 & 0 & 0 & 0.49 & 0 \\
0 & 0 & 0 & -0.13 & 0 & 0 & 0 & -0.6 & 0 \\
0 & 0 & 0 & 0 & 0.13 & 0 & 0 & 0 & 0.6 \\
0 & 0 & 0 & 0 & 0 & 0.4 & 0 & 0 & 0.49 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0.49 & 0 & 0 & 0 & 0 & -0.6 & 0 \\
0 & 0 & 0 & -0.6 & 0 & 0 & 0 & -0.2 & 0 \\
0 & 0 & 0 & 0.6 & 0 & 0 & 0 & 0.2 & 0 \\
0 & 0 & 0 & 0 & 0.49 & 0 & 0 & 0 & 0.6 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix} \] 

\( \mathbf{C}^{-1} \hat{\mathbf{l}} \mathbf{C} = \) 

\[ \begin{bmatrix}
0 & 0.33 & -0.65 & 0 & -0.37 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.37 & 0 & 0.65 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.65 & 0 & 0 & 0.23 & 0 & 0 & 0 & -0.55 & 0 & 0.17 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.37 & 0 & -0.27 & 0 & 0 & 0.42 & 0 & 0.3 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.37 & 0 & 0 & -0.27 & 0 & 0.23 & 0 & 0 & 0.3 & 0 & -0.42 & 0 & 0 & 0 & 0 \\
0 & 0.65 & 0 & 0 & 0.23 & 0 & 0 & 0 & 0 & 0.17 & 0 & -0.55 & 0 & 0 & 0 \\
0 & 0 & -0.55 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.45 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.42 & 0 & 0 & 0 & -0.45 & 0 & -0.57 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.17 & 0 & 0.3 & 0 & 0 & -0.57 & 0 & 0.6 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.3 & 0 & 0.17 & 0 & 0 & 0.6 & 0 & 0.57 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -0.42 & 0 & 0 & 0 & 0 & 0.57 & 0 & 0.45 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.55 & 0 & 0 & 0 & 0 & 0.45 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \] 

\( \mathbf{C}^{-1} \hat{\mathbf{l}} \mathbf{C} = \) 

\( (E.47) \) 

\( (E.48) \)
\[
C^{-1}i_y C = i
\]
\[
\begin{pmatrix}
0 & 0.33 & 0.65 & 0 & -0.37 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.33 & 0 & 0 & -0.37 & 0 & 0.65 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.65 & 0 & 0 & 0 & 0.23 & 0 & 0 & 0.55 & 0 & 0.17 & 0 & 0 \\
0 & 0.37 & -0.23 & 0 & -0.27 & 0 & 0 & -0.42 & 0 & 0.30 & 0 & 0 \\
0.37 & 0 & 0 & 0.27 & 0 & 0.23 & 0 & 0 & -0.30 & 0 & -0.42 & 0 \\
0 & -0.65 & 0 & 0 & 0 & -0.23 & 0 & 0 & 0 & -0.17 & 0 & -0.55 \\
0 & 0 & -0.55 & 0 & 0 & 0 & 0 & -0.45 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0.42 & 0 & 0 & 0.45 & 0 & -0.57 & 0 & 0 & 0 \\
0 & 0 & -0.17 & 0 & 0.30 & 0 & 0 & 0.57 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.30 & 0 & 0.17 & 0 & 0 & -0.60 & 0 & 0.57 & 0 \\
0 & 0 & 0 & 0 & 0.42 & 0 & 0 & 0 & 0 & -0.57 & 0 & 0.45 \\
0 & 0 & 0 & 0 & 0.55 & 0 & 0 & 0 & 0 & 0 & -0.45 & 0
\end{pmatrix}
\]
(E.49)
where the operators $\hat{l}_\xi$ denote the angular momentum operator that has already been projected onto the ground state crystal field triplet manifold. In other words, $\hat{l}_\xi$ refers to $\hat{L}_\xi$ in the previous subsection. The exclusion of the tilde and the substitution of $L$ for $l$ are both a reflection of the fact that two simultaneous projections of the orbital angular momentum operator are being performed. A comparison of the (top) $2 \times 2$ in Eq. E.47 to the $\hat{L}_z$ operator (normalised by $\hbar$) in the $|L = \frac{1}{2}, m_l\rangle$ basis given by

$$
\hat{L}_z = \begin{pmatrix}
-\frac{1}{2} & 0 \\
0 & \frac{1}{2}
\end{pmatrix}
$$

(E.50)

reveals that both block matrices have equivalent arrangements of matrix elements to $\hat{L}_z$ in the $|L = \frac{1}{2}, m_l\rangle$ bases with the projection factor $\alpha' = -\frac{2}{3}$. It is important to emphasise that in contrast to $\alpha$ that projects $L = 3$ to $l = 1$, $\alpha'$ projects $l = 1$ to $j_{\text{eff}} = \frac{1}{2}$ or equivalently $j = \frac{1}{2}$.

Finally, by extracting the top $2 \times 2$ block matrices from the definitions of $\tilde{l}_x$ (Eq. E.47), $\tilde{l}_y$ (Eq. E.48) and $\tilde{l}_z$ (Eq. E.49) and evaluating the commutator $[\tilde{l}_x, \tilde{l}_y]$, one obtains

$$
[\tilde{l}_x, \tilde{l}_y] = i \begin{pmatrix} 0.33 & 0 \\ 0 & -0.33 \end{pmatrix} = i \tilde{l}_z
$$

(E.51)

By performing the commutator of all possible permutations of the projected components of the orbital angular momentum operator, it can be shown that the canonical commutation relations of angular momentum normalised are satisfied for the new $|\phi_{\text{SO}}\rangle$ basis.

As shown in Appendix G, the projection of the orbital angular momentum operator is not crucial for the determination of the exchange constant $J$ for Co$_x$Mg$_{1-x}$O. In fact, the projection of the pair Hamiltonian (Eq. E.46) onto the $j_{\text{eff}} = \frac{1}{2}$ manifold reduces to

$$
\hat{H}_{\text{pair}} = \frac{50}{9} \hat{j}_1 \cdot \hat{j}_2 + \Phi,
$$

(E.52)

where $\alpha'\hat{j}_i \equiv \hat{S}_i$ for $j_{\text{eff}} = \frac{1}{2}$ and $\Phi$ is a constant, in the limit of $\lambda \gg J$. In other words, the spin-orbit and thus the orbital angular momentum contribution is reduced to a constant if the spin-orbit coupling is much stronger than the
magnetic exchange.

To conclude this subsection, despite both the projections of the operators $\hat{S}$ and $\hat{l}$ onto the ground state manifold suggesting that the manifold does indeed possess $j_{\text{eff}} = \frac{1}{2}$ character, one can argue that the ultimate confirmation would be the projection of the total angular momentum operator $\hat{j} = \hat{l} + \hat{S}$, since the ratio of the matrix elements between the block matrices and the operators is predicted to be 1 via the projection theorem. Utilising the same transformation matrix $C$ (Eq. E.36) as was used for the spin and orbital angular momentum operators, projecting the three components of the total angular momentum operator, defined by $\hat{j} = \hat{l} + \hat{S}$, yields
\[
C^{-1} \hat{\mathcal{J}}_x C = \begin{pmatrix}
-0.50 & 0 & 0 & 0 & 0 \\
0 & 0.50 & 0 & 0 & 0 \\
0 & 0 & -1.50 & 0 & 0 \\
0 & 0 & 0 & -0.50 & 0 \\
0 & 0 & 0 & 0 & 1.50 \\
\end{pmatrix}
\]

\[
C^{-1} \hat{\mathcal{J}}_x C = \begin{pmatrix}
0 & -0.5 & 0 & 0 & 0 \\
-0.5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.9 & 0 & 0 \\
0 & 0 & 0 & -1.0 & 0 \\
0 & 0 & 0 & 0 & 0.9 \\
\end{pmatrix}
\]

\[
C^{-1} \hat{\mathcal{J}}_x C = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.9 & 0 & 0 \\
0 & 0 & 0 & -1.0 & 0 \\
0 & 0 & 0 & 0 & 0.9 \\
\end{pmatrix}
\]
\[ C^{-1} \hat{\alpha} C = i \begin{pmatrix}
0 & -0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0.9 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.9 & 0 & 1.0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0.9 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -0.9 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.9 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1.4 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1.4 & 0 & 1.5 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1.5 & 0 & 1.4 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1.4 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1.0 
\end{pmatrix} \]  \quad (E.55)
A comparison of the top $2 \times 2$ in Eq. E.53 to the $\hat{J}_z$ operator (normalised by $\hbar$) in the $|J = \frac{1}{2}, m_J\rangle$ basis given by

$$\hat{J}_z = \begin{pmatrix} -\frac{1}{2} & 0 \\ 0 & \frac{1}{2} \end{pmatrix}$$

(E.56)

reveals that both block matrices have equivalent arrangements of matrix elements to $\hat{J}_z$ in the $|J = \frac{1}{2}, m_J\rangle$ bases with the projection factor $\alpha' = 1$, in agreement with the projection theorem. It is worth noting that the calculations presented above as Eqs. E.53-E.55 were shown for the purposes of completeness and could have been equally deduced from the observation that the projection factors $\alpha'$ of $\hat{S}$ and $\hat{l}$ being $\frac{5}{2}$ and $-\frac{2}{3}$, respectively, add up to a value of 1.

Finally, by extracting the top $2 \times 2$ block matrices from the definitions of $\tilde{\hat{J}}_z$ (Eq. E.53), $\tilde{\hat{J}}_x$ (Eq. E.54) and $\tilde{\hat{J}}_y$ (Eq. E.55) and evaluating the commutator $[\tilde{\hat{J}}_x, \tilde{\hat{J}}_y]$, one obtains

$$[\tilde{\hat{J}}_x, \tilde{\hat{J}}_y] = i \begin{pmatrix} -\frac{1}{2} & 0 \\ 0 & \frac{1}{2} \end{pmatrix} = i \tilde{\hat{J}}_z$$

(E.57)

By performing the commutator of all possible permutations of the projected components of the orbital angular momentum operator, it can be shown that the canonical commutation relations of angular momentum normalised are satisfied for the new $|\phi_{SO}\rangle$ basis, validating the claim that the ground state manifold behaves as $j_{\text{eff}} = \frac{1}{2}$.

E.4 Projection of the Landé $g$-factor for Co$^{2+}$ onto the $j_{\text{eff}} = \frac{1}{2}$ and $j_{\text{eff}} = \frac{3}{2}$ spin-orbit manifolds

Having calculated the projection factors $\alpha'$ for both the spin and orbital angular momentum operators $\hat{S}$ and $\hat{l}$, respectively, the projection of the Landé $g$-factor onto both $j_{\text{eff}} = \frac{1}{2}$ and $j_{\text{eff}} = \frac{3}{2}$ spin-orbit manifolds is presented.

Recall from first-order perturbation theory [20, 624], the field splitting of the Co$^{2+}$ spin-orbit multiplets is described by the perturbative Hamiltonian $\hat{\mathcal{H}}_m$ given by

$$\hat{\mathcal{H}}_m = \mu_B (g_L \hat{L} + g_S \hat{S}) \cdot \mathbf{H},$$

(E.58)
where \( g_L \) and \( g_S \) denote orbital and spin \( g \)-factors, respectively. For the particular case of the \( d \)-block metal \( \text{Co}^{2+} \), both orbital and spin \( g \)-factors are taken to be the electron’s \( g \)-factors, equal to approximately 1 and 2 \([18]\), respectively, simplifying Eq. E.58 to

\[
\hat{H}_m = \mu_B (\hat{L} + 2\hat{S}) \cdot \mathbf{H}.
\] 

(E.59)

Since an effective total angular momentum \( \hat{j}_{\text{eff}} \) was defined with the projected orbital angular momentum operator \( \hat{\mathbf{l}} \) with \( l = 1 \), then the perturbative Hamiltonian in Eq. E.59 becomes

\[
\hat{H}_m = \mu_B (\alpha \hat{\mathbf{l}} + 2\hat{S}) \cdot \mathbf{H} = g'_J \mu_B \hat{j} \cdot \mathbf{H},
\]

(E.60)

for a particular effective spin-orbit \( j_{\text{eff}} \) manifold. Eq. E.60 incorporates an orbital angular momentum operator \( \hat{\mathbf{l}} \) that has been projected onto \( \hat{\mathbf{l}} \) via a projection factor \( \alpha \), and a projected Landé \( g \)-factor \( g'_J \). A comparison between Eqs. E.59 and E.60, where \( g_L \) has been replaced by \( \alpha g_L \), suggests that the Landé \( g \)-factor — a fundamental proportionality constant that can be derived directly from the Wigner-Eckart theorem — defined as

\[
g_J = 1 \left\{ \frac{J(J + 1) - S(S + 1) + L(L + 1)}{2J(J + 1)} \right\} + 2 \left\{ \frac{J(J + 1) + S(S + 1) - L(L + 1)}{2J(J + 1)} \right\}
\]

(E.61)

for the original non-projected Hamiltonian in Eq. E.59 assumes the form \([20]\)

\[
g'_J = \frac{(2 + \alpha)j(j + 1) - (2 - \alpha)l(l + 1) + (2 - \alpha)S(S + 1)}{2j(j + 1)}.
\]

(E.62)

By inserting the values for \( \alpha = -\frac{3}{2} \), as was previously deduced in §E.2, \( l = 1 \) to reflect the ground state crystal field manifold and \( S = \frac{3}{2} \) to reflect the high spin \( d^7 \) electron configuration in ideal octahedral coordination, a projected Landé \( g \)-factor of \( \frac{13}{3} \) and \( \frac{32}{30} \) is obtained for the \( j_{\text{eff}} = \frac{1}{2} \) ground state and \( j_{\text{eff}} = \frac{3}{2} \) first excited spin-orbit manifolds, respectively.
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Appendix F

Odd Parity of $\chi''(Q, \omega)$ and the Principle of Detailed Balance

This appendix provides a proof that the imaginary part of the susceptibility, denoted by $\chi''(Q, \hbar \omega)$, must possess odd parity with respect to $\hbar \omega$ if and only if the principle of detailed balance is obeyed.

**Proof** ($\Leftarrow$): The fluctuation-dissipation theorem [100, 108, 625] states that the relationship between the dynamic structure factor $S(Q, \hbar \omega)$ and the imaginary part of the susceptibility $\chi''(Q, \hbar \omega)$ is given by

$$S(Q, \hbar \omega) = \frac{1}{\pi} [n(\hbar \omega) + 1] \chi''(Q, \hbar \omega), \quad (F.1)$$

where $n(\hbar \omega)$ is the Bose factor defined by

$$n(\hbar \omega) = \frac{1}{e^{\frac{\hbar \omega}{k_B T}} - 1}, \quad (F.2)$$

such that

$$n(\hbar \omega) + 1 = \frac{1}{1 - e^{-\frac{\hbar \omega}{k_B T}}}, \quad (F.3)$$

and the prefactors $g\mu_B$ introduced in Chapter 1 have not been included for the
purposes of generality. By definition [99], the principle of detailed balance states that

\[ S(-Q, -\hbar\omega) = e^{-\frac{\hbar\omega}{k_B T}} S(Q, \hbar\omega), \]  

(F.4)

thus, if one assumes that \( S(-Q, -\hbar\omega) = S(Q, -\hbar\omega) \) as is the case for all centrosymmetric systems under investigation in this Thesis, then \( S(Q, -\hbar\omega) \) can be rewritten in two ways:

\[
S(Q, -\hbar\omega) = \frac{1}{\pi} \frac{1}{1 - e^{\frac{\omega}{k_B T}}} \chi''(Q, -\hbar\omega) 
\]

(F.5a)

\[
S(Q, -\hbar\omega) = \frac{1}{\pi} \frac{e^{\frac{\omega}{k_B T}}}{1 - e^{\frac{\omega}{k_B T}}} \chi''(Q, \hbar\omega) \equiv \frac{1}{\pi} - \frac{1}{1 - e^{\frac{\omega}{k_B T}}} \chi''(Q, \hbar\omega),
\]

(F.5b)

where Eq. F.5a is Eq. F.1 with a substitution of \( \hbar\omega \) to \(-\hbar\omega\), whilst Eq. F.5b is a combination of Eqs. F.1 and F.4. Equating Eqs. F.5a and F.5b, one obtains

\[
\frac{1}{1 - e^{\frac{\omega}{k_B T}}} \chi''(Q, -\omega) = -\frac{1}{1 - e^{\frac{\omega}{k_B T}}} \chi''(Q, \omega),
\]

(F.6)

which implies

\[
\chi''(Q, -\hbar\omega) = -\chi''(Q, \hbar\omega),
\]

(F.7)

confirming \( \chi''(Q, \hbar\omega) \) must have odd parity with respect to \( \hbar\omega \) if Eq. F.4 is satisfied.

**Proof (⇒):** By combining the fluctuation-dissipation theorem (Eq. F.1) and the definition of the Bose factor (Eq. F.3) with the replacement of \( Q \) and \( \hbar\omega \) by \(-Q\) and \(-\hbar\omega\), respectively, then Eq. F.1 becomes

\[
S(-Q, -\hbar\omega) = \frac{1}{\pi} \frac{1}{1 - e^{\frac{\omega}{k_B T}}} \chi''(-Q, -\hbar\omega).
\]

(F.8)

If one assumes that \( \chi''(Q, \hbar\omega) \) is an odd function with respect to \( \hbar\omega \) and that
\( \chi''(-Q, \hbar \omega) = \chi''(Q, \hbar \omega) \), as is the case for all centrosymmetric systems under investigation in this Thesis, then Eq. F.8 becomes

\[
S(-Q, -\hbar \omega) = \frac{1}{\pi} \frac{1}{1 - e^{\frac{\hbar \omega}{k_B T}}} (-1) \chi''(Q, \hbar \omega). \tag{F.9}
\]

Multiplying both sides of Eq. F.9 by \( e^{-\frac{\hbar \omega}{k_B T}} \), then Eq. F.9 becomes

\[
S(-Q, -\hbar \omega) = \frac{1}{\pi} \frac{e^{-\frac{\hbar \omega}{k_B T}}}{e^{\frac{\hbar \omega}{k_B T}} - 1} (-1) \chi''(Q, \hbar \omega) \equiv \frac{1}{\pi} \frac{e^{-\frac{\hbar \omega}{k_B T}}}{1 - e^{-\frac{\hbar \omega}{k_B T}}} \chi''(Q, \hbar \omega) \tag{F.10}
\]

The last term on the RHS of Eq. F.10 may be rewritten as

\[
S(-Q, -\hbar \omega) = e^{-\frac{\hbar \omega}{k_B T}} \left\{ \frac{1}{\pi} \frac{1}{1 - e^{-\frac{\hbar \omega}{k_B T}}} \chi''(Q, \hbar \omega) \right\}, \tag{F.11}
\]

where the \{ \ldots \} term corresponds to the definition of \( S(Q, \hbar \omega) \) in Eq. F.1. Consequently, an equivalent expression to Eq. F.11 is given by

\[
S(-Q, -\hbar \omega) = e^{-\frac{\hbar \omega}{k_B T}} \frac{1}{S(Q, \hbar \omega)}, \tag{F.12}
\]

corresponding to the principle of detailed balance, as summarised by Eq. F.4 above.

\[\blacksquare\]
Appendix G

Wigner-Eckart and Projection Theorems

The following appendix provides a derivation for both the Wigner-Eckart and Projection Theorems. For the purposes of completion, an additional section utilising the projection theorem in the case of projecting the spin $\hat{S}$ and orbital angular momentum operators $\hat{l}$ onto the ground state spin-orbit $j_{\text{eff}} = \frac{1}{2}$ manifold of Co$^{2+}$ is included. For the interested reader, both derivations are based on Sakurai’s Modern Quantum Mechanics [624] and Wigner’s Group Theory and its Application to the Quantum Mechanics of Atomic Spectra [626] and references contained therein. Any additional references will be stated explicitly in the text.

G.1 Derivation of the Wigner-Eckart Theorem & “Dipole” Selection Rules

The derivation of the Wigner-Eckart theorem begins by first defining irreducible spherical tensors. An irreducible spherical tensor of rank $k$ is a set of $2k + 1$ operators $T_q^{(k)}$, where $-k \leq q \leq k$, which transform among themselves in an identical manner to the $2j + 1$ angular momentum eigenstates in the $|j, m\rangle$
basis, given by

$$\hat{U}^\dagger(R)\hat{T}^{(k)}\hat{U}(R) = \sum_{q' = -k}^k \left(\hat{D}_{qq'}(R)\right)^* \hat{T}^{(k)}_{q'}, \quad (G.1)$$

where $\hat{U}(R)$ is the orthogonal rotation operator in three dimensions and $\hat{D}_{qq'}(R)$ is the unitary Wigner $\hat{D}$-matrix. Since the set of rotations in three dimensions form a continuous Lie group $SO(3)$ with a Lie algebra $\mathfrak{so}(3)$ and thus forms a differentiable manifold. Consequently, by Stone’s theorem [627], there exists an exponential map

$$\hat{U}(R) = e^{i\hat{g}_R}, \quad (G.2)$$

where $\hat{U}(R)$, $\hat{g}_R$ and $v_R$ are a generic element in the group, the set of generators and the set of parameters, respectively. Since the set of rotations forms a continuous symmetry (rotational invariance), then by Wigner’s theorem, the exponential map must be unitary and thus the generators must be Hermitian. Utilising the differentiable properties of the $SO(3)$ group, by defining an infinitesimally small change in the rotation parameter $\delta\theta$ about a particular axis defined by $\hat{\theta}$, it can be shown that the generator of $SO(3)$ is the angular momentum $\hat{J}$ and thus Eq. G.2 can be rewritten as

$$\hat{U}(R) = e^{-\frac{i\theta}{\hbar} \hat{J}}, \quad (G.3)$$

By truncating a Taylor expansion of Eq. G.3 to $O(\theta)$, $\hat{U}(R)$ can be expressed as

$$\hat{U}(R) \simeq \mathbb{I} - \frac{i}{\hbar} \hat{\theta} \cdot \hat{J}, \quad (G.4)$$

where $\mathbb{I}$ is the identity element. Inserting Eq. G.4 into the LHS of Eq. G.1, one obtains

$$\left(\mathbb{I} + \frac{i}{\hbar} \hat{\theta} \cdot \hat{J}\right)\hat{T}^{(k)}_q \left(\mathbb{I} - \frac{i}{\hbar} \hat{\theta} \cdot \hat{J}\right) = \sum_{q' = -k}^k \left(\hat{D}_{qq'}(R)\right)^* \hat{T}^{(k)}_{q'}. \quad (G.5)$$

Truncating the polynomial expansion of the LHS to $O(\theta)$, Eq. G.5 becomes

$$\hat{T}^{(k)}_q + \frac{i}{\hbar} [\hat{\theta} \cdot \hat{J}, T^{(k)}_q] = \sum_{q' = -k}^k \left(\hat{D}_{qq'}(R)\right)^* \hat{T}^{(k)}_{q'}. \quad (G.6)$$
By inserting the definition of the Wigner $D$-matrix, corresponding to the representation of $\hat{U}(R)$ in the $|j,m\rangle$ basis, Eq. G.6 becomes

$$\hat{T}_q^{(k)} + \frac{i}{\hbar} [\hat{\theta} \cdot \hat{J}, T_q^{(k)}] \theta = \sum_{q'=-k}^{k} \left( \langle kq|\hat{U}(R)|kq'\rangle \right)^* \hat{T}_{q'}^{(k)}.$$  \hspace{1cm} (G.7)

Utilising the definition of the complex conjugate of the Wigner $D$-matrix $qq'$-element then Eq. G.7 can be rewritten as

$$\hat{T}_q^{(k)} + \frac{i}{\hbar} [\hat{\theta} \cdot \hat{J}, T_q^{(k)}] \theta = \sum_{q'=-k}^{k} \langle kq'|\hat{U}^\dagger(R)|kq\rangle \hat{T}_{q'}^{(k)}.$$  \hspace{1cm} (G.8)

By inserting the Hermitian adjoint of the rotation operator $\hat{U}(R)$ given by Eq. G.4 into the RHS, Eq. G.8 can be further simplified to

$$\hat{T}_q^{(k)} + \frac{i}{\hbar} [\hat{\theta} \cdot \hat{J}, T_q^{(k)}] \theta = \sum_{q'=-k}^{k} \langle kq'|I + i\hbar \hat{\theta} \cdot \hat{J}|kq\rangle \hat{T}_{q'}^{(k)}.$$  \hspace{1cm} (G.9)

Polynomial expansion of the RHS, combined by the orthonormality relations of the $|j,m\rangle$ basis vectors, yields

$$\hat{T}_q^{(k)} + \frac{i}{\hbar} [\hat{\theta} \cdot \hat{J}, T_q^{(k)}] \theta = \sum_{q'=-k}^{k} \delta_{q'q} T_q^{(k)} + \frac{i}{\hbar} \sum_{q'=-k}^{k} \langle kq'|\theta \hat{\theta} \cdot \hat{J}|kq\rangle \hat{T}_{q'}^{(k)}.$$  \hspace{1cm} (G.10)

Without the loss of generality, setting the $z$-axis as the axis of rotation, i.e. $\hat{\theta} = \hat{e}_z$, then Eq. G.10 becomes

$$\hat{T}_q^{(k)} + \frac{i}{\hbar} [\hat{\theta}_z, T_q^{(k)}] \theta = \hat{T}_q^{(k)} + \frac{i}{\hbar} \sum_{q'=-k}^{k} \langle kq'|\hat{J}_z|kq\rangle \theta \hat{T}_{q'}^{(k)},$$  \hspace{1cm} (G.11)

where the first sum on the RHS was simplified due to the presence of the Kronecker delta $\delta_{q'q}$ and the scalar variable parameter $\theta$ was factored out of the bra-ket. By cancelling similar terms, utilising both the definition of $\hat{L}_z|j,m\rangle = m\hbar|j,m\rangle$ and the orthonormality relations of the $|jm\rangle$ basis, Eq. G.11 becomes

$$[\hat{J}_z, T_q^{(k)}] = \hbar q \hat{T}_q^{(k)}.$$  \hspace{1cm} (G.12)

Similarly, utilising $J_{\pm}$, in lieu of $J_z$, by redefining $\hat{\theta}$ in Eq. G.11, it can be shown that

$$[\hat{J}_\pm, T_q^{(k)}] = \hbar \sqrt{(k \mp q)(k \pm q + 1)} \hat{T}_{q+1}^{(k)}.$$  \hspace{1cm} (G.13)
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The logic encompassing Eqs. G.2-G.11 demonstrate that Eqs. G.12 and G.13 are equivalent definitions of the irreducible spherical tensor operator \( \hat{T}_q^{(k)} \) that was first defined by Eq. G.1.

Projecting the definition of the irreducible spherical tensor operator given by Eq. G.13 onto the \( |j, m\rangle \) basis, one obtains

\[
\langle j' m' || [\hat{J}_\pm, \hat{T}_q^{(k)}] || jm \rangle = \hbar \sqrt{(k \mp q)(k \pm q + 1)} \langle j' m' | \hat{T}_q^{(k)}_{q+1} | jm \rangle.
\] (G.14)

Expanding the commutator on the LHS, Eq. G.14 becomes

\[
\langle j' m' | \hat{J}_\pm \hat{T}_q^{(k)} | jm \rangle - \langle j' m' | \hat{T}_q^{(k)} \hat{J}_\pm | jm \rangle = \hbar \sqrt{(k \mp q)(k \pm q + 1)} \langle j' m' | \hat{T}_q^{(k)}_{q+1} | jm \rangle.
\] (G.15)

By utilising the definition of \( \hat{J}_\pm | jm \rangle = \hbar \sqrt{(j \mp m)(j \pm m + 1)} | jm \pm 1 \rangle \), in combination with the observation that \( (\hat{J}_\pm)^\dagger = \hat{J}_\mp \), then Eq. G.15 becomes

\[
\begin{align*}
\hbar \sqrt{(j' \mp m')(j' \mp m' + 1)} & \langle j' m' \mp 1 | \hat{T}_q^{(k)} | jm \rangle \\
- \hbar \sqrt{(j \mp m)(j \pm m + 1)} & \langle j' m' | \hat{T}_q^{(k)} | jm \pm 1 \rangle \\
= \hbar \sqrt{(k \mp q)(k \pm q + 1)} & \langle j' m' | \hat{T}_q^{(k)}_{q+1} | jm \rangle,
\end{align*}
\] (G.16)

which bears a strong similarity to the recursion relations for the Clebsch-Gordan coefficients given by

\[
\begin{align*}
\sqrt{(j' \pm m')(j' \mp m' + 1)} & \langle j' m' \mp 1 | mq \rangle \\
- \sqrt{(j \mp m)(j \pm m + 1)} & \langle j' m' | m \pm 1 q \rangle \\
= \sqrt{(k \mp q)(k \pm q + 1)} & \langle j' m' | mq \pm 1 \rangle
\end{align*}
\] (G.17)

for coupling of two angular momenta \( j \) and \( k \) with \( z \)-projections \( m \) and \( q \), respectively, and where \(| \cdot \rangle \) denote coupled angular momentum eigenstates, whilst \(| \cdot \rangle \) denote uncoupled product or factored momentum eigenstates. Since both Eqs. G.16 and G.17 have identical coefficients, then it follows that

\[
\frac{x_\xi}{y_\xi} = \rho \quad \forall \xi,
\] (G.18)

where \( x_\xi \) and \( y_\xi \) denote the \( \xi \)th terms of Eqs. G.16 and G.17, respectively, and \( \rho \) is a constant ratio. Without the loss of generality, choosing the ratio of the first terms in Eqs. G.16 and G.17, \( i.e. \) setting \( \xi = 1 \), then Eq. G.18 can be stated as

\[
\frac{\langle j' m' \mp 1 | \hat{T}_q^{(k)} | jm \rangle}{\langle j' m' \mp 1 | mq \rangle} = \rho.
\] (G.19)
It is important to note that the value of \( \rho \) must hold for all values of \( \xi \) and thus it can be concluded that the value of \( \rho \) must depend only on \( j' \) and \( k \) and thus must be independent of \( m \) and \( q \). It is conventional\(^*\) to define \( \rho \) as the reduced matrix element

\[
\rho = \frac{\langle j' \| T^{(k)} \| j \rangle}{\sqrt{2j' + 1}},
\]

where the denominator is a normalisation constant determined by integrating over all angles and is stated explicitly as per the convention established by Sakurai. Combining Eq. G.19 with Eq. G.20 and relabelling \( m' \pm 1 \) as simply \( m' \), one obtains the Wigner-Eckart Theorem

\[
\langle j'm'|T^{(k)}|jm \rangle = \langle j'\langle \rho \rangle j \rangle \frac{\sqrt{2j' + 1}}{\langle j'm'|mq \rangle},
\]

where the inner product \( \langle j'm'|mq \rangle \equiv \langle jk|j'm'jqm \rangle \) is the relevant Clebsch-Gordon coefficient. Since a quantum system is completely described by a set of good quantum numbers (i.e. a set of eigenvalues from compatible observations), the Wigner-Eckart theorem is conventionally stated as

\[
\langle \mu'j'm'|T^{(k)}|\mu jm \rangle = \frac{\langle \mu'j'\langle \rho \rangle j \rangle}{\sqrt{2j' + 1}} \langle j'm'|mq \rangle,
\]

where \( \mu \) denotes the set of good quantum numbers excluding \( j \) and \( m \), whilst the Clebsch-Gordon coefficient is independent of \( \mu \) and thus not stated explicitly.

An important consequence of the Wigner-Eckart theorem is the set of “dipole” selection rules \([628]\). By definition, the neutron cross-section \( \frac{d^2\sigma}{d\omega dt} \) \( \lambda \rightarrow \lambda' \propto \Gamma_{\lambda \rightarrow \lambda'} \), corresponding to the number of transitions (per unit time) from state \( \lambda \) to \( \lambda' \). Utilising time-dependent perturbation theory, if one considers the presence of a small, possibly time-dependent perturbation \( \hat{H}' = \hat{V} \), then

\[
\Gamma_{\lambda \rightarrow \lambda'} \propto |\langle \lambda' | \hat{V} | \lambda \rangle|^2. \tag{G.23}
\]

Eq. G.23 is called Fermi’s Golden Rule and is equivalent to the first order Born approximation where the transition operator \( \hat{T} \) is approximated as the first term in the Born perturbation series. In the case of magnetic neutron inelastic scattering, the perturbation \( \hat{V} \) can be approximated by \( \hat{M} = \hat{L} + 2\hat{S} \). Using Fermi’s Golden Rule, the transition probability (per unit time) for a neutron

\(^*\)The form of the reduced matrix element presented here is that of Sakurai.
The inelastic scattering process is given by
\[ \Gamma_{\lambda \rightarrow \lambda'} \propto |\langle \lambda' | \hat{M} | \lambda \rangle|^2, \tag{G.24} \]
where the first term in \( \hat{M} \) represents the interaction of the neutron’s magnetic dipole moment and the magnetic field produced by the electric current corresponding to the orbital motion of electrons, whilst the second refers to the interaction between the dipole moment of the neutron and the intrinsic spin magnetic moment of the electrons. Since \( \hat{M} \) is a tensor operator of rank \( k = 1 \) \((i.e. a vector operator)\), then the Wigner-Eckart theorem can be rewritten as
\[ \langle \mu' j' m' | T^{(1)} | \mu j m \rangle = \langle \mu' j' m' | T^{(1)} | \mu j m \rangle \sqrt{2j' + 1} \langle j' m' | m q \rangle, \tag{G.25} \]
where the LHS is equivalent to the matrix element on the RHS of Eq. G.24. Since the Clebsch-Gordon coefficient \( \langle j' m' | m q \rangle \) is zero unless \( m' = m + q \), where \(-k = -1 \leq q \leq k = 1\), then the cross section will be zero unless \( \Delta m = m' - m \) is \( \pm 1, 0 \). Furthermore, by the addition theorem of angular momentum, which is essentially a restatement of the triangle inequality, \( |j - k| \leq j' \leq j + k \) or equivalently \( |j' - j| \leq k \leq j' + j \), then \( \Delta j = j' - j = \pm 1, 0 \), with the exception of \( j' = j = 0 \). The restrictions of \( \Delta m = \pm 1, 0 \) and \( \Delta j = \pm 1, 0 \) are called the “dipolar” selection rules for \( k = 1 \).

The term “dipolar” refers to the observation that the perturbative operator \( \hat{M} \) can be approximated as dipolar interactions in the low energy/long wavelength limit [38]. Commonly referred to as the “dipolar approximation”, its application is particularly important when addressing the interaction between the neutron’s magnetic moment and the orbital motion of the electrons. Since such an interaction is conventionally described by a term \( \hat{A} \cdot \hat{p} \), where \( \hat{A} \) and \( \hat{p} \) denotes a vector potential field and the momentum operators, respectively, it can be shown that \( \hat{H}' \approx \hat{p}_i \), corresponding to the momentum along a particular quantisation axis \( i = x, y, z \). Utilising the observation that the commutator \( [\hat{r}_i, \hat{H}_o] \propto \hat{p}_i \), where \( \hat{r}_i \) and \( \hat{H}_o \) denote the \( i^{th} \) component of the position operator and the unperturbed Hamiltonian, respectively, then the transition probability (per unit time) or equivalently the cross section must be given by
\[ \frac{d^2 \sigma}{d\omega d\Omega} \propto \Gamma_{\lambda \rightarrow \lambda'} \propto |\langle \lambda' | [\hat{r}_i, \hat{H}_o] | \lambda \rangle|^2. \tag{G.26} \]
Since the unperturbed Hamiltonian contribution will simply yield the difference
between initial and final energies, then since the constant of proportionality $C$ contains the charge $q$, the perturbative Hamiltonian $\hat{H}' = \hat{V} \propto q \hat{r}_i$ which is equivalent to the definition of an electric dipole in classical electromagnetism, and hence the name “dipolar approximation”.

In the next subsection, a special case of the Wigner-Eckart theorem called the projection theorem will be derived.

## G.2 Derivation of the Projection Theorem

*In lieu* of Cartesian coordinates, tensor operators of rank $k = 1$ are more conveniently (and conventionally) treated in the spherical basis. The relationship between spherical and Cartesian bases is summarised by

\[
\hat{e}_x = -\frac{1}{\sqrt{2}} \hat{e}_1 + \frac{1}{\sqrt{2}} \hat{e}_{-1}, \tag{G.27a}
\]

\[
\hat{e}_z = \hat{e}_0, \tag{G.27b}
\]

\[
\hat{e}_y = \frac{i}{\sqrt{2}} \hat{e}_1 + \frac{i}{\sqrt{2}} \hat{e}_{-1}, \tag{G.27c}
\]

where indices 1, 0 and $-1$ are conventionally labelled as $+$, $z$ and $-$, respectively. A combination of eqs. G.27a-G.27c implies that the inner product between the angular momentum $\hat{J}(1)$ and another rank $k = 1$ tensor operator $\hat{V}(1)$ is given by

\[
\hat{J} \cdot \hat{V} = \hat{J}_0 \hat{V}_0 - \hat{J}_+ \hat{V}_- - \hat{J}_- \hat{V}_+ \tag{G.28}
\]

which implies that

\[
\langle \mu' jm | \hat{J} \cdot \hat{V} | \mu jm \rangle = \langle \mu' jm | \hat{J}_0 \hat{V}_0 | \mu jm \rangle - \langle \mu' jm | \hat{J}_+ \hat{V}_- | \mu jm \rangle - \langle \mu' jm | \hat{J}_- \hat{V}_+ | \mu jm \rangle. \tag{G.29}
\]

Utilising $(J_\pm)^\dagger = J_\mp$, then it follows that

\[
\langle \mu' jm | \hat{J} \cdot \hat{V} | \mu jm \rangle = m\hbar \langle \mu' jm | \hat{V}_0 | \mu jm \rangle - \hbar \sqrt{j(j+1) - m(m-1)} \langle \mu' jm - 1 | \hat{V}_- | \mu jm \rangle - \hbar \sqrt{j(j+1) - m(m+1)} \langle \mu' jm + 1 | \hat{V}_+ | \mu jm \rangle. \tag{G.30}
\]
By applying the Wigner-Ekhart theorem (Eq. G.22) to each of the three individual terms on the RHS of Eq. G.30, then it follows that

$$\langle \mu'j|m| J \cdot \hat{V}|\mu jm \rangle = C \frac{\langle \mu'j||\hat{V}^{(1)}||\mu j \rangle}{\sqrt{2j + 1}},$$

where the constant of proportionality is given by

$$C = m\hbar(j|m|0) - \hbar \sqrt{j(j + 1) - m(m - 1)}(j|m - 1|-1) - \hbar \sqrt{j(j + 1) - m(m + 1)}(j|m + 1|1),$$

where \((\ )\) denotes the relevant Clebsch-Gordan coefficient. Since Eq. G.31 must hold for any rank \(k = 1\) tensor. As a consequence, if one lets \(\hat{V}^{(1)} = \hat{J}^{(1)}\), then it must follow that

$$\langle \mu jm| J^2|\mu jm \rangle = C \frac{\langle \mu j||\hat{J}^{(1)}||\mu j \rangle}{\sqrt{2j + 1}},$$

where the constant of proportionality is given by Eq. G.32. Since the three term expansion on the RHS for both Eqs. G.31 and G.33 have identical coefficients, then it follows that

$$\frac{\langle \mu'j|m'| V_q|\mu jm \rangle}{\langle \mu'j||\hat{V}||\mu j \rangle} = \frac{\langle \mu'j|m'| \hat{J}_q|\mu jm \rangle}{\langle \mu j||\hat{J}||\mu j \rangle},$$

or equivalently stated as

$$\frac{\langle \mu'j|m'| \hat{V}_q|\mu jm \rangle}{\langle \mu'j|m'| \hat{J}_q|\mu jm \rangle} = \frac{\langle \mu'j||\hat{V}||\mu j \rangle}{\langle \mu j||\hat{J}||\mu j \rangle}.$$

Utilising the same logic and taking advantage of the equivalence of Eqs. G.31 and G.33, then the following must hold

$$\frac{\langle \mu'j|m'| \hat{V}_q|\mu jm \rangle}{\langle \mu jm'|\hat{J}_q|\mu jm \rangle} = \frac{\langle \mu'j|m| J \cdot \hat{V}|\mu jm \rangle}{\langle \mu jm| J^2|\mu jm \rangle}.$$
Rearrangement and the identification of $\langle \mu jm | \hat{J}^2 | \mu jm \rangle = j(j+1)\hbar^2$ yields \[
\langle \mu' jm' | \hat{V}_q | \mu jm \rangle = \frac{\langle \mu' jm | \hat{J} \cdot \hat{V} | \mu jm \rangle}{j(j+1)\hbar^2} \langle jm' | \hat{J}_q | j m \rangle. \tag{G.37}
\]
where the rightmost matrix element $\langle \mu jm' | \hat{J}_q | \mu jm \rangle$ is independent of quantum numbers $\alpha$ and thus $\alpha$ has been omitted as per convention.

Known as the projection theorem, Eq. G.37 states that the matrix elements of the vector operator $\hat{V}$ are proportional to the corresponding matrix elements of $\hat{J}$, with a proportionality constant $C = \langle \mu' jm | \hat{J} \cdot \hat{V} | \alpha jm \rangle / j(j+1)\hbar^2$, if $\hbar$ is set to 1, and thus the projection theorem can be equivalently stated as
\[
\hat{V} = \frac{\langle \hat{J} \cdot \hat{V} \rangle}{j(j+1)} \hat{J}, \tag{G.38}
\]
if $\mu' = \mu$ or if the dot product $\hat{J} \cdot \hat{V}$ does not concern itself with $\mu$, where the former is applicable for the projections performed for Co$^{2+}$ contained in this Thesis.

### G.3 Projection of $\hat{S}$ and $\hat{l}$ onto the $j_{\text{eff}} = \frac{1}{2}$ Manifold of Co$^{2+}$ via the Projection Theorem

As described in the studies on $\alpha$-CoV$_3$O$_8$ and Co$_{0.03}$Mg$_{0.97}$O, by limiting neutron inelastic spectroscopic measurements to be performed at both low temperatures and low incident energies, only transitions within the ground state $j_{\text{eff}} = \frac{1}{2}$ spin-orbit manifold are probed [20, 425, 457]. Such a claim can be rationalised by observing that low temperatures limit possible excitations measured to those exclusively from the spin-orbit $j_{\text{eff}} = \frac{1}{2}$ manifold, whilst low incident energies further limits possible excitations to those exclusively within the ground state spin-orbit manifold. As described in Appendix E, the projection factor $\alpha'$ associated with the projection of operators onto the $j_{\text{eff}} = \frac{1}{2}$ manifold could be determined by a comparison of matrices. An alternative and equally valid approach consists of taking advantage that the projection theorem (Eq. G.38) contains the total angular momentum operator $\hat{J}$. By employing the projection theorem, the projection of the spin and orbital angular momentum operators onto an effective total angular momentum operator $\hat{j}$ is accomplished.
\[
\hat{S} = \frac{\langle \hat{S} \cdot \hat{j} \rangle}{j_{\text{eff}}(j_{\text{eff}} + 1)} \hat{j},
\]
\[
\hat{i} = \frac{\langle \hat{i} \cdot \hat{j} \rangle}{j_{\text{eff}}(j_{\text{eff}} + 1)} \hat{j},
\]

where \( \hat{J} \) in Eq. G.38 has been substituted for by an effective total angular momentum operator defined as \( \hat{j} = \hat{i} + \hat{S} \), with corresponding eigenvalue \( j_{\text{eff}} \) and where \( l \) corresponds to the orbital angular momentum \( \hat{L} \) projected onto \( \hat{i} \) with corresponding eigenvalue \( l = 1 \) [18]. Utilising the following identity

\[
\hat{i} \cdot \hat{S} = \frac{1}{2} (\hat{j} \cdot \hat{j} - \hat{i} \cdot \hat{i} - \hat{S} \cdot \hat{S}),
\]

Eqs. G.39 and G.40 become:

\[
\hat{S} = \left\{ \frac{1}{2} + \left( \frac{s(s + 1) - l(l + 1)}{2j_{\text{eff}}(j_{\text{eff}} + 1)} \right) \right\} \hat{j},
\]

and

\[
\hat{i} = \left\{ \frac{1}{2} + \left( \frac{l(l + 1) - s(s + 1)}{2j_{\text{eff}}(j_{\text{eff}} + 1)} \right) \right\} \hat{j},
\]

respectively, where \( s \) denotes the eigenvalue of the spin angular momentum operator \( \hat{S} \). Inserting the values of \( s, l \) and \( j_{\text{eff}} \) as \( \frac{3}{2}, 1 \) and \( \frac{1}{2} \), respectively, Eqs. G.42 and G.43 reduce to

\[
\hat{S} = \frac{5}{3} \hat{j},
\]

\[
\hat{i} = -\frac{2}{3} \hat{j},
\]

implying that \( \alpha' = \frac{5}{3} \) and \( -\frac{2}{3} \) for \( \hat{S} \) and \( \hat{i} \), respectively, in agreement with the matrix approach outlined in Appendix E.

As stated in the main text and illustrated in Fig. 4.3, the pair Hamiltonian

\[
\hat{H}_{\text{pair}} = \alpha \hat{i} \hat{1} \cdot \hat{S}_1 + \alpha \hat{i} \hat{2} \cdot \hat{S}_2 + 2J\hat{S}_1 \cdot \hat{S}_2,
\]
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describes a linear dependence on \( J \) for the splitting of the \( j_{\text{eff}} = \frac{1}{2} \) manifold in the limit of \( \lambda \gg J \). In order to deduce the constant of proportionality \( \tilde{\alpha} \), each term of the pair Hamiltonian must be first projected onto the \( j_{\text{eff}} = \frac{1}{2} \) manifold yielding

\[
\hat{H}_{\text{pair}} = \alpha \lambda \left( -\frac{2}{3} \hat{j}_1 \cdot \frac{5}{3} \hat{j}_1 + \alpha \lambda \left( -\frac{2}{3} \hat{j}_2 \right) \cdot \frac{5}{3} \hat{j}_2 + 2J \frac{5}{3} \hat{j}_1 \cdot \frac{5}{3} \hat{j}_2, \right) \tag{G.47}
\]

which can be simplified to

\[
\hat{H}_{\text{pair}} = \frac{50}{9} J \hat{j}_1 \cdot \hat{j}_2 - \frac{10}{9} \alpha \lambda \left\{ \hat{j}_1 \cdot \hat{j}_1 + \hat{j}_2 \cdot \hat{j}_2 \right\}. \tag{G.48}
\]

Utilising the identity of \( \hat{j} \cdot \hat{j} \equiv j^2 \), with corresponding eigenvalues \( j_{\text{eff}}(j_{\text{eff}} + 1) \), then Eq. G.48 reduces to

\[
\hat{H}_{\text{dimer}} = \frac{50}{9} J \hat{j}_1 \cdot \hat{j}_2 - \frac{10}{9} \alpha \lambda (j_{1,\text{eff}}(j_{1,\text{eff}} + 1) + j_{2,\text{eff}}(j_{2,\text{eff}} + 1)). \tag{G.49}
\]

Since \( j_{1,\text{eff}} = j_{2,\text{eff}} = \frac{1}{2} \), \( \alpha \) and \( \tilde{\lambda} \) are all constants, then Eq. G.49 becomes

\[
\hat{H}_{\text{pair}} = \frac{50}{9} \tilde{\alpha} \tilde{j}_1 \cdot \tilde{j}_2 + \Phi, \tag{G.50}
\]

where the spin-orbit contributions are reduced to a constant \( \Phi \), and thus Eq. G.50 can be stated equivalently as

\[
\hat{H}_{\text{pair}} = \frac{50}{9} \tilde{j}_1 \cdot \tilde{j}_2, \tag{G.51}
\]

where the exchange contribution \( \hat{H}_{\text{ex}} \) between pairs of Co^{2+} ions is exclusively considered. Eq. G.51 states that the energy splitting \( \Delta E \) between the triplet \( \Gamma_{\text{eff}} = 1 \) and the singlet \( \Gamma_{\text{eff}} = 0 \) total spin states within the \( j_{\text{eff}} = \frac{1}{2} \) ground state spin orbit manifold, varies linearly as a function of \( J \) with a proportionality constant \( \tilde{\alpha} = \frac{50}{9} \).

It is important to re-emphasise that the linear behaviour of \( \Delta E \) with respect to \( J \) and the associated proportionality constant \( \tilde{\alpha} \) in Eq. G.51 assumes that only the \( j_{\text{eff}} = \frac{1}{2} \) ground state spin orbit manifold is accessible. The validity of such an assumption only holds if, albeit not limited to \( |J| \ll |\lambda| \). In other words,
strict linearity of $\Delta E$ with respect to $J$ only is valid if the splitting of the spin-orbit manifolds due to the local magnetic field introduced by $J$ is small enough, resulting in minimal entanglement [20, 346]. As will discussed in Chapter 4, the assumption $|J| \ll |\lambda|$ is not completely fulfilled for some of the exchange constants present in Co$_{0.03}$Mg$_{0.97}$O, particularly $J_2$. Consequently, an analysis algorithm described in Chapter 4 was created to accommodate the deviation from linearity of $\Delta E$ with respect to $J$, by numerically calculating $\Delta E$ as a function of $J$ or more accurately, $|J|$ itself.
Appendix H

Derivation of the Total (Zeroth) Moment Sum Rule, First Moment Sum Rule & Single Mode Approximation for the Heisenberg-Dirac Spin Hamiltonian

The following appendix provides a derivation of both the total (zeroth) and first moment sum rules of neutron scattering for the Heisenberg-Dirac Spin Hamiltonian given by

\[ \hat{H} = \sum_{jj'} J_{jj'} \hat{S}_j \cdot \hat{S}_{j'} \]  \hspace{1cm} (H.1)

The exchange interactions are assumed to be isotropic, i.e. \( J_{\alpha jj'} = J_{\beta jj'} = J_{\gamma jj'} = J_{jj'} \), where the indices \( \alpha, \beta, \gamma \) conventionally denote the Cartesian axes \( x, y, z \), respectively. Once a general expression for the first moment sum rule is obtained, a powder-averaged expression is derived. This appendix finishes with a derivation of the general expression for the single mode approximation applied to the first moment sum rule. All derivations are based on Zhu's *Modern Techniques for Characterizing Magnetic Materials* [101] and references contained therein. Any additional references will be stated explicitly in the text.
H.1 Derivation of Total (Zeroth) Moment Sum Rule

The derivation of both the total (zeroth) and the first moment sum rules of neutron scattering begin by first defining the dynamic structure factor $S(Q, \hbar \omega)$ given by

$$S^{\alpha \beta}(Q, \hbar \omega) = \int_{-\infty}^{\infty} e^{-i\omega t} \frac{1}{N} \sum_{jj'} \left\langle e^{-iQ \cdot (r_{jj'} - r_j \cdot r_{j'}} \hat{S}^\alpha_j \hat{S}^\beta_{j'}(t) \right\rangle \frac{dt}{2\pi \hbar}, \quad (H.2)$$

corresponding to the Fourier transform of the two-point spin correlation function, where $N$ denotes a normalisation constant (e.g. number of unit cells) and $r_{jj'} = r_j - r_{j'}$ denotes the displacement vector between sites $j$ and $j'$. By applying the $n^{th}$ derivative with respect to time

$$\frac{d^n}{dt^n} S^{\alpha \beta}(Q, \hbar \omega) = \frac{d^n}{dt^n} \left\{ \int_{-\infty}^{\infty} e^{-i\omega t} \frac{1}{N} \sum_{jj'} \left\langle e^{-iQ \cdot (r_{jj'} - r_j \cdot r_{j'}} \hat{S}^n \hat{S}^\beta_{j'}(t) \right\rangle \frac{dt}{2\pi \hbar} \right\}, \quad (H.3)$$

and applying the product rule of differentiation, one obtains

$$(i\omega)^n \int_{-\infty}^{\infty} e^{-i\omega t} \frac{1}{N} \sum_{jj'} \left\langle e^{-iQ \cdot r_{jj'} \hat{S}^n \hat{S}^\beta_{j'}(t) \right\rangle \frac{dt}{2\pi \hbar} =$$

$$\int_{-\infty}^{\infty} e^{-i\omega t} \frac{1}{N} \sum_{jj'} \left\langle e^{-iQ \cdot r_{jj'} \hat{S}^n \hat{S}^\beta_{j'}(t) \right\rangle \frac{dt}{2\pi \hbar}. \quad (H.4)$$

Recognising that the LHS is simply a restatement of the definition of the dynamic structure factor given by Eq. H.2, up to a prefactor of $(i\omega)^n$, one can rewrite the expression in Eq. H.4 as

$$(i\omega)^n S(Q, \hbar \omega) = \int_{-\infty}^{\infty} e^{-i\omega t} \frac{1}{N} \sum_{jj'} \left\langle e^{-iQ \cdot r_{jj'} \hat{S}^n \hat{S}^\beta_{j'}(t) \right\rangle \frac{dt}{2\pi \hbar} \quad (H.5)$$

By adding a factor of $\hbar^n$, dividing by $i^n$ on both sides, integrating both sides with
respect to $d(\hbar \omega)$, and utilising the integral identity of \( \int_{-\infty}^{\infty} e^{-i\omega t} d(\omega) = 2\pi \delta(t) \), then Eq. H.5 becomes

\[
\int_{-\infty}^{\infty} (\hbar \omega)^n S^{\alpha \beta}(\mathbf{Q}, \hbar \omega)d(\hbar \omega) = \left( \frac{\hbar}{i} \right)^n \frac{1}{N} \sum_{j j'} \left< e^{-i\mathbf{Q} \cdot \mathbf{r}_{jj'}} \hat{S}^\alpha_j \left\{ \frac{d^n}{dt^n} \hat{S}^\beta_{j'}(t) \right\}_{t=0} \right>,
\]

(H.6)

where the $\delta$-function removes the integral and fixes the evaluation to $t = 0$. Equation H.6 is a general expression for the $n^{th}$-moment of the dynamic structure factor, irrespective of the details of the Hamiltonian $\hat{H}$.

In the case of the zeroth moment sum rule, commonly referred to as the total moment sum rule, the value of $n$ in Eq. H.6 is set to 0, yielding

\[
\int_{-\infty}^{\infty} S^{\alpha \beta}(\mathbf{Q}, \hbar \omega)d(\hbar \omega) = \frac{1}{N} \sum_{j j'} \left< e^{-i\mathbf{Q} \cdot \mathbf{r}_{jj'}} \hat{S}^\alpha_j \hat{S}^\alpha_{j'} \right> \equiv \frac{1}{N} \left< \hat{S}^\beta_{\mathbf{Q}} \hat{S}^\beta_{-\mathbf{Q}} \right>,
\]

(H.7)

corresponding to the static structure factor $S(\mathbf{Q})$, where $\hat{S}^\alpha_{\mathbf{Q}} = \sum_j \hat{S}^\alpha_j e^{-i\mathbf{Q} \cdot \mathbf{r}_j}$ denotes the corresponding Fourier transformed spin component. Integrating the static structure factor over the first Brillouin zone and calculating the trace, Eq. H.7 becomes

\[
\sum_{\alpha} \int_{-\infty}^{\infty} S^{\alpha \alpha}(\mathbf{Q}) \frac{V_o}{(2\pi)^3} d^3(\mathbf{Q}) = \sum_{\alpha} \int_{-\infty}^{\infty} \frac{1}{N} \sum_{j j'} \left< e^{-i\mathbf{Q} \cdot \mathbf{r}_{jj'}} \hat{S}^\alpha_j \hat{S}^\alpha_{j'} \right> \frac{V_o}{(2\pi)^3} d^3(\mathbf{Q}),
\]

(H.8)

where the factor $\frac{(2\pi)^3}{V_o}$ denotes the volume of the first Brillouin zone and $V_o$ corresponds to the volume of the crystal’s primitive unit cell. N.B. Only as otherwise stated, Einstein summation convention is not being used in these derivations, i.e. repeated indices do not imply summation. Summations over a particular index or quantity will be labelled explicitly. The value of $V_o$ is conventionally fixed to unity as all length quantities are normalised to relative length units (r.l.u). Utilising the identity $\int_{-\infty}^{\infty} e^{i\mathbf{Q} r} d\mathbf{Q} = 2\pi \delta(r)$, the integral in
Eq. H.8 is simplified to

$$\sum_{\alpha} \int_{-\infty}^{\infty} S^{\alpha} (Q) \frac{V_{\alpha}}{(2\pi)^3} d^3(Q) = \sum_{\alpha} \frac{1}{N} \sum_{jj'} \left\langle \hat{S}_j^{\alpha} \hat{S}_{j'}^{\alpha} \right\rangle (2\pi)^3 \delta (r_{jj'}) \frac{1}{(2\pi)^3}, \quad (H.9)$$

where the $\delta (r_{jj'})$ implies that $r_{jj'} = 0$, which holds only if $j = j'$. Consequently, the $\delta$-function behaves as a Kronecker delta $\delta_{jj'}$ and the double summation index $jj'$ is replaced by $j$, then Eq. H.9 can be simplified to

$$\sum_{\alpha} \int_{-\infty}^{\infty} S^{\alpha} (Q) \frac{V_{\alpha}}{(2\pi)^3} d^3(Q) = \sum_{\alpha} \frac{1}{N} \sum_{j} \left\langle \hat{S}_j^{\alpha} \hat{S}_j^{\alpha} \right\rangle (2\pi)^3 \frac{1}{(2\pi)^3}. \quad (H.10)$$

By performing the sum over all sites $j$ and indices $\alpha$, one obtains a quantity of $N(\sum \alpha \hat{S}^{\alpha} \hat{S}^{\alpha})$ which is equivalent to $N \mathbf{S} \cdot \mathbf{S}$. By inserting this identity into Eq. H.10, one obtains

$$\sum_{\alpha} \int_{-\infty}^{\infty} S^{\alpha} (Q) \frac{V_{\alpha}}{(2\pi)^3} d^3(Q) = \left\langle \hat{\mathbf{S}} \cdot \hat{\mathbf{S}} \right\rangle = S(S + 1), \quad (H.11)$$

where the second equality is due to the observation that the expectation value $\left\langle \hat{\mathbf{S}} \cdot \hat{\mathbf{S}} \right\rangle \equiv \left\langle \hat{\mathbf{S}}^2 \right\rangle = S(S + 1)$.

### H.2 Derivation of the First Moment Sum Rule

The derivation of the first moment sum rule begins by setting $n = 1$ in the expression for the $n^{th}$-moment of the dynamic structure factor (Eq. H.6) corresponding to

$$\int_{-\infty}^{\infty} \hbar \omega S^{\alpha \beta} (Q, \hbar \omega) d(\hbar \omega) = \left(\frac{\hbar}{i} \right) \frac{1}{N} \sum_{jj'} \left\langle e^{-iQ \cdot r_{jj'}} \hat{S}_j^\alpha \left\{ \frac{d}{dt} \hat{S}_{j'}^\beta (t) \right\}_{t=0} \right\rangle. \quad (H.12)$$

Utilising the Heisenberg picture formulation of quantum mechanics [38, 267, 624],
as summarised by
\[
\frac{d}{dt} \hat{A}(t) = \frac{i}{\hbar} \left[ \hat{H}, \hat{A}(t) \right] + \frac{\partial \hat{A}(t)}{\partial t},
\] (H.13)

where, in contrast to Schrödinger, the operators \( \hat{A}(t) \) assume time dependence and the state vectors \( |\psi\rangle \) are assumed to be time-independent, then the time derivative on the RHS in Eq. H.12 can be rewritten as

\[
\int_{-\infty}^{\infty} (\hbar \omega) S^{\alpha\beta}(Q, \hbar \omega) d(\hbar \omega) = \frac{1}{N} \sum_{jj'} \left< e^{-iQ \cdot r_{jj'}} \hat{S}^\alpha_j [\hat{H}, e^{iQ \cdot r_{jj'}} \hat{S}^\beta_j] \right>.
\] (H.14)

Since \( r_{jj'} = r_j - r_{j'} \), Eq. H.14 can be rewritten as

\[
\int_{-\infty}^{\infty} \hbar \omega S^{\alpha\beta}(Q, \hbar \omega) d(\hbar \omega) = \frac{1}{N} \sum_{jj'} \left< e^{-iQ \cdot r_j} \hat{S}^\alpha_j [\hat{H}, e^{iQ \cdot r_{jj'}} \hat{S}^\beta_j] \right>,
\] (H.15)

or equivalently as

\[
\int_{-\infty}^{\infty} \hbar \omega S^{\alpha\beta}(Q, \hbar \omega) d(\hbar \omega) = \frac{1}{N} \left< \hat{S}^\alpha_Q [\hat{H}, \hat{S}^\beta_{-Q}] \right>,
\] (H.16)

where the spin operator components are expressed in terms of their Fourier transformed analogues. By observing that the Hamiltonian \( \hat{H} \) can be shifted from the right to the left when evaluating the expectation value due to its Hermitian character and assuming a centrosymmetric lattice, \( i.e. S^\alpha_Q = S^\alpha_{-Q} \), then a main diagonal element of the dynamic structure can be expressed as

\[
\int_{-\infty}^{\infty} \hbar \omega S^{\alpha\alpha}(Q, \hbar \omega) d(\hbar \omega) = \frac{1}{2N} \left< \hat{S}^\alpha_Q [\hat{H}, \hat{S}^\alpha_{-Q}] \right>.
\] (H.17)

In contrast to the total (zeroth) moment sum rule given by Eq. H.11, the expression for the first moment sum rule is dependent on the particular Hamiltonian \( \hat{H} \) under consideration. As alluded to by Eq. H.17, the derivation for an expression of the first moment sum rule is simpler in the Fourier transformed-basis. It can be shown that the Heisenberg-Dirac Spin Hamiltonian given by Eq. H.1 in the Fourier transformed-basis is given by

\[
\hat{H} = \frac{1}{2N} \sum_Q J_Q \hat{S}_Q \cdot \hat{S}_{-Q},
\] (H.18)
or equivalently

\[ \hat{H} = \frac{1}{N} \sum_Q J(Q) \hat{S}^j(Q) \hat{S}_j(-Q), \]  
(H.19)

where the \( Q \)-dependence will no longer be written as a subscript since Einstein summation notation will utilise and thus the presence of the repeated index \( j \) implies summation. The Fourier transformed exchange and spin operator components are given by

\[ J(Q) = \sum_{r_{aa'}} J(r_a - r_{a'}) e^{iQ \cdot r_{aa'}} \]  
(H.20a)

\[ \hat{S}(Q) = \sum_a \hat{S}(r_a) e^{iQ \cdot r_a}, \]  
(H.20b)

respectively, where the traditional indices \( j \) and \( j' \) are avoided since they were used for the implied summation above. By inserting the Hamiltonian in the Fourier transformed-basis into Eq. H.17 and replacing \( Q \) and \( -Q \) by \( q \) and \( q' \) for the purposes of generality, the first (inner) commutator that must be evaluated becomes

\[ \left[ \hat{S}^\alpha(q), \hat{H} \right] = \left[ \hat{S}^\alpha(q), \frac{1}{N} \sum_Q J(Q) \hat{S}^j(Q) \hat{S}_j(-Q) \right], \]  
(H.21)

which is equivalent to

\[ \left[ \hat{S}^\alpha(q), \hat{H} \right] = \frac{1}{N} \sum_Q J(Q) \left[ \hat{S}^\alpha(q), \hat{S}^j(Q) \hat{S}_j(-Q) \right]. \]  
(H.22)

Utilising the three term commutator identity \( [A,BC] = [A,B]C + B[A,C] \), then Eq. H.22 becomes

\[ \left[ \hat{S}^\alpha(q), \hat{H} \right] = \frac{1}{N} \sum_Q J(Q) \left\{ \left[ \hat{S}^\alpha(q), \hat{S}^j(Q) \right] \hat{S}_j(-Q) + \hat{S}^j(Q) \left[ \hat{S}^\alpha(q), \hat{S}^j(-Q) \right] \right\}. \]  
(H.23)
Before proceeding, it is important to note that

\[ \left[ \hat{S}_k(q), \hat{S}_j(q') \right] = \int d^3r \int d^3r' e^{iq \cdot r} e^{iq' \cdot r'} \left[ \hat{S}_k(r), \hat{S}_j(r') \right], \quad (H.24) \]

By noting that the commutator on the RHS of Eq. H.24 is simply the canonical commutation relations of angular momentum given by

\[ \left[ \hat{S}_k(r), \hat{S}_j(r') \right] = i\epsilon_{kjl} \hat{S}_l(r) \delta^{(3)}(r - r'). \quad (H.25) \]

Inserting Eq. H.25 into Eq. H.24, the Kronecker delta simplifies the double integral to

\[ \left[ \hat{S}_k(q), \hat{S}_j(q') \right] = i\epsilon_{kjl} \int d^3r e^{i(r + q) \cdot \hat{S}_l(r)}. \quad (H.26) \]

Utilising the definition of the Fourier transformed component of the spin operator given by H.20b (one must simply change from discrete to continuous coordinates), Eq. H.26 is equivalent to

\[ \left[ \hat{S}_k(q), \hat{S}_j(q') \right] = i\epsilon_{kjl} \hat{S}_l(q + q'). \quad (H.27) \]

Inserting Eq. H.27 into Eq. H.23, one obtains

\[ \left[ \hat{S}^\alpha(q), \hat{H} \right] = \frac{1}{N} \sum_Q J(Q) \left\{ i\epsilon^{\alpha jk} \hat{S}_k(Q + q) \hat{S}_j(-Q) + i\hat{S}_j(Q) \epsilon^{\alpha jk} \hat{S}_k(q - Q) \right\}, \quad (H.28) \]

which is equivalent to

\[ \left[ \hat{S}^\alpha(q), \hat{H} \right] = \frac{i\epsilon^{\alpha jk}}{N} \sum_Q J(Q) \left\{ \hat{S}_k(Q + q) \hat{S}_j(-Q) + \hat{S}_j(Q) \hat{S}_k(q - Q) \right\}. \quad (H.29) \]

Proceeding to the second commutator in Eq. H.17 but for the purposes of generality, defining \( \alpha \) as a different index \( \alpha' \), the commutator becomes
\[
\left[ [\hat{S}^\alpha(q), \hat{H}], \hat{S}^{\alpha'}(q') \right] = -\frac{i\epsilon^{\alpha jk}}{N} \sum_Q J(Q) \left\{ \left[ \hat{S}^{\alpha'}(q'), \hat{S}_k(Q + q) \hat{S}_j(-Q) \right] + \left[ \hat{S}^{\alpha'}(q'), \hat{S}_j(Q) \hat{S}_k(q - Q) \right] \right\}, \quad (H.30)
\]

where the negative sign in Eq. H.30 is a result of the commutator identity \([A, B] = -[B, A]\). Employing the three term commutator identity, Eq. H.30 can be simplified to

\[
\left[ [\hat{S}^\alpha(q), \hat{H}], \hat{S}^{\alpha'}(q') \right] = -\frac{i\epsilon^{\alpha jk}}{N} \sum_Q J(Q) \left\{ \hat{S}_k(Q + q) \left[ \hat{S}^{\alpha'}(q'), \hat{S}_j(-Q) \right] + \hat{S}_j(Q) \left[ \hat{S}^{\alpha'}(q'), \hat{S}_k(q - Q) \right] \right\}.
\]

Utilising the commutation relations defined by Eq. H.27 then Eq. H.31 becomes

\[
\left[ [\hat{S}^\alpha(q), \hat{H}], \hat{S}^{\alpha'}(q') \right] = \frac{\epsilon^{\alpha jk}}{N} \sum_Q J(Q) \left\{ \hat{S}_k(Q + q) \epsilon^{\alpha'jl} \hat{S}_l(q' - Q) + \epsilon^{\alpha'kl} \hat{S}_l(q' + Q + q) \hat{S}_j(-Q) + \hat{S}_j(Q) \epsilon^{\alpha'kl} \hat{S}_l(q' + q - Q) + \epsilon^{\alpha'jl} \hat{S}_l(q' + Q) \hat{S}_k(q - Q) \right\}.
\]

By utilising the following Levi-Civita identities [629]:

\[
\epsilon^{\alpha kj}\epsilon^{\alpha'jl} \equiv \epsilon^{j\alpha k}\epsilon^{\alpha' l} = \delta^{\alpha\alpha'}\delta^{jl} - \delta^{l\alpha}\delta^{\alpha' k}, \quad (H.33a)
\]
\[
\epsilon^{\alpha kj}\epsilon^{\alpha' kl} \equiv \epsilon^{j\alpha k}\epsilon^{k\alpha' l} = \delta^{\alpha\alpha'}\delta^{jl} - \delta^{j l}\delta^{\alpha\alpha'}, \quad (H.33b)
\]

into Eq. H.32, one obtains
\[
\left[ [\hat{S}^\alpha(q), \hat{H}], \hat{S}^{\alpha'}(q') \right] = \frac{\epsilon^{\alpha j k}}{N} \sum_Q J(Q) \{ \hat{S}_k(Q + q)\hat{S}_l(q' - Q) \left( \delta^{\alpha\alpha'} \delta^{kl} - \delta^{\alpha l} \delta^{\alpha' k} \right) \\
+ \hat{S}_l(q' + Q + q)\hat{S}_j(-Q) \left( \delta^{\alpha\alpha'} \delta^{jl} - \delta^{\alpha l} \delta^{\alpha' j} \right) + \hat{S}_j(Q)\hat{S}_l(q' + Q - Q) \left( \delta^{\alpha\alpha'} \delta^{jl} - \delta^{\alpha j} \delta^{\alpha' l} \right) \\
+ \hat{S}_l(q' + Q)\hat{S}_k(q - Q) \left( \delta^{\alpha\alpha'} \delta^{kl} - \delta^{\alpha k} \delta^{\alpha' l} \right) \}.
\]

(H.34)

The presence of the Kronecker deltas simplifies Eq. H.34 to

\[
\left[ [\hat{S}^\alpha(q), \hat{H}], \hat{S}^{\alpha'}(q') \right] = \frac{\epsilon^{\alpha j k}}{N} \sum_Q J(Q) \{ \hat{S}_k(Q + q)\hat{S}_k(q' - Q) \\
- \hat{S}^{\alpha'}(Q + q)\hat{S}^{\alpha'}(q' - Q) + \hat{S}^{\alpha'}(q' + Q + q)\hat{S}^{\alpha'}(-Q) - \hat{S}_k(q' + Q + q)\hat{S}_k(-Q) \\
+ \hat{S}^{\alpha'}(Q)\hat{S}^{\alpha'}(q' + Q - Q) - \hat{S}_k(Q)\hat{S}_k(q' + Q - Q) \\
+ \hat{S}_k(q' + Q)\hat{S}_k(q - Q) - \hat{S}^{\alpha'}(q' + Q)\hat{S}^{\alpha'}(q - Q) \}.
\]

(H.35)

Recalling that \( q' \) must equal to \(-q\) (compare Eqs. H.17 and H.21), then Eq. H.35 simplifies further into

\[
\left[ [\hat{S}^\alpha(q), \hat{H}], \hat{S}^{\alpha'}(-q) \right] = \frac{\epsilon^{\alpha j k}}{N} \sum_Q J(Q) \{ \hat{S}_k(Q + q)\hat{S}_k(-q - Q) \\
- \hat{S}^{\alpha'}(Q + q)\hat{S}^{\alpha'}(-q - Q) + \hat{S}^{\alpha'}(Q)\hat{S}^{\alpha'}(-Q) - \hat{S}_k(Q)\hat{S}_k(-Q) \\
+ \hat{S}^{\alpha'}(Q)\hat{S}^{\alpha'}(-Q) - \hat{S}_k(Q)\hat{S}_k(-Q) \\
+ \hat{S}_k(-q + Q)\hat{S}_k(q - Q) - \hat{S}^{\alpha'}(-q + Q)\hat{S}^{\alpha'}(q - Q) \}.
\]

(H.36)

which is equivalent to
\[
\left[ \hat{S}^\alpha(q), \hat{H} \right], \hat{S}^{\alpha'}(-q) = \frac{\epsilon_{ijk}}{N} \sum_Q J(Q) \left\{ 2 \left( \hat{S}^{\alpha'}(Q) \hat{S}^\alpha(-Q) - \hat{S}_k(Q) \hat{S}^k(-Q) \right) \\
+ \hat{S}_k(Q + q) \hat{S}^k(-q - Q) + \hat{S}_k(-q + Q) \hat{S}^k(q - Q) + \\
\hat{S}^{\alpha'}(Q + q) \hat{S}^{\alpha'}(-q - Q) + \hat{S}^{\alpha'}(-q + Q) \hat{S}^{\alpha'}(q - Q) \right\}.
\]

(H.37)

By observing that the second and the third lines of Eq. H.37 have essentially the same form and furthermore, by utilising the definition of the Fourier transformed spin components (Eq. H.20b) then for example, the second line of Eq. H.37 becomes

\[
\hat{S}_k(Q + q) \hat{S}_k(-q - Q) + \hat{S}_k(-q + Q) \hat{S}_k(q - Q) = \\
\sum_a \hat{S}_k(r_a) e^{i(Q + q) \cdot r_a} \sum_{a'} \hat{S}_k^k(r_{a'}) e^{-i(Q + q) \cdot r_{a'}} + \\
\sum_a \hat{S}_k(r_a) e^{i(Q - q) \cdot r_a} \sum_{a'} \hat{S}_k^k(r_{a'}) e^{-i(Q - q) \cdot r_{a'}},
\]

(H.38)

which is equivalent to

\[
\hat{S}_k(Q + q) \hat{S}_k(-q - Q) + \hat{S}_k(-q + Q) \hat{S}_k(q - Q) = \\
\sum_{a,a'} \hat{S}_k(r_a) e^{i(Q - q) \cdot r_a} \hat{S}_k^k(r_{a'}) e^{-i(Q - q) \cdot r_{a'}} \left( e^{i q \cdot a} e^{-i q \cdot r_{a'}} + e^{-i q \cdot r_a} e^{i q \cdot r_{a'}} \right),
\]

(H.39)

or equivalently

\[
\hat{S}_k(Q + q) \hat{S}_k(-q - Q) + \hat{S}_k(-q + Q) \hat{S}_k(q - Q) = \\
\sum_{a,a'} \hat{S}_k(r_a) e^{i(Q - q) \cdot r_a} \hat{S}_k^k(r_{a'}) e^{-i(Q - q) \cdot r_{a'}} \left( e^{i q \cdot (r_a - r_{a'})} + e^{-i q \cdot (r_a - r_{a'})} \right).
\]

(H.40)

Utilising the definition of cosine in terms of exponentials given by \( \cos(x) = \frac{e^{ix} + e^{-ix}}{2} \), Eq. H.40 becomes
\[
\hat{S}_k(Q + q)\hat{S}_k(-q - Q) + \hat{S}_k(-q + Q)\hat{S}_k(q - Q) = \\
\sum_{a,a'} \hat{S}_k(r_a) e^{i(Q \cdot r_a} \hat{S}_k(r_{a'}) e^{-i(Q \cdot r_{a'})} (2 \cos(q \cdot (r_a - r_{a'}))) \\
\equiv \hat{S}_k(Q)\hat{S}_k(-Q) (2 \cos(q \cdot (r_a - r_{a'}))) .
\]

(H.41)

Applying the same logic summarised by Eq. H.41 to the fourth line of Eq. H.37, it can be shown that Eq. H.37 can be expressed as

\[
\left[\hat{S}^\alpha(Q), \hat{H}\right], \hat{S}^{\alpha'}(-Q) \\
= -\frac{2}{N} \sum_Q J(Q) \left\{ \left( \hat{S}_l(Q)\hat{S}_l(-Q) - \hat{S}^{\alpha'}(Q)\hat{S}^\alpha(-Q) \right) (1 - \cos(Q \cdot (r_a - r_{a'}))) \right\},
\]

(H.42)

where \(q\) was replaced by \(Q\) as specified in the first moment sum rule (Eq. H.17). By performing the inverse Fourier transform, the factor of \(N\) in the denominator is eliminated and inserting the prefactor of \(\frac{1}{2N}\) from Eq. H.17, Eq. H.42 becomes

\[
\frac{1}{2N} \left[\hat{S}^\alpha(Q), \hat{H}\right], \hat{S}^{\alpha'}(-Q) \\
= -\frac{1}{N} \sum_{a,a'} J(r_a - r_{a'}) \left\{ \left( \hat{S}_l(r_a)\hat{S}_l(r_{a'}) - \hat{S}^{\alpha'}(r_a)\hat{S}^\alpha(r_{a'}) \right) (1 - \cos(Q \cdot (r_a - r_{a'}))) \right\} .
\]

(H.43)

Inserting the summation over the index \(l\) explicitly and recalling that \(\alpha = \alpha'\) by the definition of the first moment sum rule (Eq. H.17) then Eq. H.43 can be expressed as
\[
\int_{-\infty}^{\infty} \hbar \omega S^{\alpha\alpha}(Q, \hbar \omega) d(\hbar \omega) = \frac{1}{N} \sum_{\alpha \beta} (1 - \delta_{\alpha \beta}) J(r_a - r_{a'}) \left\langle \hat{S}^\beta(r_a) \hat{S}^\beta(r_{a'}) \right\rangle \left\{ 1 - \cos(Q \cdot (r_a - r_{a'})) \right\}.
\]

(H.44)

Finally, by performing a sum of Eq. H.44 over all indices \( \alpha \), an expression for the first moment sum rule of neutron scattering for a magnetic system with isotropic exchange is given by

\[
\int_{-\infty}^{\infty} \hbar \omega S(Q, \hbar \omega) d(\hbar \omega) = -\frac{2}{3} \sum_{\alpha} J(r_a - r_{a'}) \left\langle \hat{S}(r_a) \cdot \hat{S}(r_{a'}) \right\rangle \left\{ 1 - \cos(Q \cdot (r_a - r_{a'})) \right\}.
\]

(H.45)

The factor of \( \frac{2}{3} \) comes from a combination of two key observations. Firstly, the factor of 2 originates from the observation that the summation over \( \alpha \) yields six terms (two for each index) and all six terms corresponds to \( 2 \hat{S} \cdot \hat{S} \). Secondly, the factor of \( \frac{1}{3} \) stems from the paramagnetic approximation corresponding to \( \chi^{\alpha\alpha}(Q, \hbar \omega) = \chi^{\beta\beta}(Q, \hbar \omega) = \chi^{\gamma\gamma}(Q, \hbar \omega) \) (or equivalently the main diagonal components of \( S \) via the fluctuation-dissipation theorem) [107]. As a consequence of the magnetic projection factor [99], only two out of three components can be probed simultaneously, thus an extra factor of \( \frac{2}{3} \) must be placed in front of \( S(Q, E) = \sum_{\alpha} S^{\alpha\alpha}(Q, \hbar \omega) \). It should be noted that the additional factor of 2 is conventionally [106, 108, 391] not included in the first moment sum rule since it is accounted for by the paramagnetic cross section in the normalisation procedure that converts \( I(Q, \hbar \omega) \) to \( S(Q, \hbar \omega) \). By relabelling \( a \) as \( i \) and \( a' \) and \( j \), \( r_a - r_{a'} \) as \( d_{ij} \), defining positions \( r_i, r_j \) by subscript indices \( i.e. \hat{S}(r_i) \equiv \hat{S}_i \) and \( J(r_i - r_j) \equiv J_{ij} \) and accounting for the presence for multiple \((i,j)\) pairs, then Eq. H.45 can be written in its more conventional form as

\[
\langle E \rangle(Q) = -\frac{2}{3} \sum_{i,j} n_{ij} J_{ij} \langle \hat{S}_i \cdot \hat{S}_j \rangle (1 - \cos(Q \cdot d_{ij})),
\]

(H.46)

where \( J_{ij} \), \( n_{ij}(S_i \cdot S_j) \), \( d_{ij} \) denote the exchange constant, spin-spin correlator and
displacement vector between spins $i$ and $j$, respectively.

### H.3 Derivation of the Powder-Averaged First Moment Sum Rule

By applying the definition of the powder average [390] given by

$$S(|Q|, E) = \int d\Omega_Q \frac{S(Q, E)}{4\pi}, \quad (H.47)$$

to the first moment sum rule (Eq. H.46), and utilising the property of linearity of the integral, one obtains

$$-\frac{B_{ij}}{12\pi} \int_0^\pi \int_0^{2\pi} (1 - \cos(|Q||d_{ij}| \cos \theta)) d\phi \sin \theta d\theta, \quad (H.48)$$

where the prefactor $B_{ij}$ denotes $2n_{ij}j_i \langle \hat{S}_i \cdot \hat{S}_j \rangle$ for a particular $(i, j)$ pair type. Using the substitution of $x = |Q||d_{ij}| \cos \theta$ in Eq. H.48, one obtains

$$\frac{B_{ij}}{3} \left( \frac{1}{4\pi} \right) \int_{|Q||d_{ij}|}^{-|Q||d_{ij}|} \int_0^{2\pi} (1 - \cos(x)) d\phi \frac{dx}{|Q||d_{ij}|}. \quad (H.49)$$

Employing the linearity property of the integral, the first term in Eq. H.49 is reduced to

$$\frac{B_{ij}}{3} \left( \frac{1}{4\pi} \right) \int_{|Q||d_{ij}|}^{-|Q||d_{ij}|} \int_0^{2\pi} d\phi dx = -\frac{B_{ij}}{3}. \quad (H.50)$$

The second term in Eq. H.49 becomes

$$-\frac{B_{ij}}{3} \left( \frac{1}{4\pi} \right) \int_{|Q||d_{ij}|}^{-|Q||d_{ij}|} \int_0^{2\pi} \cos(x) d\phi dx \frac{|Q||d_{ij}|}{|Q||d_{ij}|}, \quad (H.51)$$

which can be simplified by first integrating out $d\phi$,

$$-\frac{B_{ij}}{3} \left( \frac{2\pi}{4\pi} \right) \int_{|Q||d_{ij}|}^{|Q||d_{ij}|} \cos(x) dx \frac{1}{|Q||d_{ij}|}. \quad (H.52)$$
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which is equal to

\[ -\frac{B_{ij}}{3} \left( \frac{2\pi}{4\pi} \right) (\sin(-|Q||d_{ij}|) - \sin(|Q||d_{ij}|)). \quad (H.53) \]

Since sine is an odd function, Eq. H.53 reduces to

\[ \frac{B_{ij}}{3} \left( \frac{\sin(|Q||d_{ij}|)}{|Q||d_{ij}|} \right). \quad (H.54) \]

Combining both terms, one obtains the final expression for the powder-averaged first moment sum rule as

\[ \langle E \rangle(|Q|) = -\frac{B_{ij}}{3} \left( 1 - \frac{\sin(|Q||d_{ij}|)}{|Q||d_{ij}|} \right). \quad (H.55) \]

The expression in Eq. H.55 is for one particular \((i,j)\) pair. By utilising the linearity property of the integral and replacing \(B_{ij}\) by its definition in Eq. H.48, one obtains the general expression for the powder-averaged first moment sum rule as

\[ \langle E \rangle(|Q|) = -\frac{2}{3} \sum_{i,j} n_{ij} J_{ij} \langle \hat{S}_i \cdot \hat{S}_j \rangle \left( 1 - \frac{\sin(|Q||d_{ij}|)}{|Q||d_{ij}|} \right). \quad (H.56) \]

### H.4 The Single Mode Approximation

A particular common approximation employed in this Thesis is that if the inelastic dynamic structure factor \(S(Q, \hbar\omega)\) is dominated by a single excitation, then one can rewrite the dynamic structure factor \(S(Q, \hbar\omega)\) as

\[ S(Q, \hbar\omega) \approx S(Q)\delta(\hbar\omega - \epsilon(Q)), \quad (H.57) \]

where \(\epsilon(Q)\) is the particular dispersion relation of interest and the \(\delta\)-function assures energy conservation [76, 349, 351]. Known as the single mode approximation (SMA), its application to the first moment sum rule is accomplished by
introducing a $\delta(\omega - \epsilon(Q))$ on both sides of Eq. H.46, yielding

$$\int \hbar \omega S(Q, \hbar \omega) d(\hbar \omega) \delta(\hbar \omega - \epsilon(Q)) = \frac{2}{3} \sum_{i,j} J_{ij} \langle \hat{S}_i \hat{S}_j \rangle (1 - \cos(Q \cdot d_{ij}) \delta(\hbar \omega - \epsilon(Q))).$$

\hspace{1cm} (H.58)

The presence of the $\delta$-function in Eq. H.58 allows the integral to be quickly simplified to

$$S(Q, \hbar \omega) = -\frac{2}{3} \left( \frac{1}{\epsilon(Q)} \right) \sum_{i,j} J_{ij} \langle \hat{S}_i \hat{S}_j \rangle (1 - \cos(Q \cdot d_{ij}) \delta(\hbar \omega - \epsilon(Q))),$$

\hspace{1cm} (H.59)

where $S(Q, \hbar \omega)$ corresponds to a product of an exclusively $Q$-dependent term and a $\delta(\omega - \epsilon(Q))$, as desired in Eq. H.57.
Appendix I

Normalisation of Neutron Inelastic Scattering Intensities to Absolute Units

This appendix provides an outline for the normalisation procedure used to convert the raw (vanadium-corrected) neutron scattering intensity of $\alpha$-CoV$_3$O$_8$ measured on the direct time-of-flight spectrometer MARI with an $E_i$=15 meV at 5 K into absolute units, i.e. the neutron cross section. This particular normalisation procedure has been used previously in literature (e.g. $\alpha$-NaMnO$_2$ [106]), consisting of treating constituent cations (and anions) as internal incoherent standards. For the interested reader, this appendix is based on the normalisation procedure outlined by Xu et al. and references contained therein [107]. Any additional references will be stated explicitly in the text. The procedure is as follows:

- as is the case for traditional methods for normalisation, an incoherent contribution to the total scattering ultimately determines the normalisation constant. Consequently, a range in $|Q|$ containing no Bragg peaks was selected. As illustrated in Fig. I.1(a), a $|Q|$ range of [0.93,1.05] Å$^{-1}$ was chosen between the (020) and (200) Bragg peaks. The absence of Bragg peaks is a necessary condition since these peaks may contain both nuclear coherent, as well as magnetic contributions due to $T<T_N$. It should also be
noted that the process outlined below is valid under the assumption that diffuse scattering, both nuclear and magnetic, are absent or minimal, as is the case for \( \alpha\text{-CoV}_3\text{O}_8 \) (Fig. 3.2(c)).

![Figure I.1](image)

**Figure I.1** (a) Room temperature diffraction profile of polycrystalline \( \alpha\text{-CoV}_3\text{O}_8 \) collected on a Bruker D2 Phaser x-ray diffractometer utilising a monochromated Cu K\( _{\alpha,1,2} \) source, confirming the absence of any discernible impurities. A Rietveld refinement (\( \chi^2 = 1.487, R_p = 10.26\%, \ R_{wp} = 14.05\% \)) indicates \( \alpha\text{-CoV}_3\text{O}_8 \) crystallises in the orthorhombic \( Ibam \) (S.G. \#72) structure (\( a = 14.292(1) \) Å, \( b = 9.8844(9) \) Å, \( c = 8.3969(8) \) Å). (b) |\( Q \)|-integrated (|\( Q \)|=[0.93,1.10] Å\(^{-1} \)) cut of the inelastic scattering intensity \( I(|Q|,E) \) of \( \alpha\text{-CoV}_3\text{O}_8 \) measured on MARI with an \( E_i=15 \) meV at 5 K. A fit to a Gaussian (Eq. I.1) yields an area of 146(5) meV-counts.

- Once an appropriate |\( Q \)|-range was chosen, a constant |\( Q \)|-cut along \( E \) was performed on the raw experimental data. Subsequently, a fit to a simple Gaussian given by

\[
I(E) = B e^{-\frac{(E-E_0)^2}{2\sigma^2}} + C, \tag{I.1}
\]

was calculated using a least-squares optimisation, where \( B, E_0, \sigma \) and \( C \) denote the scale, centre-of-mass, width and vertical offset parameters, respectively. For simplicity, the centre-of-mass parameter \( E_0 \) for the calculated fit illustrated in Fig. I.1(b) was fixed to 0.0 meV and detailed balance was not included. Utilising the mathematical identity

\[
\int_{-\infty}^{\infty} I(E) = \sqrt{2\pi} B \sigma \tag{I.2}
\]
for the area under a Gaussian given by Eq. I.1, an area of 146(5) counts $\cdot$ meV was calculated.

- As alluded to in Chapter 3, since the constant-$|Q|$ cut was performed in a $|Q|$ range with only incoherent scattering contributions, the area of the Gaussian in Fig. I.1 must correspond to only a sum of the incoherent cross section of the constituent cations/anions present in the system of interest. In the case of $\alpha$-CoV$_3$O$_8$, only Co$^{2+}$ and V$^{4+}$ possess significant incoherent cross sections, corresponding to 4.8 and 5.08 barns, respectively, whilst O$^{2-}$ possesses a negligible incoherent cross section $8 \times 10^{-4}$ barns [630]. Adding the contributions of both cobalt and vanadium to the total incoherent cross section per formula unit of $\alpha$-CoV$_3$O$_8$, one obtains the following key conversion: 20.04 barns = 146(5) counts $\cdot$ meV.

- Before proceeding, it is important to note that all neutron inelastic scattering measurements on $\alpha$-CoV$_3$O$_8$ were performed on polycrystalline samples. Consequently, the expression describing the relation between the neutron scattering cross section and the dynamic structure factor given by

$$\frac{d^2\sigma}{dEd\Omega}(Q, E) = \left(\frac{\gamma r_o}{2}\right)^2 g_J^2 |f(Q)|^2 S(Q, E),$$  \hspace{1cm} (I.3)

where $\left(\frac{\gamma r_o}{2}\right)^2$ and $g_J$ equals to 73 mb sr$^{-1}$ and the Landé $g$-factor, respectively, whilst the factor of 2 corresponds to the paramagnetic cross section [106], must be modified to reflect the fact that the powder-averaged neutron scattering intensity $I(|Q|, E)$ and not $I(Q, E)$ was measured. Such a modification would consist of powder-integrating Eq. I.3 over all solid angles

$$\int \frac{d^2\sigma}{dEd\Omega}(Q, E) d\Omega = \left(\frac{\gamma r_o}{2}\right)^2 g_J^2 |f(|Q|)|^2 \int S(Q, E) d\Omega,$$ \hspace{1cm} (I.4)

where the magnetic form factor was approximated into an expression that is only dependent on $|Q|$ (Appendix A) in order to assure both sides have the same functional dependence. By inserting the definition [390] of the powder-averaged dynamic structure factor given by

$$S(|Q|, E) = \int S(Q, E) d\Omega,$$ \hspace{1cm} (I.5)
into Eq. I.4, then it must hold that
\[
\left(\frac{1}{4\pi}\right) \frac{d\sigma}{dE}(|Q|, E) = \left(\frac{\gamma r_o}{2}\right)^2 g_j^2 |f(|Q|)|^2 S(|Q|, E). \tag{I.6}
\]

Through dimensional analysis, it can be shown that both sides of Eq. I.6 are consistent since
\[
\frac{[\text{barns}]}{[\text{meV}] [\text{sr}]} = \frac{[\text{barns}]}{[\text{sr}]} \frac{1}{[\text{meV}]}, \tag{I.7}
\]
where the Landé $g$-factor, the paramagnetic cross section and the magnetic form factor are all unitless, whilst the steradian in the denominator of the LHS is from the factor of $4\pi$.

- The raw powder-averaged neutron scattering intensities $I(|Q|, E)$ can be converted into the LHS of Eq. I.6 by recalling the conversion factor of 20.04 barns = 146(5) counts · meV. By defining a conversion factor $\mathcal{A} = \frac{20.04 \text{ barns}}{146 \text{ counts} \cdot \text{meV}}$, then the desired conversion of the neutron scattering intensity into absolute units, i.e. $I(|Q|, E)$ to $\frac{d\sigma}{dE}$, is summarised by
\[
\frac{d\sigma}{dE} = \mathcal{A} I(|Q|, E), \tag{I.8}
\]
which can be quickly shown to be dimensionally consistent
\[
\frac{[\text{barns}]}{[\text{meV}]} = \frac{[\text{barns}]}{[\text{counts}] [\text{meV}]} [\text{counts}], \tag{I.9}
\]
- Finally, by inserting the conversion given by Eq. I.8 into Eq. I.6 and moving all the pre-factors of the RHS of Eq. I.6 to the LHS of Eq. I.6, one obtains the relationship
\[
\left(\frac{1}{4\pi}\right) \frac{\mathcal{A} I(|Q|, E)}{2 g_j^2 |F(|Q|)|^2 \left(\frac{\gamma r_o}{2}\right)^2} = S(|Q|, E), \tag{I.10}
\]
summarising the conversion between the powder-averaged raw neutron scattering intensities and the powder-averaged dynamic structure factor in absolute units.
Appendix J

Derivation of the Equations-of-Motion for Equilibrium Green’s Functions in the Random Phase Approximation

As described in Chapter 5, the behaviour of the spin wave excitations in the Mott insulator CoO was approached utilising a multi-level spin wave theory based on the equations-of-motion-Green’s function method. In this appendix, it will be shown that by applying a Fock-like decoupling random phase approximation (RPA), the equations-of-motion of the Green’s functions are reduced to a set of coupled linear equations. The following derivation is based on a partial derivation reported by Buyers, Holden & Perreault [515] and references contained therein. Any additional references will be stated explicitly in the text. A complete derivation is presented here for the interested reader as a pedagogical introduction to the use of the equation-of-motion-Green’s function method in describing spin-wave excitations.
J.1 Single-Ion and Inter-Ion Hamiltonians

The derivation begins by first defining the relevant Hamiltonian \( \hat{H} \) that describes a cation with total spin \( S \), exposed to an electric crystalline field and coupled to one another by isotropic exchange. Such a Hamiltonian is given by

\[
\hat{H} = \sum_i \hat{H}_{CF}(i) + \sum_{ij} J(ij) \hat{S}(i) \cdot \hat{S}(j),
\]

where the indices \( i, j \) denote individual sites. It should be noted that the form of Eq. J.1 corresponds to rare earth cations where spin-orbit coupling is the dominant energy scale and the crystal field is treated as a perturbation. In contrast, for the case of \( \text{Co}^{2+} \), the first term in Eq. J.1 would be spin-orbit coupling. As will be shown in the next two steps, the difference between both cases are irrelevant in the context of this particular derivation.

The Hamiltonian \( \hat{H} \) in Eq. J.1 can be separated into a single-ion and inter-ion terms. The single-ion term is defined as

\[
\hat{H}_1 = \sum_i \hat{H}_{CF}(i) + \sum_i \hat{S}_z(i) \left( 2 \sum_j J(ij) \langle \hat{S}_z(j) \rangle \right),
\]

where the second term represents a molecular field, \( \hat{H}_{MF} \) and defined as

\[
\hat{H}_{MF} = \sum_i H_{MF}(i) \hat{S}_z(i),
\]

where

\[
H_{MF}(i) = \left( 2 \sum_j J(ij) \langle \hat{S}_z(j) \rangle \right).
\]

The expectation term \( \langle \hat{S}_z(j) \rangle \) denotes a thermal average

\[
\langle \hat{S}_\alpha \rangle = \sum_n f_n \langle n | \hat{S}_\alpha | n \rangle = \sum_n \hat{S}_{\alpha nn} f_n,
\]
where $f_n$ defines the thermal weighting factor of

$$f_n = \frac{e^{-\omega_n kBT}}{\sum_m e^{-\omega_m kBT}}$$

(J.6)

and where $\hat{S}_{\alpha nn}$ denotes

$$\hat{S}_{\alpha nn} = \langle n|\hat{S}_{\alpha}|n \rangle.$$ 

(J.7)

In addition to the single-ion term, a second term, called the inter-ion term, is defined as

$$\hat{H}_2 = \sum_{ij} J(ij)\hat{S}_z(i)[\hat{S}_z(j) - 2\langle \hat{S}_z(j) \rangle] + \frac{1}{2} \sum_{ij} [\hat{S}_+(i)\hat{S}_-(j) + \hat{S}_-(i)\hat{S}_+(j)].$$ 

(J.8)

The first term represents longitudinal fluctuations/deviations away from an average value $\langle \hat{S}_z \rangle$, whilst the second term represents transverse fluctuations.

The separation of the Hamiltonian $\hat{H}$ into $\hat{H}_1$ (Eq. J.2) and $\hat{H}_2$ (Eq. J.8) can be shown by first utilising the following definitions of $\hat{S}_x$ and $\hat{S}_y$ in terms of the raising and lowering operators $\hat{S}_+$ and $\hat{S}_-$, respectively:

$$\hat{S}_x = \frac{1}{2}(\hat{S}_+ + \hat{S}_-)$$

(J.9a)

$$\hat{S}_y = \frac{1}{2t}(\hat{S}_+ - \hat{S}_-)$$

(J.9b)

Utilising the definition of the inner product

$$\sum_{ij} J_{ij} \hat{S}(i) \cdot \hat{S}(j) = \sum_{ij} J_{ij} \left( \hat{S}_x(i)\hat{S}_x(j) + \hat{S}_y(i)\hat{S}_y(j) + \hat{S}_z(i)\hat{S}_z(j) \right),$$

(J.10)
and inserting the definitions of Eqs. J.9a and J.9b into Eq. J.10, one obtains

\[
\sum_{ij} J(ij) \left[ \frac{1}{2} \left( \hat{S}_+(i)\hat{S}_-(j) + \hat{S}_-(i)\hat{S}_+(j) \right) + \hat{S}_z(i)\hat{S}_z(j) \right]. \tag{J.11}
\]

Observe that if one adds the term

\[
\sum_{ij} \hat{S}_z(i) \left( 2 \sum_j J(ij)\langle \hat{S}_z(j) \rangle \right) - \sum_{ij} \hat{S}_z(i) \left( 2 \sum_j J(ij)\langle \hat{S}_z(j) \rangle \right) \equiv 0, \tag{J.12}
\]

to Eq. J.11, the positive term in Eq. J.12 becomes the second term in Eq. J.2, whilst the negative term in Eq. J.12 when added to the \( \hat{S}_z(i)\hat{S}_z(j) \) in Eq. J.10 becomes the first term in Eq. J.8.

It is important to note that the single-ion portion of Eq. J.2 is a known function in terms of the spin operator since \( \hat{H}_{CF} \) can be written in terms of Stevens operators [261, 264]. \( \hat{H}_1 \) can be diagonalised, yielding a set of eigenfunctions \( |n\rangle \) and corresponding eigenvalues \( \omega_n \) such that

\[
\hat{H}_1 |n\rangle = \omega_n |n\rangle, \tag{J.13}
\]

where the eigenvalue-eigenvector problem in Eq. J.13 describes the energy eigenvalues of a spin \( S \) that is placed at a site \( i \) in the presence of both a crystalline electric field and a molecular field.

### J.2 Creation and Annihilation Operators

Having separated the Hamiltonian \( \hat{H} \) into single-ion and inter-ion terms, the derivation now proceeds by defining both \( \hat{H}_1 \) and \( \hat{H}_2 \) in terms of creation and annihilation operators \( \hat{C}^\dagger_n \) and \( \hat{C}_n \), respectively.

Utilising Eq. J.13, the single-ion term can be rewritten as

\[
\hat{H}_1 = \sum_i \sum_n \omega_n \hat{C}^\dagger_n(i)\hat{C}_n(i), \tag{J.14}
\]
where $\hat{C}_n(i)$ annihilates the state $|n\rangle$ at site $i$. It is worthwhile to note that since $\hat{C}^\dagger \hat{C}$ is the number operator $\hat{N}$, Eq. J.14 contains an implicit factor of $N^{-1}$. This extra factor will be important when a Fourier transform from real space to $Q$-space is performed later in this derivation.

Since all portions of $\hat{H}$, in particular $\hat{H}_2$, are defined in terms of the components of the spin operator $\hat{S}$, these operators can be projected onto the Hilbert space spanned by the creation/annihilation operators by the following identities:

\begin{align*}
\hat{S}_+ &= \sum_{mn} \hat{S}_{+mn} \hat{C}^\dagger_m C_n \\
\hat{S}_- &= \sum_{mn} \hat{S}_{-mn} \hat{C}^\dagger_m C_n \\
\hat{S}_z &= \sum_{mn} \hat{S}_{zm} \hat{C}^\dagger_m C_n,
\end{align*}

(J.15a)

(J.15b)

(J.15c)

The first term in Eqs. J.15a-J.15c are matrix elements of the components of $\hat{S}$ and are present to provide the proper matrix elements. It is important to note that the aforementioned projection is valid assuming only the $2S+1$ or $(2S+1) \times (2l+1)$ ground state multiplet is under consideration.

Before proceeding to the projection of $\hat{H}_2$, the term of $\hat{H}$ that describes the spin waves, there are a few identities and properties that must be introduced.

- The creation and annihilation operators have the following commutation relations:

\[
[\hat{C}_m, \hat{C}_n^\dagger]_\pm = \delta_{mn},
\]

(J.16)

where $\pm$ denotes the anticommutator($+$) and commutator($-$), respectively.

- As discussed thoroughly in Appendix E, the projected components of the spin operator $\hat{S}$ onto the Hilbert space spanned by the creation and annihilation operators must preserve the canonical commutation relations of angular momentum, succinctly summarised as

\[
\hat{S} \times \hat{S} = i\hat{S}.
\]

(J.17)
The expression in Eq. J.17 is equivalent to the conventional form of the commutation relations of angular momentum given by

\[ [\hat{S}_\alpha, \hat{S}_\beta] = i\epsilon_{\alpha\beta\gamma}\hat{S}_\gamma \]  

(J.18)

for each individual component \(\alpha, \beta, \gamma = x, y, z\). Such an equivalence can be shown by expressing both sides of Eq. J.17 as its individual components

\[
(\hat{S}_y\hat{S}_z - \hat{S}_z\hat{S}_y, \hat{S}_z\hat{S}_x - \hat{S}_x\hat{S}_z, \hat{S}_x\hat{S}_y - \hat{S}_y\hat{S}_x) = i(\hat{S}_x, \hat{S}_z, \hat{S}_z) .
\]  

(J.19)

By comparing both sides of the equation for each individual component of \(\hat{S}\), one retrieves Eq. J.18.

- Utilising the commutation relation defined by Eq. J.16, two other commutation relations can be shown to be true

\[
[\hat{C}^\dagger_m \hat{C}^\dagger_n, \hat{C}^\dagger_r \hat{C}^\dagger_s] = \delta_{nr}\hat{C}^\dagger_m \hat{C}^\dagger_s - \delta_{sm}\hat{C}^\dagger_r \hat{C}^\dagger_n \]  

(J.20a)

\[
\sum_{rs}[\hat{C}^\dagger_m \hat{C}^\dagger_n, \hat{C}^\dagger_r \hat{C}^\dagger_s] \hat{S}_{ars} = \sum_s \left( \hat{C}^\dagger_m \hat{C}_s \hat{S}_{ans} - \hat{C}^\dagger_s \hat{C}_n \hat{S}_{sm} \right) \]  

(J.20b)

Eq. J.20a can be derived by utilising the four term commutation identity given by

\[ [\hat{A}\hat{B}, \hat{C}\hat{D}] = \hat{A}[\hat{B}, \hat{C}]\hat{D} + [\hat{A}, \hat{C}]\hat{B}\hat{D} + \hat{C}[\hat{A}, \hat{D}]\hat{B}, \]  

(J.21)

and Eq. J.16, Eq. J.20a becomes

\[
[\hat{C}^\dagger_m \hat{C}^\dagger_n, \hat{C}^\dagger_r \hat{C}^\dagger_s] = \hat{C}^\dagger_m [\hat{C}^\dagger_n, \hat{C}^\dagger_r] \hat{C}^\dagger_s + [\hat{C}^\dagger_m, \hat{C}^\dagger_r] \hat{C}_n \hat{C}^\dagger_s \\
+ \hat{C}_m \hat{C}^\dagger_s [\hat{C}^\dagger_n, \hat{S}_r] + \hat{C}^\dagger_s [\hat{C}^\dagger_m, \hat{S}_r] \hat{C}_n \]  

(J.22a)

\[
= \hat{C}^\dagger_m [\hat{C}^\dagger_n, \hat{C}^\dagger_r] \hat{C}^\dagger_s + \hat{C}^\dagger_s [\hat{C}^\dagger_m, \hat{C}^\dagger_r] \hat{C}_n \]  

(J.22b)

\[
= \hat{C}^\dagger_m \delta_{nr} \hat{C}_s - \hat{C}^\dagger_s \delta_{sm} \hat{C}_n \]  

(J.22c)

Note that in Eq. J.22b, we have utilised the fact that the commutators \([\hat{C}_n, \hat{C}_m]\) and \([\hat{C}_m^\dagger, \hat{C}_n^\dagger]\) are zero \(\forall\ m, n\). Eq. J.20b can be derived by first utilising the identity in Eq. J.20a.

\[
\sum_{rs}[\hat{C}^\dagger_m \hat{C}^\dagger_n, \hat{C}^\dagger_r \hat{C}^\dagger_s] \hat{S}_{ars} = \sum_{rs} \{\delta_{nr}\hat{C}^\dagger_m \hat{C}_s - \delta_{sm}\hat{C}^\dagger_r \hat{C}_n\} \hat{S}_{ars} \]  

(J.23)
The Kronecker delta eliminates the indices \( r \) and \( s \) in the first and second series, respectively, yielding

\[
\sum_s \hat{C}_m^\dagger \hat{C}_s \hat{S}_{ans} = \sum_r \hat{C}_r^\dagger \hat{C}_n \hat{S}_{arm}. \tag{J.24}
\]

By replacing the index \( r \) by a dummy index \( s \) in the second series, and combining both series into one series, one obtains

\[
\sum_s \{ \hat{C}_m^\dagger \hat{C}_s \hat{S}_{ans} - \hat{C}_s^\dagger \hat{C}_n \hat{S}_{asm} \}. \tag{J.25}
\]

- A final identity is to recognise that for the transverse spin operators \( \hat{S}_\pm \), the matrix elements must be entirely non-diagonal, and thus

\[
\hat{S}_{\pm mn} = 0, \tag{J.26}
\]

must hold true \( \forall \ n \). This particular identity will play an important role when addressing the transverse fluctuations portion of \( \hat{H}_2 \). It is important to note that this does not mean that the longitudinal spin component will be itself entirely diagonal (e.g. Davydov excitations [631]).

### J.3 Inter-Ion Coupling and the Equation-of-Motion

In this section, the final form of the equations-of-motion of the Green’s function in the random phase approximation will be derived. First, recall that the full Hamiltonian \( \hat{H} = \hat{H}_1 + \hat{H}_2 \) is given by

\[
\hat{H} = \sum_i \sum_n \omega_n \hat{C}_n^\dagger (i) \hat{C}_n (i) + \sum_{ij} J(ij) \hat{S}_z (i) [\hat{S}_z (j) - 2 \langle \hat{S}_z (j) \rangle] + \frac{1}{2} \sum_{ij} [\hat{S}_+ (i) \hat{S}_- (j) + \hat{S}_- (i) \hat{S}_+ (j)], \tag{J.27}
\]

where second term, the inter-ion term \( \hat{H}_2 \) describes the spin waves of interest. Having established the relevant Hamiltonian, the derivation now proceeds.
by defining the transverse term and longitudinal term of the Green’s function:

\[ G^{\alpha\beta}(ij, t) \equiv G(\hat{S}_\alpha(i), \hat{S}_\beta(j), t) = -i\Theta(t)[[\hat{S}_\alpha(i, t), \hat{S}_\beta(j, 0)]] \]  

(J.28)

where \( \alpha, \beta = + \) or \(-\), and

\[ G^{zz}(ij, t) = -i\Theta(t)[[\hat{S}_z(i, t), \hat{S}_z(j, 0)]], \]  

(J.29)

respectively; and the Fourier transform and its inverse are given by:

\[ G(Q, t) = \frac{1}{N} \sum_i G(ij, t)e^{i\mathbf{Q} \cdot \mathbf{r}_{ij}} \]  

(J.30)

and

\[ G(ij, \omega) = \sum_i G(ij, t)e^{i\omega t}. \]  

(J.31)

The prefactor \( \Theta(t) \) is the Heavyside function ensuring causality. It is important to note that in Eq. J.28, \( \alpha \neq \beta \) since the cases of \(-, -\) or \(+, +\) would correspond to the physically unrealisable situations of simultaneous creation of two holes or two excitations, respectively. Instead, a hole must be created at the same time as creating an excitation (i.e., you excite an electron which creates a hole that must move as the electron moves between energy levels).

Having defined the Green’s function and its Fourier transform, the derivation now proceeds in deriving the Heisenberg equation-of-motion of the Green’s function by utilising: (1) the definition of the Green’s function (e.g. Eq. J.28), (2) the Heisenberg picture of quantum mechanics and (3) the Fourier transform given by Eq. J.31. The derivation will focus on \((+ -)\) but it can be readily shown that the form follows for other (allowed) combinations of \(+, -\) and \(z\). The derivation is as follows:

Taking the time derivative of the definition of the Green’s function yields

\[ \partial_t G(\hat{S}_+(i), \hat{S}_-(j), t) = -i\delta(t)[[\hat{S}_+(i, t), \hat{S}_-(j, 0)]] - i\Theta(t)[[\partial_t \hat{S}_+(i, t), \hat{S}_-(j, 0)]] \]  

(J.32)
Utilising the Heisenberg picture of quantum mechanics which states

$$\partial_t \hat{A}(t) = -i[\hat{A}(t), \hat{H}] + \left(\frac{\partial \hat{A}}{\partial \vec{v}}\right)_{\vec{u}} \quad (J.33)$$

but since none of the spin operators have an explicit time dependence themselves, the second term is zero and moving $i$ to the LHS, one obtains

$$i \partial_t \hat{A}(t) = [\hat{A}(t), \hat{H}] \quad (J.34)$$

Inserting Eq. J.34 into Eq. J.32, we obtain

$$\partial_t G(\hat{S}_+(i), \hat{S}_-(j), t) = -i\delta(t)\langle[\hat{S}_+(i, t), \hat{S}_-(j, 0)]\rangle - \Theta(t)\langle[[\hat{S}_+(i, t), \hat{H}], \hat{S}_-(j, 0)]\rangle \quad (J.35)$$

Taking the Fourier transform of Eq. J.35 defined by Eq. J.31, one obtains

$$\int_{-\infty}^{\infty} dt e^{i\omega t} \partial_t G(\hat{S}_+(i), \hat{S}_-(j), t) =$$

$$-i \int_{-\infty}^{\infty} dt e^{i\omega t} \delta(t)\langle[\hat{S}_+(i, t), \hat{S}_-(j, 0)]\rangle - i \int_{-\infty}^{\infty} dt e^{i\omega t}\{ -i\Theta(t)\langle[[\hat{S}_+(i, t), \hat{H}], \hat{S}_-(j, 0)]\rangle \} \quad (J.36)$$

The first term on the RHS is quickly simplified due to the presence of the delta function $\delta(t)$

$$\int_{-\infty}^{\infty} dt e^{i\omega t} \partial_t G(\hat{S}_+(i), \hat{S}_-(j), t) =$$

$$-i\langle[\hat{S}_+(i, 0), \hat{S}_-(j, 0)]\rangle - i \int_{-\infty}^{\infty} dt e^{i\omega t}\{ -i\Theta(t)\langle[[\hat{S}_+(i, t), \hat{H}], \hat{S}_-(j, 0)]\rangle \} \quad (J.37)$$

Notice that the second term on the RHS contains the definition of the Green’s function (Eq. J.28) but with $[\hat{S}_+(i, t), \hat{H}]$ instead of $\hat{S}_+$, and thus can be relabelled...
\[
\int_{-\infty}^{\infty} dt e^{i\omega t} \partial_t G(\hat{S}_+(i), \hat{S}_-(j), t) = \\
- i\langle [\hat{S}_+(i, 0), \hat{S}_-(j, 0)] \rangle - i \int_{-\infty}^{\infty} dt e^{i\omega t} G([\hat{S}_+(i, t), \hat{H}], \hat{S}_-(j, 0))
\] (J.38)

Focussing on the LHS, by applying the product rule, one obtains

\[
\delta_t \{ e^{i\omega t} G(i, j, t) \} = i\omega e^{i\omega t} G(i, j, t) + e^{i\omega t} \partial_t G(i, j, t).
\] (J.39)

Rearranging one obtains

\[
e^{i\omega t} \partial_t G(i, j, t) = \delta_t \{ e^{i\omega t} G(i, j, t) \} - i\omega e^{i\omega t} G(i, j, t).
\] (J.40)

Performing integration-by-parts, aided by substituting the above expression into Eq. J.38, one obtains

\[
\int_{-\infty}^{\infty} dt \left\{ \delta_t e^{i\omega t} G(\hat{S}_+(i, t), \hat{S}_-(j, 0)) - i\omega e^{i\omega t} G(\hat{S}_+(i, t), \hat{S}_-(j, 0)) \right\} = \\
- i\langle [\hat{S}_+(i, 0), \hat{S}_-(j, 0)] \rangle - i \int_{-\infty}^{\infty} dt e^{i\omega t} G([\hat{S}_+(i, t), \hat{H}], \hat{S}_-(j, 0), t).
\] (J.41)

The RHS can be simplified further by noting that the second term on the RHS is the Fourier transform defined in Eq. J.31, thus mapping from \( t \) onto \( \omega \) yields

\[
\int_{-\infty}^{\infty} dt \left\{ \delta_t e^{i\omega t} G(\hat{S}_+(i, t), \hat{S}_-(j, 0)) - i\omega e^{i\omega t} G(\hat{S}_+(i, t), \hat{S}_-(j, 0)) \right\} = \\
- i\langle [\hat{S}_+(i, 0), \hat{S}_-(j, 0)] \rangle - i G([\hat{S}_+(i, \omega), \hat{H}], \hat{S}_-(j, 0), t)
\] (J.42)

The LHS of Eq. J.42 can be simplified by utilising the boundary conditions of the Green’s functions. These functions must be well-behaved and thus normalisable, implying that they must approach zero in the limit of \( \pm \infty \). Consequently, the first term on the LHS vanishes, whilst the second term is simply the definition of
the Fourier transform from \( t \) to \( \omega \) (Eq. J.31), thus simplifying the equation to

\[
-i\omega G(\hat{S}_+(i, \omega), \hat{S}_-(j, 0)) = -i]\langle [\hat{S}_+(i, 0), \hat{S}_-(j, 0)]\rangle - iG([\hat{S}_+(i, \omega), \hat{H}], \hat{S}_-(j, 0), t)
\]

\[(J.43)\]

Dividing by \(-i\), one obtains

\[
\omega G(\hat{S}_+(i, \omega), \hat{S}_-(j, 0)) = \langle [\hat{S}_+(i, 0), \hat{S}_-(j, 0)]\rangle + G([\hat{S}_+(i, \omega), \hat{H}], \hat{S}_-(j, 0), t).
\]

\[(J.44)\]

Without the loss of generality, the Heisenberg equation-of-motion of the Green’s functions can thus be summarised as

\[
\omega G(\hat{A}, \hat{B}, \omega) = \langle [\hat{A}, \hat{B}]\rangle + G([\hat{A}, \hat{H}], \hat{B}, \omega),
\]

\[(J.45)\]

where \( \hat{A} \) and \( \hat{B} \) denote components of spin operators. The presence of the commutator with respect to the Hamiltonian \( \hat{H} \) demonstrates that the Green’s functions contain information concerning the dynamics of the system under investigation. The rest of the derivation will involve addressing this particular commutator with the Hamiltonian \( \hat{H} \).

Before proceeding, it will prove useful [515] to define the inter-level susceptibility \( \hat{G} \) given by

\[
G^{\alpha\beta}(i, j, \omega) = \sum_{mn} \hat{S}_{\alpha mn} \hat{G}^\beta(m, n, i, j, \omega),
\]

\[(J.46)\]

where \( \alpha, \beta \) can assume the values of +, – or \( z \). The motivation for such a definition is that one of the operators \( \hat{A} \) in Eq. J.45 is reduced to the term \( C^\dagger_m C_n \), whilst the operator \( \hat{B} \) is given by the explicit spin operator \( \hat{S}^\beta \). After all the algebraic steps are completed, the total Green’s function can be retrieved by simply multiplying \( \hat{G}^\beta \) by \( \hat{S}_{\alpha mn} \) and summing over \( mn \) as defined in Eq. J.46.

Referring to the Hamiltonian \( \hat{H} \) in Eq. J.27, it becomes apparent that there will be three commutators that will need to be evaluated. In fact, this is expected for \( SU(2) \) (or \( SO(3) \)), since there are four members that must be considered: \( \{I, z, x, y\} \), corresponding to the diagonal term, longitudinal and
transverse fluctuation terms, respectively, reflecting the three terms of the \( \hat{H}_2 \) contribution to Eq. J.27.

**J.3.1 Diagonal Commutator**

The first commutator that must be evaluated is a term that involves the \( \hat{C}^\dagger(k)\hat{C}(k) \) contribution to Eq. J.27. It can be shown that its commutator in Eq. J.46 is given by

\[
\sum_k \sum_r [\hat{C}^\dagger_m(i)\hat{C}_n(i), \hat{C}^\dagger_r(k)\hat{C}_r(k)]\omega_r = \delta_{ij}(\omega_n - \omega_m)\hat{C}^\dagger_m(i)\hat{C}_n(j) \tag{J.47}
\]

Eq. J.47 can be derived by utilising the four term commutator identity (Eq. J.21), yielding

\[
\sum_k \sum_r [\hat{C}^\dagger_m(i)\hat{C}_n(i), \hat{C}^\dagger_r(k)\hat{C}_r(k)]\omega_r =
\]

\[
\sum_k \sum_r \left\{ \hat{C}^\dagger_m(i)[\hat{C}_n(j), \hat{C}^\dagger_r(k)]\hat{C}_r(k)\omega_r + [\hat{C}^\dagger_m(i), \hat{C}^\dagger_r(k)]\hat{C}_n(j)\hat{C}_r(k)\omega_r + \hat{C}^\dagger_r(k)[\hat{C}^\dagger_m(i), \hat{C}_r(k)]\hat{C}_n(j)\omega_r \right\} \tag{J.48}
\]

Utilising the commutator identity Eq. J.16 for both indices pairs for states \( m,n \) and sites \( i,j \), one can simplify Eq. J.48 to

\[
\sum_k \sum_r [\hat{C}^\dagger_m(i)\hat{C}_n(i), \hat{C}^\dagger_r(k)\hat{C}_r(k)]\omega_r =
\]

\[
\sum_k \sum_r \left\{ \hat{C}_m^\dagger(i)\delta_{mr}\delta_{jk}\hat{C}_r(k)\omega_r + \hat{C}^\dagger_r(k)\delta_{rm}\delta_{ik}\hat{C}_n(j)\omega_r \right\} \tag{J.49}
\]

where the second and third terms are removed due to the observation that [\( \hat{C}^\dagger_m(i)\hat{C}^\dagger_n(j) = 0 \) and [\( \hat{C}_m(i)\hat{C}_n(j) = 0 \) \( \forall \{m,n,i,j\} \). Expanding the sum and utilising the fact that the Kronecker delta will remove both indices \( k \) and \( r \), one obtains

\[
\sum_k \sum_r [\hat{C}^\dagger_m(i)\hat{C}_n(i), \hat{C}^\dagger_r(k)\hat{C}_r(k)]\omega_r = (\omega_n - \omega_m)\hat{C}^\dagger_m(i)\hat{C}_n(j). \tag{J.50}
\]
Finally, it is important to notice that this quantity will be non-zero only if the raising and lowering operators operate on the same site, thus \( i = j \) must be true. This physical interpretation can then be summarised as the final expression

\[
\sum_k \sum_r [\hat{C}_m^\dagger(i)\hat{C}_n(i), \hat{C}_r^\dagger(k)\hat{C}_r(k)]\omega_r = \delta_{ij}(\omega_n - \omega_m)\hat{C}_m^\dagger(i)\hat{C}_n(i). \tag{J.51}
\]

The removal of the \( j \) index in \( \hat{C}_n \) in Eq. J.51 is simply to reflect that all indices need to be the same for the value to be non-zero.

### J.3.2 Transverse Commutator & Random Phase Approximation

The commutator involving the transverse term, corresponding to the third term in Eq. J.27, may be summarised as

\[
\sum_{kl} J(kl)[\hat{C}_m^\dagger(i)\hat{C}_n(i), \hat{S}_+(k)\hat{S}_-(l)] = \\
\sum_l J(il) \sum_s [\hat{S}_{+ns}(i)\hat{C}_m^\dagger(i)\hat{C}_s(i) - \hat{S}_{+sm}(i)\hat{C}_s^\dagger(i)\hat{C}_n(i)] \sum_{pq} \hat{S}_{-qp}(l)\hat{C}_p^\dagger(l)\hat{C}_p(l) \\
+ \sum_l J(il) \sum_s [\hat{S}_{-ns}(i)\hat{C}_m^\dagger(i)\hat{C}_s(i) - \hat{S}_{-sm}(i)\hat{C}_s^\dagger(i)\hat{C}_n(i)] \sum_{pq} \hat{S}_{+qp}(l)\hat{C}_p^\dagger(l)\hat{C}_p(l) \tag{J.52}
\]

Since the transverse term have two terms with effectively the same form \( \hat{S}_\alpha(i)\hat{S}_\beta(j) \) (i.e. two different spin operators on two different sites), then only one term needs to be evaluated and later doubled, and thus the factor of \( \frac{1}{2} \) is removed. The derivation of Eq. J.52 can be summarised as the following steps:

Beginning from the LHS of Eq. J.52, by switching the positions of the spin and raising/lowering operators in the commutator, a negative sign is introduced to the anticommutativity property
\[
\sum_{kl} J(kl) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{S}_+(k) \hat{S}_-(l)] = \\
\sum_{kl} J(kl) \{-[\hat{S}_+(k) \hat{S}_-(l), \hat{C}_m^\dagger(i) \hat{C}_n(i)]\}.
\] (J.53)

Utilising the four term commutation identity given by

\[
[\hat{A}\hat{B}, \hat{C}\hat{D}] = \hat{A}[\hat{B}, \hat{C}\hat{D}] + [\hat{A}, \hat{C}\hat{D}]\hat{B},
\] (J.54)

then Eq. J.53 becomes

\[
\sum_{kl} J(kl) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{S}_+(k) \hat{S}_-(l)] = \\
\sum_{kl} \left\{ -[\hat{S}_+(k) \hat{S}_-(l), \hat{C}_m^\dagger(i) \hat{C}_n(i)] - [\hat{S}_+(k), \hat{C}_m^\dagger(i) \hat{C}_n(i)] \hat{S}_-(l) \right\}.
\] (J.55)

Recalling from Eqs. J.15a-J.15c that \(\hat{S}_\alpha = \sum_{pq} \hat{S}_{\alpha pq} \hat{C}_p \hat{C}_q\), then by substituting the definition of the spin operators \(\hat{S}\) into the equation above, one obtains

\[
\sum_{kl} J(kl) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{S}_+(k) \hat{S}_-(l)] = \\
\sum_{kl} J(kl) \left\{ -\hat{S}_+(k) \sum_{pq} \hat{S}_{-pq}(l) [\hat{C}_p^\dagger(l) \hat{C}_q(l), \hat{C}_m^\dagger(i) \hat{C}_n(i)]
\right. \\
\left. - \sum_{pq} \hat{S}_{-pq}(k) [\hat{C}_p^\dagger(k) \hat{C}_q(k), \hat{C}_m^\dagger(i) \hat{C}_n(i)] \hat{S}_-(l) \right\}
\] (J.56)

Reversing both commutators to remove the negative sign yields

372
\[
\sum_{kl} J(kl) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{S}_+(k) \hat{S}_-(l)] =
\sum_{kl} \left\{ \hat{S}_+(k) \sum_{pq} \hat{S}_{-pq}(l) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{C}_p^\dagger(l) \hat{C}_q(l)] + \sum_{pq} \hat{S}_{+pq}(k) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{C}_p^\dagger(k) \hat{C}_q(k)] \hat{S}_-(l) \right\}.
\] (J.57)

A comparison between Eq. J.20b and Eq. J.57 demonstrates that both equations have the same form if \( r = p \) and \( s = q \). Also note that the terms \( \hat{S}_{\alpha mn} \) are scalars and thus commute with the commutator itself. Applying the identity and renaming \( q \) as a dummy variable \( s \), Eq. J.57 becomes

\[
\sum_{kl} J(kl) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{S}_+(k) \hat{S}_-(l)] =
\sum_{kl} J(kl) \left\{ \hat{S}_+(k) \sum_s \left( \hat{C}_m^\dagger(i) \hat{C}_s(k) \hat{S}_{-ns}(l) - \hat{C}_s^\dagger(k) \hat{C}_n(i) \hat{S}_{-sm}(l) \right) + \sum_s \left( \hat{C}_m^\dagger(i) \hat{C}_s(k) \hat{S}_{+ns}(k) - \hat{C}_s^\dagger(k) \hat{C}_n(i) \hat{S}_{+sm}(k) \right) \hat{S}_-(l) \right\}.
\] (J.58)

It is worthwhile to note that in order for the sum over \( s \) to be physically relevant, all indices in the triple terms must be equal. Thus for the second sum for example, \( k = i \) while for the first term \( k = l = i \), and thus Eq. J.58 can be rewritten as

\[
\sum_{kl} J(kl) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{S}_+(k) \hat{S}_-(l)] =
\sum_{kl} J(kl) \left\{ \hat{S}_+(k) \sum_s \left( \hat{C}_m^\dagger(i) \hat{C}_s(k) \hat{S}_{-ns}(l) - \hat{C}_s^\dagger(k) \hat{C}_n(i) \hat{S}_{-sm}(l) \right) \delta_{kl} \delta_{ik} + \sum_s \left( \hat{C}_m^\dagger(i) \hat{C}_s(k) \hat{S}_{+ns}(k) - \hat{C}_s^\dagger(k) \hat{C}_n(i) \hat{S}_{+sm}(k) \right) \hat{S}_-(l) \delta_{ik} \right\}.
\] (J.59)

By applying the sum over \( k \), one obtains
Commute with site $i$.

By inserting the definition of $\hat{\alpha}$, one obtains

\[
\sum_{kl} J(kl)[\hat{C}_m^\dagger(i)\hat{C}_n(i), \hat{S}_+(k)\hat{S}_-(l)] = \\
\sum_{il} J(il) \left\{ \hat{S}_+(l) \sum_s (\hat{C}_m^\dagger(i)\hat{C}_s(i)\hat{S}_{ns}(i) - \hat{C}_s^\dagger(i)\hat{C}_n(i)\hat{S}_{sm}(i)) + \\
+ \sum_s (\hat{C}_m^\dagger(i)\hat{C}_s(i)\hat{S}_{ns}(i) - \hat{C}_s^\dagger(i)\hat{C}_n(i)\hat{S}_{sm}(i)) \hat{S}_-(l) \right\}.
\]

(J.60)

By inserting the definition of $\hat{S}_\alpha$ (Eqs. J.15a-J.15c) using dummy indices $q$ and $p$, whilst utilising the fact that the $\hat{S}_\alpha$ operators in Eq. J.60 are at site $l$ and thus commute with site $i$, one obtains

\[
\sum_{kl} J(kl)[\hat{C}_m^\dagger(i)\hat{C}_n(i), \hat{S}_+(k)\hat{S}_-(l)] = \\
\sum_{il} J(il) \sum_s [\hat{S}_{+ns}(i)\hat{C}_m^\dagger(i)\hat{C}_s(i) - \hat{S}_{+sm}(i)\hat{C}_s^\dagger(i)\hat{C}_n(i)] \sum_{pq} \hat{S}_{-qp}(l)\hat{C}_q^\dagger(l)\hat{C}_p(l) \\
+ \sum_{il} J(il) \sum_s [\hat{S}_{-ns}(i)\hat{C}_m^\dagger(i)\hat{C}_s(i) - \hat{S}_{-sm}(i)\hat{C}_s^\dagger(i)\hat{C}_n(i)] \sum_{pq} \hat{S}_{+qp}(l)\hat{C}_q^\dagger(l)\hat{C}_p(l)
\]

(J.61)

which is identical to Eq. J.52 as stated above. By multiplying through, one obtains

\[
\sum_{kl} J(kl)[\hat{C}_m^\dagger(i)\hat{C}_n(i), \hat{S}_+(k)\hat{S}_-(l)] = \\
\sum_{il} \sum_s \sum_{pq} J(il) \left\{ \hat{S}_{+ns}(i)\hat{S}_{-qp}(l)\hat{C}_m^\dagger(i)\hat{C}_s(i)\hat{C}_q^\dagger(l)\hat{C}_p(l) \\
- \hat{S}_{+sm}(i)\hat{S}_{-qp}(l)\hat{C}_s^\dagger(i)\hat{C}_n(i)\hat{C}_q^\dagger(l)\hat{C}_p(l) \\
+ \hat{S}_{-ns}(i)\hat{S}_{+qp}(l)\hat{C}_m^\dagger(i)\hat{C}_s(i)\hat{C}_q^\dagger(l)\hat{C}_p(l) \\
- \hat{S}_{-sm}(i)\hat{S}_{+qp}(l)\hat{C}_s^\dagger(i)\hat{C}_n(i)\hat{C}_q^\dagger(l)\hat{C}_p(l) \right\}.
\]

(J.62)

It is important to note that Eq. J.62 produces terms with the following form $\hat{C}_m^\dagger(i)\hat{C}_n\hat{C}_q^\dagger(l)\hat{C}_p(l)$. Terms with this form represents $mn$ and $qp$ transitions at
sites $i$ and $l$ at the same time. If one assumes that only one site is being excited at a time, a Fock-type random phase approximation (RPA) can be applied [519–522]. Such an approximation is given by

$$\hat{C}_{m}^d(i)\hat{C}_{n}^d(l)\hat{C}_{p}^d(l) \simeq f_m(i)\delta_{ms}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l) + f_q(l)\delta_{pq}\hat{C}_{m}^d(i)\hat{C}_{s}^d(i). \quad (J.63)$$

Inserting Eq. J.63 into Eq. J.62, one obtains

$$\sum_{kl} J(kl)[\hat{C}_{m}^d(i)\hat{C}_{n}^d(i), \hat{S}_+ (k)\hat{S}_- (l)] =$$

$$\sum_l \sum_s \sum_{pq} J(il) \left\{ \hat{S}_{+ns}(i)\hat{S}_{-qp}(l)(f_m(i)\delta_{ms}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l) + f_q(l)\delta_{pq}\hat{C}_{m}^d(i)\hat{C}_{s}^d(i)) \right.$$

$$-\hat{S}_{+sm}(i)\hat{S}_{-qp}(l)(f_s(i)\delta_{sn}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l) + f_q(l)\delta_{pq}\hat{C}_{m}^d(i)\hat{C}_{s}^d(i))$$

$$+\hat{S}_{-ns}(i)\hat{S}_{+qp}(l)(f_m(i)\delta_{ms}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l) + f_q(l)\delta_{pq}\hat{C}_{m}^d(i)\hat{C}_{s}^d(i))$$

$$-\hat{S}_{-sm}(i)\hat{S}_{+qp}(l)(f_s(i)\delta_{sn}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l) + f_q(l)\delta_{pq}\hat{C}_{m}^d(i)\hat{C}_{s}^d(i)) \right\}. \quad (J.64)$$

The equation above can be simplified by observing there is a $\delta_{pq}$ in four out of the eight terms in Eq. J.64. This observation reduces the sum over $p, q$ to $p = q$. Recall that $\hat{S}_{\pm mn}$ must be zero since these represent transverse terms and thus any term with $\delta_{pq}$ can be neglected. Therefore the four remaining terms are

$$\sum_{kl} J(kl)[\hat{C}_{m}^d(i)\hat{C}_{n}^d(i), \hat{S}_+ (k)\hat{S}_- (l)] =$$

$$\sum_l \sum_s \sum_{pq} J(il) \left\{ \hat{S}_{+ns}(i)\hat{S}_{-qp}(l)(f_m(i)\delta_{ms}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l)) \right.$$

$$-\hat{S}_{+sm}(i)\hat{S}_{-qp}(l)(f_s(i)\delta_{sn}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l))$$

$$+\hat{S}_{-ns}(i)\hat{S}_{+qp}(l)(f_m(i)\delta_{ms}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l))$$

$$-\hat{S}_{-sm}(i)\hat{S}_{+qp}(l)(f_s(i)\delta_{sn}\hat{C}_{q}^d(l)\hat{C}_{p}^d(l)) \right\}. \quad (J.65)$$

Due to the presence of the Kronecker deltas, the index $s$ is replaced by $m$ or $n$ for terms 2 and 4 or 1 and 3, respectively. Therefore, the final expression for the transverse commutator is

375
\[
\sum_{kl} J(kl) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{S}_+(k) \hat{S}_-(l)] = \sum_l J(il) \left\{ \hat{S}_{+nm}(f_m - f_n) \sum_{pq} \hat{S}_{-qp} \hat{C}_q^\dagger(l) \hat{C}_p(l) \right. \\
+ \left. \hat{S}_{-nm}(f_m - f_n) \sum_{pq} \hat{S}_{+qp} \hat{C}_q^\dagger(l) \hat{C}_p(l) \right\}. 
\]

(J.66)

It should be noted that the site indices have been dropped for \( f \) since it assumed that in a perfect crystal the values of the single ion energy levels are identical.

### J.3.3 Longitudinal Commutator

The longitudinal commutator, corresponding to the second term in Eq. J.27, is given by

\[
\sum_{lk} J(kl) [\hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{S}_z^z(k)] \{ \hat{S}_z^z(l) - 2\langle \hat{S}_z^z(l) \rangle \} = \\
+ 2 \sum_l J_{il} \hat{S}_{znm}(f_m - f_n) \sum_{pq} \hat{S}_{zqp} \hat{C}_q^\dagger(l) \hat{C}_p(l). 
\]

(J.67)

The derivation of Eq. J.67 consists of the observation that the first commutator of the LHS is identical to the commutator that was solved for the transverse terms. One major difference is that terms with \( \delta_{pq} \) do not immediately cancel since \( \hat{S}_{zpp} \) is not zero. These terms cancel due to the \( -2\langle \hat{S}_z^z(l) \rangle \) contribution, leaving the identical contribution as the transverse terms but with an extra factor of 2 since \( \hat{S}_{+nm} \) and \( \hat{S}_{-nm} \) are now both \( \hat{S}_{znm} \).

To demonstrate this cancellation, recognise that if one takes the commutator of the second term (ignoring the first for now), one obtains

\[
\sum_{lk} J(kl) \left\{ -2\langle \hat{S}_z^z(l) \rangle [\hat{C}_m^\dagger(i) \hat{C}_n(i), \sum_{qp} \hat{S}_{zqp} \hat{C}_q^\dagger(k) \hat{C}_p(k)] \right\}. 
\]

(J.68)
Pulling out the sum over \(qp\), one obtains

\[
\sum_{lk} \sum_{qp} J(kl) \left\{ -2 \langle \hat{S}_z(l) \rangle \hat{S}_{zqp}(k) \left[ \hat{C}_m^\dagger(i) \hat{C}_n(i), \hat{C}_p^\dagger(k) \hat{C}_p(k) \right] \right\}. \tag{J.69}
\]

Employing the commutator identity from Eq. J.20b, one obtains

\[
\sum_{lk} \sum_{p} J(kl) \left\{ -2 \langle \hat{S}_z(l) \rangle \left( \hat{C}_m^\dagger(i) \hat{C}_p(k) \hat{S}_{znp}(k) - \hat{C}_p^\dagger(k) \hat{C}_n(i) \hat{S}_{zpm}(k) \right) \right\}. \tag{J.70}
\]

Replacing \(\langle \hat{S}_z \rangle\) by its definition given by Eq. J.5, then one obtains

\[
\sum_{lk} \sum_{p} \sum_{a} J(kl) \left\{ -2 (f_a(l) \hat{S}_{zaa}(l)) \left( \hat{C}_m^\dagger(i) \hat{C}_p(k) \hat{S}_{znp}(k) - \hat{C}_p^\dagger(k) \hat{C}_n(i) \hat{S}_{zpm}(k) \right) \right\}
\]

and by relabelling of the indices \(a\) as \(p\) and \(p\) as \(s\), these terms are identical to the terms containing \(\delta_{pq}\) in Eq. J.64.

### J.3.4 Determination of \(\langle [\hat{A}, \hat{B}] \rangle\)

Recall that in the equation-of-motion given by Eq. J.45, the first term is \(\langle [\hat{A}, \hat{B}] \rangle\) where \(\hat{A} = \hat{C}_m(i) \hat{C}_n(i)\) and \(\hat{B} = \hat{S}_\beta\), thus the expectation value can be expressed as

\[
\langle [\hat{C}_m(i) \hat{C}_n(i), \sum_{pq} \hat{S}_{\beta pq}(j) \hat{C}_p^\dagger(j) \hat{C}_q(j)] \rangle. \tag{J.72}
\]

Pulling out the sum over \(pq\) and \(\hat{S}_{\beta pq}\), one obtains

\[
\langle \sum_{pq} [\hat{C}_m(i) \hat{C}_n(i), \hat{C}_p^\dagger(j) \hat{C}_q(j)] \hat{S}_{\beta pq}(j) \rangle. \tag{J.73}
\]
Utilising the commutation identity (Eq. J.20b), one obtains

\[
\langle \sum_q \left\{ \hat{C}^\dagger_m(i)\hat{C}_q(i)\hat{S}_{\beta nq}(j) - \hat{C}^\dagger_q(i)\hat{C}_n(i)\hat{S}_{\beta qn}(j) \right\} \rangle. \tag{J.74}
\]

It is clear that all the indices must be equal to one another for the expression above to be non-zero, thus a \( \delta_{ij} \) must be introduced, yielding

\[
\langle \sum_q \left\{ \hat{C}^\dagger_m(i)\hat{C}_n(i)\delta_{ij} - \hat{C}^\dagger_q(i)\hat{C}_q(i)\delta_{mn} \right\} \rangle. \tag{J.75}
\]

Separating the two terms, the first term will be first addressed. Pulling the sum and \( \hat{S}_{\beta nq} \) out of the expectation value since this corresponds to a scalar, one obtains

\[
\sum_q \hat{S}_{\beta nq}(i)\delta_{ij} \langle \hat{C}^\dagger_m(i)\hat{C}_q(i) \rangle. \tag{J.76}
\]

Notice that based on the definition of the total Hamiltonian given by Eq. J.27, the term \( \hat{C}_m(i)\hat{C}_q(i) \) is simply an operator. By the definition of the expectation value, the equation above is equivalent to

\[
\sum_q \hat{S}_{\beta nq}(i)\delta_{ij} \sum_m f_m(i)\langle m|\hat{C}_m^\dagger(i)\hat{C}_q(i)|m \rangle. \tag{J.77}
\]

But this inner product will only be non-zero if \( q = m \), therefore the above can be rewritten as

\[
\sum_q \sum_m \hat{S}_{\beta nq}(i)\delta_{ij} f_m(i)\langle m|\hat{C}_m^\dagger(i)\hat{C}_q(i)\delta_{mn}|m \rangle \tag{J.78}
\]

which reduces the sum over \( q \) to

\[
\sum_m \hat{S}_{\beta nm}(i)\delta_{ij} f_m(i)\langle m|\hat{C}_m^\dagger(i)\hat{C}_m(i)|m \rangle. \tag{J.79}
\]

But based on the definition of the single ion Hamiltonian, \( \langle m|\hat{C}_m^\dagger(i)\hat{C}_m(i)|m \rangle \)
must be unity and thus the first term is equal to

\[ \hat{S}_{\beta nm}(i) \delta_{ij} f_m(i), \]  

(J.80)

where the sum over \( m \) is implied based on the definition of \( G^\beta \). The process repeated for the second term simply yields

\[ \hat{S}_{\beta nm}(i) \delta_{ij} f_n(i), \]  

(J.81)

and thus a sum of both terms yields

\[ \langle [\hat{A}, \hat{B}] \rangle = (f_m(i) - f_n(i)) \hat{S}_{\beta nm}(i) \delta_{ij}. \]  

(J.82)

### J.3.5 Final Expression for \( G^{\alpha \beta} \)

By first combining the expressions for all three commutators: diagonal, transverse and longitudinal given by Eqs. J.47, J.66 and J.67, respectively, with the first inner product given by Eq. J.82 and secondly, removing all site indices since it is assumed that all sites are equal for a perfect lattice — a fact reflected by the fact that each expression for the diagonal, transverse, longitudinal and first commutator \( \langle [\hat{A}, \hat{B}] \rangle \) given at the beginning of their respective subsections have no site indices — the final expression for the inter-level susceptibility is given by

\[
\omega \hat{G}^\beta(n, m, i, j, \omega) = (f_m - f_n) \hat{S}_{\beta nm} \delta_{ij} + (\omega_n - \omega_m) \hat{G}^\beta(n, m, i, j, \omega) \\
+ \sum_l J(il) [\hat{S}_{+nm}(f_m - f_n) \sum_{pq} \hat{S}_{-qp} \hat{G}^\beta(q, p, l, j, \omega) \\
+ \hat{S}_{-nm}(f_m - f_n) \sum_{pq} \hat{S}_{+qp} \hat{G}^\beta(q, p, l, j, \omega)] \\
+ 2 \sum_l J(il) \hat{S}_{znm}(f_m - f_n) \sum_{qp} \hat{S}_{zqp} \hat{G}^\beta(q, p, l, j, \omega). \]  

(J.83)

The functional dependence of \( G^\beta \) on \( j \) requires further explanation. Recall from Eq. J.37 that the second term on the RHS is in fact proportional to \( \langle [\hat{S}_\alpha(i, t), \hat{H}], \hat{S}_\beta(j, 0) \rangle \). So far, only the inner commutator has been addressed.
The second term which provides the $\beta$ index, also provides the $j$ site dependence as well. To be more precise, the definition of the Green’s function (e.g. Eq. J.28 after being Fourier transformed into $\omega$ space) as

$$G^{\alpha\beta} = \langle [\hat{S}_\alpha(i, \omega), \hat{S}_\beta(j, 0)] \rangle$$  \hspace{1cm} (J.84)

can be utilised. In the current case, there is no $\alpha$ index because it has been factored out as $\sum_{mn} \hat{S}_{\alpha mn}$ via the definition of $G^\beta$. But there still remains an operator of the form $\hat{C}^\dagger_q \hat{C}_p$, both of which have an implicit $l$ dependence (refer to the equations before the indices were dropped) and with the additional $\hat{S}_\beta$ operator that provides $j$-dependence. The $\omega$-dependence comes from the definition of the Green’s function. This is seen explicitly in the example presented above.

One can define the single site susceptibility, $g^{\alpha\beta}$ by the following algorithm:

- set $J(il) = 0$ in Eq. J.83,
- Fourier transform from real to $Q$-space,
- multiply by $\hat{S}_{\alpha mn}$,
- divide by $\omega - \omega_n + \omega_m$, and
- sum over $m, n$, then one obtains

$$g^{\alpha\beta}(Q, \omega) \equiv g^{\alpha\beta}(\omega) = \sum_{mn} \frac{\hat{S}_{\alpha mn} \hat{S}_{\beta nm} (f_m - f_n)}{\omega - \omega_n + \omega_m}. \hspace{1cm} (J.85)$$

Applying the same algorithm to Eq. J.83 but with a non-zero $J(ij)$, one obtains

$$G^{\alpha\beta}(Q, \omega) = g^{\alpha\beta}(\omega) + g^{\alpha+}(\omega)J(Q)G^{-\beta}(Q, \omega) + g^{\alpha-}(\omega)J(Q)G^{+\beta}(Q, \omega) + 2g^{\alpha z}(\omega)J(Q)G^{z\beta}(Q, \omega). \hspace{1cm} (J.86)$$

Note that the only non-zero single site susceptibilities for Co$^{2+}$ in such a highly symmetric environment are: $g^{-+}$, $g^{-+}$ and $g^{zz}$ [20, 346]. Going through all
possible combinations of $\alpha, \beta$, one obtains only three non-zero Green’s functions:

\[
G^{+-}(Q, \omega) = g^{+-}(\omega) + g^{+-}(\omega)J(Q)G^{+-}(Q, \omega) \tag{J.87a}
\]
\[
G^{-+}(Q, \omega) = g^{-+}(\omega) + g^{-+}(\omega)J(Q)G^{-+}(Q, \omega) \tag{J.87b}
\]
\[
G^{zz}(Q, \omega) = g^{zz}(\omega) + 2g^{zz}(\omega)J(Q)G^{zz}(Q, \omega) \tag{J.87c}
\]

It is important to note that $G^{++}$ and $G^{--}$ have not been included in the above expressions because both must be zero. One can rationalise this statement by recalling that a Green’s function can be interpreted as a simultaneous tracking of both excitations and their corresponding holes [531]. Performing either $+, +$ or $-, -$ operations do not correspond to a physically relevant process. Another way to prove such a statement is to use the definition of $G^{\alpha\beta}$ in Eq. J.86. For example, set $\alpha = \beta = +$, one will obtain

\[
G^{++}_{ij}(Q, \omega) = g^{+-}_{ij}(\omega)J(Q)G^{++}_{ij}(Q, \omega). \tag{J.88}
\]

Eq. J.88 must be true $\forall \{Q, \omega, i, j\}$ and thus $g^{+-}_{ij}(\omega)J(Q) = 1$, $\forall \{Q, \omega, i, j\}$, corresponding to a non-physically relevant situation. Instead, the trivial solution to Eq. J.88 is that $G^{++}_{ij}(Q, \omega) = 0$, $\forall \{Q, \omega, i, j\}$. The same logic can be applied to $G^{--}_{ij}(Q, \omega)$.

Finally, Eqs. J.87a-J.87c may be succinctly summarised as

\[
G^{\alpha\beta}_{ij}(Q, \omega) = \delta_{ij}g^{\alpha\beta}_{i}(\omega) + \sum_{k} g^{\alpha\beta}_{i}(\omega)\Phi J_{i,i+k}(Q)G^{\alpha\beta}_{i+k,j}(Q, \omega), \tag{J.89}
\]

using the single hopping model describing transitions between sites $i$ and $j$ that are coupled by $J$, where the prefactor

\[
\Phi = \begin{cases} 
1 & \text{when } \alpha = + \text{ or } - \\
2 & \text{when } \alpha = z,
\end{cases}
\]

if $\alpha, \beta$ is restricted to the following combinations: $++, --$ or $zz$. 381
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Abstract

Magnetic monopoles are hypothesised elementary particles connected by Dirac strings that behave like infinitely thin solenoids (Dirac 1931 Proc. R. Soc. A 133 60). Despite decades of searching, free magnetic monopoles and their Dirac strings have eluded experimental detection, although there is substantial evidence for deconfined magnetic monopole quasiparticles in spin ice materials (Castelnovo et al 2008 Nature 326 411). Here we report the detection of a hierarchy of unequally-spaced magnetic excitations via high resolution inelastic neutron spectroscopic measurements on the quantum spin ice candidate Pr2Sn2O7.

These excitations are well-described by a simple model of monopole pairs bound by a linear potential (Coldea et al Science 327 177) with an effective tension of $0.642(8) \text{ K} \cdot \text{Å}^{-1}$ at 1.65 K. The success of the linear potential model suggests that these low energy magnetic excitations are direct spectroscopic evidence for the confinement of magnetic monopole quasiparticles in the quantum spin ice candidate Pr2Sn2O7.
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1. Introduction

Magnetic monopoles remained at the periphery of physics until Dirac published his quantum theory of magnetic charge [1] in which he envisioned a monopole as the end of an infinitesimally thin solenoid construct known as a Dirac string. Dirac proposed that not only were magnetic monopoles consistent with quantum theory, but their existence would result in the quantisation of electrical charge [1, 2]. While the latter has been verified experimentally [3], the identification of magnetic monopoles has been challenging. Establishing the existence of this elusive elementary particle would lead to a beautiful symmetrisation of Maxwell’s equations and validate the existence of this elusive elementary particle would lead to a beautiful symmetrisation of Maxwell’s equations and validate several modern physical theories [4].

Recently, the discovery of a class of magnets known as spin ices has made the study of magnetic monopole quasi-particles viable [2, 5, 6]. Spin ices are found in a series of magnetic pyrochlore oxides A12B12O36, which have moments residing on the A-site, corner-sharing tetrahedra sublattice. At low temperatures, the moments assume a two-in/two-out short-ranged magnetically ordered state as shown in figure 1(a), possessing Pauling’s configurational entropy [7]. Castelnovo et al [5] first proposed that dipolar spin ices (DSIs) may host mobile magnetic monopole quasiparticles as illustrated in figure 1(b). These monopoles are expected to interact via a magnetic Coulomb law suggesting deconfinement [2, 5], and the strings connecting them in pairs (see figures 1(c) and (d)) have not been easily measurable. Consequently, although there is mounting experimental evidence [2, 8] supporting the existence of monopoles in the DSIs, the exact nature of the interaction between these monopoles is still under active investigation [9].

In an attempt to measure interactions between magnetic monopoles, our attention has shifted to quantum spin ices (QSI) [10–14]. This family of materials differs from DSIs in the nature of the interactions between the magnetic moments [10], as their magnetic Hamiltonians consist of transverse coupling terms leading to significant fluctuations of the moments away from the local [1 1 1] quantisation axes. As a result, the correlation time of the two-in/two-out state at low temperatures tends to be much shorter for a QSI as compared to its DSI counterparts [15]. There are predictions [16] for the properties of monopoles in QSIs, but their detection has remained elusive. We report here evidence for the direct observation of interacting magnetic monopoles in Pr2Sn2O7 using inelastic neutron spectroscopy. Our measurements allow for both an estimate of the monopole pair creation energy and a lower bound of the effective tension between monopoles.

2. Experimental

Polycrystalline samples of Pr2Sn2O7 were prepared by a standard solid-state reaction of stoichiometric amounts of Pr2O3 (99.99%, Alfa Aesar) and SnO2 (99.99%, Alfa Aesar). The powder reagents were mixed together, finely ground and pressed into a pellet using a uniaxial press. The pellets were placed in an alumina crucible and were pre-reacted by heating in air at 1000 °C for 24 h. The pellets were then reground, repelletised and heated in air at 1400 °C for approximately 48 h with intermittent grindings until room temperature powder x-ray diffraction measurements with a Bruker D2 phase laboratory diffractometer at the University of Edinburgh using a Cu Kα1 source confirmed no discernible impurities.

Low energy transfer inelastic neutron scattering experiments were performed on the direct-geometry time-of-flight cold neutron chopper spectrometer CNCS at the spallation neutron source (SNS) at Oak Ridge National Laboratory (ORNL). Approximately five grams of polycrystalline Pr2Sn2O7 and select members of Pr2Sn2−xTi2O7 (x = 0.40 and 0.60) were sealed in aluminium cans under a helium atmosphere for the experiment. The sample cans were mounted on the CNCS automatic three sample rotator stick (SS-003) with a boron nitride (BN) spacer adapted for a top loading 100 mm orange cryostat (CRYO-006). Measurements utilised incident energies hω ≈ 3.32 meV and 25 meV in high flux mode, providing an energy resolution at the elastic line of approximately 0.01 and 2 meV, respectively. Additional measurements were collected with an incident energy of 4.1 meV in medium resolution mode, providing an energy resolution at the elastic line of approximately 0.08 meV. An empty aluminium can was also measured for approximately half the counting time at identical experimental conditions, and the resulting spectra were subtracted from the corresponding sample spectra. The high flux and medium resolution modes were accomplished by spinning the high speed double disk chopper located just before the sample at a frequency of 300 Hz and 240 Hz, respectively.

3. Results and discussion

The pyrochlore Pr2Sn2O7 has been well characterised as a potential QSI candidate [10, 17]. Despite susceptibility measurements suggesting net ferromagnetic interactions (θCW = 0.3 K), there is an absence of long-range magnetic order [17, 18]. The ground state crystal field scheme is well understood [17, 19], consisting of a thermally-isolated non-Kramers doublet. The lower Pr3+ effective moment of 2.61(1) μB, as compared to ~10 μB for DSIs, implies Pr2Sn2O7 is more susceptible to quantum fluctuations [19]. In fact, low energy spin fluctuations persist to well below 1 K and possess an anomalously low activation energy, which is attributed to the quantum nature of the system [17].

We have remeasured these low-energy spin fluctuations in a well-characterised powder sample of Pr2Sn2O7 using the cold neutron chopper spectrometer (CNCS). Broad, quasi-elastic scattering previously measured [17] was confirmed in our sample at 1.65 K. However, the high resolution and time-integrated flux of the CNCS also enabled the observation of a discernible fine structure to the scattering, as shown in figure 2. A hierarchy of nearly-dispersionless excitations was identified and mapped up to hω ≈ 2 meV. These excitations are also visible with different incident energies while obeying detailed balance, confirming they are not spurious in origin. Furthermore, as shown in figure 3, they exhibit a remarkably
similar temperature dependence to the magnetic diffuse scattering observed in the elastic channel. This similar temperature dependence suggests that the excitations are associated with the quantum spin ice state. Finally, these modes are not due to chemical disorder, as this is well understood through doping studies of $\text{Pr}_2\text{Sn}_2\text{O}_7$ and related materials \[20\]. Please refer to supplementary discussion section 3 for further details.

As summarised by figure 2, the excitation spectrum was analysed by fitting the data to a series of free-width Lorentzians convolved with fixed-width Gaussians. The lowest-energy Lorentzian function models a prominent quasi-elastic background centered at 0.2 meV, previously attributed to quantum tunnelling between degenerate spin ice configurations \[17\]. The higher-energy Lorentzians represent the five quantised excitations observed here. The analysis reveals that these modes are not evenly-spaced and decrease in relative intensity with increasing temperature, which taken together rule out a possible quantum harmonic oscillator interpretation \[21\] and imply a magnetic origin instead. We therefore consider possible mechanisms that lead to quantised, unevenly-spaced magnetic excitations. The dynamic response for the spin defects of a quasi-one-dimensional Ising $S = \frac{1}{2}$ spin chain such as $\text{CoNb}_2\text{O}_6$ \[22\] below the magnetic ordering temperature has the desired characteristics. While the spin defects are created in pairs, they are ultimately bound together in the ordered state due to an attractive linear potential arising from the finite molecular field \[23–25\]. A similar spin defect confinement model may apply to $\text{Pr}_2\text{Sn}_2\text{O}_7$, under the assumption that the relevant defects in this case are magnetic monopole quasiparticles and not solitons, while the linear confining potential may be a consequence of the QSI state. Note that the analogy between spin defects and monopoles in a spin ice has been discussed previously \[2, 6\]. If the monopole confinement model is valid for $\text{Pr}_2\text{Sn}_2\text{O}_7$, then the energies of the excitations should be described by the following:

$$\hbar \omega_n = 2\hbar \omega_0 + z_n \frac{\lambda^{3/2}}{\mu} \left( \frac{n^2}{\mu} \right)^{1/4},$$  \hspace{1cm} (1)$$

where $n$ is a positive integer, $\mu$ is the reduced mass, $\hbar \omega_0$ is the $n^0$th excitation energy, $2\hbar \omega_0$ is the energy cost to produce a pair of monopoles, $\lambda$ is an effective tension and $z_n$ are the negative zeros of the Airy function \[22, 26\]. Furthermore, if one fixes $\mu$ to the appropriate value based on previous work by Pan et al \[27\] on another quantum spin ice candidate $\text{Yb}_2\text{Ti}_2\text{O}_7$, then the linear relationship between $\hbar \omega_n$ and $z_n$ also provides an estimate for the lower bound of the effective tension $\lambda$ between monopoles via the slope of equation (1). Please refer to supplementary discussion sections 3.3–3.5 for further details.

Figure 4(a) plots the observed energy levels versus the excitation number to facilitate a direct comparison between three different candidate scenarios. Two possibilities, the monopole confinement and QHO \[21\] models, have already been discussed in detail above. We consider a third model here, based on localised high $S$ clusters. The magnetic excitation spectrum for an isolated spin cluster also consists of a series of quantised energy levels, and the spacing between the modes
can be non-trivial or follow the simple relationship $\hbar \chi_n \propto n^2$ depending on the specific details of the magnetic Hamiltonian.

We fit our data to each of these models with the phenomenological expression $\hbar \omega_\nu = A + B \nu^2$, where $A$ and $B$ are constants and $\nu$ is $n$, $n^2$, or $z_n$ for the QHO, localised spin cluster or monopole confinement models, respectively. The solid curves in figure 4(a) represent the best fit to each of the models and they clearly illustrate that the monopole confinement model provides the best agreement. Additional details are presented in table 1. Furthermore, a plot of $\hbar \omega_\nu$ versus $z_n$, as shown in figure 4(b), produces a linear relationship in agreement with the predictions of this model [22]. Therefore, we interpret these excitations as direct spectroscopic evidence of interacting magnetic monopoles within the pyrochlore lattice.

The linear fit shown in figure 4(b) yields zero as an estimate for $2\hbar \omega_\nu$ and a lower bound of 0.642(8) K · Å$^{-1}$ for the effective tension between monopoles at 1.65 K. Some physical insights can be made from the measurement of these two parameters. Firstly, the value of the tension is positive and non-negligible, implying that the monopoles are confined Pr$_2$Sn$_2$O$_7$ unlike in DSIs [2, 6]. Secondly, the application of an identical analysis algorithm to data collected at 10 K for the effective tension between monopoles at 1.65 K suggests a lower bound of 0.2 meV was observed in previous work [17] and is attributed to quantum tunnelling between degenerate spin ice configurations. The relative intensity axis is presented on a logarithmic scale for both the constant $|Q|$<sub>z</sub>n and $|Q|$<sub>z</sub>ω spectrum inset to assist with data visualisation due to the relatively low intensity of the excitations as compared to the elastic line.
yields a larger lower bound of 0.667(8) K · Å⁻¹ for the effective tension, an increase that would be expected if the confining potential was attributed—to some extent—to the spin ice state. Thirdly, the value of \( \lambda \sim 0.6 \) K · Å⁻¹ is surprisingly large for the expected energy scale with \( J \sim 1 \) K [17]. In fact, the energy cost to separate two monopoles by the distance between the centres of adjacent Pr₃⁺ tetrahedra corresponds to approximately a temperature scale of 3 K. This strong tension prevents the propagation of monopoles over long distances. The confinement of these monopoles can be roughly quantified, since exact analytical solutions for the Schrödinger equation with an \(|x|\)-potential are known [30]. The expectation value \( \langle |x| \rangle \) for the highest energy excitation clearly observed, \( n = 5 \), corresponds to a relatively short distance of approximately 20 Å, or two unit cells. Finally, it should be noted that although the linear fit of both 1.65 K and 10 K data yields a value of zero (within error) as an estimate of \( 2\hbar \omega_{qp} \), its absolute value is extremely sensitive to the energy of the first excitation and thus should be interpreted with caution. Please refer to supplementary discussion section 3.5 for further details.

4. Conclusion

High resolution cold inelastic neutron scattering measurements on polycrystalline Pr₂Sn₂O₇ have revealed a previously unreported fine structure to the low energy excitation spectrum consisting of a series of unevenly spaced nearly dispersionless magnetic excitations. A quantum confinement model with a linear potential \( \lambda |x| \) accounts for the fine structure suggesting these magnetic excitations are a direct spectroscopic observation of interacting magnetic monopole quasiparticles resulting from a finite tension between them. One natural extension of this work would be to re-measure the low energy dynamics of other QSI candidates (e.g. Pr₂Zr₂O₇ [31]) to determine if these systems exhibit similar non-negligible monopole tensions, while another prospect is to explore the effects of external perturbations on the tension such as the application of external magnetic fields and pressure. The success of the monopole confinement model for Pr₂Sn₂O₇ encourages future studies on QSIIs with the ultimate goal of understanding exactly how monopole confinement affects other physical properties of QSIIs.

Table 1. Comparison between the observed and predicted values of the energy transfer \( \hbar \omega \) for the quantum harmonic oscillator, localised spin cluster and monopole confinement models at 1.65 K. The calculated values were obtained by fitting the five observed low energy excitations to the functional form of the individual models, with further details of the fitting described in the main text. Numbers in parentheses indicate statistical errors. The goodness-of-fit metric \( \chi^2_\nu \) (see supplementary discussion section 3.3.) for each model is provided to enable quantitative comparison.

<table>
<thead>
<tr>
<th>Model / Mode</th>
<th>( n = 1 )</th>
<th>( n = 2 )</th>
<th>( n = 3 )</th>
<th>( n = 4 )</th>
<th>( n = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed (1.65 K)</td>
<td>0.4(2)</td>
<td>0.96(2)</td>
<td>1.28(4)</td>
<td>1.57(2)</td>
<td>1.912(9)</td>
</tr>
<tr>
<td>Monopole confinement (( \chi^2_\nu = 5.7 ))</td>
<td>0.559(5)</td>
<td>0.978(8)</td>
<td>1.32(1)</td>
<td>1.62(1)</td>
<td>1.90(2)</td>
</tr>
<tr>
<td>Quantum harmonic oscillator (( \chi^2_\nu = 22 ))</td>
<td>0.524(5)</td>
<td>0.873(9)</td>
<td>1.22(1)</td>
<td>1.57(2)</td>
<td>1.92(2)</td>
</tr>
<tr>
<td>Localised spin clusters (( \chi^2_\nu = 8.6 ))</td>
<td>0.86(6)</td>
<td>1.00(7)</td>
<td>1.22(9)</td>
<td>1.5(1)</td>
<td>1.9(1)</td>
</tr>
</tbody>
</table>
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The antiferromagnetic mixed valence ternary oxide $\alpha$-CoV$_3$O$_8$ displays disorder on the Co$^{3+}$ site that is inherent to the $Ibam$ space group resulting in a local selection rule requiring that one Co$^{3+}$ and one V$^{4+}$ reside next to each other, thus giving rise to an intrinsically disordered magnet without the need for external influences such as chemical dopants or porous media. The zero-field structural and dynamic properties of $\alpha$-CoV$_3$O$_8$ have been investigated using a combination of neutron and x-ray diffraction, dc susceptibility, and neutron spectroscopy. The low-temperature magnetic and structural properties are consistent with a random macroscopic distribution of Co$^{3+}$ over the 16$i$ metal sites. However, by applying the sum rules of neutron scattering we observe that the collective magnetic excitations are parametrized with an ordered Co$^{3+}$ arrangement and critical scattering consistent with a three-dimensional Ising universality class. The low-energy spectrum is well described by Co$^{3+}$ cations coupled via a three-dimensional network composed of competing ferromagnetic and stronger antiferromagnetic superexchange within the $ab$ plane and along $c$, respectively. While the extrapolated Weiss temperature is near zero, the 3D dimensionality results in long-range antiferromagnetic order at $T_N \sim 19$ K. A crystal field analysis finds two bands of excitations separated in energy at $\hbar \omega \sim 5$ meV and 25 meV, consistent with a $j_{\text{eff}} = \frac{1}{2}$ ground state with little mixing between spin-orbit split levels. A comparison of our results to the random 3D Ising magnets and other compounds where spin-orbit coupling is present indicate that the presence of an orbital degree of freedom, in combination with strong crystal field effects and well-separated $j_{\text{eff}}$ manifolds, may play a key role in making the dynamics largely insensitive to disorder.

DOI: 10.1103/PhysRevB.98.224410

I. INTRODUCTION

Introducing disorder into condensed matter systems often suppresses common mean-field phases and transitions in favor of states that exhibit unusual critical properties [1–12]. Examples of such exotic behavior in insulating systems include the study of quenched disorder through doping in both model magnets [13,14] and liquid crystal systems [15–17]. While the presence of strong disorder disrupts translational symmetry, often resulting in a glassy phase [18] with long-range order destroyed for all length scales, the presence of weak disorder can give rise to phases displaying distinct responses for differing length scales. For example, in model random field systems near a phase transition, critical thermal fluctuations dominate until the length scale of the order parameter becomes large enough where static terms originating from the induced disorder dominate [19,20]. Examples of new disorder-induced phases include the concept of “Bragg glasses” [21–25] that were first postulated in the context of flux lattices in superconductors [26–28] where Bragg peaks exist; however other properties reflect a glass type response. A further example of unusual phases in the presence of disorder is the Griffiths phase [29–31] that was first suggested in the context of Ising ferromagnets, where an ordered local region coexists within a globally disordered phase. So far, the search for new disorder-induced phases has been limited to introducing disorder by doping in the case of solid state materials, or porous media for liquid crystals [16,32–34] and quantum fluids [35–39].

One example of theoretical efforts to understand the effects of quenched disorder on the order parameter near a phase transition is random field theory which relates disorder to the lowering of the dimensionality of the underlying universality class [40,41]. Model random magnets [13,14,42,43] have played a significant role in the development and validation of such theories with an important example being the dilute Ising antiferromagnets such as Fe$_x$Zn$_{1-x}$F$_2$ [6,44–46] (Fe$^{3+}$, $L = 2$, and $S = 2$) and Mn$_x$Zn$_{1-x}$F$_2$ [47,48] (Mn$^{2+}$, $L = 0$, and $S = \frac{3}{2}$). In these magnets, the random occupancy introduced through doping combined with a magnetic field results in a tunable random field. While these systems show a competition between static and thermal fluctuations driving magnetic order, the dynamics are largely unaltered by the
the disorder in $\alpha$ media \cite{32,37,38}, etc.), and thus can be finely tuned \cite{54}, $\alpha$ octahedral distortions and spin-orbit coupling suggests that for both dominant antiferromagnetic exchange coupling from above have been limited; in particular, there are few examples of definitive Bragg glass and Griffiths phases. In this paper, we discuss a system where disorder is not introduced through introduction of weak disorder \cite{49,50} and therefore the magnetic disorder is present despite the presence of structural order.

In contrast to the disordered systems described above, the disorder is a consequence of an addition external to the original system (e.g., doping \cite{6,44–48}, porous media \cite{32,37,38}, etc.), and thus can be finely tuned \cite{54}, the disorder in $\alpha$-CoV$_3$O$_8$ is simply inherent to its \textit{Ibam} crystal structure. As illustrated in Figs. 1(a) and 1(b), the proposed \cite{52} crystal structure of $\alpha$-CoV$_3$O$_8$ consists of zigzag chains of edge-sharing MO$_6$ octahedra running parallel to $c$ that are interspaced with nonmagnetic $V^{4+}$ in tetrahedral $[V^{4+}] (2)$ and trigonal bipyramidal $[V^{+}] (3)$ coordination. (c) Local constraint of the \textit{Ibam} structure. Metal sites opposite of the bridging O(5) must be occupied by one Co$^{2+}$ and one V$^{4+}$, with the O(5) situated closer to the V$^{4+}$ site. (d) Crystal structure of $\alpha$-ZnV$_3$O$_8$ (\textit{Iba2}, No. 45). In contrast to \textit{Ibam}, the \textit{Iba2} structure consists of an ordered alternating distribution of $\text{Zn}^{2+}$ and $V^{4+}$ along the zigzag chains \cite{53}.

**II. EXPERIMENTAL DETAILS**

\textbf{Sample preparation.} Single crystals of $\alpha$-CoV$_3$O$_8$ were grown using a modified “self-flux” heating routine for $\alpha$-CoV$_3$O$_8$ \cite{58}. Precursor polycrystalline samples of $\alpha$-CoV$_3$O$_8$ were first synthesized by a standard solid state reaction consisting of heating a stoichiometric mixture of Co(CH$_3$CO$_2$)$_2$·4.4 H$_2$O (Sigma-Aldrich, 98%) and V$_2$O$_5$ (Alfa Aesar, 99.6%) in air for 12 h at 650 °C, then for 48 h at 725 °C, followed by quenching in liquid nitrogen \cite{59,60}. A mixture of the $\alpha$-CoV$_2$O$_6$ polycrystalline precursor and V$_2$O$_5$ in a 3:2 ratio in the presence of approximately 0.01% (w/w) of B$_2$O$_3$ (Alfa Aesar, 98.5%) was heated in a vacuum-sealed quartz tube at 780 °C for 24 h and subsequently cooled to 700 °C at a rate of 1 °C h$^{-1}$. After 24 h of heating at 700 °C, the sample was cooled to 600 °C at a rate of 1 °C h$^{-1}$ and subsequently quenched to room temperature.

Polycrystalline samples of $\alpha$-CoV$_3$O$_8$ and $\alpha$-ZnV$_3$O$_8$ were synthesized by a standard solid state reaction consisting of heating a stoichiometric mixture of CoO (Alfa Aesar, 95%) or ZnO (Alfa Aesar, 99.99%), VO$_2$ (Alfa Aesar, 99%), and V$_2$O$_5$ for 96 h at 650 °C under static vacuum in a sealed quartz tube with intermittent grindings until laboratory powder x-ray diffraction confirmed no discernible impurities \cite{53,61}. All stoichiometric mixtures of polycrystalline precursors were first mixed thoroughly together and finely ground to homogeneity with acetone using an agate mortar and pestle. The mixtures were pressed into ~2 g pellets using a uniaxial press and subsequently placed in alumina crucibles or directly in quartz ampoules for reactions performed in air and in vacuum, respectively. Unless otherwise stated, all heating routines involved a ramping rate of 5 °C min$^{-1}$ and samples were furnace-cooled back to room temperature.
Laboratory x-ray diffraction. Single-crystal x-ray diffraction was performed at 120 K on a 0.011 mg single crystal of \(\alpha\)-CoV\(_2\)O\(_8\) with dimensions of 0.40×0.11×0.09 mm\(^3\) using monochromated Mo K\(_{\alpha}\) radiation on an Oxford Diffraction SuperNova dual wavelength diffractometer equipped with an Atlas CCD detector and an Oxford Cryostream-Plus low-temperature device. Data collection, integration, scaling, multi-scan absorption corrections, and indexing were performed using the CrysAlisPro v1.171.37.35e software package [62]. The structure solution was performed using a direct approach with the SHELXS-97 program in Olex2 [63].

Room temperature powder diffraction patterns of \(\alpha\)-CoV\(_2\)O\(_8\), \(\alpha\)-CoV\(_3\)O\(_8\), and \(\alpha\)-ZnV\(_2\)O\(_8\) were collected over 2\(\theta\) = [5, 70\(^\circ\)] in 0.0365\(^\circ\) steps on a Bruker D2 Phaser laboratory x-ray diffractometer using monochromated Cu K\(_{\alpha}\) radiation.

All structural refinements for single-crystal and polycrystalline measurements were performed using the JANA2006 [64] and GSAS [65] Rietveld refinement program packages, respectively, and are summarized in Appendix A. For the single-crystal refinement, the solved structure was refined by a full-matrix least squares against \(F^2\) using only data \(I > 3\sigma(I)\).

dc magnetic susceptibility. A 7.7 mg single crystal of \(\alpha\)-CoV\(_2\)O\(_8\) with dimensions of 2×1×1 mm\(^3\) was aligned along the three principal axes. All crystal alignments were performed with polychromatic Laue backscattering diffraction employing adapted photostimulable plates using the Fujifilm FCR Capsula XL II system [66]. The temperature dependence of ZFC magnetization for all three principal axes was measured on a Quantum Design MPMS in an external dc field \(\mu_0H_{\text{ext}} = 0.5\) T applied parallel to the particular axis of interest. Measurements were performed in 2 K steps spaced linearly from 2 K to 300 K.

Neutron single-crystal diffraction. Neutron single-crystal diffraction experiments were performed on the SXD [67,68] time-of-flight instrument at the ISIS spallation source. The SXD diffractometer employs the time-of-flight Laue technique. The combination of a polychromatic incident beam falling on a stationary sample surrounded by 11 ZnS scintillator paddles covering \(\Omega \sim 2\pi\) sr enables quick access to a large amount of reciprocal space with minimal sample movement during data collection. A 0.4312 g single crystal of \(\alpha\)-CoV\(_2\)O\(_8\) with dimensions of 13.2×4.1×2.1 mm\(^3\) as illustrated in Fig. 2(d) was mounted on the end of a 6 mm aluminum pin with aluminum tape, vertically suspended from a liquid helium 50 mm bore orange cryostat providing \(\omega\) motion in an accessible temperature range of 1.5 to 300 K. Diffraction data were collected at both 5 K and 50 K for three different single-crystal frames with an accumulated charge of 1300 \(\mu A\) h (≈8 h). After each temperature change, the sample was allowed to thermalize for 15 minutes. Reflection intensities were extracted, reduced, and integrated to structure factors using standard SXD procedures, as implemented in SXD2001 [67–69].

Inelastic neutron time-of-flight scattering spectroscopy. All inelastic neutron scattering experiments were performed on the direct-geometry MARI [70,71] and indirect-geometry IRIS [72] time-of-flight spectrometers located at ISIS. Neutron spectroscopic measurements were performed on powders as preliminary measurements found the signal from single crystals to be weak. High-energy measurements (>2 meV) on 32.6 g of \(\alpha\)-CoV\(_2\)O\(_8\) and 31.9 g of \(\alpha\)-ZnV\(_2\)O\(_8\) were performed on the direct-geometry MARI spectrometer. The \(t_0\) chopper was operated at 50 Hz in parallel with a Gd chopper spun at 350, 300, and 250 Hz with incident energies \(E_i = 150, 60,\) and 15 meV, respectively, providing an elastic resolution of 5.87, 1.82, and 0.321 meV, respectively. A thick disk chopper spun at 50 Hz was utilized downstream order was 60–monochromator–80°-sample-80°-analyzer-60°-detector. A top-loading Displex CCR provided an accessible temperature range of 5 to 600 K.

For lower energies, measurements on 15.1 g of \(\alpha\)-CoV\(_2\)O\(_8\) were performed on the indirect-geometry IRIS spectrometer. As an indirect-geometry spectrometer, the final energy \(E_f\) was fixed at 1.84 meV by cooled PG002 analyzer crystals in near-backscattering geometry. The graphite analyzers were cooled to reduce thermal diffuse scattering [73], providing an elastic resolution of 17.5 meV. A top-loading Displex CCR provided an accessible temperature range of 5 to 580 K.

Neutron powder diffraction. Neutron diffraction measurements on 1.8 g of polycrystalline \(\alpha\)-CoV\(_2\)O\(_8\) were performed on the BT-4 thermal triple-axis spectrometer [74] at the NIST Center for Neutron Research (NCNR). Incident and scattering neutron energies were set to 14.7 meV (\(\lambda = 2.3592\) Å), selected by vertically focusing PG002 monochromator and analyzer crystals with PG filters located before and after the sample to reduce higher-order neutron contamination. The Söller horizontal collimator configuration downstream order was 60–monochromator–80°-sample-80°-analyzer-60°-detector. A top-loading liquid helium 50 mm bore orange cryostat provided an accessible temperature range of 1.5 to 300 K. \(\theta\)-20 measurements were collected at both 3 K and 300 K over 2\(\theta\) = [15, 90\(^\circ\)] in 0.2° steps (\(\Omega = 0.695, 3.766\) Å\(^{-1}\) in 0.009 Å\(^{-1}\) steps). Magnetic order parameter measurements were performed at 2\(\theta\) = 41.6° (\(\Omega = 1.89\) Å\(^{-1}\) over \(T = [3, 32]\) K in 0.1 K steps.

III. RESULTS AND ANALYSIS

A. Crystal structure

As illustrated in Fig. 2(a) and summarized in Tables V and VI in Appendix A, single-crystal x-ray diffraction at 120 K confirmed an orthorhombic unit cell [\(a = 14.29344(4)\) Å, \(b = 9.8740(3)\) Å, \(c = 8.34000(3)\) Å] with a volume of 1185.60(6) Å\(^3\), corresponding to \(Z = 8\). Systematic extinctions provided \(Iba1\) [No. 72, Figs. 1(a) and 1(b)] and \(Iba2\) [No. 45, Fig. 1(d)] as possible space groups, with statistical analysis of the intensity data favoring the centrosymmetric \(Iba1\). In a procedure analogous to previous studies on hydrothermally grown single crystals, the structure was solved using a direct method [52]. The corresponding unit cell was found to consist of three metal sites with octahedral (16k), tetrahedral (8j), and trigonal bipyramidal (8j) coordination, with Co\(^{2+}\) and V\(^{3+}\) with half occupancies independently distributed over the 16k site and V\(^{3+}\) with full occupancies in the latter two 8j sites. Structural refinements utilizing 910 out of a total of 985 measured reflections confirmed two important conclusions.
FIG. 2. (a) Refinement of single-crystal x-ray diffraction data collected at 120 K yielding a refined \( Ibam \) unit cell \([a = 14.29344(4) \ \text{Å}, \ b = 9.8740(3) \ \text{Å}, \ c = 8.34000(3) \ \text{Å}]\), in agreement with previous studies \[52\]. (b) Temperature dependence of the dc magnetic susceptibility of \( \alpha \)-Co\( V_3O_8 \) in an external dc field \( \mu_0H_{\text{ext}} = 0.5 \ \text{T} \) applied parallel to the three principal axes. Red lines indicate Curie-Weiss fits to high-temperature data and are summarized by Table I. (c) Single-crystal neutron diffraction intensity pattern collected at 5 K in the \((H0L)\) scattering plane. Black ellipses indicate nuclear Bragg reflections. Arrows indicate strong magnetic Bragg reflections at \((-21-2)\) and \((212)\). (d) Refinement of single-crystal neutron diffraction data on a \( 0.4312 \ \text{g} \) single crystal of \( \alpha \)-Co\( V_3O_8 \) collected at 5 K. Schematic illustration of the refined magnetic structure of \( \alpha \)-Co\( V_3O_8 \) along the \((e) bc\) and \((f) ab\) planes with the \( \text{Co}^{2+} \) having 50% occupancy. The orientation of the refined magnetic moments on \( \text{Co}^{2+} \) are indicated by red arrows. (g) illustrates the ordered \( Iba2 \) space group with each \( \text{Co}^{2+} \) site fully occupied and the black octahedra representing \( \text{V}^{4+} \) sites. Both panels \((f)\) and \((g)\) show a single layer of \( \text{Co}^{2+} \) ions.
TABLE I. Curie-Weiss parameters (calculated over a range of 150 ≤ T ≤ 300 K) for α-CoV3O8 in an external dc field μ0Hext = 0.5 T applied parallel to the three principal axes. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Crystallographic Axis</th>
<th>C (emu K/mol)</th>
<th>ρ_eff (μB)</th>
<th>θ_CW (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>3.525(9)</td>
<td>5.310(7)</td>
<td>9.5(7)</td>
</tr>
<tr>
<td>b</td>
<td>3.31(2)</td>
<td>5.15(2)</td>
<td>2(1)</td>
</tr>
<tr>
<td>c</td>
<td>3.35(2)</td>
<td>5.180(2)</td>
<td>21.3(2)</td>
</tr>
<tr>
<td>Average</td>
<td>3.39(7)</td>
<td>5.213(7)</td>
<td>−3.2(4)</td>
</tr>
</tbody>
</table>

from previous studies [52,61]. First, Co2+ and V4+ are both randomly and equally distributed over the 16k site with refined occupancies of 0.506(6) and 0.494(4), respectively. Second, the large refined anisotropic displacements resulting from placing the O(5) oxygen in the $f'$ position with full occupancy support the local selection rule consisting of Co2+ and V4+ occupying respective positions on opposite sides of the O(5) bridging oxygen ligand, as illustrated in Fig. 1(c).

**B. dc magnetic susceptibility**

As summarized by Table I and Fig. 2, dc susceptibility measurements along all three principal axes indicate that α-CoV3O8 behaves as a Curie-Weiss paramagnet at high temperatures and undergoes an antiferromagnetic transition at 19.5(5) K, corresponding to a $T_N$ much greater than the previously reported $T_N$ of 8.2 K for crystals grown hydrothermally [52]. A fit of the high-temperature data [Fig. 2(b)] to the Curie-Weiss law yielded Curie-Weiss temperatures $\theta_{CW}$ of 9.5(7), 2(1), $-21.3(2)$ K for $\mu_0H_{ext}$ applied along a, b, and c, respectively. The small $\theta_{CW}$ with an average $\theta_{CW} = -3.2(4)$ K is suggestive of either weak exchange interactions or the presence of multiple and nearly canceling ferro-/antiferromagnetic interactions resulting in the experimentally observed small average. The differences in the constants measured along different directions is also indicative of an anisotropy in the system likely originating from the distortion of the local octahedra [60,75].

As illustrated in Fig. 2(b), the magnetization does not approach zero in the low-temperature limit after the antiferromagnetic transition. Instead, its value for all three principal axes plateaus at 2 K which indicates the possibility of the presence of paramagnetism at lower temperatures, although no measurements were conducted below 2 K. In contrast to the $d^7$ Co2+ moments that can couple via $e_g$ orbitals, coupling between the $d^1$ V4+ moments are exclusively via $t_{2g}$ orbitals which is predicted to be much weaker [76-78] and thus more likely to exhibit paramagnetic behavior. In fact, V4+ paramagnetism is supported by the observation that the saturated moment in the low-temperature limit corresponds to 0.150(2) $\mu_B$, a value consistent with the strongly reduced V4+ effective paramagnetic moment predicted to occur in the presence of strong spin-orbit coupling and octahedral distortions as has been previously observed experimentally in Na2V5O12 [79,80]. Finally, the average effective paramagnetic moment of 5.213(7) $\mu_B$ is smaller than the predicted moment of 5.6 $\mu_B$ for Co2+ in an octahedral environment as studied in CoO [81] and assuming a 1:1 ratio of high-spin Co2+ and V4+, confirming that both spin-orbit and distortion effects play a significant role [59,82] in the magnetism of α-CoV3O8, a topic that will be later addressed with inelastic neutron scattering.

**C. Magnetic structure**

As shown in Fig. 2(c) and summarized in Tables VII and VIII in Appendix A, single-crystal neutron diffraction confirmed both an absence of any structural distortion away from the $Ibam$ space group down to 5 K and the appearance of additional Bragg reflections confirming long-range magnetic ordering as measured by previous dc susceptibility measurements [52]. Since dc susceptibility measurements suggested that V4+ remained paramagnetic down to at least 2 K, the refinement of single-crystal neutron diffraction data collected at 5 K assumed that the magnetic Bragg reflections were exclusively due to Co2+ that were randomly distributed throughout the 16k metal sites. The random distribution of Co2+ was accomplished by constraining the occupancy of each metal site to a value of $\frac{1}{4}$. The additional magnetic Bragg reflections were successfully indexed using a propagation vector $k = (1, 1, 1)$ with the $PcIc$ (No. 56.376) Shubnikov space group [83]. The propagation vector $k = (1, 1, 1)$ was initially chosen as it corresponds to the first point of symmetry reduction by removing body-centering symmetry with the same structural unit cell [84]. Subsequently, utilizing the aforementioned value of $k$, a symmetry analysis was performed in JANA2006 [64]. With a $k = (1, 1, 1)$, the symmetry analysis considers which models were compatible—following the symmetry operations of the group, but excluding body-centering—with the restriction that moments at $(x, y, z)$ are antiferromagnetically aligned with those moments at $(x + \frac{1}{4}, y + \frac{1}{4}, z + \frac{1}{2})$. Four models were found to be compatible, with the $PcIc$ (No. 56.376) Shubnikov space group yielding the best match.

Table II summarizes the results of a joint nuclear and magnetic refinement utilizing 5086 out of a total of 5120 measured reflections at 5 K [Fig. 2(d)], confirming a strong preference for the $PcIc$ Shubnikov space group of $Ibam$ over $Pbca2$ of $Ibca2$. The refined magnetic moment for Co2+ was found to be $\mu = 3.53(2) \mu_B$ with $\mu_a$, $\mu_b$, and $\mu_c$, as 1.35(5) $\mu_B$, 1.16(5) $\mu_B$, and 1.30(6) $\mu_B$, respectively. α-CoV3O8 adopts a magnetic structure consisting of effective pairs of 2D layers...
in the $ab$ plane, separated from one another by a nonmagnetic layer consisting of tetrahedrally coordinated $V^{6+}$, as illustrated in Fig. 2(f). Within these 2D layers, $Co^{2+}$ spins are ferromagnetically coupled along both $a$ and $b$, corresponding to interchain superexchange interactions. These 2D layers come in pairs with each offset from one another by [0.1858a, 0.1508b, and 0.1194c] with the pair being antiferromagnetically coupled to the adjacent pair along $c$, corresponding to intrachain superexchange interactions.

**D. Inelastic neutron scattering**

Motivated by the random distribution of $Co^{2+}$ and $V^{4+}$, multiple ferro-/antiferromagnetic interactions, and the presence of strong spin-orbit coupling, the spin dynamics of $alpha-CoV_2O_6$ was investigated with inelastic neutron scattering. All inelastic scattering intensities were normalized to absolute units using the paramagnetic approximation [85]. Normalization was performed by using both $Co$ and $V$ as internal incoherent standards [86,87] to calculate an absolute calibration constant. A converting vanadium-corrected scattering intensities $I(Q,E)$ to the differential scattering cross section $\frac{d^2\sigma}{dE d\Omega}$ which was then converted to the dynamic structure factor $S(Q,E)$ by

$$Af(Q,E) = \frac{d^2\sigma}{dE d\Omega}(2 g_j^2) |f(Q)|^2 S(Q,E),$$

where it is understood [88] that $S(Q,E)$ is $S^\alpha(Q,E) = N \delta(Q,E), \frac{g_j^2}{2}$ and $g_j$ are 73 mb s$^{-1}$ and the Landé $g$ factor, respectively, while the factor of 2 corresponds to the paramagnetic cross section [85,87,89,90]. The value for the Landé $g$ factor is discussed in Appendix B2. Hereafter, all neutron scattering quantities with a tilde [for example $\tilde{S}(Q,E)$] denote the inclusion of the magnetic form factor squared $|f(Q)|^2$.

**1. Spin-orbit transitions**

As discussed in Appendix B1, $Co^{2+} (L = 3$ and $S = \frac{1}{2})$ in an octahedral crystal field environment can be projected onto a single site with an effective orbital angular momentum of $l = 1$ with a projection factor $\alpha$ of $-\frac{1}{2}$ [60,75,81]. Diagonalizing the projected spin-orbit Hamiltonian $H_{SO} = \alpha \hat{S} \cdot \hat{L}$ results in three spin-orbit manifolds characterized by an effective angular momentum $j = 1 - \frac{1}{2}$ with eigenvalues $j = \frac{1}{2}, \frac{3}{2},$ and $\frac{5}{2}$ [91–93]. The $j = \frac{1}{2}$ and $\frac{3}{2}$ manifolds are separated in energy from the $j = \frac{5}{2}$ ground state doublet manifold by $\frac{2}{\alpha} \delta$ and $2 \alpha \delta$, respectively [75]. For pure $CoO$ [91], $|\alpha| \approx 24$ meV, and therefore for an undistorted octahedra, one would expect a crystal field excitation at $\sim 36$ meV. In this section, we study the magnetic excitations in $alpha-CoV_2O_6$ in order to determine whether its ground state can be considered as $j_{eff} = \frac{1}{2}$.

Given that only small single crystals were available of $alpha-CoV_2O_6$, preliminary neutron inelastic scattering data failed to produce a measurable signal. To extract information on the low-temperature magnetic dynamics, we therefore used powders and time-of-flight neutron spectroscopy techniques. Neutron inelastic scattering measurements [Figs. 3(a)–3(c)] on polycrystalline $alpha-CoV_2O_6$ with an $E_i = 150, 60,$ and 15 meV, respectively at 5 K revealed two clear low-$E$ excitations at $\sim 5$ meV and $\sim 25$ meV. To prevent any weak magnetic signal of interest from being masked by strong phonon bands, a scaled inelastic scattering spectrum $\gamma S(Q,E)$ of an approximate isostructural compound $alpha-ZnV_2O_6$ [53] collected with identical experimental conditions was subtracted as a background [94]. Neutron inelastic scattering investigations of $alpha-ZnV_2O_6$ on MARI found no evidence of correlated $V^{4+}$ moments over the energy range reported here. The scaling factor $\gamma$ for the background was calculated from the ratio between energy-integrated cuts of $\tilde{S}(Q,E)$ of $alpha-CoV_2O_6$ and $alpha-ZnV_2O_6$ along $Q$ at high $Q$, thereby normalizing by the phonon scattering. The use of $alpha-ZnV_2O_6$ as a background not only removes the constant and $Q^2$-dependent background contributions but the presence of $V^{4+}$ in both compounds allows for the isolation of magnetic fluctuations solely attributable to $Co^{2+}$. As illustrated in Figs. 3(d)–3(g), the use of $alpha-ZnV_2O_6$ as an effective background revealed that the origin of the low-$E$ excitations must be due to $Co^{2+}$ exclusively, excluding the possibility of any contribution from $V^{4+}$.

Following the analysis of inelastic scattering measurements on monoclinic and triclinic polymorphs of $CoV_3O_8$ [60], the low-$E$ excitations in $alpha-CoV_2O_6$ can be understood as transitions between different spin-orbit manifolds. A comparison between the inelastic spectra of $CoV_2O_6$ and $alpha-CoV_2O_6$ suggests that the excitations at $\sim 5$ meV and $\sim 25$ meV are due to transitions within the $j_{eff} = \frac{1}{2}$ manifold and between the $j_{eff} = \frac{1}{2}$ and $j_{eff} = \frac{3}{2}$ manifolds, respectively. In $alpha-CoV_2O_6$, these modes appear much broader than in $CoV_3O_8$, this will be discussed later. Such an assignment is supported by the observation that the transition at $\sim 5$ meV is gapped at 5 K in the magnetically ordered phase, as illustrated in Figs. 5(a) and 5(b). Such a gap would be a consequence of the Zeeman splitting of the $j_{eff} = \frac{1}{2}$ manifold due to the internal molecular field caused by long-range ordering in the Néel phase [60]. Once the temperature is raised above $T_N$, the molecular field would be significantly reduced due to the loss of magnetic order, resulting in the disappearance of a gap, as is experimentally observed in Fig. 3(g).

In the context of this assignment in terms of $j_{eff}$ spin-orbit split manifolds, a difference between $alpha-CoV_2O_6$ and monoclinic $alpha-CoV_2O_6$ is the absence of an observable $\sim 110$ meV magnetic excitation [Fig. 3(a)]. As was previously calculated for $CoV_3O_6$ [60], in addition to the strong excitations for the intra-$j_{eff} = \frac{1}{2}$ and the $j_{eff} = \frac{1}{2}$ to $j_{eff} = \frac{3}{2}$ transitions, the intensity of the $j_{eff} = \frac{1}{2}$ to $j_{eff} = \frac{3}{2}$ transition scales with the distortion of the local coordination octahedra [95,96] with the transition being absent for a perfect octahedra like in rocksalt and cubic $CoO$ [91]. The distortion of the local octahedra can quantified by the parameter $\delta$ defined by

$$\delta = \frac{1}{N^2} \sum_i \left( \frac{d_i - \langle d \rangle}{\langle d \rangle} \right)^2 \times 10^4,$$

where $N = 6$ and $(d)$ denotes the average distance [60,97]. $alpha-CoV_2O_6$ exhibits a much weaker octahedral distortion ($\delta = 11.106(8)$) than $alpha-CoV_2O_6$ ($\delta = 55$) and is thus expected to have a significantly weaker intensity. This is also in agreement with previous results on triclinic $\gamma-CoV_2O_6$ (with $\delta = 2.1$ and 4.8 for the two different $Co^{2+}$ sites) which failed to observe a
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2. Total moment sum rule
To confirm the assignment of the 5 meV signal as excitations within the ground state $j_{\text{eff}} = \frac{1}{2}$ manifold, the total integrated spectral weight at 5 K of the lowest-lying excitation was calculated. As summarized by the total moment sum rule of neutron scattering [87,100–103], the sum of all spectral weights is defined by

$$3 \int d^3Q \int dE S(Q, E) = j(j + 1).$$

(3)

where $S(Q, E) \equiv S^{M}(Q, E)$ denotes the magnetic component of the dynamic structure factor $S_{\text{tot}}(Q, E)$ that has been further renormalized by $|f(Q)|^2$. The extra factor of 3 has been included to assure consistency with the definition of $S(Q, E) \equiv S^{M}(Q, E)$ given by Eq. (1) in the paramagnetic approximation. A measurement of the integrated intensity is therefore sensitive to the effective $j$ of the manifold of levels being integrated over. Equation (3) can be simplified by integrating out the angular dependence and canceling common terms resulting in an integral $L$ defined by

$$L(|Q|) = \frac{3 \int d|Q| |Q|^2 \int dE S(|Q|, E) \int d|Q| |Q|^2}{\int d|Q| |Q|^2}.$$  

(4)

The total integral $L$ is uniquely a function of $|Q|$ and represents an integration of the magnetic density of states over all energies including both elastic and inelastic channels in the cross section [87]. With $j_{\text{eff}} = \frac{1}{2}$, the total moment sum rule [Eq. (3)] would predict a value of 0.75 for the total integrated intensity.

Since the assignment discussed above based on spin-orbit transitions assumes that the ~5 meV excitation and the elastic cross section is exclusively due to excitations within the $j_{\text{eff}} = \frac{1}{2}$ manifold, all quantities in Eq. (3) were projected onto the ground state doublet manifold by the projection theorem of angular momentum [93,94,104]. As discussed in Appendix B2, the projection onto the ground state doublet required defining the projected value of the Landé g factor $g_J$ as $g'_J = \frac{2}{3}$ and the effective angular momentum $j_{\text{eff}}$ as $\frac{1}{2}$ [75,105]. As illustrated in Fig. 4, the total integrated inelastic intensity given by $L(|Q|)$ [Eq. (4)] saturates at 0.15(1). Combining the total integral of the inelastic contribution and an elastic contribution [106] of $(\frac{3}{2\pi})^2 = 0.66$ yields a total integral of 0.81 ± 0.14, in excellent agreement with the total moment prediction for $j_{\text{eff}} = \frac{1}{2}$ of 0.75. The agreement further confirms our assignment of the low-energy excitations to...
transitions within the ground state \( j_{\text{eff}} = \frac{1}{2} \) spin-orbit doublet manifold.

With the low-energy excitations being successfully approximated by pure \( j_{\text{eff}} \) manifolds, we may now rationalize the effective paramagnetic moment \( p_{\text{eff}} \) of 5.213(7) \( \mu_B \) that was calculated from dc susceptibility. Given that the \( j_{\text{eff}} = \frac{1}{2} \) and \( j_{\text{eff}} = \frac{3}{2} \) manifolds are separated by ~24 meV (~278 K), both are significantly thermally populated at the high temperatures used for the Curie-Weiss fit. In such a high-temperature regime, we would expect a \( p_{\text{eff}} \) of \( g_\psi \sqrt{3(3 + 1)} = 3.9 \mu_B \), which is significantly less than the measured value as has been commonly observed for other magnets based on Co\(^{2+}\) in octahedral coordination [59,60,92,107]. The extra component measured with susceptibility may be accounted for by noting that V\(^{4+}\) contributes \( g_\psi \sqrt{3(3 + 1)} = 1.7 \mu_B \). Therefore the addition of the contributions to \( p_{\text{eff}} \) from both Co\(^{2+}\) and V\(^{4+}\) corresponds to a total predicted \( p_{\text{eff}} \) of 5.6 \( \mu_B \), in close agreement with the experimental data, with the small discrepancy potentially attributable to the fact that the \( j_{\text{eff}} = \frac{3}{2} \) manifold is still not significantly populated at \( T \sim 300 \) K. However it is worth noting that an additional and distinct possibility for a much larger measured effective paramagnetic moment may be a strong orbital contribution as has been observed for the case of CoO [108,109], where the orbital contribution is significant, corresponding to approximately \( \frac{1}{3} \) of the total ordered moment.

E. Critical exponents

Despite the similarities between the inelastic spectra of \( \alpha \)-Co\(^{2+}\)O\(_3\) and Co\(^{2+}\)O\(_6\), one difference is the bandwidth of the low-energy excitation that we have assigned to the \( j_{\text{eff}} = \frac{1}{2} \) manifold. As illustrated in Fig. 3(g), in contrast to both polymorphs of Co\(^{2+}\)O\(_3\), \( \alpha \)-Co\(^{2+}\)O\(_3\) exhibits a broad peak in energy whose bandwidth is approximately 20 times that of instrumental resolution. Such a large bandwidth could be accounted for by magnetic exchange coupling between spins [60,110,111]. However, an alternative explanation may lie in the intrinsic cationic disorder inherent to the disordered \( Ibam \) structure of \( \alpha \)-Co\(^{2+}\)O\(_3\) [52]. Such large cationic disorder would result in a distribution of cationic sites and correspondingly a spread of spin-orbit transitions as has been shown for multiple doped systems [46,49,112–116], and thus perhaps such disorder may also explain the large bandwidth in \( \alpha \)-Co\(^{2+}\)O\(_3\) due to a distribution of molecular fields splitting the \( j_{\text{eff}} = \frac{1}{2} \) manifold. We investigate this possibility in this section using scaling.

1. Scaling analysis

The presence of such disorder would result in temperature being the dominant energy scale. To investigate this possibility, the temperature dependence of the Co\(^{2+}\) spin fluctuations was analyzed using a scaling analysis previously employed for the charge-doped cuprates [117–121]. For paramagnetic fluctuations, critical scattering theory assumes that a single energy scale, the relaxation rate \( \Gamma \), is dominant [122]. If \( \Gamma \) is driven by temperature, then it can be shown that the energy-temperature dependence of the uniform dynamic susceptibility \( \chi' (E, T) \), follows scaling [117,118] given by

\[
\frac{\chi'(T, E)}{\chi'(T = 0, K, E)} = \arctan \left( \sum_{i=0}^{n} \frac{E}{T} \lambda_{i+1} \right),
\]

where \( \chi'(T = 0, K, E) \) denotes the value of \( \chi'' \) in the limit of \( T = 0 \) K and all even powers are excluded in the sum to satisfy detailed balance, requiring \( \chi'' \) to be an odd function of energy [120]. For this particular analysis, the value of \( \chi'(T, E) \) was calculated by first subtracting a temperature-independent background from the measured \( S(T, Q, E) \). The contribution of the background was determined by an algorithm previously employed for Fe\(_{1-x}\)Te\(_{0.3}\)Se\(_{0.7} \) [123] and polymer quantum magnets [124]. The algorithm is based on the requirement that all inelastic scattering must obey detailed balance accounting for both sample environment and other temperature-independent scattering contributions, and thus isolating the fluctuations exclusively due to Co\(^{2+}\). The background-subtracted dynamic structure factor was then converted to \( \chi'(T, Q, E) \) via the fluctuation-dissipation theorem [125]

\[
\chi'(T, Q, E) = g^2 \lambda_{\mu_B} \pi \left\{ \frac{1}{n(E, T) + 1} \right\} S(T, Q, E),
\]

where \( n(E, T) \) is the Bose factor. Finally, \( \chi'(T, Q, E) \) was integrated over \( |Q| = [0, 3] \) and \( [0, 2] \) \( \text{Å}^{-1} \) for measurements on MARI and IRIS, respectively. As illustrated in Fig. 5(c), \( \frac{\chi'}{T} \) scaling adequately accounts for the experimental data with the need for only two refined constants of 3.2(1) and 0.8(2) for \( \alpha_0 \) and \( \alpha_2 \), respectively, since the inclusion of higher-order terms in Eq. (5) did not improve the fit. The success of \( \frac{\chi'}{T} \) scaling
where $\chi'$ denotes the static susceptibility and $\Gamma \propto E^{-1}$, where $\xi$ is the correlation length [136]. If one assumes both the single energy scale $\Gamma = \gamma(T - T_N)^\nu$ and the static susceptibility $\chi' = \gamma N$ where $\gamma$ and $C$ are constants, then Eq. (7) assumes the form

$$\chi'' = \frac{C}{\gamma(T - T_N)^\nu \left(1 + \frac{E}{1 + (\gamma(T - T_N)^\nu)^{\frac{1}{\beta}}}ight)}.$$  

(8)

The first assumption leading to Eq. (8) stems from the fact that the scaling properties of the dynamics are being investigated near the vicinity of an ordering transition at $T_N \sim 19$ K and not a quantum critical point as in the cuprates and heavy-fermion systems [106,128,137], a fact that was reflected in Fig. 5(c) by defining $\chi'(T = 0, E)$ as the value at 24 K. The second assumption is based on the paramagnetic behavior observed with dc susceptibility at high temperatures, suggesting $\chi'$ should adopt a Curie-Weiss form [106,117]. As illustrated in Fig. 5(d), the scaling relation [Eq. (8)] provides a good description of the experimental data over four orders of magnitude in $\frac{E}{T}$, yielding a refined $\nu$ of 0.636(10). It is important to note that the refined value of $\nu$ is not consistent with random dilute 3D Ising behavior where $\nu = 0.683(2)$, but instead is consistent with the ordered 3D Ising universality class with a $\nu = 0.631(2)$ [122,138–142]. While scaling and critical scattering typically only apply near the phase transition, work on other transition-metal-based compounds has found critical scattering that scales up to high temperatures in the paramagnetic regime [110,143].

2. Magnetic order parameter

The scaling analysis in the previous section found that the critical fluctuations are both consistent with an ordered three-dimensional Ising universality class and with the dc susceptibility data presented above. Consequently, while the excitations are separated into distinct $j \times \alpha$ manifolds, the scaling analysis indicates that the distortion does introduce an anisotropy term in the magnetic Hamiltonian influencing the critical dynamics outlined in the previous section. In an attempt to further deduce the universality class of $\alpha$-Co$_{3}$VO$_{8}$, neutron diffraction measurements were performed on polycrystalline $\alpha$-Co$_{3}$VO$_{8}$ to extract further critical exponents. As illustrated in Fig. 6(a), polycrystalline $\alpha$-Co$_{3}$VO$_{8}$ exhibits long-range magnetic ordering at 3 K, in agreement with both single-crytal dc susceptibility [Fig. 2(b)] and single-crystal neutron diffraction [Fig. 2(c)] measurements. The temperature dependence of the scattering intensity of the (212) magnetic Bragg reflection is displayed in Fig. 6(b), corresponding to the square of the magnetic order parameter $\phi$, given by the power-law dependence [144]

$$I(T) \equiv \phi^2(T) \propto (T_N - T)^{\beta\phi}.$$  

(9)

yields a refined $T_N$ of 18.8(6) K in agreement with dc susceptibility measurements and a refined $\beta$ of 0.28(7). Although the value of $\beta$ is in agreement with the predicted value of 0.326 for the ordered 3D Ising universality class [122], the large statistical error also implies agreement with the predicted value for the random dilute 3D Ising model of 0.35 [138–141]. Therefore, the critical magnetic fluctuations are in agreement
with expectations from both ordered and disordered 3D Ising behavior.

F. First moment sum rule, local cation ordering, and single-mode approximation

In order to deduce further information concerning both the dimensionality \( d \) and the microscopic exchange constants \( J \), a combination of the first moment sum rule of neutron scattering and the single-mode approximation was employed. The determination of the values for \( J \) and \( d \) begins with the Hohenberg-Brinkman first moment sum rule [145] given by

\[
\langle E \rangle(Q) = \int dE E S(Q, E) = -\frac{2}{3} \sum_{i,j} n_{ij} J_{ij} \langle \hat{S}_i \cdot \hat{S}_j \rangle (1 - \cos(\mathbf{Q} \cdot \mathbf{d}_{ij})) \tag{10}
\]

and its powder average

\[
\langle E \rangle(Q) = -\frac{2}{3} \sum_{i,j} n_{ij} J_{ij} \langle \hat{S}_i \cdot \hat{S}_j \rangle \left(1 - \frac{\sin(|\mathbf{Q}| \mathbf{d}_{ij})}{|\mathbf{Q}| |\mathbf{d}_{ij}|} \right), \tag{11}
\]

as derived in Appendix C, where \( n_{ij}, J_{ij}, \langle \hat{S}_i \cdot \hat{S}_j \rangle \), and \( \mathbf{d}_{ij} \) denote the number of individual exchange interactions, the exchange constant, the spin-spin correlator, and the displacement vector between spins at sites \( i \) and \( j \), respectively [60,102,146]. Since all of the inelastic intensity measured at 5 K on MARI with an \( E_i = 15 \) meV shown in Fig. 3(g) corresponds to excitations within the ground state \( j_{\alpha} = \frac{1}{2} \), proven by the total moment sum rule, then the single-mode approximation (SMA) can be applied [102,147]. The single-mode approximation, applicable to a situation where the excitation spectrum is dominated by a single coherent mode, allows for the dynamic structure factor to be written as

\[
S(Q, E) = S(Q) \delta(E - E_\alpha) = S(Q) \delta(|\mathbf{Q}| - E_\alpha), \tag{12}
\]

where \( \delta(E - E_\alpha) \) assures energy conservation [60,87,100,124,148]. Applying the single-mode approximation to the first moment sum rule yields

\[
S(Q, E) = -\frac{2}{3} \sum_{i,j} n_{ij} J_{ij} \langle \hat{S}_i \cdot \hat{S}_j \rangle (1 - \cos(\mathbf{Q} \cdot \mathbf{d}_{ij})).
\]

providing a quantitative relationship between \( S(Q, E) \) and the dispersion \( \epsilon(\mathbf{Q}) \) and by extension, a measure of the dimensionality [60,87,149,150]. For numerical purposes, the delta function was approximated as a Lorentzian with a FWHM equal to that of the calculated experimental resolution width of 0.24 meV at 5 meV transfer on MARI. Equations (10)–(12) assume the presence of Heisenberg exchange and thus exclude exchange anisotropy [60,100,147]. It is important to note that the exclusion of any anisotropy terms is simply a first approximation based on the success of the isotropic exchange model to account for experimental data in a variety of other \( \text{Co}^{2+} \)-based systems such as \( \text{Co}_{2} \text{O}_{6}, \text{K}_{3} \text{Mn}_{2} \text{CoF}_{5} \), and \( \text{Mn}_{1} \text{CoF}_{2} \) [13,60,92,105,151]. In fact, there is evidence that anisotropic exchange is not negligible in \( \text{Co}_{2} \text{O}_{6} \). Such experimental evidence includes equal intensities for transitions within the ground state manifold and between the ground state and first excited state manifolds [75,92], as illustrated in Fig. 3(f). Another piece of evidence is the presence of a weak signal at \( \sim 1 \) meV at low-energy transfer measurements, as illustrated in Fig. 3(g), that may be indicative of anisotropic breakdown of magnetic excitations [60,75,87,100,152]. The non-negligible value of anisotropic exchange in \( \text{Co}_{2} \text{O}_{6} \) is indeed expected due to the distorted octahedra around \( \text{Co}^{2+} \) (\( \delta \sim 11 \)) and has been observed in \( \alpha \)-\( \text{Co}_{2} \text{O}_{6} \) with similar distortion parameters [60,82] but will be excluded in the context of the current discussion.

1. First moment sum rule and cation order

This section utilizes the first moment sum rule of neutron scattering to provide an estimate of the exchange constants in \( \alpha \)-\( \text{Co}_{2} \text{O}_{6} \). Figure 7(a) shows that the background-subtracted first moment \( \langle E \rangle(Q) \) at 5 K was successfully described by the powder-averaged first moment sum rule [Eq. (11)] incorporating all possible \( 15 \text{Co}^{2+} \text{-Co}^{2+} \) distances in the \( \alpha \)-\( \text{Co}_{2} \text{O}_{6} \) unit cell from \( |\mathbf{d}_{ij}| = 3.209, 7.669 \) Å. As summarized by Table III, a least-squares optimization revealed that only six unique distances possess non-negligible \( -n_{ij} J_{ij} (\hat{\mathbf{d}}_{ij} \cdot \mathbf{j}) \) values, where the use of \( \mathbf{j} \) in the correlator instead of \( \hat{\mathbf{S}} \) is due to the normalization process. Two particular distances with negligible \( -n_{ij} J_{ij} (\hat{\mathbf{d}}_{ij} \cdot \mathbf{j}) \) contributions are 3.209 Å and 3.540 Å, corresponding to the nearest neighbor and metal site distances across the O(5) bridging ligand, respectively. The absence of the latter is expected due to the local selection rule [52] as illustrated in Fig. 1(c), but the absence of the nearest neighbor distance is inconsistent with a random distribution of \( \text{Co}^{2+} \) inherent to the disordered \( \text{Ibam} \) structure previously deduced by diffraction measurements that are summarized in Fig. 2. Upon closer inspection of the \( \alpha \)-\( \text{Co}_{2} \text{O}_{6} \) unit cell, these six distances were shown to correspond to the unique distances found exclusively
FIG. 7. (a) \( |Q| \) dependence of the background-subtracted first moment \( \tilde{\langle E \rangle} \) as measured on MARI at \( T = 5 \) K with an \( E_i = 15 \) meV integrated over \( E = [2, 8] \) meV. A fit to the first moment sum rule [Eq. (11)] reveals that only six distances \( |d_{ij}| \) out to 7.5 Å possess non-negligible \( n_{ij} \) values as illustrated in (b), and summarized in Table III. For the purposes of comparison, distances present only in the ordered and disordered atomic arrangements are distinguished by purple and dark pink outline colors, respectively. Distances with non-negligible \( n_{ij} \) contributions have a face color corresponding to the illustration of the corresponding six interactions along the (c) \( bc \) and (d) \( ac \) planes of the \( \alpha \)-CoV\textsubscript{3}O\textsubscript{8} unit cell. Both nonbridging oxygen atoms have been excluded and V\textsuperscript{4+} ions have been reduced in size for the purposes of clarity.

Two particular distances, 3.209 Å and 3.540 Å, are absent as noted in (a), corresponding to nearest neighbor and bridging metal site distances, respectively. in the ordered \( Ib\alpha2 \) structure [53] as illustrated in Figs. 7(c) and 7(d), confirming an ordered arrangement of Co\textsuperscript{2+}.

While this analysis indicates the distances are consistent with the ordered \( Ib\alpha2 \) structure, there are two potential caveats. Because we measure the product \(-n_{ij} J_{ij} (\hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j)\), (i) the value of \( n_{ij} \) may not be negligible but instead it may be the correlator \( (\hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j) \) whose value is negligible; (ii) and/or the exchange constants \( J_{ij} \) may themselves be negligible. To address issue (i), we have calculated the correlator \( (\hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j) \) based on energy-integrated magnetic diffraction data (Table III) and found it to be substantial for all distances. We address argument (ii) by pointing out that some distances with negligible \(-n_{ij} J_{ij} (\hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j)\) have a Co\textsuperscript{2+}-O\textsuperscript{2-}-Co\textsuperscript{2+} angle close to 180°, predicted by the Goodenough-Kanamori-Anderson rules to yield strong antiferromagnetic exchange [76–78].

We now extract the exchange constants \( J_{ij} \) by dividing out the correlator from the \(-n_{ij} J_{ij} (\hat{\mathbf{j}}_i \cdot \hat{\mathbf{j}}_j)\). By inserting the 6 values of \( n_{ij} J_{ij} \) in the mean-field expression for the Curie-Weiss temperature [153,154]

\[
\tilde{\theta}_{\text{CW}} = -\frac{S(S+1) \sum n_{ij} J_{ij}}{3\xi},
\]

where \( \xi \) is a scale factor of 1.9 calculated by Kanamori [81], one obtains \(-0.24(15) \) K, a value that is both small and negative, in agreement with the experimentally determined value of \(-3.2(4) \) K. The close similarity between the calculated and experimentally determined values of \( \tilde{\theta}_{\text{CW}} \) lends support to the idea that the analysis assumes isotropic exchange and thus assumes an isotropic part of the magnetic Hamiltonian is dominant. While susceptibility data indicate some anisotropy, the similarity between the extracted exchange constants and the \( \tilde{\theta}_{\text{CW}} \) lends...
TABLE III. Distances $|d_{ij}|$ with corresponding non-negligible refined values of $-n_{ij}J_{ij}(\hat{j}_i \cdot \hat{j}_j)$ and $n_{ij}J_{ij}$ from the fit of the first moment $\langle E(Q) \rangle (E = [2, 8] \text{ meV})$ at 5 K to the first moment sum rule [145]. The corresponding calculated spin-orbit corrected Curie-Weiss constant $\theta_{\text{cw}}$ [Eq. (13)] is in close agreement with the experimentally determined Curie-Weiss constant averaged over all three three principal directions $\theta_{\text{cw,exp}}$. Numbers in parentheses indicate statistical errors.

| $|d_{ij}|$ (Å) | $-n_{ij}J_{ij}(\hat{j}_i \cdot \hat{j}_j)$ (meV f.u.$^{-1}$) | $n_{ij}J_{ij}$ (meV f.u.$^{-1}$) |
|---|---|---|
| 5.200(2) | 0.023(1) | −0.420(2) | 0.055(1) |
| 5.395(3) | 0.173(1) | −0.594(3) | 0.30(1) |
| 5.608(14) | 0.016(2) | 0.484(2) | −0.03(1) |
| 5.649(4) | 0.099(2) | 0.417(3) | −0.24(1) |
| 6.168(3) | 0.001(1) | −0.483(3) | 0.17(1) |
| 7.332(9) | 0.13(1) | 0.595(4) | −0.22(1) |
| $\theta_{\text{cw,exp}}$ & −3.2(4) K |
| $\theta_{\text{cw}}$ & −0.24(15) K |

support for the isotropic approximation, while the slightly larger negative measured value may possibly be indicative of some anisotropic contributions. Future advances in both single-crystal growth of this material and also higher flux neutron instrumentation will allow single-crystal data to be obtained and the parameters refined.

2. Single-mode approximation and dimensionality

Since the first moment sum rule indicates the presence of multiple unique interactions spanning all three crystallographic directions in the $Iba_2$ structure [53], it was suspected that a more intricate dispersion relation should be chosen for Eq. (12), such as the expression given by

$$
\epsilon(Q) = B_0 + B_1 \cos(2\pi h) + B_2 \cos(2\pi k) + B_3 \cos(2\pi l) + B_4 \cos(2\pi (h+k)) + B_5 \cos(2\pi (h-l)) + B_6 \cos(2\pi (k+l)) + B_7 \cos(2\pi (k-l)) + B_8 \cos(4\pi h) + B_9 \cos(4\pi k) + B_{10} \cos(4\pi l))^{-1},
$$

where $B_i$ are the dispersion parameters. The dispersion relation $\epsilon(Q)$ in Eq. (14) satisfies Bloch’s theorem [89] and has been previously used to parametrize the dispersion for more complex systems involving multiple exchange interaction pathways such as PHCC [100], whose large dispersions could not be adequately described with the heuristic model

$$
\epsilon(Q) = \beta_0 + \sum \beta_i \cos(Q \cdot d_{ij}).
$$

As a first approximation, the parameters in Eq. (14) involving interactions between the principal axes were set to zero and each parameter along a particular principal axis was set to be equal (e.g., $B_{10} = B_{11}$). This simple model effectively reduces Eq. (14) to the aforementioned simple heuristic model [60,124,155] and treats every exchange interaction as a combination of interactions along the three principal axes. As illustrated in Fig. 8, all major features of $\tilde{S}_0(Q, E)$

![FIG. 8. (a) $\tilde{S}_0(Q, E)$ measured on MARI at $T = 5$ K with an $E_c = 15$ meV. (b) $\tilde{S}_0(Q, E)$ calculated by the optimization of all parameters $B_i$ in the heuristic model of $\epsilon(Q)$ in the single-mode approximation of $\tilde{S}(Q, E)$ utilizing the refined values of $-n_{ij}J_{ij}(\hat{j}_i \cdot \hat{j}_j)$ from the first moment sum rule. (c) Comparison of $|Q|^2$-integrated cuts $\langle |Q|^2 \rangle = \{0, 3\}$ Å$^{-1}$) of measured and calculated $\tilde{S}_0(Q, E)$. For the purposes of comparison, nonoptimized $|Q|^2$-integrated cuts for all three types of dimensionality $d$ are also presented. These cuts assume both that $\epsilon(Q)$ possesses the same gap parameter $B_0$ obtained from the 3D SMA fit in (b) and that each permissible set of parameters is equally weighted. (d) Comparison of the measured and calculated $|Q|$ dependence of the first moment $\langle E \rangle$ integrated over $E = [2, 8]$ meV.]

collected at 5 K, including the large bandwidth, were successfully accounted for by a least-squares optimization of the dispersion parameters. As summarized in Table IV, the refined dispersion parameters indicate the presence of three-
dimensional magnetism, consistent with the lack of significant asymmetry in the $Q^\text{integrated}$ cut $S_{Q}(E)_{TQ}$ displayed in Fig. 8(c), as would be expected for both 1D and 2D magnetic fluctuations [87,156,157]. As summarized by Table IV, the dispersion parameters along $h$ and $l$ are both negative while the dispersion parameters along $k$ are positive with a larger magnitude. Both the signs and relative magnitudes of the dispersion parameters can be reconciled using the spin-flip averaging and not due to the underlying disorder.

The broadening of the magnetic excitations is due to powder the critical scaling analysis and thus further evidence that the averaged magnetic dynamic response in terms of a coherent critical exponent $\alpha$ is consistent with pure 3D Ising behavior. The presence of a second magnetic disordered ranges from a Griffiths phase where local order is present [165]. However, the 2D K and a Weiss temperature of $T_N \sim 8.2$ K and a Weiss temperature of $\sim 32.1$ K, correspond- ing to a frustration index $f \sim 4$, indicating evidence for sig- nificant frustration. Such contrasting behavior provides strong evidence that sample dependence may play a significant role in determining the magnetic properties of $\alpha$-CoV$_3$O$_8$, as has been consistently observed for the dilute antiferromagnets, whose response functions are significantly influenced by both sample quality and nonequilibrium physics [1,13,161]. The particular dependence on sample quality can be partially ra- tionalized using recent work by Volkova [164] on $\alpha$-ZnV$_3$O$_8$. Numerical simulations indicated that although the ordered-Iba2 arrangement was predicted to exhibit minimal frustration, on one instead assumed a disordered-Ibam arrangement, significant magnetic frustration was predicted to manifest itself as competing interchain couplings of similar magnitudes in the presence of a dominant antiferromagnetic intrachain coupling. The contrasting behavior between Iba2 and Ibam cationic arrangement may provide an explanation for the aforementioned difference in the experimentally determined frustration indices with samples possessing more disorder exhibiting a larger value of $f$.

A further limitation concerns the nature of the compet- ing ferromagnetic and antiferromagnetic interactions in $\alpha$-CoV$_3$O$_8$. In contrast to the Fe$_x$Zn$_{1-x}$F$_2$ series [13,49,161], $\alpha$-CoV$_3$O$_8$ exhibits both distinct ferromagnetic interchain and antiferromagnetic intrachain coupling along the $ab$ plane and along $c$, respectively. Both ferromagnetic and antiferromag- netic coupling possess similar magnitudes as proven by their near cancellation, corresponding to a Weiss temperature near zero. With a Weiss temperature near zero, combined with a $T_N \sim 19$ K, the frustration index $f = |\frac{\partial \ln \chi}{\partial T}| \lesssim 1$ implies the absence of frustration, a key contributor to the rich phase di- agram of the dilute 3D Ising antiferromagnets [6]. To address the concurrent presence of both ferromagnetic and antiferromag- netic couplings, it is worth noting that such a situation is reminiscent of another random dilute 3D Ising magnet system Fe$_x$Mg$_{1-x}$Cl$_2$ where $x > 0.55$, a series of compounds whose magnetic properties have been shown consistently to be qualitatively similar to that of Fe$_x$Zn$_{1-x}$F$_2$ [162,163]. To address the absence of frustration, it is worth noting that in contrast to the current study, previous work [52] on smaller hydrothermally grown crystals of $\alpha$-CoV$_3$O$_8$ reported a $T_N = 8.2$ K and a Weiss temperature of $\sim 32.1$ K, correspond- ing to a frustration index $f \sim 4$, indicating evidence for sig- nificant frustration. Such contrasting behavior provides strong evidence that sample dependence may play a significant role in determining the magnetic properties of $\alpha$-CoV$_3$O$_8$, as has been consistently observed for the dilute antiferromagnets, whose response functions are significantly influenced by both sample quality and nonequilibrium physics [1,13,161]. The particular dependence on sample quality can be partially ra- tionalized using recent work by Volkova [164] on $\alpha$-ZnV$_3$O$_8$. Numerical simulations indicated that although the ordered-Iba2 arrangement was predicted to exhibit minimal frustration, on one instead assumed a disordered-Ibam arrangement, significant magnetic frustration was predicted to manifest itself as competing interchain couplings of similar magnitudes in the presence of a dominant antiferromagnetic intrachain coupling. The contrasting behavior between Iba2 and Ibam cationic arrangement may provide an explanation for the aforementioned difference in the experimentally determined frustration indices with samples possessing more disorder exhibiting a larger value of $f$.

B. Disordered Ibam versus ordered Iba2?

A contradiction arises from a combined analysis of x-ray and neutron diffraction, dc susceptibility, and inelastic neutron spectroscopy measurements in that the disordered-Ibam structure is derived from diffraction measurements; however the dynamics are more consistent with an ordered-Iba2 ar- rangement of Co$^{2+}$ ions. Diffraction $\alpha$-CoV$_3$O$_8$ therefore appears to be magnetically ordered for longer length scales. The disorder in $\alpha$-CoV$_3$O$_8$ differs from a Griffiths phase where local order is present and may be more analogous to the situation in water ice where local selection rules are present [165]. However, the

utilized by Co$^{2+}$ which is predicted to give much stronger coupling [76–78,93,160].
lack of strong diffuse scattering in our single-crystal experiments makes a comparison to these correlated disordered systems difficult. However, the presence of the local structural selection for Co\(^{3+}\) and V\(^{4+}\) distinguishes \(\alpha\)-Co\(V_3\)O\(_8\) from a doped random magnet where no such local order is required. The apparent robustness of \(\alpha\)-Co\(V_3\)O\(_8\) to disorder is discussed below in the context of spin-orbit coupling and comparison to other model magnets in a random field.

C. Universality class of \(\alpha\)-Co\(V_3\)O\(_8\)

Ising anisotropy is experimentally supported by several observations discussed above: the presence of a significant octahedral distortion (\(\delta \sim 11\)) as deduced from a combination of single-crystal x-ray and neutron diffraction data, the presence of 3D Ising fluctuations as deduced from both critical exponents \(v\) and \(\beta\), and the presence of strong spin-orbit coupling supported by neutron spectroscopy. 3D dimensionality (\(d = 3\)) is suggested based on the following: the values of the critical exponents \(v\) and \(\beta\), the nonzero refined values of all \(h\), \(k\), and \(l\) dispersion parameters in \(\epsilon(Q)\) reflecting strong coupling in both the \(ab\) plane and along \(c\), in combination with the relatively weak anisotropy of the dc susceptibility.

The random magnetic cation distribution is supported by the refined \(Ibam\) structure from both single-crystal x-ray and neutron diffraction and the value of \(\beta\). An additional observation is that the intrinsic width of the AFM transition as measured with dc susceptibility, reflected by the large experimental error of \(\beta\) caused by the rounding of the order parameter measurement, as has been experimentally observed in other dilute 3D Ising antiferromagnets such as Co\(Zn_{1-x}F_2\) [166]. The dilution of 3D Ising magnetism can be rationalized by the key observation that V\(^{4+}\) appears to remain purely paramagnetic down to 2 K and thus has no significant influence on the low-temperature cooperative magnetic properties of \(\alpha\)-Co\(V_3\)O\(_8\), as proven by a combination of inelastic neutron scattering and dc susceptibility measurements.

D. Comparison between \(\alpha\)-Co\(V_3\)O\(_8\) and random field Ising magnets

If one disregards the magnetic influence of V\(^{4+}\), effectively treating the cation as a “counter”-ion such as Zn\(^{2+}\) in Fe\(Zn_{1-x}F_2\) or Mn\(Zn_{1-x}F_2\), then the magnetism due to Co\(^{3+}\) in \(\alpha\)-Co\(V_3\)O\(_8\) may be regarded as being magnetically diluted by 50%. Additionally, it is important to note that the failure to observe strong structural diffuse scattering with x-ray and neutron diffraction measurements is suggestive of a lack of local cation ordering or gradients. These concentration gradients were noted in dilute model antiferromagnets [1,159,161,167–169]. Such a combination of significant dilution and disorder would be expected to have a significant effect on the dynamics [1,11,12,20,49,51,116,170–172]. In this sense, it is surprising that there seems to be little effect on the magnetic dynamics in \(\alpha\)-Co\(V_3\)O\(_8\), where the magnetic excitations are consistent with a fully ordered cation arrangement. Such behavior is suggestive that hydrodynamic and long-wavelength fluctuations are not strongly sensitive to the disorder in \(\alpha\)-Co\(V_3\)O\(_8\), in contrast with expectations based on theory [173,174]. The robust nature of the dynamics to dilution, and in particular disorder, is analogous to several observations in dilute random field magnets and in particular the Fe\(Zn_{1-x}F_2\) series [46,175,176], where sharp excitations are still observable for large amounts of doping [49]. Unlike members of the Fe\(Zn_{1-x}F_2\) series closer to the percolation threshold (\(x_p \sim 0.24\)) that exhibit spin glass behavior [6,45,49,170], Fe\(Zn_{0.5}F_2\) assumes long-range antiferromagnetic order in zero field with a \(T_N\) corresponding to half of that of Fe\(F_2\) [177,178]. The appearance of long-range antiferromagnetic order as measured by dc susceptibility with a \(\mu_B H_{ext} = 0.5\) T supports the claim that \(\alpha\)-Co\(V_3\)O\(_8\) is not close to the percolation threshold, where even the smallest external field destroys long-range order, as is the case for \(M_xZn_{1-x}F_2\), where \(M = \text{Co}^{3+}\) and Fe\(^{3+}\) [131]. However, the random field Ising magnet \(M_xZn_{1-x}F_2\) [179,180] does show strong effects of the disorder on the dynamics. Such behavior is consistent with cases of random fields introduced through confinement, when where the critical fluctuations have a similar length scale to the underlying disorder, the phase transition is strongly altered [1,11,20,39,172].

A key difference between Mn\(F_2\) and both \(\alpha\)-Co\(V_3\)O\(_8\) and Fe\(F_2\) is the presence of strong crystal field effects and spin-orbit coupling in the latter two compounds [133,175]. It is also worth noting that unlike the case of pure CoO [81,91,94,181–184] where the large and far-reaching exchange constants result in a significant and ultimately problematic entanglement of spin-orbit levels [94], in the case of \(\alpha\)-Co\(V_3\)O\(_8\), the exchange constants are weak and the Weiss temperature is near 0 K. Both observations suggest that the presence of both strong crystal field effects and spin-orbit coupling with well-separated \(J_{\text{eff}}\) manifolds, as is the case for \(\alpha\)-Co\(V_3\)O\(_8\), may be central to making the dynamics robust against strong disorder.

V. CONCLUDING REMARKS

In summary, a combination of zero-field dilution, dc susceptibility, and neutron spectroscopy measurements have indicated that the low-temperature cooperative magnetism of \(\alpha\)-Co\(V_3\)O\(_8\) is dominated by \(J_{\text{eff}} = \frac{1}{2}\text{Co}^{3+}\) cations randomly distributed over the 16\(k\) metal site of the \(Ibam\) structure, thus corresponding to an intrinsically disordered magnet without the need for any external influences such as chemical dopants or porous media. Despite the intrinsic disorder, by employing the sum rules of neutron scattering, the collective excitations have been shown to not be significantly affected by the disorder, displaying behavior consistent with an ordered-\(Iba2\) arrangement of \(J_{\text{eff}} = \frac{1}{2}\text{Co}^{2+}\) moments over a macroscopic scale. These Co\(^{3+}\) moments are coupled via a 3D network of competing ferromagnetic and stronger antiferromagnetic superexchange interactions within the \(ab\) plane and along \(c\), respectively, resulting in long-range antiferromagnetic order of the Co\(^{2+}\) moments at \(T_N \sim 19\) K, despite a Weiss temperature near 0 K. A comparison of our results to the random 3D Ising magnets and other compounds where spin-orbit coupling is present indicates that both the presence of an orbital degree of freedom, in combination with strong crystal field effects and well-separated \(J_{\text{eff}}\) manifolds, may be key in making the dynamics robust against disorder.
TABLE V. Crystal data and experimental and structural refinement parameters for single-crystal x-ray diffraction measurements on α-CoV₃O₈. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical formula</td>
<td>CoV₃O₈</td>
</tr>
<tr>
<td>Formula weight</td>
<td>339.7529 g mol⁻¹</td>
</tr>
<tr>
<td>Temperature</td>
<td>120.0(1) K</td>
</tr>
<tr>
<td>Crystal dimensions</td>
<td>0.40 x 0.11 x 0.09 mm³</td>
</tr>
<tr>
<td>Wavelength</td>
<td>0.71073 Å (Mo Kα)</td>
</tr>
<tr>
<td>Crystal system</td>
<td>Orthorhombic</td>
</tr>
<tr>
<td>Space group</td>
<td>Ibam (No. 72)</td>
</tr>
<tr>
<td>a</td>
<td>14.29344(4) Å</td>
</tr>
<tr>
<td>b</td>
<td>9.8740(3) Å</td>
</tr>
<tr>
<td>c</td>
<td>8.34000(3) Å</td>
</tr>
<tr>
<td>V</td>
<td>1185.66(6) Å</td>
</tr>
<tr>
<td>Z</td>
<td>8</td>
</tr>
<tr>
<td>ρ</td>
<td>3.8069(3) g cm⁻³</td>
</tr>
<tr>
<td>θ range for data collection</td>
<td>4.13° ⩽ θ ⩽ 30.18°</td>
</tr>
<tr>
<td>Number of reflections I &gt; 0</td>
<td>985</td>
</tr>
<tr>
<td>Number of reflections I &gt; 3σ(I)</td>
<td>910</td>
</tr>
<tr>
<td>Absorption correction method</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Extinction method</td>
<td>B-C type 1 Gaussian isotropic</td>
</tr>
<tr>
<td>Extinction coefficient</td>
<td>2300(100)</td>
</tr>
<tr>
<td>Refinement method</td>
<td>Full matrix least squares on F²</td>
</tr>
<tr>
<td>Number of parameters (constraints)</td>
<td>67 (9)</td>
</tr>
<tr>
<td>Rₑ²[I &gt; 3σ(I), all]</td>
<td>1.65%, 1.90%</td>
</tr>
<tr>
<td>Rₑ,F²[I &gt; 3σ(I), all]</td>
<td>2.38%, 2.46%</td>
</tr>
<tr>
<td>Goodness of fit χ²[I &gt; 3σ(I), all]</td>
<td>1.47%, 1.48%</td>
</tr>
</tbody>
</table>
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APPENDIX A: CRYSTALLOGRAPHIC DATA

Crystallographic data are summarized in Tables V–X and Fig. 9.

TABLE VI. Structural parameters of α-CoV₃O₈ obtained from the refinement of single-crystal x-ray diffraction data collected at 120 K. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>Wyckoff Position</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Bₘₐₜ (Å²)</th>
<th>Fractional Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>16k</td>
<td>0.654760(16)</td>
<td>0.32385(2)</td>
<td>0.81060(3)</td>
<td>0.39(2)</td>
<td>0.506(6)</td>
</tr>
<tr>
<td>V(1)</td>
<td>16k</td>
<td>0.654760(16)</td>
<td>0.32385(2)</td>
<td>0.81060(3)</td>
<td>0.39(2)</td>
<td>0.494(6)</td>
</tr>
<tr>
<td>V(2)</td>
<td>8j</td>
<td>0.52271(2)</td>
<td>0.16672(4)</td>
<td>0.5</td>
<td>0.321(5)</td>
<td>1</td>
</tr>
<tr>
<td>V(3)</td>
<td>8j</td>
<td>0.70168(2)</td>
<td>0.94348(4)</td>
<td>0.5</td>
<td>0.252(6)</td>
<td>8</td>
</tr>
<tr>
<td>O(1)</td>
<td>8j</td>
<td>0.73349(11)</td>
<td>0.41325(16)</td>
<td>0</td>
<td>0.52(2)</td>
<td>1</td>
</tr>
<tr>
<td>O(2)</td>
<td>8j</td>
<td>0.58248(10)</td>
<td>0.27500(16)</td>
<td>0</td>
<td>0.50(2)</td>
<td>1</td>
</tr>
<tr>
<td>O(3)</td>
<td>16k</td>
<td>0.76787(8)</td>
<td>0.35258(11)</td>
<td>0.66386(15)</td>
<td>0.53(2)</td>
<td>1</td>
</tr>
<tr>
<td>O(4)</td>
<td>8f</td>
<td>0.61080(11)</td>
<td>0.5</td>
<td>0.75</td>
<td>1.2(1)</td>
<td>1</td>
</tr>
<tr>
<td>O(5)</td>
<td>16k</td>
<td>0.57900(8)</td>
<td>0.22361(12)</td>
<td>0.65802(16)</td>
<td>0.79(3)</td>
<td>1</td>
</tr>
<tr>
<td>O(6)</td>
<td>8j</td>
<td>0.57973(10)</td>
<td>0.98272(16)</td>
<td>0.5</td>
<td>0.48(2)</td>
<td>1</td>
</tr>
</tbody>
</table>

*The assignment of full occupancy in the 8f position corresponding to the bridging oxygen is in agreement with the initial refinement by Oka et al. [52].
TABLE VII. Crystal data and experimental and structural refinement parameters for single-crystal neutron diffraction measurements on $\alpha$-CoV$_3$O$_8$. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical formula</td>
<td>CoV$_3$O$_8$</td>
</tr>
<tr>
<td>Formula weight</td>
<td>339.7529 g mol$^{-1}$</td>
</tr>
<tr>
<td>Temperature</td>
<td>5.00(3) K</td>
</tr>
<tr>
<td>Crystal dimensions</td>
<td>13.2 $\times$ 4.1 $\times$ 2.1 mm$^3$</td>
</tr>
<tr>
<td>Wavelength</td>
<td>Polychromatic (time of flight)</td>
</tr>
<tr>
<td>Crystal system</td>
<td>Orthorhombic</td>
</tr>
<tr>
<td>Nuclear space group</td>
<td>$Ibam$ (No. 72)</td>
</tr>
<tr>
<td>Magnetic space group (BNS setting)</td>
<td>$P_{1}c_{1}c_{1}$ (No. 56) or ($I_{b}bam$ O'G 72.10.639)</td>
</tr>
<tr>
<td>$a$</td>
<td>14.3280(4) Å</td>
</tr>
<tr>
<td>$b$</td>
<td>9.9213(3) Å</td>
</tr>
<tr>
<td>$c$</td>
<td>8.4160(3) Å</td>
</tr>
<tr>
<td>$V$</td>
<td>1196.35(7) Å</td>
</tr>
<tr>
<td>$\rho$</td>
<td>3.773(3) g cm$^{-3}$</td>
</tr>
<tr>
<td>$\theta$ range for data collection</td>
<td>$2.94^\circ \leq \theta \leq 76.22^\circ$</td>
</tr>
<tr>
<td>Limiting indices</td>
<td>$-35 \leq h \leq 33$, $-25 \leq k \leq 19$, and $-16 \leq l \leq 22$</td>
</tr>
<tr>
<td>Number of reflections $I &gt; 0$</td>
<td>5120</td>
</tr>
<tr>
<td>Number of reflections $I &gt; 3\sigma(I)$</td>
<td>5086</td>
</tr>
<tr>
<td>Refinement method</td>
<td>Full matrix least squares on $F^2$</td>
</tr>
<tr>
<td>Absorption correction</td>
<td>None</td>
</tr>
<tr>
<td>Extinction correction</td>
<td>B-C type 1 Gaussian isotropic</td>
</tr>
<tr>
<td>Extinction coefficient</td>
<td>348(8)</td>
</tr>
<tr>
<td>Number of parameters (constraints)</td>
<td>34(10)</td>
</tr>
<tr>
<td>$\mu_a$</td>
<td>1.35(4) $\mu_B$</td>
</tr>
<tr>
<td>$\mu_b$</td>
<td>1.16(5) $\mu_B$</td>
</tr>
<tr>
<td>$\mu_c$</td>
<td>3.05(4) $\mu_B$</td>
</tr>
<tr>
<td>$R_F$: $[I &gt; 3\sigma(I), \text{all}]$</td>
<td>8.34%, 8.38%</td>
</tr>
<tr>
<td>$R_{wp}$: $[I &gt; 3\sigma(I), \text{all}]$</td>
<td>8.98%, 8.99%</td>
</tr>
<tr>
<td>$R_{fwp}$: $[I &gt; 3\sigma(I), \text{all}]$</td>
<td>23.44%, 24.13%</td>
</tr>
<tr>
<td>Goodness of fit $\chi^2$ $[I &gt; 3\sigma(I), \text{all}]$</td>
<td>3.18, 3.19</td>
</tr>
</tbody>
</table>

TABLE VIII. Structural parameters for the nuclear structure of $\alpha$-CoV$_3$O$_8$ obtained from the refinement of single-crystal neutron diffraction data collected at 5 K. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Atom (Label)</th>
<th>Wyckoff Position</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
<th>$U_{11}$ (Å$^2$)</th>
<th>Fractional Occupancy$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>16e</td>
<td>0.9068(3)</td>
<td>0.5765(3)</td>
<td>1.0616(5)</td>
<td>0.0005(5)</td>
<td>0.504(4)</td>
</tr>
<tr>
<td>V(1)</td>
<td>16e</td>
<td>0.9068(3)</td>
<td>0.5765(3)</td>
<td>1.0616(5)</td>
<td>0.0005(5)</td>
<td>0.496(4)</td>
</tr>
<tr>
<td>V(2)</td>
<td>8f</td>
<td>0.771</td>
<td>0.416</td>
<td>0.75</td>
<td>0.0042</td>
<td>1</td>
</tr>
<tr>
<td>V(3)</td>
<td>8j</td>
<td>0.957</td>
<td>1.198</td>
<td>0.75</td>
<td>0.0042</td>
<td>1</td>
</tr>
<tr>
<td>O(1)</td>
<td>8j</td>
<td>0.98357(9)</td>
<td>0.66282(11)</td>
<td>0.25</td>
<td>0.00356(16)</td>
<td>1</td>
</tr>
<tr>
<td>O(2)</td>
<td>8j</td>
<td>0.83242(8)</td>
<td>0.52523(11)</td>
<td>0.25</td>
<td>0.00388(16)</td>
<td>1</td>
</tr>
<tr>
<td>O(3)</td>
<td>16e</td>
<td>1.01787(6)</td>
<td>0.60246(8)</td>
<td>0.91384(10)</td>
<td>0.00392(11)</td>
<td>1</td>
</tr>
<tr>
<td>O(4)</td>
<td>8f</td>
<td>0.86076(9)</td>
<td>0.75</td>
<td>1</td>
<td>0.0126(4)</td>
<td>1</td>
</tr>
<tr>
<td>O(5)</td>
<td>16e</td>
<td>0.82099(6)</td>
<td>0.47373(8)</td>
<td>0.90801(10)</td>
<td>0.00556(12)</td>
<td>1</td>
</tr>
<tr>
<td>O(6)</td>
<td>8j</td>
<td>0.82973(8)</td>
<td>1.23252(10)</td>
<td>0.75</td>
<td>0.0026(9)</td>
<td>1</td>
</tr>
</tbody>
</table>

$^a$The value of the fractional occupancies were fixed to the refined values obtained from a refinement of single crystal neutron diffraction data collected at 50 K.
TABLE IX. Cell parameters, fit residuals, and agreement factors for α-CoV3O8 obtained from the Rietveld refinement of laboratory powder x-ray diffraction data collected at 300 K. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>14.292(1) Å</td>
</tr>
<tr>
<td>b</td>
<td>9.8844(9) Å</td>
</tr>
<tr>
<td>c</td>
<td>8.3969(8) Å</td>
</tr>
<tr>
<td>V</td>
<td>1186.2(3) Å³</td>
</tr>
<tr>
<td>(R_p)</td>
<td>1.487</td>
</tr>
<tr>
<td>(R_w)</td>
<td>10.26%</td>
</tr>
<tr>
<td>(R_p)</td>
<td>14.05%</td>
</tr>
</tbody>
</table>

APPENDIX B: PROJECTION FACTORS

As outlined in the main text, a comparison between the current study and previous studies on other Co\(^{3+}\)-based magnets \([60,75,81,91,166,185]\) suggests that the low-temperature magnetism of α-CoV3O8 may be solely attributed to the ground state doublet spin-orbit manifold, and thus can be simplified to a \(\frac{1}{2}\) ground state spin-orbit manifold, and thus can be simplified to a \(\frac{1}{2}\) model. To utilize such a model in the current study, the Landé \(g\) factor \(g_j\) was required to be projected onto individual \(j = \frac{1}{2}\) manifolds.

1. Calculation of the orbital angular momentum operator projection factor \(\alpha\)

Before proceeding with the projection of the Landé \(g\) factor onto the \(j_{\text{eff}} = \frac{1}{2}\) ground state spin-orbit manifold, it is important to note that such a doublet manifold is a consequence of an approach commonly used \([60,75,81,91,94]\) to address the orbital triplet ground state in Co\(^{3+}\). Such an approach first defines an effective total angular momentum \(\mathbf{J}_{\text{eff}} = \mathbf{I} + \mathbf{S}\), where \(\mathbf{I}\) is a fictitious orbital angular momentum operator, with eigenvalue \(l = \frac{1}{2}\) to reflect a triplet orbital degeneracy \([104]\). Thus, a projection of \(g_j\) and any angular momentum operators onto the \(j = \frac{1}{2}\) manifold requires a concurrent projection of \(\mathbf{L}\) onto \(\mathbf{I}\) via a projection factor \(\alpha\).

TABLE X. Cobalt-oxygen distances and corresponding octahedral distortion parameter \(\delta\) for α-CoV3O8 at 5 K deduced from the Rietveld refinement of single-crystal neutron diffraction data. Numbers in parentheses indicate statistical errors.

<table>
<thead>
<tr>
<th>Oxygen Label</th>
<th>(d) (Å)</th>
<th>(\left(\frac{2\omega}{\lambda}\right)^2 \times 10^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(1)</td>
<td>2.12527(5)</td>
<td>27.79(3)</td>
</tr>
<tr>
<td>O(2)</td>
<td>1.98916(5)</td>
<td>2.162(8)</td>
</tr>
<tr>
<td>O(3)</td>
<td>2.07872(5)</td>
<td>8.79(2)</td>
</tr>
<tr>
<td>O(3)'</td>
<td>2.02358(5)</td>
<td>0.0549(13)</td>
</tr>
<tr>
<td>O(4)</td>
<td>1.92213(5)</td>
<td>22.95(3)</td>
</tr>
<tr>
<td>O(5)</td>
<td>1.97422(4)</td>
<td>4.89(1)</td>
</tr>
</tbody>
</table>

\[ \frac{1}{2} \sum \left(\frac{2\omega}{\lambda}\right)^2 \times 10^4 \] = 11.106(8)

The determination of the projection factor \(\alpha\) begins by first defining the crystal field Hamiltonian \(\hat{H}_{\text{CEF}}\) describing the effects of the crystalline electric field on the free ion states of the \(d^7\) Co\(^{3+}\) resulting from the symmetry imposed by the crystal lattice \([75,81,91,186]\). Assuming both negligible distortions away from purely octahedral coordination and negligible admixture between the \(^4F\) ground and first excited \(^4P\) free ion states, a weak-intermediate crystal field approach can be employed \([187]\) whereby \(\hat{H}_{\text{CEF}}\) can be written in terms of the Stevens operators \(\hat{O}_s^4\) and \(\hat{O}_g^4\) and the numerical coefficient \(B_k\) as

\[ \hat{H}_{\text{CEF}} = B_k (\hat{O}_s^4 + 5\hat{O}_g^4). \]  

The numerical coefficient \(B_k\) is defined as \(\beta(\nu^2)\), where \(\beta\) is the Stevens multiplicative factor, while the Stevens operators are defined in terms of the \(L^2, L_z\) and \(L_{\pm}\) orbital angular momentum operators \([104,187]\) as

\[ \hat{O}^4_s = 35L^2 + 30L^2L_z + 25L^2 - 6L^2 + 3L^4 \]  

and

\[ \hat{O}^4_g = \frac{1}{2}L^4 + \frac{1}{2}L^4. \]
By combining Eqs. (B1)–(B3) and setting $B_4$ as $-1$, the crystal field Hamiltonian is given by

$$
\begin{bmatrix}
-180 & 0 & 0 & 0 & -232.4 & 0 & 0 \\
0 & 420 & 0 & 0 & 0 & -300 & 0 \\
0 & 0 & -60 & 0 & 0 & 0 & -232.4 \\
0 & 0 & 0 & -360 & 0 & 0 & 0 \\
-232.4 & 0 & 0 & 0 & -60 & 0 & 0 \\
0 & -300 & 0 & 0 & 0 & 40 & 0 \\
0 & 0 & -232.4 & 0 & 0 & 0 & -180
\end{bmatrix}
$$

(B4)

in the $|L = 3, m_L\rangle$ basis where each operator has been normalized by $\hbar$. Before proceeding, it is worth noting that by setting $|B_4| = 1$, all energy eigenstates will be in terms of $B_4$ while the negative sign is due to the $d^7$ electron configuration of Co$^{2+}$, producing a triplet and not a singlet ground state like Ni$^{2+}$ [186,188].

Diagonalizing the crystal field Hamiltonian yields

$$
\begin{bmatrix}
-360 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -360 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -360 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 120 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 120 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 720 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2
\end{bmatrix}
$$

(B5)

corresponding to a triply degenerate ground state ($\Gamma_1$), a triply degenerate first excited state ($\Gamma_5$), and a singlet second excited state ($\Gamma_2$), where $\Delta(\Gamma_4 \rightarrow \Gamma_3) = 480B_4$ and $\Delta(\Gamma_5 \rightarrow \Gamma_2) = 600B_4$.

Utilizing the diagonalized crystal field Hamiltonian above, a transformation matrix $C$ can be defined as

$$
C = \begin{bmatrix}
0 & 0 & -0.79 & 0.61 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.71 & 0 & -0.71 & 0 \\
0.61 & 0 & 0 & 0 & 0 & -0.79 & 0 \\
0 & 1.00 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.61 & -0.79 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.71 & 0 & 0 & 0.71 \\
0.79 & 0 & 0 & 0 & 0 & 0.61 & 0
\end{bmatrix},
$$

(B6)

where the columns of $C$ are the eigenvectors corresponding to the eigenvalues in Eq. (B5). The eigenvectors are arranged in the order of increasing eigenvalues from left to right. In the case of degenerate eigenvalues, the eigenvectors are arranged in the order of increasing eigenvalues from left to right after the application of a small perturbative magnetic field $\hat{H}_M = H_M\hat{S}_z$. The transformation matrix $C$ rotates operators from the $|L = 3, m_L\rangle$ basis to a $|\phi_{\text{CEF}}\rangle$ basis defined by the crystal field eigenvectors by

$$
\hat{O}_{\phi_{\text{CEF}}} = C^{-1}\hat{O}_{|L,m_L\rangle}C.
$$

(B7)

Since the ground state multiplet of the crystal field Hamiltonian corresponds to the triply orbitally degenerate manifold, then the top-left $3 \times 3$ block matrix of the $z$ component of the orbital angular momentum operator projected onto the crystal field basis must (1) have its matrix entries arranged in a format equivalent to its corresponding angular momentum operator with $l = 1$, while (2) the entries in both matrices must be equal up to the projection constant $\alpha$ [160]. Projecting the $\hat{L}_z$ operator from the $|L = 3, m_L\rangle$ basis to the $|\phi_{\text{CEF}}\rangle$ basis via Eq. (B7), one obtains

$$
C^{-1}\hat{L}_zC = \begin{bmatrix}
1.50 & 0 & 0 & 0 & 0 & 0 & -1.94 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1.50 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1.94 & 0 & 0 & 0 \\
-1.94 & 0 & 0 & 0 & 0 & 0 & 2.00 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2.00 & 0 & 0
\end{bmatrix}.
$$

(B8)
A comparison of the top-left and middle-center $3 \times 3$ block matrices in Eq. (B8) to the $\hat{L}_z$ operator (normalized by $\hbar$) in the $|l = 1, m_l \rangle$ basis given by

$$\hat{L}_z = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$  \hspace{1cm} (B9)

confirms that both block matrices have equivalent arrangements of matrix elements to the $\hat{L}_z$ operator in the $|l = 1, m_l \rangle$ basis, with projection factors $\alpha = -\frac{1}{2}$ and $\frac{1}{2}$ for the ground and first excited manifolds, respectively, in agreement with previous derivations utilizing group theory \cite{81,91,104,186}.

As a final confirmation of the validity of the projection described by Eq. (B7), both $\hat{L}_x$ and $\hat{L}_y$ were projected onto the $|\phi_{\text{CEF}}\rangle$ basis. Both $\hat{L}_x$ and $\hat{L}_y$ were then calculated using the following identities:

$$\hat{L}_x = \frac{\hat{L}_+ + \hat{L}_-}{2}$$  \hspace{1cm} (B10)

and

$$\hat{L}_y = \frac{\hat{L}_+ - \hat{L}_-}{2i}.$$  \hspace{1cm} (B11)

yielding

$$\hat{L}_x = \begin{pmatrix} 0 & 1.1 & 0 \\ 1.1 & 0 & -1.1 \\ -1.1 & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & -1.4 & 0 \\ -1.4 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (B12)

$$\hat{L}_y = i \begin{pmatrix} 0 & 1.1 & 0 \\ 1.1 & 0 & -1.1 \\ -1.1 & 0 & 0 \end{pmatrix} \begin{pmatrix} 0 & 1.4 & 0 \\ 1.4 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  \hspace{1cm} (B13)

Finally, by extracting the top-left $3 \times 3$ block matrices, denoted by a prime, from the definitions of $\hat{L}_x$ [Eq. (B8)], $\hat{L}_y$ [Eq. (B12)], and $\hat{L}_z$ [Eq. (B13)] and evaluating the commutator $[\hat{L}_x', \hat{L}_y']$, one obtains

$$[\hat{L}_x', \hat{L}_y'] = i \begin{pmatrix} 1.5 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1.5 \end{pmatrix} = i \hat{L}_z'. \hspace{1cm} (B14)$$

By performing the commutator of all possible permutations of the projected components of the orbital angular momentum operator, it can be shown that the canonical commutation relations of angular momentum \cite{104}, normalized by $\hbar$,

$$[\hat{L}_x', \hat{L}_y'] = i \epsilon_{xy} \hat{L}_z', \hspace{1cm} (B15)$$

are satisfied for the new $|\phi_{\text{CEF}}\rangle$ basis.

2. Calculation of projected Landé $g$ factor $g'_j$.

Recall from first-order perturbation theory \cite{75} that the field splitting of the Co$^{2+}$ spin-orbit multiplets is described by the perturbative Hamiltonian $\hat{H}_m$ given by

$$\hat{H}_m = \mu_B (g_l \hat{L} + g_s \hat{S}) \cdot \mathbf{H}. \hspace{1cm} (B16)$$

where $g_l$ and $g_s$ denote orbital and spin $g$ factors, respectively. For the particular case of the $d$-block metal Co$^{2+}$, both orbital and spin $g$ factors are taken to be the electron’s $g$ factors, equal to approximately 1 and 2, respectively, simplifying Eq. (B16) to

$$\hat{H}_m = \mu_B \hat{L}_z \cdot \mathbf{H}. \hspace{1cm} (B17)$$

Since an effective total angular momentum $\hat{J}_\text{eff}$ was defined with the projected orbital angular momentum operator $\hat{L}$ with $\ell = 1$, then the perturbative Hamiltonian in Eq. (B17) becomes

$$\hat{H}_m = \mu_B (\alpha \hat{L} + 2 \hat{S}) \cdot \mathbf{H} = g'_j \mu_B \hat{J}_\text{eff} \cdot \mathbf{H}, \hspace{1cm} (B18)$$

for a particular effective spin-orbit $j_\text{eff}$ manifold. Equation (B18) incorporates an orbital angular momentum operator $\hat{L}$ that has been projected onto $\ell$ via a projection factor $\alpha$, and a projected Landé $g$ factor $g'_j$. A comparison between Eqs. (B17) and (B18) suggests that the Landé $g$ factor—a fundamental proportionality constant that can be derived
directly from the Wigner-Eckart theorem [94]—defined as
\[ g_{j} = \frac{1}{2} \left( \frac{J(J+1) - S(S+1) + L(L+1)}{2J(J+1)} \right) + \frac{1}{2} \left( \frac{J(J+1) + S(S+1) - L(L+1)}{2J(J+1)} \right) \]  
(B19)
for the original nonperturbative perturbative Hamiltonian in Eq. (B17), assumes the form
\[ g_{j} = \frac{(2+\alpha)j(j+1) - (2-\alpha)l(l+1) + (2-\alpha)S(S+1)}{2j(j+1)}. \]  
(B20)
As required, Eq. (B20) reduces to Eq. (B19) if \( \alpha = 1 \).

By inserting the values of \( S = \frac{3}{2} \) to reflect the high-spin \( d^{5} \) electron configuration in ideal octahedral coordination, \( l = 1 \) to reflect the ground state crystal field manifold and the associated projection factor \( \alpha = -\frac{1}{2} \), the projected Landé \( g \) factor of \( \frac{13}{2} \) is obtained for the \( j_{\text{eff}} = \frac{1}{2} \) ground state spin-orbit manifold [75].

3. Calculation of spin angular momentum operator projection factor \( \alpha' \)

As discussed in previous work [75,81,91,94,166,185] on other systems whose magnetism is based on \( \text{Co}^{2+} \) in octahedral coordination, multiple projections of different angular momentum operators are necessary to consolidate the measured low-temperature magnetic excitations and the theoretical framework for a \( j_{\text{eff}} = \frac{1}{2} \) ground state. One method [160] for such projections was presented in Appendix B1 and involved the use of linear transformations in the matrix representation of operators. Although powerful, this method relies on access to computation software and quickly becomes tedious as the dimension of the Hilbert space of interest increases. For the purposes of completion, we present an alternative method to project angular momentum operators onto a particular \( j_{\text{eff}} \) manifold. This method consists of a special case of the Wigner-Eckart theorem [93,104], called the projection theorem, given by
\[ \hat{O} = \hat{O}_{\alpha'} \hat{J}_{\text{eff}} \left( \frac{\hat{O} \cdot \hat{J}_{\text{eff}}}{j(j+1)} \right) \hat{J}_{\text{eff}}, \]  
(B21)

\( \hat{O} \) describing the projection of an angular momentum operator \( \hat{O} \) onto an effective total angular momentum operator \( \hat{J}_{\text{eff}} \) via a projection factor \( \alpha' \). As introduced in Appendix B1, the operator \( \hat{J}_{\text{eff}} = \hat{l} + \hat{S} \) denotes an effective total angular momentum operator that utilizes a projection of an orbital angular momentum operator \( \hat{l} \) with \( L = 3 \) onto a fictitious orbital angular momentum operator \( \hat{l} \) with \( l = 1 \) via \( \alpha \).

For illustrative purposes, let \( \hat{O} \) be the spin angular momentum operator \( \hat{S} \). The numerator of the projection factor \( \alpha' \) in Eq. (B21) can be simplified by first using the distributive property of the inner product
\[ \hat{S} \cdot \hat{J}_{\text{eff}} = \hat{S} \cdot (\hat{l} + \hat{S}) = \hat{S}^{2} + \hat{l} \cdot \hat{S}. \]  
(B22)
The inner product \( \hat{l} \cdot \hat{S} \) on the right-hand side of Eq. (B22) can be simplified to
\[ \hat{l} \cdot \hat{S} = \frac{1}{2} (j_{\text{eff}}^{2} - l^{2} - S^{2}), \]  
(B23)
since the inner product of \( \hat{J}_{\text{eff}} \) with itself is equal to
\[ (j_{\text{eff}}^{2})^2 = (\hat{l} + \hat{S}) \cdot (\hat{l} + \hat{S}) = l^{2} + S^{2} + 2l \cdot \hat{S}. \]  
(B24)

Combining Eqs. (B22) and (B23), the numerator of \( \alpha' \) in Eq. (B21) becomes
\[ (\hat{S} \cdot \hat{J}_{\text{eff}}) = S(S+1) + \frac{1}{2}(J(j+1) - l(l+1) - S(S+1)), \]  
(B25)
where \( j_{\text{eff}} \) was relabeled as \( j \). Inserting Eq. (B25) into Eq. (B21), one obtains
\[ \hat{S} = \frac{S(S+1) + \frac{1}{2}(j(j+1) - l(l+1) - S(S+1))}{j(j+1)} \hat{J}_{\text{eff}}. \]  
(B26)

Which can be simplified algebraically to
\[ \hat{S} = \frac{1}{2} \hat{J}_{\text{eff}}. \]  
(B27)
Finally, by inserting the aforementioned values of \( S = \frac{3}{2} \), \( l = 1 \), and \( j = j_{\text{eff}} = \frac{1}{2} \) for high-spin \( \text{Co}^{2+} \), Eq. (B27) simplifies to
\[ \hat{S} = \frac{3}{2} \hat{J}_{\text{eff}}. \]  
(B28)

A comparison between Eqs. (B21) and (B28) indicates that the projection factor \( \alpha' \) of the spin-orbital angular momentum operator is \( \frac{3}{2} \) for the \( j = \frac{1}{2} \) ground state spin-orbit manifold [94]. It can be shown [81] that one obtains the same \( \alpha' \) employing the method outlined in Appendix B1 with the transformation matrix \( \mathcal{C} \) defined as the eigenvectors of the spin-orbit Hamiltonian \( \hat{H}_{SO} = \alpha \lambda \hat{I} \cdot \hat{S} \), where \( \alpha = -\frac{1}{2} \) as derived in Appendix B1, \( \lambda = -16 \) meV as measured by Cowley et al. [91], and \( \hat{I} \) is a fictitious orbital angular momentum operator with an eigenvalue \( l = 1 \) as discussed above and in the main text.

APPENDIX C: DERIVATION OF THE POWDER-AVERAGED FIRST MOMENT SUM RULE OF NEUTRON SCATTERING

The first moment sum rule of neutron scattering [145] states that
\[ (E)(Q) = -\frac{2}{3} \sum_{i,j} n_{ij} J_{ij}(\hat{S}_{i} \cdot \hat{S}_{j})(1 - \cos(\mathbf{Q} \cdot \mathbf{d}_{ij})), \]  
(C1)
where \( J_{ij}, n_{ij}(\hat{S}_{i} \cdot \hat{S}_{j}), \mathbf{d}_{ij} \) denote the exchange constant, spin-spin correlator, and displacement vector between spins \( i \) and \( j \), respectively. Applying the definition of the powder average [146], Eq. (C1) becomes
\[ S(|\mathbf{Q}|, E) = \int d\Omega_{0} \frac{S(\mathbf{Q}, E)}{4\pi}, \]  
(C2)
and utilizing the property of linearity of the integral, one obtains
\[ \frac{S(|\mathbf{Q}|, E)}{4\pi} = \frac{2}{2\pi} \int_{0}^{\pi} \int_{0}^{\pi} [1 - \cos(\mathbf{Q} \cdot \mathbf{d}_{ij} \cos \theta)] d\phi \sin \theta d\theta, \]  
(C3)
where \( B_{ij} \) denotes \( 2n_{ij} J_{ij}(\hat{S}_{i} \cdot \hat{S}_{j}) \) for a particular \( ij \) pair type. Using the substitution of \( x = |\mathbf{Q}| \mathbf{d}_{ij} \cos \theta \) in Eq. (C3), one
obtains
\[ \frac{B_{ij}}{3}\left(\frac{1}{4\pi}\int_{|Q|\neq|d_{ij}|} \int_{|Q|\neq|d_{ij}|} |\cos(x)| d\phi dx \right) \tag{C4} \]

Employing the linearity property of the integral, the first term in Eq. (C4) is reduced to
\[ \frac{B_{ij}}{3}\left(\frac{1}{4\pi}\int_{|Q|\neq|d_{ij}|} \int_{0}^{2\pi} |\cos(x)| d\phi dx \right) = -\frac{B_{ij}}{3} \tag{C5} \]

The second term in Eq. (C4) becomes
\[ -\frac{B_{ij}}{3}\left(\frac{1}{4\pi}\int_{|Q|\neq|d_{ij}|} \int_{0}^{2\pi} |\cos(x)| d\phi dx \right) \tag{C6} \]
which can be simplified by first integrating out \( d\phi \),
\[ -\frac{B_{ij}}{3}\left(\frac{2\pi}{4\pi}\right) \int_{|Q|\neq|d_{ij}|} \int_{0}^{2\pi} |\cos(x)| dx \frac{d|Q|}{|Q||d_{ij}|} \tag{C7} \]
which is equal to
\[ -\frac{B_{ij}}{3}\left(\frac{2\pi}{4\pi}\right) \sin(-|Q||d_{ij}|) - \sin(|Q||d_{ij}|) \tag{C8} \]

Since sine is an odd function, Eq. (C8) reduces to
\[ -\frac{B_{ij}}{3}\left(\frac{2\pi}{4\pi}\right) \sin(|Q||d_{ij}|) \tag{C9} \]

Combining both terms, one obtains the final expression for the
\[ \langle E(Q) \rangle = -\frac{B_{ij}}{3} \left(1 - \frac{\sin(|Q||d_{ij}|)}{Q|d_{ij}|} \right) \tag{C10} \]

The expression in Eq. (C10) pertains to one particular \( ij \) pair type. Utilizing the linearity property of the integral and replacing \( B_{ij} \) by its definition, one can recover the sum from Eq. (C1),
\[ \langle E(Q) \rangle = -\frac{2}{3} \sum_{i,j} n_{ij} \langle S_i \cdot S_j \rangle \left(1 - \frac{\sin(|Q||d_{ij}|)}{|Q||d_{ij}|} \right) \tag{C11} \]

Corresponding to Eq. (11) in the main text.
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Neutron spectroscopy was applied to study the magnetic interactions of orbitally degenerate Co$^{2+}$ on a host MgO rocksalt lattice where no long-range spin or orbital order exists. The paramagnetic nature of the substituted monoxide Co$_{0.99}$Mg$_{0.01}$O allows for the disentanglement of spin exchange and spin-orbit interactions. By considering the prevalent excitations from Co$^{2+}$ spin pairs, we extract seven exchange constants out to the fourth coordination shell. An antiferromagnetic next-nearest-neighbor 180$^\circ$ exchange interaction is dominant; however, dual ferromagnetic and antiferromagnetic interactions are observed for pairings with other pathways. These interactions can be understood in terms of a combination of orbital degeneracy in the $t_{2g}$ channel and the Goodenough-Kanamori-Anderson rules. Our work suggest that such a hierarchy of exchange interactions exists in transition-metal-based oxides with a $t_{2g}$ orbital degeneracy.
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I. INTRODUCTION

The combination of magnetic exchange and orbital degeneracy has provided the basis for a number of topics in condensed-matter physics including metal-insulator transitions, high-temperature superconductors, colossal magnetoresistance [1–3], and, more recently, Kitaev interactions [4–6]. Rocksalt CoO was the first orbitally degenerate compound to have its magnetic structure investigated using neutron diffraction [7–10], but the underlying exchange interactions are still not known. Indeed, calculations and experiment have been hindered by the complex electronic and orbital ground state of Co$^{2+}$. While $e_g$ mediated magnetic exchange has been well understood (for example, in KCuF$_3$ [11]), the case of exchange involving degenerate $t_{2g}$ orbitals has proven more difficult [12]. We investigate the magnetic exchange interactions in the case of a $t_{2g}$ orbital degeneracy by performing neutron spectroscopy on MgO substituted with Co$^{2+}$. We extract seven exchange interactions and observe dual ferro- and antiferromagnetic exchange interactions with comparable magnitudes. The dual exchange interactions are a direct result of the underlying $t_{2g}$ orbital degeneracy of Co$^{2+}$.

The starting point for understanding the spin-orbital Hamiltonian for paramagnetic Co$^{2+}$ ions is crystal-field theory based on octahedral coordination [13,14] [Fig. 1(a) for rocksalt CoO] [15–17]. As schematically shown in Fig. 1(b), the octahedral crystal field (H$_{CF}$) splits the five degenerate $d$ orbitals ($^4F$) such that the $d^4$ electronic structure consists of five electrons occupying the lower-energy $t_{2g}$ states and two electrons in the higher-energy $e_g$ orbitals. This constitutes two orbital triplets ($^4T_{2g}$) levels separated by 10Dq ~ 900 meV [17]. The triplet degenerate $^4T_{2g}$ ground state can be approximated to have an effective orbital angular momentum of $\ell = 1$ [16–24]. Applying spin-orbit coupling (defined by $\hat{H}_{SO} = \lambda \vec{l} \cdot \hat{S}$, with $\lambda = \frac{1}{2}$) to this orbital ground state results in three effective spin-orbit manifolds classified by an effective angular momentum of $j_{SO} = \frac{1}{2}, \frac{3}{2}$, and $\frac{5}{2}$ (with $j_{SO} = \ell + \frac{1}{2}$). The $j_{SO} = \frac{1}{2}$ ground state is separated from the higher-energy $j_{SO} = \frac{3}{2}$ states by $\frac{4}{3} \lambda = 36 \text{meV}$ [17].

In the presence of long-range magnetic order (as exists in CoO at low temperatures), the total single-ion Hamiltonian for Co$^{2+}$ can then be summarized by

$$\hat{H}_S = \hat{H}_{CF} + \hat{H}_{SO} + \hat{H}_{MF},$$

where $\hat{H}_{CF}$, $\hat{H}_{SO}$, and $\hat{H}_{MF}$ are the octahedral crystal-field, spin-orbit, and spin-orbit-induced molecular field. The effect of magnetic ordering on the three spin-orbit manifolds discussed above can be illustrated by considering a single dominant next-nearest-neighbor 180$^\circ$ Co$^{2+}$ − O$^{2-}$ − Co$^{2+}$ superexchange $J_z$ with

$$\hat{H}_{MF} = 2J_z z_2 \langle \hat{S} \rangle \hat{S} \hat{S}^\dagger,$$
considering excitations from the dominant Co$^{2+}$ pair response. This paper is divided into four sections, including this introduction. In Sec. II, we first describe the experimental methods including materials preparation and characterization techniques, where we conclude that our dilute sample can be described by a Co$^{2+}$ pair response. An expanded description of the characterization is given in the Supplemental Material [36], illustrating the x-ray, susceptibility, and energy dispersive x-rays (EDX) data [36]. In Sec. III, the theory required to extract both the exchange constant and the distance associated with the interaction is outlined. We then show the experimental data used to derive the exchange interactions. We finally conclude with a discussion of the results, including a comparison with thermodynamic data from pure CoO, and also how we can understand the results in terms of the Goodenough-Kanamori-Anderson (GKA) rules.

II. EXPERIMENTAL DETAILS AND MATERIALS CHARACTERIZATION

To extract individual $J$ constants for Co$^{2+}$, we have followed the pioneering work on dilute Mn$^{2+}$ [37,38] and Co$^{2+}$ [22] compounds and measured the dilute monoxide Co$_{0.06}$Mg$_{0.94}$O using inelastic neutron spectroscopy. The high magnetic dilution removes the problematic molecular field discussed above [Fig. 1(c)] and suppresses the mixing between $J_{\text{eff}}$ manifolds, allowing us to consider a dominant response for Co$^{2+}$ pairs. Probabilistic arguments can be used to illustrate this and are based on the observation that for a given random distribution of $x$Co$^{2+}$ and $(1-x)$Mg$^{2+}$ ions, the number of Co$^{2+}$ pairs and the number of pairwise interactions for a given geometry present in the lattice far outweighs the number of Co$^{2+}$ triplets and corresponding interactions between three Co$^{2+}$ cations. For example, if there are $N$ ways that a cluster with a particular geometry of three sites $XYZ$ can occur in a given crystal, the relative probabilities of an arrangement of 3 Mg$^{2+}$, 1 Co$^{2+}$, and 2 Mg$^{2+}$ (and its permutations), 2 Co$^{2+}$ and 1 Mg$^{2+}$ (and its permutations), and 3 Co$^{2+}$ occupying the three sites $XYZ$ are $(1-x)^3$, $x(1-x)^2$, $x^2(1-x)$, and $x^3$, respectively. Hence the ratio of numbers of spin pairs with $XY$, $XZ$, and $YZ$ geometry to spin triplets with $XYZ$ geometry in the lattice is $\frac{1}{3}$, and thus for small $x$, the number and hence inelastic neutron-scattering intensities of Co$^{2+}$ pair excitations far outweigh those from larger Co$^{2+}$ clusters. We summarize the sample preparation and characterization techniques confirming the dominant pair response in this section, and an expanded description, including data from the techniques, of the characterization is provided in the Supplemental Material [36]. We also discuss the neutron experiments applied to these materials.

Materials preparation. Two polycrystalline samples of Co$_{0.06}$Mg$_{0.94}$O were synthesized for this particular investigation. The first was synthesized by traditional solid-state reactions and the second was synthesized by mixing stoichiometric amounts of Mg(NO$_3$)$_2$$\times$6H$_2$O and Co(NO$_3$)$_2$$\times$6H$_2$O. The solid mixture was dissolved in CH$_3$CH$_2$OH and stirred for 1 h and heated to 70 $^\circ$C for 12 h, yielding a pink gel. The gel was heated in air to 600 $^\circ$C with...
 Laboratory x-ray diffraction. Room-temperature powder-diffraction patterns of the end members (CoO and MgO) and Co$_x$Mg$_{1-x}$O synthesized by sol-gel were collected over 2θ = [25,100]$^\circ$ steps in 0.02$^\circ$ steps on a Bruker D2 Phaser laboratory x-ray diffractometer utilizing a monochromated Cu Kα$_{1,2}$ source. As illustrated in the Supplemental Material [36], a Rietveld refinement of Mg$_{1-x}$Co$_x$O indicates that the solid solution assumes a rocksalt structure (Fm3m) with a unit-cell parameter a = 4.213 (2) Å. Utilizing the measured values of the end members CoO (4.2594 (4) Å) and MgO (4.2118 (1) Å), the unit-cell parameter of 4.213 (2) Å corresponds to an $x = 0.025 (5)$ according to Vegard’s law [39], supporting that approximately 3% of the Mg$_2$O$_x$ sites contain Co$^{2+}$.

Energy-dispersive x-ray analysis. As a final direct confirmation of the concentration of Co$^{2+}$ in our sample, we performed energy-dispersive x-ray measurements. Elemental analysis was performed using scanning electron microscopy (SEM) on a Hitachi SU-70 Schottky field-emission gun SEM with an equipped Bruker Quantax energy-dispersive x-ray detector. Energy-dispersive x-ray spectroscopy (EDS) was carried out at 15 keV. The results are illustrated in the Supplemental Material [36] and show the effective substitution and the homogeneous distribution of cobalt throughout the sample. The spatially resolved analysis also confirms a homogenous distribution of cobalt throughout the sample.

DC magnetic susceptibility. Temperature dependence of magnetization was measured on a Quantum Design MPMS for a 32.5 mg of polycrystalline Co$_{0.03}$Mg$_{0.97}$O synthesized by sol-gel in an external dc field $\mu_0H_{ex} = 0.1$ T. Zero-field-cooling (ZFC) measurements were performed in 2 K steps spaced linearly from 2 to 300 K, while FC measurements were performed in 5 K steps spaced linearly from 2 to 170 K. As described in the Supplemental Material [36], the Curie-Weiss constant was found to be consistent with pairs of Co$^{2+}$ with an exchange interaction reported by Kanamori [16]. The Curie constant was found to agree with a concentration of Co$^{2+}$ ions, consistent with starting concentrations, x-ray powder diffraction, and also EDX measurements. Susceptibility measurements therefore confirm the following key experimental properties of our substituted samples: the lack of magnetic ordering; the absence of measurable clustering of Co$^{2+}$ evidenced from no measurable difference between zero-field and field-cooled sweeps; a Curie-Weiss constant consistent with a dominant 180° superexchange interaction; and finally a Curie constant consistent with starting concentrations.

Inelastic neutron-scattering details. 45.8, 45.2, 32.5, and 15.7 g of Co$_{0.03}$Mg$_{0.97}$O synthesized by the standard solid-state and sol-gel methods, annealed MgO and CoO, respectively, were placed in separate airtight aluminum cans under helium. The high-energy measurements were made on the direct geometry MARI spectrometer. For measurements concerning the Co$_{0.03}$Mg$_{0.97}$O sample synthesized by traditional solid-state methods, MgO and CoO powders, the $t_c$ chopper was operated at 50 Hz in parallel with a Gd chopper spun at frequencies $f = 350, 250$ and 150 Hz with incident energies $E_i = 30, 10$, and 5 meV, respectively, providing an elastic resolution of 0.7, 0.2, and 0.1 meV, respectively. For measurements concerning the Co$_{0.03}$Mg$_{0.97}$O sample synthesized by sol-gel, the Gd chopper was spun at $f = 350$ and 250 Hz with an $E_i$ of 29.50 and 14.50 meV, providing an elastic resolution of 0.7 and 0.2 meV, respectively. For both Co$_{0.03}$Mg$_{0.97}$O samples, a thick disk chopper with $f = 50$ Hz reduced the background from high-energy neutrons. A top-loading Displex CCR cooled the samples to a base temperature of approximately 5 K. We note that further neutron inelastic scattering results comparing pure MgO, CoO, and our substituted MgO sample are presented in the Supplemental Material [36].

For lower energies, measurements were made on the indirect geometry IRIS spectrometer. The final energy was fixed at 1.84 meV by PG002 analyzer crystals in near backscattering geometry. The graphite analyzers are cooled to reduce thermal diffuse scattering, providing an elastic resolution of 17.5 μeV. A combination of IRIS’ long path length and its array of disk choppers allowed us to select multiple time windows, resulting in the measured bandwidth being selectively increased to include energy transfers up to −2 meV. A top-loading Displex CCR was used to cool the sample to a base temperature of approximately 11 K. For all samples, identical instrumental and environmental parameters were employed on IRIS.

III. Co$^{2+}$ Pair Interactions

Having discussed the materials preparation and characterization, we conclude that our rocksalt MgO sample substituted with Co$^{2+}$ can be considered to be dominated by pairs of Co$^{2+}$ ions. We now discuss the neutron-scattering response of an isolated pair of magnetic ions and how it can be used to extract both the interaction distance and also the energy-exchange interaction. By considering Co$^{2+}$ pair interactions and only low-energy excitations within the lowest $j_{\text{eff}} = \frac{1}{2}$ doublet (with $j = \frac{3}{2}$S), the interaction energy $\hat{H}_{\text{ex}}$ between a pair of Co$^{2+}$ ions in substituted Mg$_{0.97}$Co$_{0.03}$O is approximated by

$$\hat{H}_{\text{ex}} = 2J\hat{S}_1\cdot \hat{S}_2 - \tilde{\alpha} \hat{J}_1 \cdot \hat{J}_2,$$

(3)

where $\tilde{\alpha}$ and $\tilde{\alpha}$ = $2\beta^2$ denote an effective total angular momentum operator with $j = \frac{3}{2}$ and a projection factor, respectively. As summarized by Fig. 1(b), the $\hat{H}_{\text{ex}}'$ describes individual $j_{\text{eff}} = \frac{1}{2}$ pair excitations as transitions between triplet ($\Gamma_{\text{eff}} = 1$) and singlet ($\Gamma_{\text{eff}} = 0$) levels separated by an energy of $\Delta E = \tilde{\alpha} J$ [43–45]. The projection factor $\tilde{\alpha}$, in this low-energy approximation, can be calculated by diagonalizing $\hat{H}_{\text{ex}} + \hat{H}_{\text{MF}}$ with $\hat{H}_{\text{MF}} = 0$ owing to the lack of long-range magnetic order in Co$_{0.03}$Mg$_{0.97}$O [17]. This is equivalent to the following Hamiltonian for two (labeled 1 and 2) interacting Co$^{2+}$ ions:

$$\hat{H}_f = \hat{\mathbf{\hat{J}}}_1 \cdot \hat{\mathbf{S}}_1 + \hat{\mathbf{\hat{J}}}_2 \cdot \hat{\mathbf{S}}_2 + 2J\hat{\mathbf{\hat{S}}}_1 \cdot \hat{\mathbf{\hat{S}}}_2,$$

(4)

By considering $\hat{\mathbf{\hat{J}}}_f$ = 1 and $S = \frac{3}{2}$, this amounts to 144 basis states and a $144 \times 144$ matrix for this particular Hamiltonian in terms of the two-particle basis of $|\hat{\mathbf{\hat{J}}}_f, m_{J_1}, m_{S_1}, m_{J_2}, m_{S_2}|$.
with $|F(Q)|^2$ the magnetic form factor. Since the modulation is solely dependent on the intrapair distance $R_m$, the excitation can be assigned to a particular pair and corresponding coordination shell in the $Fm\bar{3}m$ structure, as illustrated in Fig. 1(a).

IV. RESULTS AND DISCUSSION

Having discussed the theory for isolated pairs in dilute Co$_{0.03}$Mg$_{0.97}$O, we now present the experimental data. As illustrated by Fig. 2(a), low-temperature/incident-energy inelastic neutron spectroscopic measurements on powder Co$_{0.03}$Mg$_{0.97}$O display a hierarchy of dispersionless excitations up to $\Delta E \sim 15$ meV. Based on the energy value of the excitations, we can assign an exchange constant as shown in Fig. 2(b) using the previously measured value for the spin-orbit-coupling constant $\lambda$ [17] for isolated Co$^{2+}$ on a rocksalt lattice. The intensities for each of the seven excitations in Fig. 2(a) exhibit a modulated $|Q|$ dependence, characteristic of pairwise interactions and thus distinguishing them from single-ion dispersionless crystal-field excitations [43]. As shown in Figs. 3(a) and 3(b), by fitting the intensity of each mode at different energies to Eq. (5), the different pair excitations could be assigned to relative coordination shells ranging from $m = 1$ to $m = 4$.

We now discuss the temperature dependence with the goal of extracting the sign of $J$. Antiferromagnetically coupled ($J > 0$) pairs of $J_{\text{eff}} = \frac{1}{2}$ spins consist of a singlet ground state and a triplet excited state, while ferromagnetic coupling ($J < 0$) gives a triplet ground state and a single excited state. These two different coupling scenarios give distinct temperature dependences of the integrated intensity that scales as the thermal population difference between the ground and excited states [51,52], with antiferromagnetic pairs following

$$I_{\text{AF}}(T) \propto (1 - e^{-\Delta E/k_BT})(1 + 3e^{-\Delta E/k_BT})$$

and ferromagnetic pairs following

$$I_{\text{F}}(T) \propto (1 - e^{-\Delta E/k_BT})/(1 + e^{-\Delta E/k_BT})$$

such that as $T \to 0$ K, the ratio

$$\frac{I_{\text{AF}}}{I_{\text{F}}} = \frac{2 + e^{-\Delta E/k_BT}}{1 + 3e^{-\Delta E/k_BT}} \to 3.$$  

As illustrated in Fig. 3(d), by normalizing the temperature dependence by $I_{\text{F}}(T)$, all integrated intensities fall onto either one of two universal curves describing antiferromagnetism or ferromagnetism. All extracted values of $J$ based on the energy, momentum, and temperature dependence discussed above are summarized in Table I. All coordination shells, with the exception of $m = 2$, display two closely spaced excitations with differing signs for the exchange constant, as illustrated in Fig. 3(c) for the $\sim$5 meV excitation. This presence of dual ferro- and antiferromagnetic interactions for $m = 1$, 3, and 4 is consistent with the GKA rules [40–42,53] since each of these exchange pathways consists of at least one 90° Co$^{2+}$–Co$^{2+}$ interaction involving the overlap of half and filled orbitals. Indeed, the GKA rules predict that the combination of the orbital degree of freedom for each Co$^{2+}$ and a lack of orbital ordering (or anisotropy) would manifest itself as either a direct antiferromagnetic $\tau_2^4 - \tau_2^4$ or a weaker ferromagnetic $\tau_2^1$ interaction.
eral trends reported by experiment [30]: (i) dominant in Table I, the values of while the 180◦ Co2+ − Co2+ exchange interaction is stronger than as the antiferromagnetic interaction is stronger than for all the m ≠ 2 excitations, while the 180◦ Co2+ − O2− − Co2+ m = 2 coupling leads to only a strong antiferromagnetic interaction.

Having assigned the signs of the seven exchange constants for dilute Co0.03Mg0.97O, we now provide a comparison with thermodynamic data and previously measured and calculated exchange constants for bulk CoO. The additional complication of dual ferro- and antiferromagnetic interactions for most m exchange pathways in combination with the entanglement of individual spin-orbit manifolds in the presence of magnetic order provides a possible explanation for the large range of J values reported for CoO [16,30,31,35,54–58]. As summarized in Table I, the values of J show good agreement with three general trends reported by experiment [30]: (i) dominant J2 > 0, (ii) a J1 < 0, and (iii) a significantly smaller but non-negligible J3, all in broad agreement with the trends concluded from a recent generalized gradient approximation (GGA)+U density functional theory (DFT) calculation on CoO (though no such dual exchange was predicted) [32]. In terms of thermodynamic data, the Curie-Weiss constant is related to the exchange interactions via \( \theta_{\text{CW}} = -\frac{1}{2}S(S + 1) \sum_i z_i J_i \), where the spin value \( S = \frac{1}{2} \) and \( z_i \) is the number of neighbors for each \( i \)th exchange interaction [48,49]. Following Kanamori [16] and applying a correction for spin-orbit coupling, the effective Curie-Weiss temperature \( \theta_{\text{CW}} \) is listed in Table I and compared against a mean-field \( T_N \) calculated based just on \( J_2 \). The estimated \( \theta_{\text{CW}} \) of \(-295(5) \text{ K} \) (\(-25.4(5) \text{ meV} \)) and a mean-field estimate of \( T_N \) of 283(5) K [24.4(3) meV] demonstrate close similarities with experimentally determined values of \( \theta_{\text{CW}} \) = −330(4) K [46,47] and \( T_N \) = 291(4) K [25], respectively, for CoO. The excellent agreement results from the near-perfect cancellation of antiferromagnetic and ferromagnetic interactions for all coordinations with the exception of \( m = 2 \) (the 180◦ interaction). Although the Co0.03Mg0.97O lattice (\( a = 4.21 \text{ Å} \)) is contracted relative to that of pure CoO (\( a = 4.26 \text{ Å} \)), the above agreements of energy scale are highly suggestive that the Co3+ − Co2+ exchange interactions are not greatly
TABLE I. Magnetic exchange constants for Co_{0.03}Mg_{0.97}O determined by the current study, magnetic exchange constants for CoO as cited in literature [30,31], and calculated for CoO by Deng et al. [32] using GGA+U DFT. The values from GGA+U DFT have been renormalized such that J_s is equal to the value from this current study. The values of T_s, θ_{CW}, and λ reported in the literature [17,25,46,47] for CoO have been included for the purposes of a comparison to the mean-field value [48,49] of θ_{CW} corresponding to the J values determined by the current study.

<table>
<thead>
<tr>
<th>Quantity/Source</th>
<th>Current study (meV)</th>
<th>Literature studies (meV)</th>
<th>Calculated (meV) [32]</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ</td>
<td></td>
<td></td>
<td>24(5) [17]</td>
</tr>
<tr>
<td>J_{AF}</td>
<td>1.000(8)</td>
<td>0.60 to −0.31 [16,30]</td>
<td>−0.97(2)</td>
</tr>
<tr>
<td>J_x</td>
<td>−0.918(6)</td>
<td>2.8 to 0.0013 [30]</td>
<td>3.09(5)</td>
</tr>
<tr>
<td>J_{AF} or J_{2AF}</td>
<td>3.09(5)</td>
<td>−0.67 [31]</td>
<td>−0.46(8)</td>
</tr>
<tr>
<td>J_{2AF}</td>
<td>0.258(1)</td>
<td>−0.182(1)</td>
<td>−0.0085(1)</td>
</tr>
<tr>
<td>J_θ</td>
<td>−0.0759(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T_s</td>
<td>24.4(3)^a</td>
<td>25.14(4) [25]</td>
<td>−28.4(4) [46,47]</td>
</tr>
<tr>
<td>θ_{CW}</td>
<td>−25.4(5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a Calculated using the mean-field estimate T_s ~ |(S + 1)/2| J_s J_s|.

changed, or at least any changes are smaller than systematic errors introduced by attempting to simplify the scheme in pure CoO. Hence the present results represent a comprehensive set of interaction-energy estimates for CoO.

In summary, we have disentangled the exchange and spin-orbit interactions for Co^{3+} on a rocksalt lattice. Through a combined analysis of the energy, momentum, and temperature dependence, we have extracted seven exchange constants out to four coordination shells. Both ferro- and antiferromagnetic interactions are observed, with the exception of second-neighbor interactions through linear Co^{3+}−O^{2−}−Co^{3+} bridges, in agreement with both the GKA rules and thermodynamic data. The results demonstrate that in the case of an orbital degeneracy in the t_{2g} channel, dual ferro- and antiferromagnetic interactions occur with comparable magnitudes.
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Glossary

**Airy Function of the First Kind** Conventionally denoted by $Ai$, it is one of the two linearly independent solutions to the Airy equation $\frac{d^2 y}{dx^2} - xy = 0$. The Airy function of the first kind is the solution to the Schrödinger equation with a linear potential, and the resulting quantised energy eigenvalues are parametrised by the negative zeros of $Ai$. This function plays a key role in the proposed quantum confinement of monopole quasi-particles that is the subject of Chapter 2.

**Antiferromagnetic Order** Magnetic moments are all aligned anti-parallel to one another and cancel completely. Such an arrangement results in zero net magnetisation below a critical temperature that is known as the Néel Temperature $T_N$.

**Atomic Form Factor** The Fourier transform of the spatial density distribution from real space to reciprocal space. The atomic form factor is a measure of the scattering amplitude of a wave by an isolated atom. The spatial density distribution that is utilised is dependent on the specific type of interaction involved in the scattering process and thus the type of radiation used to scatter off the system. X-ray form factor utilise the electron charge density. Neutron nuclear form factor utilises the spatial density of the nucleus, whilst its magnetic counterpart utilises the spatial density of the unpaired electrons. Since the form factor is the Fourier transform of the spatial density distribution, it possesses an intrinsic $Q$-dependence that is reflective of said distribution and is a powerful tool when one attempts to identify particular types of scattering. Approximated analytical expressions for the magnetic form factors of Pr$^{3+}$ and Co$^{2+}$ are presented in Appendix A.

**Aufbauprinzip** For the ground state configuration of a system, the electrons fill orbitals with the lowest energy available before proceeding to those
with higher energies. Further elaboration on the ground state electron configuration, particularly in the case of degenerate orbitals, is given by a combination of the Pauli Exclusion Principle and Hund’s Rules. This principle is also known as the “building-up principle”, a literal translation of the original German term.

**Bose Factor** Provides the effective population of phonons with a given energy at a specific temperature. Defined as \( \frac{1}{e^{\frac{E}{kBT}} - 1} \) and usually denoted as \( n(E) \), the Bose factor plays a particularly crucial role in neutron inelastic scattering with its presence in the fluctuation-dissipation theorem (Eq. 1.109).

**Ceramic Method** The most common method for preparing metal oxides. The method consists of grinding reagents together, pelleting the resulting mixture, and heating the mixture at a desired temperature. The process is usually repeated multiple times for the purposes of reaction completeness and chemical homogeneity. This method was employed in all experimental chapters.

**Clebsch-Gordan Coefficients** Expansion coefficients of the coupled angular momentum eigenstates into the uncoupled product momentum eigenstates basis. In this thesis, the former is denoted by \( | \rangle \), whilst the latter is denoted by \( \langle | \)\).

**Commutation Relations of Angular Momentum** The commutation relations between the individual components of angular momentum operators. These commutation relations are a consequence of the canonical commutation relations \([\hat{r}_i, \hat{p}_j] = i\hbar \delta_{ij}\). The commutation relations is the Lie algebra \( \mathfrak{so}(3) \) of the Lie group \( \text{SO}(3) \). It should be noted that there exists a 2-to-1 group homomorphism from \( \text{SU}(2) \) to \( \text{SO}(3) \) and their respective Lie algebras \( \mathfrak{su}(2) \) and \( \mathfrak{so}(3) \) are isomorphic.

**Convolution** A mathematical operation between two functions that produces a third function that quantifies how the shape of one of the functions is influenced by the other. The mathematical definition of the convolution of two functions \( f \) and \( g \) is given by: \( (f \ast g)(t) = \int_{-\infty}^{\infty} f(\tau)g(t-\tau)d\tau \).

**Cold Neutrons** Neutrons possessing energies between 0 and 25 meV. So-called ultra-cold neutrons are a subcategory of cold neutrons with energies of \( \sim 10^{-4} \) meV.

**Collimator** A device used to mechanically reduce the neutron beam divergence.
Critical Exponents  Exponents that describe the behaviour of physical quantities in close proximity to a continuous phase transition. A more rigorous mathematical definition consists of the following: if a quantity \( f(x) \) has a critical exponent \( \lambda \) in close proximity to the critical point defined by \( x = 0 \) as the critical point is approached from positive \( x \), then \( f(x) \sim x^\lambda \) for \( x \to 0^+ \), where the critical exponent \( \lambda \) can be defined as \( \lambda = \lim_{x \to 0^+} \frac{\ln f(x)}{\ln x} \), such that \( \lambda \) defines the asymptotic behaviour of \( f(x) \) as \( x \to 0^+ \). Examples of critical exponents \( \beta \) and \( \nu \) are presented in Eqs. 1.60 and 1.61, respectively.

Crystalline Electric Field  The total electrostatic field produced at a particular point in the lattice by the charged ligands. The description of the electrostatic interaction of the metal centres with the crystalline electric field is the basis of crystal field theory. First developed by Bethe and van Vleck, crystal field theory describes how the presence of the crystalline electric field breaks the metal centres’ orbital degeneracy.

Cubic Crystal System  A crystal system where the unit cell has \( a = b = c \) and \( \alpha = \beta = \gamma = 90^\circ \).

Curie Law  The mathematical relationship between a paramagnetic material’s magnetisation, applied magnetic field and absolute temperature. The Curie law, given by Eq. 1.49, only holds for high temperatures and low applied magnetic fields.

Curie-Weiss Law  A mean-field modification of the Curie law due to the presence of an internal molecular Weiss field. As is convention, the Curie-Weiss law is introduced as Eq. 1.66 corresponding to the mathematical relationship between a material’s magnetic susceptibility and its absolute temperature in the paramagnetic regime.

de Broglie Hypothesis  All matter can exhibit wave-like property. One of the two converse pillars of wave-particle duality.

Debye-Walker Factor  A mathematical tool to describe the attenuation of coherent neutron scattering and x-ray scattering due to thermal motion of sample’s constituents. Usually denoted by \( e^{-2W(Q)} = \langle e^{iQ \cdot u_l} \rangle \), where \( Q \) and \( u_l \) are the momentum transfer and displacement of the \( l \)th atom, respectively. The low \( Q \) and temperatures considered in this Thesis reduces the Debye-Waller factor to effectively one, and thus it may be neglected during the normalisation process.
Diagonalisable Matrix A square matrix $M$ is diagonalisable if the matrix $M$ is similar to a diagonal matrix $D$. In other words, there exists an invertible matrix $C$ such that $C^{-1}MC = D$.

Diffuse Scattering Scattering that arises due to any departure of a material’s structure from a perfect periodic crystalline lattice. Diffuse scattering is measured between the Bragg peaks and are indicative of short-ranged correlations/fluctuations.

Dimension The minimum number of coordinates required to specify any arbitrary point in a mathematical space.

Dipole Selection Rules for Magnetic Neutron Inelastic Scattering Only transitions where $\Delta m = \pm 1, 0$ and $\Delta j = \pm 1, 0$ have non-zero transition matrix elements. These rules are a direct consequence of the Wigner-Eckart theorem.

Dirac String A hypothetical infinitesimally thin one-dimensional construct that stretches between two magnetic monopoles of opposite charges or from one magnetic monopole out to infinity.

Direct Methods A group of structure solution reciprocal-space methods that attempts to determine the phase of the structure factor directly from the measured amplitudes by exploiting well-defined relationships between the phases and corresponding amplitudes. The condition that the atoms are peaks in the measured density maps and these peaks are well-separated are usually satisfied for single crystal diffraction, unlike their powder counterparts due to the extensive overlap that results from powder-averaging.

Dispersion Relation The relationship between the frequency $\omega$ (Energy) and the wavevector $k$ ($Q$ or $q$). For neutron inelastic scattering, dispersion relations are commonly denoted as $\epsilon(Q)$ or $\epsilon(q)$ and an example of one such relation is given as Eq. 3.13 in Chapter 3.

Double Differential Scattering Neutron Cross Section number of neutrons that are scattered into a particular solid angle element $d\Omega$ with a particular final energy lying in the range $dE_f$ from $E_i$, whilst being normalised to the incoming flux $\Phi$. This definition is the most generic and is defined more strictly in actual experiments as a function of incoming energy $E_i$ and direction $(\theta, \phi)$ as illustrated in Fig. 1.20.
**Dynamic Structure Factor** Double inverse Fourier transform of the time-dependent pair-correlation function. As a rule-of-thumb, the dynamic structure factor is the desired quantity in neutron inelastic scattering experiments. It is conventionally denoted by $S(Q, E)$ and is introduced as Eq. 1.110.

**Principle of Detailed Balance** The mathematical relationship between the dynamic structure factor for up-scattering and down-scattering processes, corresponding to $E < 0$ and $E > 0$ energy transfers, respectively. The mathematical relationship is introduced in Eq. 1.108.

**Elastic Scattering** The particle’s kinetic energy in the centre-of-mass frame is conserved throughout the scattering process.

**Emergence** A broad and widely applicable concept of the appearance of collective behaviour or properties that are absent in its constituent parts.

**Energy-Dispersive X-ray Spectroscopy** The use of a focussed beam of high-energy charged particles or X-rays to stimulate the emission of X-ray radiation. Since the wavelength of the emitted X-ray radiation is characteristic of the atomic structure for a particular element being irradiated and its intensity is directly proportional to the amount of the element present, energy-dispersive x-ray spectroscopy is a powerful tool for elemental analysis.

**Epithermal Neutrons** Neutrons possessing energies between 25 meV and approximately 1 eV. Depending on the classification scheme, some restrict Epithermal neutrons to energies between 25 meV and 400 meV, whilst neutrons between 400-600 meV and 600-1000 meV are classified as Cadmium and EpiCadmium neutrons.

**Equations-of-Motion** Equations that describe the behaviour of a system in terms of functions of dynamic variables.

**Exchange Interaction** A quantum mechanical effect between indistinguishable particles with no true classical analogue. Such an effect exists due to wave-functions of indistinguishable particles being subject to exchange symmetry. The exchange interaction increases (reduces) the expectation value of two or more indistinguishable fermions (bosons) when their wavefunctions overlap. The exchange interaction is the underlying mechanism for a significant portion of conventional collective magnetic behaviour.
Experimental Resolution The minimum difference in energy (or $Q$) such that two or more signals can be distinguished from one another. It is a parameter, often quoted by the full-width-at-half-maximum (FWHM), that is characteristic of the spectrometer at a particular energy and momentum transfer.

Fermi’s Golden Rule An equation for the calculation of the transition rate from an initial state $|i\rangle$ to a final state $|f\rangle$ that is part of continuum, in the presence of a perturbation that may possess time-dependence. A common form of the Golden Rule is that the transition rate is directly proportional to the strength of the coupling between states $|i\rangle$ and $|f\rangle$ and the number of potential paths for the transition to occur, given by $|\langle i|\hat{V}|f\rangle|^2$ and the density of final states $\rho_f$, respectively. It is also known as the Golden Rule of Time-Dependent Perturbation Theory.

Ferrimagnetic Order Magnetic moments, usually from different types of atoms or ions, are all aligned anti-parallel to one another but do not cancel completely. Such an arrangement results in a net magnetisation below a critical temperature that is also known as the Curie Temperature $T_C$.

Ferromagnetic Order Magnetic moments are all aligned parallel to one another. Such an arrangement results in a net magnetisation below a critical temperature that is known as the Curie Temperature $T_C$.

First Brillouin Zone The Wigner-Seitz primitive unit cell about a lattice point in reciprocal space.

First Moment Sum Rule In the case of isotropic exchange, the first moment is periodic in $Q$. Its periodicity is uniquely defined by the sum of displacement vectors between moments, whilst the intensity is defined by a combination of a sum of the spin-spin correlators and the spin-spin exchange constants. A derivation of the first moment sum rule is presented in Appendix H.2 and is summarised by Eq. H.45.

Fluctuation-Dissipation Theorem The mathematical relationship between the dynamic structure factor and the imaginary component of the susceptibility. The power of the fluctuation-dissipation theorem is that it allows the description of the auto-correlation function (a microscopic quantity) in terms of the dynamic susceptibility (a macroscopic quantity). Following directly from the Langevin equation and is a hallmark of linear
response theory. Its namesake is based on the observation that equilibrium fluctuations and energy dissipations have the same origins and are thus inseparable from one another, whilst their magnitudes must obey certain relationships. The mathematical relationship is introduced in Eq. 1.109.

**Flux Method** A solution growth method for growing single crystals which involves dissolving reagents in a solvent called the flux. This method was employed extensively in Chapter 3.

**Frustration** A phenomenon where all pairwise interactions cannot be simultaneously minimised.

**Frustration Index** A metric for measuring the level of frustration in magnetic systems. The frustration index $f$ is defined as $\left| \frac{\theta_{CW}}{T_c} \right|$, where $\theta_{CW}$ and $T_c$ denote the Curie-Weiss and critical (Curie or Néel) temperatures, respectively. A value of $f > 5$ indicates the presence of significant frustration.

**General Wyckoff Position** A Wyckoff position that is invariant only with respect to the identity operation (E).

**Geometric Frustration** Frustration that is a result of the incompatibility of the interaction between magnetic degrees of freedom with the geometric constraints imposed by the underlying symmetry of the crystal structure.

**g-factor** A dimensionless constant-of-proportionality between the magnetic moment and the angular momentum of a particle, an atom or a nucleus.

**Goodenough-Kanamori-Anderson Rules** A set of semi-empirical rules for determining the sign and relative strength of the superexchange interactions for a particular set of electronic arrangements on various metal centres placed in a given geometric arrangement.

**Green’s Function** A solution of a linear differential equation with a Dirac delta inhomogeneous source with homogeneous boundary conditions. The importance of the Green’s function in this Thesis is that it acts as a propagator.

**Hamiltonian** The observable operator for the total energy (kinetic and potential) of the system. It is conventionally denoted by $\mathcal{H}$. 
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Heisenberg-Dirac-van Vleck Hamiltonian The Hamiltonian of the Heisenberg model. Often referred to simply as the Heisenberg Hamiltonian, $\hat{H} = \sum_{i,j} J_{ij} \hat{S}_i \cdot \hat{S}_j$ describes the total energy of the system with pairwise interactions via isotropic exchange with an exchange constant $J_{ij}$ between spins $\hat{S}_i$ and $\hat{S}_j$ at sites $i$ and $j$ of an infinite lattice, respectively, where it is understood that $i \neq j$.

Hilbert Space A real or complex inner product space that is also a complete metric space with respect to the distance function inherent to the inner product. In this Thesis, the Hilbert space is denoted by $H$.

Holstein-Primakoff Transformation A transformation of the spin operators for a system of $S$-moments on a lattice onto bosonic creation and annihilation operators. The transformed operators satisfy the commutation relations exactly and this transformation plays a central role in conventional (linear) spin wave theory.

Hund’s Rules A set of three semi-empirical rules used to determine the term symbol $2S+1L_J$ corresponding to the ground state electron configuration of a multi-electron atom.

Inelastic Scattering The particle’s kinetic energy in the centre-of-mass frame is not conserved throughout the scattering process.

in vacuo Performed in a vacuum.

Jahn-Teller Theorem Any non-linear coordination complex with a spatially degenerate electronic ground state will undergo a geometric distortion to remove the degeneracy. This particular type of geometric distortion is called a Jahn-Teller distortion and occurs for coordination complexes with certain electronic configurations.

Kagomé Lattice A lattice structure that consists of the vertices and edges of the trihexagonal tiling pattern. The use of the name Kagomé stems from the presence of the trihexagonal tiling pattern in the traditional Japanese woven bamboo basket.

Kitaev Model Spin-1/2 degrees of freedom placed on the vertices of a tri-coordinated lattice, where nearest neighbours interact via a highly anisotropic Ising exchange, whose easy-axis is dependent on the bonding direction. The Kitaev Hamiltonian is $\hat{H} = \sum \langle i, j \rangle J^\gamma \hat{K}^\gamma_{j,k}$, where $\hat{K}^\gamma_{j,k} = \sigma^\gamma_j \sigma^\gamma_k$ is the
bond operator for \((j, k)\) bond of \(\gamma\)-type. The Kitaev model is a quantum mechanical model which is exactly solvable, possesses topological order and is a model that hosts a variety of gapped and non-gapped quantum spin liquids.

**Kramers Theorem** For any half-integer spin system possessing time-reversal symmetry, every energy eigenstate is degenerate.

**Lattice Fourier Transform of the Exchange Interactions** Sometimes referred to as the Fourier transformed exchange function, \(J(Q) = \sum_{i \neq j} J_{ij} e^{Q \cdot d_{ij}}\), specifies both the strength and \(Q\)-dependence of the coupling of the single-site susceptibilities that is described by the equation-of-motion for the Green’s functions in the random phase approximation (Eq. 5.1).

**Lie Algebra** A vector space \(g\) over some field \(F\) equipped with a bilinear map called a Lie bracket. The Lie bracket is a non-associative, alternating bilinear map \([\cdot, \cdot] : g \times g \rightarrow g\) that satisfies the Jacobi identity.

**Ligand** An ion or molecule that binds to the central metal atom in a coordination complex.

**Lineshape** A description of the form of an excitation in spectroscopy. Rarely, if ever, are excitations perfect delta functions, instead they are broadened and possess characteristic shapes. Physical origins of broadening are numerous and include: proximity broadening and lifetime broadening. The final subsection in Chapter 1 introduces various possible analytic approximations to describe observed lineshapes.

**Magnetic Anisotropy** The directional (spatial orientation) dependence of a system’s magnetic properties.

**Mean Field Theory** The study of the behaviour of large and complex stochastic systems in terms of much simpler models. Mean field theory reduces models that involve large numbers of particles interacting with one another to a model consisting of individual particles that are each influenced by the same single averaged effect from all its neighbours, \(i.e.\) the so-called *mean field*. The power of mean field theory is its attempt to reduce a complex many-body problem to a much simpler one-body problem. Mean field theory is introduced as the physical motivation for the Weiss field that led to the Curie-Weiss equation (Eq. 1.66) in Chapter 1. Its highly
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related counterpart in $Q$-space is the Random Phase Approximation that is employed in Chapter 5.

**Metal Oxides** Chemical compounds formed from metal(s) and oxygen.

**Magnetic Monopole** A hypothetical elementary particle that is a magnet consisting of one magnetic pole and would correspond to the magnetic analogue of electrical charges. Interest in monopoles stems from a combination of symmetrisation of Maxwell’s equations of electromagnetism and the Dirac quantisation condition.

**Master Equation** The mathematical relationship between the scattering cross section and the perturbative potential from which the neutrons are scattering from. The equation is given by Eq. 1.93.

**Monoclinic Crystal System** A crystal system where the unit cell has $a \neq b \neq c$ and $\alpha = \beta = 90^\circ \neq \gamma$.

**Mott Insulator** A class of insulating materials that are predicted to be conductors using conventional band theory. Deviations from conventional band theory stem from electron-electron interactions.

**Neutron Flux** The number of neutrons incident on a unit area per unit time.

**Neutron Inelastic Scattering** A special type of spectroscopy that utilises how the neutron is scattered from a sample, consisting of changes in energy and direction, to infer information about the sample’s atomic and/or magnetic dynamics.

**Neutron Moderator** A medium at which neutrons are brought to thermal equilibrium at a particular temperature. Conventionally, moderators denote media located adjacent to the reactor that reduces the energy of fast neutrons. The reduction in energy optimises the nuclear chain reaction, whilst achieving neutron energies that are optimal for studying matter. Moderators located much further away from the fission (or spallation process) are called sources. Sources that are held at cryogenic temperatures are called cold sources and provide neutrons that are optimised to study magnetism, whilst sources that are heated such as hot graphite, provide neutrons that are optimised to study electronic transitions. Moderators are typically composed of light nuclei with low neutron absorption cross sections with modest stopping power.
Neutron Spectrometer A tool used to perform neutron inelastic scattering experiments.

Normalisation The conversion of vanadium-corrected neutron scattering intensities into the absolute units, i.e. the double differential scattering neutron cross section in units of barns \( \cdot \text{sr}^{-1} \cdot \text{meV}^{-1} \). The normalisation procedure utilising internal incoherent standards is summarised in Appendix I.

Nuclear Fission A nuclear reaction or a nuclear decay process that results in the splitting of a nucleus into smaller pieces.

Observable Operator A Hermitian operator \( \hat{\mathcal{O}} \) that is associated with a measurement of a particular observable, i.e. a physical quantity that can be measured. Such an association is a fundamental postulate of quantum mechanics.

Octahedral Distortion Parameter A parameter used to quantify the degree of distortion of a coordination complex with six ligands away from ideal octahedral coordination. Conventionally denoted by \( \delta \), the parameter is introduced as Eq. 1.75.

Optical Floating Zone Method A crucible-free melt growth method for single crystal growth. The method consists of melting a translatable section, termed the molten zone, of a precursor, usually the desired crystal in polycrystalline form, in the form of compressed cylindrical rods. Zone melting is achieved by a focussed beam of light from optically-based heating sources, most commonly halogen lamps. The counter-rotating feed and seed rods are held together by surface tension and are both vertically translated in a controlled atmosphere throughout the growth process. As the feed and seed rods are vertically translated, more precursor material is melting at the melt edge, whilst the molten mixture crystallises at the newly cooled end, known as the growth edge. This method was employed extensively in Chapter 5.

Orthorhombic Crystal System A crystal system where the unit cell has \( a \neq b \neq c \) and \( \alpha = \beta = \gamma = 90^\circ \).

Paramagnetic Approximation An approximation where it is assumed that only isotropic spin excitations are being measured. With the assumption that all magnetic anisotropy is absent, as is the case in the paramagnetic
regime, and thus its namesake, the system must be rotationally invariant and thus \( S_{zz}^{\text{mag}}(Q, E) = S_{yy}^{\text{mag}}(Q, E) = S_{xx}^{\text{mag}}(Q, E) \).

**Parasitic Scattering** Scattering that occurs whilst the sample is absent. This type of scattering is often caused, but not limited to, scattering off the edges of the beam collimators.

**Partial Differential Equation** An equation summarising the mathematical relationship between two (or more) independent variables, a previously undetermined multivariable function of the variables, and the partial derivatives of the multivariable function with respect to the variables.

**Pauli Exclusion Principle** No two or more identical fermions can occupy the same quantum mechanical state in a quantum mechanical system simultaneously.

**Penetration Depth** The depth inside the material at which the intensity of radiation is \( \frac{1}{e} \) of its incident intensity.

**Perturbation Theory** A set of approximation schemes used to describe a complicated (non-ideal) quantum system in terms of much a simpler (ideal) quantum system, where a solution is already known. The approach is to re-frame the complicated Hamiltonian \( \hat{H} \) as the simpler Hamiltonian \( \hat{H}_o \), whose solutions are known, that is being perturbed by a potential \( \epsilon \hat{V} \), where \( \epsilon \) is a small parameter and \( \hat{V} \) is the potential describing the perturbation. If the perturbation is small, then the solution of \( \hat{H} \) is simply the known solutions of \( \hat{H}_o \) subject to corrections. If the perturbing potential has explicit time-dependence, one will utilise time-dependent perturbation theory, otherwise, time-independent perturbation is employed.

**Point Group** A group of isometries that keep at least one point fixed in space.

**Power Density** The amount of power per unit volume.

**Projection** The mapping of a mathematical structure onto an idempotent substructure.

**Projection Factor** In this Thesis, it is a multiplicative factor that accompanies the projection of angular momentum operators. The determination of the projection factor is the central theme for both Appendices E and G.
Projection Theorem  The matrix elements of a vector operator $\hat{V}$ are directly proportional to those of angular momentum operator $\hat{J}$ with a proportionality constant $C = \frac{\langle \hat{V} \cdot \hat{J} \rangle}{j(j+1)}$. The projection theorem is the Wigner-Eckart theorem for the case of vector operators $\hat{V}$, i.e. tensor operators of rank $k = 1$. A derivation of the projection theorem is presented in Appendix G.2 and is summarised by Eq. G.38.

Propogation Vector  The relation between the spatial orientation of magnetic moments of equivalent magnetic atoms in different nuclear unit cells. By convention, the propagation vector is denoted by $k$.

Pyrochlore Structure  Denoted by $Fd\bar{3}m$, the structure consists of an interpenetrating network of corner-sharing tetrahedra, with each network consisting of cations occupying the two respective special crystallographic positions 16$d$ and 16$c$. Alternative views of the structure include alternating Kagomé and triangular layers along the [111] crystallographic direction for both the 16$d$ and 16$c$ sites.

Quantum Numbers  Numbers that parametrise conserved quantities in the dynamics of a quantum system. These numbers specify the particular quantum state that the quantum system occupies.

Quantum Spin Liquid  A novel state of matter that is composed of highly correlated spins that do not achieve long range magnetic order down to absolute zero due to quantum effects/fluctuations. This state of matter is characterised by their strong long-range quantum entanglement that preserves symmetries and possesses many exotic and often novel properties including topological ground state degeneracy and fractionalised spin excitations.

Quenching of Orbital Angular Momentum  The reduction of the effective orbital angular momentum $L$ to values near (partial) or equal (complete) to zero.

Random Phase Approximation  The replacement of products of operators by averages, as is performed in mean field theory, where the fluctuation of averages is neglected. This approximation plays a crucial role in the simplification of the equation-of-motion (Eq. 5.1) in Chapter 5, as shown in its derivation in Appendix J.
Rietveld Refinement A multi-parameter curve fitting procedure. The procedure consists of performing a least-squares optimisation of a model function to the entire data set comprising the diffraction scan. The parameters of the model function used to match the data’s peaks’ positions, heights and widths contain pieces of information regarding the unit cell’s parameters, details of the crystal’s unit cell (e.g. thermal factors, atomic coordinates, etc.), whilst incorporating other effects such as instrumental background, resolution convolution and sample absorption.

Rock Salt Structure Denoted by $Fm\bar{3}m$, the structure is composed of two inter-penetrating face-centred cubic lattices with each lattice composed of atoms $A$ and $B$ occupying the two respective special crystallographic positions $4a$ and $4b$.

Scanning Electron Microscopy The use of a focussed beam of high-energy electrons to deduce a variety of information concerning the surface of a sample. Such information is deduced from electron-sample interactions and include texture, structure, and chemical composition.

Scattering Physical process by which radiation or particles deviate from a straight trajectory due to some form of interaction with a particular system.

Scattering Triangle A pictorial representation of the scattering geometry for an neutron inelastic process. The triangle consists of the geometric interpretation of $Q = k_i - k_f$, with an angle of $2\theta$ between vectors $k_i$ and $k_f$. Two examples of scattering triangles are given in Fig. 1.17.

Schrödinger Equation A partial differential equation that describes how a quantum system changes over time. The equation can be considered the quantum analogue of the conservation of energy. In the case that the potential does not have explicit time dependence, the equation is reduced to a much simpler eigenvalue equation, known as the time-independent Schrödinger Equation.

Single Mode Approximation The approximation of $S(Q,E)$ as $S(Q)\delta(E - \epsilon(Q))$, where $\epsilon(Q)$ is the dispersion relation of interest. Such an approximation is employed when $S(Q,E)$ is dominated by a single well-defined excitation.

Single-Site Susceptibility The dynamic susceptibility at the level of the single-site, denoted by $g^{\alpha\beta}$. Such an interpretation, and hence its name,
stems from the observation that $g^{\alpha\beta}$ appears in Appendix J as the solution to the equation-of-motion given by Eq. J.83 when $J(il)$ is set to zero. $g^{\alpha\beta}$ is the quantity that is coupled by $J(Q)$ via the equations-of-motion of the Green’s functions in the random phase approximation. The analysis that forms the basis of Chapter 5 employs the form of the single-site susceptibility in the limit of $T \to 0 \, K$ and is summarised by Eq. 5.10.

**Sol-Gel Method** Solution-based alternative to the ceramic method, requiring much lower synthesis temperatures. The method first involves the creation of the sol, a colloidal solution of monomer precursors. The sol is aged or heated under moderate temperatures, thus creating a continuous and porous network of the desired product, called the gel. Sintering the gel results in its decomposition and densification into a ceramic (or glass). This method was employed extensively in Chapter 4.

**Space Group** A group of symmetry elements on the points of a space lattice. In other words, a space group is a group of symmetry elements that keeps the periodicity of the Bravais lattice of interest invariant.

**Spallation** The emission of nucleons from a nucleus as a result of the collision of a high energy with said nucleus.

**Special Wyckoff Position** A Wyckoff position that is invariant with respect to both the identity operation (E) and at least one other operation of the space group.

**Spin Glass** Commonly referred to as the magnetic analogue of glass. An intuitive definition treats spin glasses as disordered magnets whose spins’ spatial orientation are arranged in an non-periodic, amorphous manner. Rigorous mathematical definitions vary from source to source but the common theme is that spin glasses possess an exponential number of locally stable minima, resulting in such systems exhibiting dynamics on all time scales.

**Spin Ice** A crystalline material whose local moment arrangement maps directly onto the statistical mechanical problem of local proton coordination in water ice investigated by Linus Pauling in the early 20th Century.

**Spin-Orbit Coupling** A relativistic interaction between a particle’s intrinsic spin angular momentum and its motion inside a potential.
Spurious Scattering A broad term referring to any scattering that is not due to the intrinsic features of the sample’s scattering function. The physical origins of such scattering are various and include: resolution function artefacts, scattering from materials (other than the sample) present in the beam such as the sample environment, accidental Bragg scattering, and higher order harmonics.

SQUID An extremely sensitive magnetometer used to measure magnetic fields with both great accuracy and precision. Corresponding to the acronym Superconducting Quantum Interference Device, these magnetometers consist of loops of superconducting materials containing Josephson junctions, thus allowing SQUIDs to utilise the Josephson effect, resulting in extreme sensitivity for detecting weak magnetic fields.

Stevens Operators In the Stevens approach (Stevens formalism), the crystal field Hamiltonian $\hat{H}_{CEF}$ is written as a linear combination of the product of Stevens operators $\hat{O}_m^l$ and their corresponding Stevens parameters $B_m^l$. Stevens operators are a function of angular momentum operators and transform like the real tesseral harmonics $Z(\theta, \phi)$ under rotations. The mathematical motivation of Stevens formalism is the projection theorem (the Wigner-Eckart theorem for vector operators). The Stevens operators that are employed in this Thesis are summarised in Appendix D.

Stone’s Theorem $(\hat{U}_t)_{t \in \mathbb{R}}$ is a strongly continuous one-parameter unitary group, if and only if there exists an exponential map $\hat{U}_t = e^{it\hat{A}}$, where $\hat{A} : \mathcal{D}_\hat{A} \to H$ is an infinitesimal group generator with domain $\mathcal{D}_\hat{A} = \{\psi \in H | \lim_{\epsilon \to 0} \frac{i}{\epsilon} (\hat{U}_\epsilon(\psi) - \psi)\}$. The theorem is also known as Stone’s Theorem on One-Parameter Unitary Groups.

Sum Rules of Neutron Scattering Mathematical relationships that allow for the extraction of system-specific parameters from the $n^{th}$-moments of the dynamic structure factor.

Systematic Errors Non-random, predictable, and repeatable errors with a non-zero mean and whose influence will not be reduced by repeating measurements.

Taylor’s Theorem Suppose that a function $f$ is defined on an interval $I$ containing a point $a$ and suppose that the function is $N + 1$ times differentiable on this interval. Then for each $x \neq a$ in $I$, there exists a value
c between $x$ and $a$ so that

$$f(x) = \sum_{n=0}^{N} \frac{f^{(n)}(a)}{n!}(x-a)^n + \frac{f^{(N+1)}(c)}{(N+1)!}(x-a)^{N+1}.$$ 

The power series $\sum_{n=0}^{N} \frac{f^{(n)}(a)}{n!}(x-a)^n$ is known as the Taylor series of $f(x)$ about a point $x = a$ and can be thought of a polynomial that approximates $f(x)$ in an interval containing $a$. When $a = 0$, the Taylor series is called the Maclaurin series. The Taylor (or Maclaurin) series will converge only for specific values of $x$ as determined by the series’ radius of convergence.

**Thermal Neutrons** Neutrons possessing an energy of approximately 25 meV. The name *thermal* is derived from the observation that the energy of 25 meV corresponds to the maximum of the Maxwell-Boltzmann distribution of neutron energy (speeds) for room temperature.

**Time-of-Flight Neutron Spectrometer** A neutron spectrometer that utilises neutron velocities in either monochromatisation or energy discrimination or both. All key elements of a time-of-flight spectrometer are presented in Figs. 1.18 and 1.19.

**Triple Axis Neutron Spectrometer** A neutron spectrometer where monochromatisation and energy discrimination are accomplished *via* Bragg optics with a crystal monochromator and analyser, respectively. All key elements of a triple axis spectrometer are presented in Fig. 1.16.

**Type-II Antiferromagnet** An antiferromagnet where magnetic moments within a (111) plane are aligned parallel, whilst moments between adjacent (111) planes are aligned antiparallel to one another. In other words, an antiferromagnet constructed from the antiferromagnetic stacking of ferromagnetic (111) sheets.

**Universality** A hypothesis which states for a continuous phase transition, the static critical exponents depend on: (i) the dimensionality of the system $d$, (ii) the dimensionality of the order parameter $D$, and (iii) whether the forces are of short- or long-range.

**Vegard’s Law** A heuristic empirical rule that states the lattice parameter of a solid solution of two constituents at a temperature $T$ is equal to a rule of mixtures of the constituents’ individual lattice parameters at the same temperature $T$.

**Wigner-Eckart Theorem** In the angular momentum basis states, the matrix elements of the spherical tensor operators $T_q^{(k)}$ can be expressed as a product
of the Clebsch-Gordan coefficient and the reduced matrix element, where
the latter’s value is independent of angular momentum orientation. A
derivation of the theorem is presented in Appendix G.1 and is summarised
by Eq. G.22.

Wigner’s Theorem of Symmetry Representation Any symmetry transfor-
mation can be represented on a Hilbert space \( H \) of physical states by an
operator \( \hat{O} \) that is either linear and unitary or anti-linear and anti-unitary.
A corollary of Wigner’s Theorem is that continuous symmetries have unitary
representations.

Zeeman Effect The splitting of a spectral line into individual components in
the presence of a magnetic field. The magnetic field analogue of the Stark
Effect.

Zeroth Moment Sum Rule The integral of \( S(Q, E) \) over all \((Q, E)\) is sensitive
to the effective total(spin) angular momentum of the manifolds being
integrated over. A derivation of the zeroth moment sum rule is presented
in Appendix H.1 and is summarised by Eq. H.11.