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Abstract

Secondary organic aerosol (SOA) is a major component of aerosol. Aerosol affect the radiation budget of the Earth and are detrimental to human health. Robust assessments of the impact of SOA on air quality and climatic are hindered by uncertainties in the SOA lifecycle.

There are approximately 37 million unique organic compounds in the atmosphere. With such a large number of potential sources of SOA, representing the SOA lifecycle in a global model is challenging. SOA schemes within models vary in several ways, including: the emissions source types considered, and how volatile organic compound (VOC) physicochemical processing is treated. As a result, estimates of the global SOA production rate from models and observations range several orders of magnitude. Furthermore, simulated SOA concentrations from global models are typically lower than observed. The objectives of this study are to (i) quantify the impact of biogenic, anthropogenic and biomass burning VOC emissions on the global SOA budget and model agreement with observations, (ii) explore the sensitivity of the global SOA budget and model agreement with observations to variations in the physicochemical processing of VOCs, and (iii) examine how future changes in climate and emissions influence the SOA lifecycle. Throughout this study, a global chemistry-climate model (UKCA) is used, developed, and tested against a suite of surface and aircraft observations.

Firstly, the impact of biogenic, anthropogenic and biomass burning VOC emissions on the global SOA budget and model agreement with observation is quantified. This is achieved by introducing new VOC emission source types, whilst maintaining a fixed VOC oxidation mechanism. As
source of SOA, monoterpene (C\textsubscript{10}H\textsubscript{16}) has been studied under laboratory conditions extensively. This VOC is commonly included in SOA schemes and, in many cases, is the only source of SOA. In this study, when monoterpene is the only source of SOA, the simulated global SOA production rate is 20 Tg (SOA) a\textsuperscript{-1} and the normalised mean bias (NMB) with respect to observed SOA is -91 %. In response to the addition of new emission source types, isoprene (C\textsubscript{5}H\textsubscript{8}), a lumped anthropogenic VOC (VOC\textsubscript{ANT}) and a lumped biomass burning VOC (VOC\textsubscript{BB}), to the SOA scheme the global SOA production rate increases by 275 % (to 75 Tg (SOA) a\textsuperscript{-1}), and model agreement with observations improves (NMB = -51 %). The improvement in agreement between simulated and observed SOA is primarily due to the inclusion of VOC\textsubscript{ANT}, as opposed to isoprene or VOC\textsubscript{BB}. These results demonstrate that, under a single-step oxidation scheme, with a fixed yield of SOA, biogenic, anthropogenic, and biomass burning VOC emissions account for around half of the observed SOA abundance.

With the new SOA scheme which considers all major VOC sources of SOA, the next objective is to explore the sensitivity of the SOA budget and model agreement with observations to variations in the physicochemical processing of VOCs. This is achieved by performing simulations with varying VOC deposition and oxidation mechanisms, whilst maintaining fixed VOC emissions. In light of recent field and explicit modelling studies, the sensitivity of SOA to VOC deposition is quantified. By including both dry and wet deposition of all VOC precursors of SOA, the global SOA production rate from all VOC sources reduces by 37 % (to 47 Tg (SOA) a\textsuperscript{-1}) and model agreement with observations worsens (NMB = -66 %). Hence, neglecting VOC deposition can have significant impacts on SOA formation.

According to chamber and field studies, VOCs form SOA after several generations of oxidation, and with yields which are sensitive to nitrogen oxide (NO\textsubscript{x}) concentrations. Therefore, for the anthropogenic and biomass burning VOC precursors of SOA (VOC\textsubscript{ANT/BB}), model simulations are performed
varying (a) the parent VOC reactivity, (b) the number of reaction intermediates, and (c) accounting for the influence of NO$_X$ on SOA yields. Both variations in parent VOC reactivity and accounting for the NO$_X$-sensitive SOA yields have a substantial impact on simulated SOA, whereas SOA is mostly unaffected by the introduction of the reaction intermediate. In response to these variations in oxidation, the global SOA production rate from VOC$_{ANT/BB}$ ranges from 18 Tg (SOA) a$^{-1}$ to 45 Tg (SOA) a$^{-1}$ (+150 %) and the NMB with respect to observed SOA ranges from -46 to -71 %. SOA is extremely sensitive to variations in parent VOC reactivity and accounting for the NO$_X$-sensitive SOA yields, but is unaffected by the introduction of the reaction intermediate. These simulations highlight how the use of simplified VOC oxidation mechanisms within SOA schemes can have profound impacts on the global SOA budget and model agreement with observations.

Finally, the impact of future changes in climate and emissions on the SOA lifecycle is quantified. This is achieved by driving the UKCA model with the Intergovernmental Panel on Climate Change (IPCC) Representative Concentration Pathway (RCP) 8.5 for the 2090s and the present-day (2000s). Compared to the present-day, climate change alone results in a 23 % increase in the global SOA burden due to increases in both SOA production (10 %) and the SOA lifetime (12 %). This climate-induced increase in SOA production is driven by an 82 % increase in monoterpene emissions due to the warming associated with RCP8.5 (4.6 °C). Global isoprene emissions reduce by 1 % under future climate change due to the opposing effects of warming and rising carbon dioxide concentrations which suppress isoprene synthesis (‘CO$_2$ inhibition’). Projected changes in anthropogenic and biomass burning emissions alone result in a 3 % decrease in the global SOA load compared to the present-day due to a reduction in the SOA production rate (-6 %) and an increase in the SOA lifetime (4 %). This emissions-driven reduction in global SOA production is driven by a projected 11 % decrease in anthropogenic and biomass burning
VOCs. When future changes in climate and emissions are combined, the global SOA burden increases by 20 % in the future compared to the present-day, which is due to increases in SOA production (4 %) and a lengthening of the SOA lifetime (15 %). Therefore, these results imply a growth in the global SOA burden due to rising biogenic VOC emissions and a lengthening of the SOA lifetime, despite reductions in anthropogenic and biomass burning emissions.

This thesis contributes to the understanding of the SOA lifecycle in the present-day and the future. In relation to uncertainty in SOA and the impacts of SOA on air quality and climate, greater observational constraints on VOC emissions, deposition and oxidation mechanisms are required. Furthermore, these results imply a growing importance of natural sources of SOA in the future.
Lay Abstract

The Earth’s atmosphere mostly consists of gases, such as nitrogen and oxygen. In addition to these gases, there are liquid and solid particles, referred to as aerosol. Aerosol are extremely small, with diameters less than that of human hair. The amount of aerosol in the atmosphere is very low in comparison to oxygen and nitrogen, yet their existence have profound impacts on many aspects of the Earth system. For example, aerosol can affect radiation which, in-turn, affects climate. Also, these particles can be inhaled by humans and cause health problems.

One type of aerosol which is measured in large quantities across the Earth’s surface is secondary organic aerosol (SOA). SOA is formed from gaseous organic compounds (precursors), which are released from a variety of sources, including human activity (i.e. burning of fossil fuels), biomass burning (i.e. natural forest fires and human-made fires) and plants. These emitted gaseous organic compounds undergo a range of chemical reactions, leading to the production of SOA. SOA is washed out of the atmosphere by rainfall (wet deposition), and by sedimentation onto the Earth’s surface due to the effects of gravity (dry deposition). The amount of SOA in the atmosphere (burden) is controlled by a delicate balance between SOA production and SOA removal.

The objectives of this thesis are to (i) investigate how human activity, biomass burning and plants influence the production of SOA, (ii) explore how chemical reactions of precursor gases influence the production of SOA, and (iii) quantify how future changes in climate and emissions over the 21st century will affect the amount of SOA in the atmosphere. Throughout this study, a model is used. This model represents many processes, including
weather (e.g. temperature, rainfall, etc.), emissions of gaseous organic compounds, and chemical reactions.

The first objective is to investigate how precursor emissions from humans, plants and forest fires influence the production of SOA in the atmosphere. Results from this thesis indicate that every year, 75 Tg of SOA is formed in the atmosphere. Around half (53 %) of the SOA formed every year originates from plants, with human activity and biomass burning accounting for the remaining 32 and 15 %, respectively. Hence, this harmful pollutant is a stems from of both natural and non-natural sources.

The next objective is to explore how the chemical reactions of precursor gases control the amount of SOA formed. This is achieved by analysing the reaction pathways of gases, with a particular focus on the gases emitted from human activities. These results reveal how the emitted organic gases have a number of potential reaction pathways. Also, the reaction pathways are influenced by chemical conditions, such as the amount of nitrous oxide present. When the precursor is emitted from human activities, if there is lots of nitrous oxide present, the precursor gases react, but only lead to a small amount of SOA formed. By contrast, if the precursor is emitted into a region devoid of nitrous oxide, the organic gases react and lead to a large amount of SOA produced. Hence, not only is the amount of organic gases emitted into the atmosphere important, but so too is the environment. The importance of this is that industrialised and urban regions contain high nitrous oxide levels, whereas clean, remote regions contrail low nitrous oxide levels. Hence, when organic gases from human activity are released into urban and industrialised regions, the high nitrous oxides levels supress SOA formation. However, when the organic gases from human activity are released into clean, remote regions, the low levels of oxide enhance the formation of SOA.
The final objective is to determine if the amount of SOA in the atmosphere will change in the future. Results from these simulations suggest that by the year 2100s, the global-average surface air temperature will increase by 4.6 °C. This increased temperature stimulates the amount of organic gases released from plants. Hence, climate changes increases the production of SOA in the future. At the same time, the efficiency of SOA removal from the atmosphere, reduces in the future. Hence, in the future, SOA will last longer in the atmosphere. Therefore, future increases in SOA production are compounded by reductions in SOA removal, such that the amount of SOA in the atmosphere increases by 20% in the future.
The secondary organic aerosol lifecycle in the present-day and future
“Our crown has already been paid for. All we have to do is wear it”

- James Baldwin
The secondary organic aerosol lifecycle in the present-day and future
Acknowledgements

Firstly, Ruth and Fiona, you gave me the opportunity to start this journey, and you patiently guided me through to the finish line. In-between, there were some tough times. Like when I spent months trying to close the SOA budget, only to find I didn’t have all the diagnostics required. Or when I found out all my model simulations had used emissions that were upside down. Or when I spent months trying to implement the two-product scheme, only to find out it was near impossible. The two of you picked me after each of these challenges, and you inspired me to not give up.

My fellow friends in Crew, Pedro, Paula, Rosa, Michael, and Zhenze, thank you all for keeping me company. Someone who really helped me out, the one who I started this with, who I wouldn’t have been able to finish this without, Sara. You have given me an endless supply of cake, cheese, satsumas, chocolate, someone to laugh with, someone to laugh at, and friendship. Together, we got through those endless days, evenings, and weekends of work. I will cherish our time together.

Fraser, Paul and Arron, I have you all to thank for the escape you offered me over the past four years. Running with Edinburgh Frontrunners, going to yoga and meditation classes, cycling through the Hebrides, and trips to bothys. They were the perfect escape from my PhD. Equally as therapeutic were our all-night drinking and dancing in The Street, or worse, The Planet. Yes, Saturday nights will never be the same again.

Suzy, Amber and Mariann, you’ve provided me a long-distance supply of drama that’s kept me entertained and distracted. You also gave me some magical times in Paris, Milan, and Marrakesh (and Northampton!).
you kept me sane with your insane humour mostly centred on nuts, lemons, Nutella and buses. My original study buddy, and long-term buddy, Eleanor, thank you for always supporting me.

Mum and Dad, not only have you supported me, but you have actively encouraged every single one of my decisions, giving me the confidence to be the person I am today. Emma, you are my sister, my spiritual guidance councillor and my friend, thank you for empowering me. And to the rest of the family, Lewis, Amy, Frankie, Ashley, Nan, Pap, Auntie Jo, Uncle Rick, Amber, Georgia and Casey - I am truly blessed to have you all surrounding me.

And finally, Johannes, I apologise for dragging you along with me on my marathon training runs all through the winter, and to library at the weekends during the summer, and to the badminton and basketball courts. You have supported me since the day we met. I only hope I can return some of this to you over the rest of our lives together.
## Contents

Declaration .......................................................................................................................... 3
Abstract ................................................................................................................................. 5
Lay Abstract .......................................................................................................................... 9
Acknowledgements ................................................................................................................ 15
List of Figures ....................................................................................................................... 23
List of Tables .......................................................................................................................... 33
Chapter 1 Introduction ........................................................................................................... 37
  1.1 The health and climate impacts of atmospheric composition ...................... 37
  1.2 Tropospheric gas-phase chemistry ....................................................................... 40
    1.2.1 The hydroxyl radical ......................................................................................... 40
    1.2.2 Carbon monoxide ............................................................................................... 42
    1.2.3 Methane ............................................................................................................... 43
    1.2.4 Other organic compounds ................................................................................... 45
    1.2.5 Nitrogen oxides ................................................................................................... 46
    1.2.6 Ozone .................................................................................................................. 47
  1.3 Aerosol-phase chemistry ......................................................................................... 48
    1.3.1 The aerosol size distribution .............................................................................. 48
    1.3.2 The aerosol chemical composition .................................................................... 51
  1.4 Organic compounds: classifications, interactions, and properties ............. 55
    1.4.1 Intra-molecular interactions ............................................................................. 55
    1.4.2 Polarity ................................................................................................................ 58
    1.4.3 Inter-molecular interactions .............................................................................. 59
    1.4.4 Volatility ............................................................................................................. 61
  1.5 Secondary organic aerosol ...................................................................................... 64
  1.6 Emissions of SOA precursors ................................................................................. 66
    1.6.1 The volatility distribution of emitted organic compounds ....................... 67
1.6.2 Volatile organic compound emissions
1.6.3 Semi- and intermediate-volatility organic compound emissions

1.7 Production of SOA
1.7.1 Production of SOA from isoprene
1.7.2 Production of SOA from monoterpenes
1.7.3 Production of SOA from sesquiterpenes
1.7.4 Production of SOA from aromatics
1.7.5 Production of SOA from S/IVOC emissions
1.7.6 Production of SOA from POA
1.7.7 Production of SOA within the aqueous phase

1.8 Processing and properties of SOA
1.8.1 Particle processing
1.8.2 Particle volatility
1.8.3 Particle state and viscosity
1.8.4 Particle hygroscopicity

1.9 A global perspective of the SOA lifecycle in the present-day
1.9.1 The observed SOA budget (top-down methods)
1.9.2 The modelled SOA budget (bottom up methods)
1.9.3 Modelling SOA formation
1.9.4 SOA production from various sources
1.9.5 Physical and chemical processing of SOA precursors
1.9.6 Projected changes in the SOA lifecycle

1.10 Research objectives of thesis
1.10.1 What is the impact of new biogenic, anthropogenic and biomass burning emissions on the SOA lifecycle?
1.10.2 How do VOC deposition and oxidation mechanisms impact SOA production?
1.10.3 How will projected changes in emissions and climate affect the SOA lifecycle?
### Chapter 2 Description of model (HadGEM3-UKCA) and observations 109

2.1 Atmospheric component (GA4.0) of climate-model (HadGEM3) . 110
2.2 Land-surface component (GL4.0) of climate model (HadGEM3) . 111
2.3 Gas-phase chemistry-scheme (StratTrop) of atmospheric composition component of the model (UKCA) ........................................ 114
   2.3.1 Wet deposition of gases ........................................ 116
   2.3.2 Dry deposition of gases ........................................ 117
2.4 Aerosol-phase scheme (GLOMAP-mode) of atmospheric composition component of model (UKCA) ........................................ 118
2.5 Representation of the SOA lifecycle .................................. 120
2.6 Observations used to constrain the model .......................... 123
   2.6.1 Surface sites ..................................................... 124
   2.6.2 Aircraft campaigns ............................................. 125
2.8 Modelling approaches used in this thesis .......................... 126

### Chapter 3 The impact of VOC emissions source types the on SOA lifecycle 129

3.1 Introduction ........................................................................ 130
3.2 Chemistry-climate model description .................................. 131
   3.2.1 Formation of SOA in the default version of the model ....... 134
   3.2.2 New VOC sources of SOA ....................................... 136
   3.2.3 Model simulations .................................................. 139
3.3 Impact of new VOC emissions sources types on the global SOA budget ................................................................. 141
3.4 Impact of new VOC emissions source types on simulated SOA and POA distributions .......................................................... 147
3.5 Impact of new VOC emissions source types on model agreement with observations .......................................................... 156
   3.5.1 Evaluation of surface SOA and POA concentrations ........ 156
   3.5.2 Evaluation of OA vertical profile .................................. 167
3.6 Conclusions ........................................................................ 171
Chapter 4  The impact of VOC physical and chemical processing on the SOA lifecycle ................................................................. 177
  4.1  Introduction ................................................................................................................................. 178
  4.2  Chemistry-climate model description .................................................................................. 179
      4.2.1  Initial treatment of SOA .................................................................................................... 180
      4.2.2  Addition of SOA precursor deposition ........................................................................ 182
      4.2.3  New VOC\textsubscript{ANT/BB} oxidation mechanism ................................................ 184
      4.2.4  Model simulations ............................................................................................................. 186
  4.3  Influence of precursor deposition on the SOA lifecycle .................................................. 189
      4.3.1  Simulated SOA budget and concentrations ................................................................. 190
      4.3.2  Comparison of simulated and observed OA concentrations .................................... 194
  4.4  The influence of aromatic oxidation mechanisms on SOA ........................................... 200
      4.4.1  Simulated SOA budget and concentrations ................................................................. 200
      4.4.2  Comparison of simulated and observed OA concentrations .................................... 223
  4.5  Conclusions ............................................................................................................................... 225

Chapter 5  Impact of future change in climate and emissions on SOA lifecycle 231
  5.1  Introduction ............................................................................................................................... 232
  5.2  Methods .................................................................................................................................... 239
      5.2.1  HadGEM3-UKCA model ................................................................................................. 239
      5.2.2  The JULES land-surface model .................................................................................... 241
      5.2.3  Experimental set-up, emissions and model simulations ............................................. 243
  5.3  The SOA lifecycle in the present-day .................................................................................. 248
  5.4  Climate change impacts on the SOA lifecycle ................................................................... 256
      5.4.1  Climate change impacts on biogenic VOC emissions ................................................. 257
      5.4.2  Climate change impacts on oxidants ............................................................................ 262
      5.4.3  Climate change impacts on temperature-dependent reaction rates of SOA precursors and oxidants ................................................................. 267
      5.4.4  Climate change impacts on the efficiency of SOA deposition .............................................. 267
      5.4.5  Discussion of climate change impacts on SOA lifecycle ............................................ 269
The secondary organic aerosol lifecycle in the present-day and future

5.5  Future anthropogenic and biomass burning emissions impacts on SOA lifecycle

5.5.1  Projected changes in aerosol and aerosol precursor emissions

5.5.2  Future anthropogenic and biomass burning emissions impacts on oxidants

5.5.3  Future anthropogenic and biomass burning emissions impacts on the efficiency of SOA deposition

5.5.4  Discussion of future anthropogenic and biomass burning emissions impacts on SOA lifecycle

5.6  Combined effects of future changes in climate and emissions on SOA lifecycle

5.7  Conclusions

5.5  Future anthropogenic and biomass burning emissions impacts on SOA lifecycle

5.6  Combined effects of future changes in climate and emissions on SOA lifecycle

5.7  Conclusions

Chapter 6  Conclusions

6.1  Introduction

6.2  Summary

6.3  The impact of VOC emissions source types on the SOA lifecycle

6.4  The impact of VOC physical and chemical processing on the SOA lifecycle

6.5  The impact of future changes in climate and emissions on the SOA lifecycle

6.6  Limitations of thesis

6.7  Future work

6.7.1  Implementing the multigenerational NO$_x$-dependent oxidation mechanism to biogenic VOC sources of SOA

6.7.2  Additional sources of SOA

6.7.3  Implement the volatility basis set

6.7.4  Impacts of new VOC sources on human health and climate

6.7.5  The sensitivity of biogenic emissions to climate

6.7.6  Climate impacts on processes affecting SOA
The secondary organic aerosol lifecycle in the present-day and future

6.7.7 Concluding remarks .......................................................... 312

References .................................................................................. 313
List of Figures

Figure 1.1 – Schematic diagram showing direct and indirect effects of aerosol on radiation, taken from (Boucher et al., 2013) .......................................................... 39

Figure 1.2 – Global reactivity of the hydroxyl radical, taken and adapted from Safieddine et al. (2017) .......................................................... 41

Figure 1.3 – Schematic diagram of aerosol size classification .................................. 50

Figure 1.4 – Measurements of sub-micron aerosol mass concentrations, taken from Zhang et al. (2007). Points indicate locations of measurements. Pie charts show contribution of aerosol components: organic (green), sulphate (red), nitrate (blue), ammonium (orange), and chloride (purple). .......................... 54

Figure 1.5 – Example molecular structures of an alkane, alkene and alkyne. Note, these species contain carbon atoms covalently bonded to other atoms so can be classified as organic compounds. As the carbon atoms are bonded to hydrogen atoms, these species can also be classified as hydrocarbons. .... 56

Figure 1.6 – Example molecular structures of a halide, alcohol and ether on the alkane backbone .......................................................... 57

Figure 1.7 – Example molecular structures of carbonyl organic compounds. ........ 58

Figure 1.8 – (left) For a covalent bond between atoms of the same electronegativity, the shared pair of electrons (covalent bond) is equally distributed between the atoms, resulting in a non-polar bond. (right) For a covalent bond between atoms of different electronegativity, the shared pair of electrons (covalent bond) is not equally distributed between the atoms, resulting in a polar bond. ........................................................................... 59

Figure 1.9 – Examples of dispersion, dipole-induced and hydrogen bonding intermolecular forces .......................................................... 60
Figure 1.10 – Schematic diagram of relationship between molecular size and boiling point (red) and number of possible structural isomers (blue) for a series of alkanes. ................................................................. 63

Figure 1.11– Average mass concentration of HOA and OOA for sites shown in Figure 1.4. Areas of the pie chart are scaled by the average concentration of total OA (HOA+OOA). Taken from (Zhang et al., 2007) ......................... 64

Figure 1.12– Schematic diagram of SOA lifecycle. ................................................................. 66

Figure 1.13– Volatility distribution of emitted organic compounds. ......................... 68

Figure 1.14 – Global annual-total NMVOC emissions from vegetation and anthropogenic and biomass burning activity. Biogenic VOC emissions estimate taken from Guenther et al. (2012), anthropogenic and biomass burning emissions estimate taken from Lamarque et al. (2010) ................. 69

Figure 1.15 – Structure of VOCs associated with biogenic emissions. For each species, vegetation is the largest source, however, they are all also released in small quantities from soil (Bourtsoukidi et al., 2018), phytoplankton (Moore et al., 1994; Shaw et al., 2003) and humans (Fenske and Paulson, 1999)... 70

Figure 1.16 – Structure of typical VOCs related to anthropogenic and biomass burning activity. ......................................................................................................................... 71

Figure 1.17 - Structure of example SVOCs (floranthene and n-penatacosane) and IVOCs (naphthalene and n-hexadecane). ................................................................. 72

Figure 1.18 – Observed OA volatility distribution, taken from Robinson et al. (2007) .......................................................................................................................... 73

Figure 1.19 – Estimates of global annual-total S/IVOC emissions from the literature. ............................................................................................................................. 74

Figure 1.20 - Schematic diagram of isoprene oxidation, adapted from Carlton et al. (2009), Marais et al. (2016) and Shrivastava et al. (2017). ......................... 76

Figure 1.21 – Schematic diagram of oxidation of α-pinene by OH, taken and adapted from (Eddingsaas et al., 2012b; Eddingsaas et al., 2012a). ............ 78

Figure 1.22 - Formation of lower volatility vapours (i.e. SOA precursors) from toluene photooxidation, as described in Ng et al. (2007b). ....................... 81
The secondary organic aerosol lifecycle in the present-day and future

Figure 1.23 Schematic diagram showing how monomer units can combine, leading to reductions in volatility................................................................. 85

Figure 1.24 – Schematic diagram illustrating how the mechanism of SOA production partially governs the volatility of SOA. .................................................. 87

Figure 1.25 – Diagram showing submicron aerosol mass concentrations for the sites shown in Figure 1.4 (Zhang et al., 2007). OOA is further classify OA according to volatility; low-volatility OA (LV-OOA) and semi-volatile OA (SV-OOA) (Jimenez et al., 2009). ................................................................. 88

Figure 1.26 – Schematic diagram of SOA particles, illustrating importance of phase (i.e. viscosity) and morphology. ............................................................... 89

Figure 1.27 – Schematic diagram of an atmospheric model. Taken and adapted from Young et al. (2018). ................................................................. 93

Figure 1.28 – Schematic diagram showing emissions of monoterpene, followed by multigenerational oxidation chemistry with simultaneous condensation into the aerosol phase. ................................................................. 96

Figure 2.1 – Schematic diagram of HadGEM3-UKCA. Lines indicate how components of the model are coupled to one another, allowing exchange of variables (e.g. composition and dynamical processes). ......................... 110

Figure 2.2 – Schematic diagram of SOA lifecycle within the UKCA model (Figure 2.1). ................................................................................................. 121

Figure 2.3 – Locations of the 40 surface AMS observations, originally compiled by Zhang et al. (2007) and subsequently updated on the AMS Global Database webs-site (https://sites.google.com/site/amsglobaldatabase/) and classified as urban (red triangles), urban downwind (blue squares) or remote (green circles). Of the surface observations, 37 are classified as hydrocarbon-like OA and oxygenated-OA. Observations from 10 aircraft campaigns, originally compiled by Heald et al. (2011), are also shown (light blue diamonds). Aircraft data remain as total OA................................................................. 124

Figure 3.1 - Annual-total SOA precursor emissions from the different global VOC sources; monoterpane and isoprene taken from Guenther et al. (1995),
VOC\textsubscript{BB} taken from EDGAR, and VOC\textsubscript{ANT} taken from Lamarque et al. (2010) Units are g (VOC) m\textsuperscript{-2} a\textsuperscript{-1}. 

Figure 3.2 - Seasonality of global SOA precursor emissions from the different VOC sources: monoterpane (red), isoprene (black), VOC\textsubscript{ANT} (blue) and VOC\textsubscript{BB} (green) (Tg (VOC) month\textsuperscript{-1}).

Figure 3.3 - Monthly average global SOA (a) production (Tg (SOA) month\textsuperscript{-1}) and (c) burden (Tg (SOA)), simulated by UKCA for the control simulation in black. For the other UKCA simulations described in Table 2, the monthly average global SOA production and burden are shown relative to the control simulation.

Figure 3.4 – Annual-average surface SOA concentrations (µg m\textsuperscript{-3}) for Control (monoterpane) and AllSources (monoterpane, isoprene, VOC\textsubscript{BB}, VOC\textsubscript{ANT}) simulations described in Table 3.2.

Figure 3.5 – Differences in annual-average SOA concentrations (µg m\textsuperscript{-3}) relative to the control run for simulations (a) AllSources, (b) Iso, (c) BB and (d) Ant. Simulations are described in Table 3.2.

Figure 3.6 - Differences in annual-average SOA concentrations (µg m\textsuperscript{-3}) relative to the control run for further sensitivity simulations (a) Ant (40%), (b) Iso (3%). Simulations are described in Table 3.2.

Figure 3.7 – Annual-average surface (a) total (hydrophilic and hydrophobic), and (b) hydrophobic only, POA concentrations (µg m\textsuperscript{-3}) for the Control simulation. Within UKCA, all POA is emitted into the hydrophobic modes and re-distributed into the hydrophilic modes through condensation-ageing.

Figure 3.8 – Differences in annual average surface total POA concentrations (µg m\textsuperscript{-3}) relative to the control run for simulations (a) AllSources, (b) Iso, (c) BB and (d) Ant, which are described in Table 3.2. Regions of decreased POA correspond to regions of increased SOA concentrations, availability of hydrophobic POA and efficient wet removal.

Figure 3.9 – Simulated versus observed (a) SOA and (b) POA concentrations (µg m\textsuperscript{-3}). Observed oxygenated-OA is assumed to be comparable to simulated SOA, whereas observed hydrocarbon-like OA is assumed to be comparable.
to simulated POA. Simulated concentrations are taken from the control run for the year 2000, described in Table 3.2. Observations for the time period 2000-2010 are classified as urban (red triangles), urban downwind (blue squares) or remote (green circles). The 1:1 (solid), 1:2 and 2:1 (dashed), and 1:10 and 10:1 (dotted) lines are indicated. Model-observation statistics for SOA, POA and OA are shown in Tables 3.4, 3.5 and 3.6, respectively.

Figure 3.10 – Simulated versus observed SOA (µg m$^{-3}$) for simulations (a) AllSources, (b) Iso, (c) BB, and (d) Ant, described in Table 3.2. Observations for the time period 2000-2010 are classified as urban (red triangles), urban downwind (blue squares) or remote (green circles). Observed oxygenated-OA is assumed to be comparable to simulated SOA. The 1:1 (solid), 1:2 and 2:1 (dashed), and 1:10 and 10:1 (dotted) lines are indicated. Model-observation statistics for SOA are shown in Table 3.4.

Figure 3.11 – Simulated versus observed SOA (µg m$^{-3}$) for sensitivity simulations (a) Iso (3%) and (b) Ant (40%), described in Table 2. Observations for the time period 2000-2010 are classified as urban (red triangles), urban downwind (blue squares) or remote (green circles). Observed oxygenated-OA is assumed to be comparable to simulated SOA. The 1:1 (solid), 1:2 and 2:1 (dashed), and 1:10 and 10:1 (dotted) lines are indicated. Model-observation statistics for SOA are shown in Table 3.4.
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Figure 4.1 - Formation of lower volatility vapours from toluene photooxidation, as described in Ng et al. (2007b). Note, this figure is also presented in Chapter 1, but replicated here for clarity.
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Chapter 1 Introduction

The composition of the atmosphere is inter-connected to many other components of the Earth system. This section begins with the motivation of this thesis, which is the role of atmospheric composition in the Earth system (Section 1.1). Following this, gas-phase tropospheric chemistry (Section 1.2) and aerosol chemistry (Section 1.3) are discussed. Next, the interactions within and between organic compounds are described (Section 1.4) – these interactions play a crucial role in determining if SOA is formed or not. Next, SOA is introduced (Section 1.5). Following this, SOA precursor emissions (Section 1.6), SOA production (Section 1.7) and SOA properties and processing (Section 1.8) are described – these descriptions focus on SOA at the molecular level. Next, global perspectives of SOA in the present-day (Section 1.9) and future (Section 1.10) are discussed. This section then concludes with research questions of this thesis (Section 1.11).

1.1 The health and climate impacts of atmospheric composition

The World Health Organisation (WHO) undertake periodic reviews of the research on the detrimental effects of exposure to air pollution on human health and identify particulate matter (PM), ozone (O₃) and nitrogen dioxide (NO₂) to be the most important (WHO, 2013). Increases in surface O₃ and PM₂.₅ (PM with an aerodynamic diameter < 2.5 µm) driven by human activities since the pre-industrial time have are estimated to lead to 0.7 (± 0.3) million annual respiratory mortalities and 3.5 (± 0.9) million annual cardiopulmonary mortalities, respectively (Anenberg et al., 2011). Legislation
developed by the European Union establishes health based standards for a number of air pollutants, which are shown in Table 1.1. When the concentrations shown in Table 1.1 are breached, the period is referred to as an exceedance or an episode.

Table 1.1 - EU health based standards for pollutants. PM$_{2.5}$ and PM$_{10}$ refer to particulate matter with aerodynamic diameters of less than 2.5 and 10 µm, respectively, and are discussed in more detail in Section 1.3.1. Benzene and polycyclic aromatic hydrocarbons are organic compounds, which are described in Section 1.4.

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Averaging period</th>
<th>Concentration / µg m$^{-3}$</th>
<th>Permitted exceedances each year</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM$_{2.5}$</td>
<td>1 year</td>
<td>25</td>
<td>-</td>
</tr>
<tr>
<td>PM$_{10}$</td>
<td>1 year</td>
<td>40</td>
<td>-</td>
</tr>
<tr>
<td>Benzene</td>
<td>1 year</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>Polycyclic aromatic hydrocarbons</td>
<td>1 year</td>
<td>0.001</td>
<td>-</td>
</tr>
<tr>
<td>O$_3$</td>
<td>Maximum daily 8 hour running mean</td>
<td>120</td>
<td>25 days averaged over 3 years</td>
</tr>
<tr>
<td>NO$_2$</td>
<td>1 hour</td>
<td>200</td>
<td>18</td>
</tr>
</tbody>
</table>

Air pollution affects the ecosystem. For example, air pollution alters radiation (Mercado et al., 2009), and can be toxic towards plants (Ainsworth, 2017; Ainsworth et al., 2012). In addition, air pollution can affect visibility (Davidson et al., 2005).

Both PM and O$_3$ are associated with climate change as they can interact with radiation and perturb the energy balance of the Earth. Figure 1.1 displays how aerosol can interact with radiation and cloud. Aerosols can
interact with radiation, either directly by scattering or absorbing (aerosol-radiation interactions), or indirectly, by altering cloud properties (aerosol-cloud interactions), as shown schematically in Figure 1.1 (Boucher et al., 2013). The aerosol climate forcing is the difference between radiative fluxes of the present-day and preindustrial times due to anthropogenic changes. Some of the largest sources of uncertainty in aerosol climate forcing are the aerosol-cloud interactions (Stocker et al., 2013) and of the state of the preindustrial atmosphere (Carslaw et al., 2013).

Many aerosol component have natural sources, which are sensitive to climate. Therefore, human-induced changes in climate can in-turn lead to climate feedbacks via changes in natural aerosol emissions (Kulmala et al., 2004; Carslaw et al., 2010). These feedbacks contribute to uncertainties in the projections of the climate, via variations in climate sensitivity. Overall, the composition of the atmosphere is highly coupled to several components of the Earth system. Understanding these interactions can help reduce the
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1.2 Tropospheric gas-phase chemistry

A variety of chemicals are released into the troposphere. In the presence of oxidants, reaction cascades of these chemicals leads to the production of a plethora of gaseous, liquid and solid products. In this section, key tropospheric gas-phase chemistry that provides the foundation for this thesis is discussed.

1.2.1 The hydroxyl radical

The hydroxyl radical (OH) is formed in the atmosphere by ozone in presence of ultra-violet (UV) radiation

\[ O_3 + h\nu \rightarrow O_2 + O( ^1D) \]  \hspace{1cm} (R1.1)

\[ O( ^1D) + M \rightarrow O + M \]  \hspace{1cm} (R1.2)

\[ O( ^3D) + H_2O \rightarrow 2OH \]  \hspace{1cm} (R1.3)

The hydroxyl radical is a powerful oxidant, controlling the degradation of many atmospheric components. These include carbon monoxide (CO), methane (CH₄) and a variety of other organic compounds.

The global-average annual-average lifetime of a species is defined as the global-total annual-average burden of that species, divided by the global-total annual-total removal rate of that species. Hence, the lifetime can be
considered analogues to the duration of time the species spend in the atmosphere before being removed. Also, the lifetime can be considered as how efficiently the species is removed – a low lifetime is analogous to efficient removal, whereas a long lifetime is analogous to less-efficient removal. The reactivity of a species is the inverse of the lifetime. A high reactivity indicates a fast chemical removal – i.e. a short lifetime. Conversely, a low reactivity indicates a slow chemical removal – i.e. a long lifetime.

Figure 1.2 shows the global OH reactivity with respect to various species. The global annual OH reactivity is distributed across a range of species, some of which are discussed in detail in this thesis. The lifetime and reactivity are dependent on the temperature-dependent reaction coefficient between the two species, and the relative abundances. For example, the temperature dependent reaction coefficient for OH+CH$_4$ is substantially lower than OH+isoprene, yet the abundance of CH$_4$ exceeds the abundance of isoprene, hence, the reactivity of OH towards these two species is comparable.

![Figure 1.2– Global reactivity of the hydroxyl radical, taken and adapted from Safieddine et al. (2017)](image-url)
1.2.2 **Carbon monoxide**

Carbon monoxide (CO) is emitted from a number of sources, including anthropogenic activities and biomass burning (Lamarque et al., 2010), and from phytoplankton (Swinnert et al., 1970). CO oxidation affects a number of atmospherically relevant components. The oxidation of CO by OH (photooxidation) accounts for 21% of the OH reactivity (Figure 1.2). This reaction cascade is initiated by the donation of an oxygen atom to CO, leading to the formation of carbon dioxide (CO$_2$) and a hydrogen atom

$$CO + OH \rightarrow CO_2 + H$$  \hspace{1cm} (R1.4)

The hydrogen atom is unstable, and therefore reacts quickly with molecular oxygen (O$_2$), forming the hydroperoxyl radical (HO$_2$)

$$H + O_2 \rightarrow HO_2$$  \hspace{1cm} (R1.5)

In the absence of nitric oxide (NO), the hydroperoxyl radical then reacts with itself, forming hydrogen peroxide (H$_2$O$_2$)

$$HO_2 + HO_2 \rightarrow H_2O_2$$  \hspace{1cm} (R1.6)

Hydrogen peroxide can be removed through several pathways. This species is soluble so can be scavenged. Alternatively, H$_2$O$_2$ can be removed via photolysis, leading to the regeneration of OH through:

$$H_2O_2 + hv \rightarrow 2 OH$$  \hspace{1cm} (R1.7)

Alternatively, H$_2$O$_2$ can consume OH, forming another HO$_2$ radical and water vapour.

$$H_2O_2 + OH \rightarrow HO_2 + H_2O$$  \hspace{1cm} (R1.8)

However, in the presence of NO, the HO$_2$ radical generated in R1.5 can lead to the production of nitrogen dioxide (NO$_2$)
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\[ HO_2 + NO \rightarrow OH + NO_2 \]  \hspace{1cm} (R1.9)

NO\textsubscript{2} can then be photolysed, leading to the production of ozone (the production of ozone is discussed in further detail in Section 1.2.6).

\[ NO_2 + h\nu \rightarrow O_3 \]  \hspace{1cm} (R1.10)

Therefore, the formation of O\textsubscript{3} from CO and O\textsubscript{2} is a chain reaction, catalyzed by the HO\textsubscript{X} family (HO\textsubscript{X} = H + OH + HO\textsubscript{2}) and by NO, with the net reaction being

Net: \[ CO + 2O_2 \rightarrow CO_2 + O_3 \]  \hspace{1cm} (R1.11)

### 1.2.3 Methane

Methane is released into the atmosphere from a number of different sources (discussed further in Sections 1.4 and 1.6.2). Once emitted, methane undergoes photooxidation in a similar fashion to CO, and accounts for 12% of the OH reactivity (Figure 1.2). Methane photooxidation is initiated by hydrogen abstraction, resulting in the formation of a methyl radical (CH\textsubscript{3})

\[ CH_4 + OH \rightarrow CH_3 + H_2O \]  \hspace{1cm} (R1.12)

Molecular oxygen then combines with the methyl radical to form the methyl peroxy radical (CH\textsubscript{3}O\textsubscript{2}), which can be considered analogous to HO\textsubscript{2} (R1.3)

\[ CH_3 + O_2 \rightarrow CH_3O_2 \]  \hspace{1cm} (R1.13)

CH\textsubscript{3}O\textsubscript{2} reacts further, with HO\textsubscript{2} to form methylhydroperoxide (CH\textsubscript{3}OOH), or with NO to form a methoxy radical (CH\textsubscript{3}O)

\[ CH_3O_2 + HO_2 \rightarrow CH_3OOH + O_2 \]  \hspace{1cm} (R1.14)
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\[ CH_3O_2 + NO \rightarrow CH_3O + NO_2 \quad (R1.15) \]

Methylhydroperoxide, CH₃OOH, is further oxidized by OH (R1.16 – R1.17) or undergoes photolysis (R1.16)

\[ CH_3OOH + OH \rightarrow CH_2O + OH + H_2O \quad (R1.16) \]
\[ CH_3OOH + OH \rightarrow CH_3O_2 + H_2O \quad (R1.17) \]
\[ CH_3OOH + h\nu \rightarrow CH_3 + OH \quad (R1.18) \]

The methoxy radical generated in R1.17 then rapidly reacts with O₂, to generate formaldehyde (CH₂O)

\[ CH_3O + O_2 \rightarrow CH_2O + HO_2 \quad (R1.19) \]

Formaldehyde is either oxidized by OH (R1.20), or can photolyse in one of two possible positions (R1.21 – R1.22)

\[ CH_2O + OH \rightarrow CHO + H_2O \quad (R1.20) \]
\[ CH_2O + h\nu \rightarrow CHO + HO_2 \quad (R1.21) \]
\[ CH_2O + h\nu \rightarrow CO + H_2 \quad (R1.22) \]

The CHO radical generated in R1.20 and R1.21 then reacts rapidly with molecular oxygen, yielding CO and HO₂

\[ CHO + O_2 \rightarrow CO + HO_2 \quad (R1.23) \]

CO generated in the oxidation of methane (R1.22 – R1.23), then undergo further reactions, as described in Section 1.2.2. The overall net reaction of methane oxidation strongly depends on the conditions. Devoid of NOₓ, the net reaction of methane oxidation would be the formation of ozone

Net: \[ CH_4 + 10O_2 \rightarrow CO_2 + H_2O + 5O_3 + 2OH \quad (R1.24) \]
By contrast, in the presence of NO\(_X\), the net reaction of methane oxidation would be the consumption of hydroxyl radicals

\[
\text{Net: } CH_4 + 3OH + 2O_2 \rightarrow CO_2 + 3H_2O + HO_2 \tag{R1.25}
\]

Evidently, the amount of NO in the atmosphere has a strong influence on both methane and carbon monoxide reaction cascades.

### 1.2.4 Other organic compounds

In addition to CO (Section 1.2.2) and CH\(_4\) (Section 1.2.3), several other organic compounds control the reactivity of OH (Figure 1.2). Isoprene and terpenes account for 19 and 2%, respectively, of the global OH reactivity (Figure 1.2) The oxidation of these two species leads to the formation of SOA, which is discussed in greater detail later (Sections 1.7.1-1.7.3). Briefly, organic compounds are released from a number of different natural and anthropogenic sources. These species can react in a similar fashion to CO (Section 1.2.2) and CH\(_4\) (Section 1.2.3), but the oxidation pathways are much more complex. Generally, these organic compounds lead to the production of peroxy radicals (RO\(_2\)). These peroxy radicals then undergo further oxidation. Crucially, the chemical conditions control the fate the proxy radical, which has implication for the amount of SOA formed. These organic compounds control the lifetime of OH, which in turn controls the lifetime of CH\(_4\) and CO. In addition, organic compounds oxidation can lead to the production or removal of ozone, and also the formation of aerosol.
1.2.5 **Nitrogen oxides**

Nitric oxide (NO) and nitrogen dioxide (NO$_2$) are collectively referred to as NO$_X$. NO$_X$ accounts for 9% of the global OH reactivity (Figure 1.2). NO$_X$ is emitted from fossil fuel combustion and biomass burning (Lamarque et al., 2010), soil (Yienger and Levy, 1995), and lightning (Price and Rind, 1992). NO$_X$ is primarily released in the form of NO. During the daytime at the surface, the timescale for NO$_x$ cycling is of the order of minutes.

\[ NO + O_3 \rightarrow NO_2 + O_2 \]  \hspace{1cm} (R1.26)

\[ NO_2 + hv \rightarrow NO + O_3 \]  \hspace{1cm} (R1.27)

This cycling between NO and NO$_2$ is a null cycle, with no net changes in NO$_X$, O$_2$ or O$_3$. The mechanism for NO$_2$ removal depends on the time of day. During the day, when OH is present, NO$_2$ undergoes photooxidation leading to the production of nitric acid (HNO$_3$).

\[ NO_2 + OH \rightarrow HNO_3 \]  \hspace{1cm} (R1.28)

Nitric acid is extremely soluble and is therefore scavenged efficiently. At nighttime, NO$_X$ exists exclusively as NO$_2$. At nighttime, the removal of NO$_2$ is dominated by ozone, leading to the production of an extremely important oxidant, the nitrate radical (NO$_3$)

\[ NO_2 + O_3 \rightarrow NO_3 + O_2 \]  \hspace{1cm} (R1.29)

The nitrate radical is photolysed back to NO$_2$ during the daytime, hence, this species peaks during nighttime.

NO can also react with OH, to form nitrous acid (HONO)

\[ OH + NO \rightarrow HONO \]  \hspace{1cm} (R1.30)
HONO is then removed from the atmosphere either by photolysis or reaction with OH

\[ HONO + hv \rightarrow OH + NO \] (R1.31)

\[ HONO + OH \rightarrow H_2O + NO_2 \] (R1.32)

Hence, HONO can regarded as an OH reservoir, releasing OH in the presence of sunlight. Indeed, HONO is identified as the principal OH source in the early morning (Lee et al., 2016)

### 1.2.6 Ozone

Ozone is a precursor to the hydroxyl radical (R1.1). Ozone is transported into the troposphere from the stratosphere, as well as chemically produced within the troposphere. Tropospheric ozone is chemically produced by the cycling of NOx and reactions with peroxy radicals.

\[ HO_2 + NO \rightarrow OH + NO_2 \] (R1.33)

\[ CH_3O_2 + NO \rightarrow CH_3O + NO_2 \] (R1.34)

Following this, ozone is formed from NO\(_2\) in the presence of sunlight

\[ NO_2 + hv \stackrel{\alpha_2}{\rightarrow} NO + O_3 \] (R1.35)

Ozone is removed from the troposphere via dry deposition and reaction of O(\(^1\)D) and water vapour (R1.1-1.3). These oxidants, together with CO, CH\(_4\) and other organic compounds, play a crucial role in the formation of aerosol, as discussed below.
1.3 Aerosol-phase chemistry

Aerosol refers to small solid or liquid particles that are suspended in a gas. Whilst this term refers to both the particles and the gas, the term is generally used to describe the particle only. Alternatively, aerosol can be described as particulate matter (PM). The terms PM and aerosol are often used interchangeably. Natural sources of aerosol include volcanoes, windborne dust, sea spray, and vegetation. Anthropogenic sources include combustion (industry, residential and traffic) and solvent use. Biomass burning is another source of aerosol, and includes both intentional fires and natural fires. The size of these particles ranges from a few nanometers (nm) to tens of micrometers (µm). Particles released into the atmosphere in the aerosol phase are primary, whereas particles formed within the atmosphere are termed secondary. Particles are removed from the atmosphere via dry deposition, wet deposition, and evaporation (followed by chemical removal or deposition). The global-mean lifetime for an aerosol particle is of the order of days. This short lifetime creates strong spatial gradients in aerosol concentrations, leading to challenges in quantifying the aerosol distribution.

Due to the dependence on meteorology and chemical conditions, the abundance and properties of aerosol vary with location and season. In the following sub-sections, the main aerosol features are described.

1.3.1 The aerosol size distribution

Particles are commonly classified according to size, and this is illustrated by Figure 1.3. Fine particles range from 0.005 to 1 µm, and are further subdivided into the nucleation mode (0.005 – 0.1 µm) and the accumulation mode (0.1 - 1µm) (Figure 1.3). Particles within the nucleation mode are
formed by the clustering of extremely low-volatility gases in a processes known as nucleation, and by the condensation of low-volatility vapours – hence, particles in this size range are usually formed within the atmosphere, as opposed to emitted. Nucleation mode particles are lost by condensational growth or by collisional uptake by larger sized particles (coagulation), both of which transfer particles into the accumulation mode. In some cases, the nucleation mode is further sub-divided into the Aitken mode (Figure 1.3). Sources of accumulation mode particles include growth of nucleation mode particles and direct emissions – hence, particles in this size mode are both produced and emitted. Approaching 1 \( \mu \)m, the large size of the particle suppresses further growth by both condensation and coagulation. This is due to the large surface and the slow movement of particles this size. Hence, particles are said to 'accumulate' in this mode. For the 1 – 10 \( \mu \)m size range, particles are generally emitted (primary) as opposed to being chemically produced.
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Figure 1.3 – Schematic diagram of aerosol size classification.

Aerosol deposition is influenced by both the particle size and its properties. For example, fine particles are too small to sediment, so are principally removed by wet deposition. Coarse particles are large enough to undergo significant dry deposition, as well as wet removal. In addition, the size of the particle also influences the health and climatic impacts. Soluble particles (hydrophilic) can be removed by wet deposition, whereas insoluble particles (hydrophobic) cannot.

In the absence of any aerosol, water vapour supersaturations of several hundred percent are required before nucleation can occur (i.e. cloud droplet formation). Aerosol can act as a nucleus for the growth of cloud and fog droplets. Cloud Condensation Nuclei (CCN) refer to a subset of aerosol,
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with a diameter approximately greater than 0.05 µm (Figure 1.3). If aerosol did not exist, neither would clouds.

1.3.2 The aerosol chemical composition

Aerosols are composed of a variety of chemical species (components), including sulphate ($\text{SO}_4^{2-}$), nitrate ($\text{NO}_3^{-}$), ammonium ($\text{NH}_4^+$), organic aerosol (OA), elemental carbon (EC), crustal species, sea salt (SS), hydrogen ions ($\text{H}^+$), and water.

Global aerosol emissions are dominated by sea salt, with a global annual-total emission rate of 1,000 – 10,000 Tg a$^{-1}$ (Winter and Chylek, 1997). Within sea-water, sea salt is approximately 55 % Cl and 31 % Na. Bursting bubbles and wind-induced waver breaking suspends sea-water into the air which, after evaporation, leaves sea salt aerosol. The chemical composition of sea salt aerosol is then modified by chemical transformations. For example, sodium chloride reacts with sulphuric acid vapour, forming sodium sulphate and hydrochloric acid vapour.

$$H_2SO_4(g) + 2NaCl \rightarrow Na_2SO_4 + 2HCl (g)$$ (R1.36)

Dust emissions are also high, and are estimated between 500 and 4,400 Tg a$^{-1}$ (Huneeus et al., 2011).

Note, carbon contains four valence electrons, and therefore has the capacity to form four covalent bonds. Graphene refers to one-dimensional carbon hexagonal lattices; each carbon atoms donates three valence electrons to neighbouring carbons atoms and the fourth valence electron is delocalised over the entire lattice. In graphene, these hexagonal structures can be laced with small quantities of other elements, such as oxygen and hydrogen.
Graphene can be formed upon combustion, whereby the one-dimensional structures combine, to form three-dimensional aggregates (usually spheres), which are termed soot particles. Soot carbon refers to the carbon component of soot particles.

The techniques for measuring soot can broadly be separated into one of two categories. Soot carbon measured using optical techniques is termed black carbon (BC). Soot carbon measured using thermal techniques is termed elemental carbon (EC). BC and EC do not correspond to a unique soot particle, but are instead proxies for soot carbon. The differences in these techniques for measuring soot carbon are non-negligible, often resulting in differing measurements of soot carbon (Andreae and Gelencser, 2006). Despite these discrepancies, the terms BC and EC are often used interchangeably within the literature.

OA refers to organic compounds (see section 1.4) in the aerosol phase. OA is further divided into primary OA (POA) and secondary OA (SOA). This split between these two fractions is extremely uncertain. Sources of POA include fossil fuel combustion and biomass burning, meat cooking, wood burning, and vegetation. SOA is formed in the atmosphere from a variety of sources (Section 1.7). Overall, the OA lifecycle is extremely uncertain, and is discussed in further detail in Section 1.9.

Sulphur dioxide (SO$_2$) is released from anthropogenic activities and volcanoes and dimethyl sulphide (DMS) is released from phytoplankton. Upon gas and aqueous phase oxidation, these gases lead to the production of sulphuric acid.

Gas-phase ammonia (NH$_3$) is released from agriculture, biomass burning and industrial activity. Once, emitted, ammonia can then interact with sulphur and other nitrogen containing species, leading to the formation of a variety of inorganic aerosol. The ammonia-nitric acid–sulphuric acid–water system, contains numerous species spanning gaseous, aqueous and solid
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Ammonia can either form ammonium sulphate or ammonium nitrate. Sulphate has a lower vapour pressure (Section 1.4.4) than nitrate, so ammonia preferentially reacts with sulphate. Ammonia can react with sulphate, depending on the pH under very acidic conditions (low $\text{NH}_3$ relative to $\text{H}_2\text{SO}_4$)

$$\text{NH}_3(g) + \text{H}_2\text{SO}_4(aq) \rightarrow (\text{NH}_4)\text{HSO}_4(s) \quad (R1.37)$$

Under acidic conditions

$$3\text{NH}_3(g) + 2\text{H}_2\text{SO}_4(aq) \rightarrow (\text{NH}_4)_3\text{H(SO}_4)_{2(s)} \quad (R1.38)$$

If enough ammonia is present

$$2\text{NH}_3(g) + \text{H}_2\text{SO}_4(aq) \rightarrow (\text{NH}_4)_2\text{SO}_4 \quad (R1.39)$$

Any remaining ammonia can react with nitrate reversibly

$$\text{NH}_3(g) + \text{HNO}_3(g) \leftrightarrow \text{NH}_4\text{NO}_3(s) \quad (R1.40)$$

Samples of aerosol containing a mixture of chemical components can be heated (600 °C). The components of aerosol which vapourise under these conditions are termed non-refractory. Most aerosol chemical components are non-refractory, except sea salt and mineral dust. Figure 1.4 shows the
location of sub-micron (PM$_{1}$; Figure 1.3) non-refractory aerosol mass concentrations, taken from Zhang et al. (2007). Across these sites, OA often dominates the aerosol composition, representing 18 – 70 % of the aerosol mass. To date, this study is one of the most geographically extensive chemically resolved aerosol measurement studies. At this same time, this study is clearly biased to northern hemisphere mid-latitudes. This database is publically accessible and is used for many studies on aerosol, including this thesis.

Figure 1.4 – Measurements of sub-micron aerosol mass concentrations, taken from Zhang et al. (2007). Points indicate locations of measurements. Pie charts show contribution of aerosol components: organic (green), sulphate (red), nitrate (blue), ammonium (orange), and chloride (purple).
1.4 Organic compounds: classifications, interactions, and properties

OA can be classified as POA, where it is emitted in the aerosol phase, or SOA, where it is formed within the atmosphere. In SOA formation, energetic gas-phase organic molecules must overcome an energy barrier in order to condense. This energetic barrier is dependent on the properties of the compounds, such as volatility, and by the external conditions, such as temperature. In this section, the theory of chemical bonding (Section 1.4.1) is invoked to explain polarity (Section 1.4.2.), which in-turn explains the forces of attraction between molecules (Section 1.4.3). Finally, volatility is discussed (Section 1.4.4).

1.4.1 Intra-molecular interactions

There are more than 37 million known organic compounds in the atmosphere (Clayden et al 2001). These organic compounds can be grouped together according to their structural features. Members of a given family tend to have similar properties, such as chemical reactivity and volatility. In this section, the main organic compound families are discussed and used to explain their physicochemical behaviour.

Carbon contains 4 valence electrons. A covalent bond is shared pair of electrons. Carbon can covalently bond with from one to four other atoms. Organic compounds contain carbon atoms covalently bonded to at least one other atom. Hydrocarbons are a specific type of organic compound, where a carbon atom is covalently bonded to at least one hydrogen atom. Hence, CH₄ is an organic compound and a hydrocarbon, whereas CO is an organic compound.
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Figure 1.5 shows some of the different hydrocarbon classifications. When all carbon atoms within a molecule share only single carbon-carbon bonds, the species is referred to as an alkane (or saturated hydrocarbon) (Figure 1.5). If a compound contains a pair of carbon atoms which share a carbon-carbon double bond, the molecule is an alkene (Figure 1.5). When a species shares a triple bond, the molecule is referred to as an alkyne (Figure 1.5). The strength of bonding decreases from alkane, to alkene to alkyne, hence, alkanes are least reactive, and alkynes are most reactive. Ring structures with bonding delocalized over the entire ring are referred to as aromatic.

![Figure 1.5](image)

*Figure 1.5– Example molecular structures of an alkane, alkene and alkyne. Note, these species contain carbon atoms covalently bonded to other atoms so can be classified as organic compounds. As the carbon atoms are bonded to hydrogen atoms, these species can also be classified as hydrocarbons.*

The functional group of a molecule refers to a combination of atoms responsible for the characteristic reactions of a compound. The alkane group is a functional group (Figure 1.5), however, as it is so basic it is often omitted as a functional group. Instead, the alkane is often regarded as the scaffold, from which, functional groups are added to.
Figure 1.6 shows some example functional groups. The alkyl halide functional group has a carbon atom bonded to a halogen (-X; X = Cl, Br, F), the alcohol group has a carbon atom bonded to a hydroxyl group (-OH), and ethers have two carbon atoms bonded to the same oxygen atom (-O-) (Figure 1.6).

![Functional groups](image)

*Figure 1.6 – Example molecular structures of a halide, alcohol and ether on the alkane backbone.*

Carbon can also be bonded to atoms with double bonds. When a compound contains a carbon atom double bonded to an oxygen, the species is classified as a carbonyl (C=O). Figure 1.7 shows various carbonyl compounds. Carbonyls are further classified depending on what the carbonyl group is attached to. Carbonyls attached to a hydrogen are aldehydes, attached to no hydrogens are ketones, and attached to a hydroxyl group are carboxylic acids (Figure 1.7).
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1.4.2 Polarity

Electronegativity is the tendency of an atom to attract a pair of electrons. Figure 1.8 shows how a bonding pair of electrons are distributed between two identical atoms, and two different atoms. In the case where two different atoms are linked via a covalent bond, the shared pair of electrons is shared unequally between the atoms (Figure 1.8). This is due to differences in electronegativity. Atoms such as oxygen, sulphur, chlorine and nitrogen are electronegative, whereas hydrogen is electropositive (tendency of atoms to repel a proton).
The shared pair of electrons between atoms with different electronegativity will therefore be closer to the more electronegative atom (Figure 1.8). This creates a partial negative charge on the electronegative atom and partial positive charge on the electropositive atom, thus, creating a dipole in electric charge (Figure 1.8). Conversely, a chemical bond between atoms with similar electronegativity is non-polar as the shared pair of electrons is equally distributed between the atoms (Figure 1.8).

1.4.3 Inter-molecular interactions

The interaction between molecules, known as the inter-molecular bonding, is determined by the polarity of the molecules. Inter-molecular bonding is shown schematically in Figure 1.9. As discussed above, compounds
containing atoms of different electronegativity are polar due to the unequal share of bonding electrons (Figure 1.8). Non-polar molecules are not charged, which suggest no interaction between these types of molecules. However, this is not the case. Within non-polar molecules, electrons are rotating around molecular orbitals, leading to the possibility of a transient partial electric charge. This partial charge can induce a partial charge in neighbouring non-polar molecule, leading to an interaction known as the Dispersion interaction (Figure 1.9). As this electric charge is only partial and temporary, intermolecular forces of this type are generally weak, with a typical bonding energy of 2 kJ mol\(^{-1}\). However, the strength of this type of bonding is highly dependent on molecular mass. Examples of compounds with this type of inter-molecular bonding include methane, benzene and naphthalene.

![Dispersion, Dipole-induced, Hydrogen bonding](image)

*Figure 1.9 – Examples of dispersion, dipole-induced and hydrogen bonding inter-molecular forces.*

Non-polar molecules can acquire a dipole in presence of a polar molecule. This attraction is referred to a dipole-induced-dipole interaction
The secondary organic aerosol lifecycle in the present-day and future (Figure 1.9). If two molecules both have dipoles, they can attract one another, with the interaction known as dipole-dipole. A sub-set of dipole-dipole interactions, Hydrogen bonding, are reserved for the interaction of the most electropositive atom (H) with an extremely electronegative atom (N, O, and F) (Figure 1.9). Hydrogen bonding is the strongest inter-molecular interaction for neutral species, with a typical bonding energy of 20 kJ mol\(^{-1}\).

1.4.4 Volatility

A phase is a specific state of matter that is uniform throughout in composition and physical state. The gas phase is a totally random distribution of molecules, whereas the solid phase is a well-ordered structure of crystal. The liquid phase is somewhere between the two.

The phase of a substance or compound is partially controlled by the inter-molecular bonding. As the strength of inter-molecular bonding increases, the preference for the solid phase also increases. For example, consider the phase of water and methane at room temperature and pressure. Water molecules are attracted to one another by hydrogen bonding, which are extremely strong forces of attraction (Figure 1.9); hence, this substance is a liquid at room temperature. By contrast, methane molecules are non-polar and attracted to one another only by the weak dispersion forces (Figure 1.9), hence, this species is a gas at room temperature and pressure. However, benzene is also a non-polar molecule, but exists in the liquid phase at room temperature and pressure. Benzene is almost five times heavier than methane, hence, the dispersion forces of attraction are much higher.

For any given liquid, molecules are in dynamic equilibrium with both the liquid and gaseous state. The vapour pressure is the pressure of the gas phase substance whilst in equilibrium with the same condensed phase.
Another way of explaining this is in terms of volatility. The volatility is the tendency of a substance to vapourise. Note, low-volatility species condense more easily, hence, are more suitable precursors of SOA. Benzene and naphthalene are both non-polar molecules with weak dispersion intermolecular bonding (Figure 1.9). Both of these species are large (in comparison to methane) and are liquid at room temperature and pressure. These substances are mainly in the liquid state, but are also in dynamic equilibrium with the gaseous state. Naphthalene is almost twice the size of benzene; hence, the inter-molecular bonding is much greater in comparison to benzene. Therefore, compared to benzene, naphthalene would have a lower vapour pressure and would be less volatile.

Similar to the vapour pressure, the Henry’s law constant is also a measure of pressure of a gas, however, this is a measure of a gas in equilibrium with a liquid composed of another species. Hence, this is a measure of the condensation of a gas, followed by dissolution. Organic compounds that are also precursors of SOA have an effective Henry’s constants ($H_{\text{eff}}$) ranging from $10^5$ to $10^9$ M atm$^{-1}$ (Hodzic et al., 2014).

In addition to inter-molecular bonding, the phase of a substance is also affected by external conditions, such as temperature and pressure. Increased heat and pressure will drive phase transitions in the direction of gas to liquid to solid. For a liquid in equilibrium with a gas (vapour), increased temperature will increase the vapour pressure. Hence, SOA formation is favoured by (i) low temperatures, and (ii) high pressures.

Together, the size and functional group dictate the volatility of a species. Isomers refer to compounds with the same chemical formula (i.e. same number of carbon, hydrogen and oxygen atoms), but different structures. Figure 1.10 shows how the boiling point and number of possible structural isomers varies with increasing carbon chain length, ranging from methane ($\text{CH}_4$) to octadecane ($\text{C}_{18}\text{H}_{36}$). As the number of carbon atoms of
The secondary organic aerosol lifecycle in the present-day and future

the alkane increases, the boiling point also increases. With increasing molecular mass, dispersion of attraction also increase. Hence, the molecular forces between octadecane molecules greatly exceeds those between methane molecules. The stronger interactions between octadecane molecules, therefore, explain why this species is a liquid at room temperature – i.e. it has a low volatility (tendency to vapourise). Conversely, dispersion forces of attraction between methane molecules are weak. Therefore, this species has a high volatility, and is a gas at room temperature and pressure.

![Benzene](image)

Carbon number

**Figure 1.10 – Schematic diagram of relationship between molecular size and boiling point (red) and number of possible structural isomers (blue) for a series of alkanes.**

The number of possible structural isomers increases exponentially with increasing carbon chain length (Figure 4). This explains the extremely high number of unique organic molecules in the atmosphere, of which, only a small fraction have been measured (Goldstein and Galbally, 2007).
1.5 Secondary organic aerosol

In this section, SOA and its lifecycle are briefly introduced. As previously shown in Figure 1.4, OA frequently dominates surface concentrations of non-re refractory PM$_1$. Figure 1.11 shows the relative fraction of oxygenated OA, which is analogous to SOA, and hydrogen-like OA, which is analogous to POA, taken from (Zhang et al., 2007). The location of these measurements correspond to those shown in Figure 1.4. OA frequently dominates observed sub-micron aerosol mass (Figure 1.4), of which, OOA accounts for 63, 83, and 95 % across the urban, urban downwind, and remote sites, respectively (Figure 1.11). With the exception of densely populated cities, such as Beijing (China) and Mexico City (Mexico), observed OOA concentrations are comparable across all three environments types (Figure 1.11). By contrast, observed HOA is highest in urban regions. These results therefore suggest SOA has a mixture of urban and remote sources, whereas POA is predominantly urban.

Figure 1.11– Average mass concentration of HOA and OOA for sites shown in Figure 1.4. Areas of the pie chart are scaled by the average concentration of total OA (HOA+OOA). Taken from (Zhang et al., 2007).
Figure 1.12 shows a schematic diagram of the SOA lifecycle. The SOA lifecycle begins with an emission of a gaseous organic compound. These gaseous organic compounds then undergo a range of psychical and chemical processing. Emitted gaseous hydrocarbons span a broad spectrum of volatility (Robinson et al., 2007; Robinson et al., 2010). Organic compounds can also undergo oxidation (e.g. Section 1.2.1-1.2.6). Whilst the majority of these oxidation products are small volatile species (i.e. CO$_2$), a small fraction of products are less volatile, which can then condense onto particles (Odum et al., 1996; Odum et al., 1997) or take part in the nucleation of particles (Ehn et al., 2014). Alternatively, gaseous organic compounds which are too volatile to condense but are polar, may condense into liquid water of cloud and aerosol. Within liquid water, the polar volatile organic compounds can oxidise, leading to reductions in volatility of the organics (Ervens, 2015). After liquid water evaporation, SOA is left. Finally, organic aerosol which has been emitted in the gas-phase (i.e. POA) can evaporate and re-condense, where it is then termed SOA (Robinson et al., 2007).
Once formed, SOA can interact with radiation and as a component of particulate matter affect human health. Also, within the aerosol phase, organic compounds can undergo further physical and chemical processing. Eventually, SOA is returned to the Earth’s surface by wet or dry deposition. Hence, the SOA lifecycle begins with emissions of gaseous organic compounds, followed by SOA formation and SOA deposition.

In the following sub-sections, the SOA lifecycle is discussed. This begins with an overview of SOA precursor emissions (Section 1.6), followed by SOA production (1.7) and SOA particle processing and properties (Section 1.8).

### 1.6 Emissions of SOA precursors

The SOA lifecycle begins with emissions of organic compounds (Figure 1.12). Volatility (Section 1.4.4) is a critical aspect of both the precursor
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emissions and of SOA. Hence, organic compound emissions are typically classified by volatility. This section on SOA precursor emissions begins with a brief explanation of how organic compound emissions are classified by volatility (Section 1.6.1), which is proceeded by analysis of the different sources (Section 1.6.2 – 1.6.3).

1.6.1 The volatility distribution of emitted organic compounds

A schematic diagram of the volatility distribution of organic compound emissions is shown in Figure 1.13. Organic compound emissions can be distinguished by volatility (Section 1.4.4). Volatile Organic Compounds (VOCs) exist exclusively in the gaseous state. Non-Volatile Organic Compounds (NVOCs) exist exclusively in the aerosol phase. The traditional concept of OA isolates organic compound emissions into two categories, with VOCs contributing to SOA formation, and NMVOCs being emitted as POA. This conceptual framework allows easy distinction between the two processes leading to SOA and POA. This distinction between VOC and NVOCs can be represented in both models and emissions databases relatively easy.

However, in reality, organic compounds are emitted spanning a broad spectrum, of volatility, which has led to the re-evaluation of the concept which neatly distinguishes NVOC/POA and VOC/SOA (Donahue et al., 2006; Robinson et al., 2007; Robinson et al., 2010; Donahue et al., 2011). As discussed in Sections 1.4.3 – 1.4.4, with increasing inter-molecular forces of attraction, the propensity for the solid/liquid phase is increased over the gas phase. Hence, these increasing in inter-molecular forces are synonymous to reductions in volatility. In the following sections, the emissions of each volatility class are discussed in more detail.
Volatile organic compounds (VOCs) are hydrocarbons with high vapour pressure/volatility, such that they exist exclusively in the gas-phase under atmospheric conditions. Methane (Section 1.2.3) is an example of a VOC. Methane is a small non-polar substance and is therefore classified as a VOC. Methane is released from both natural and anthropogenic sources, with a global annual total methane emission rate of 500 – 600 Tg a\(^{-1}\) (Kirschke et al., 2013).
With the exception of methane, VOCs are typically extremely reactive towards oxidation (Atkinson and Arey, 2003). This has led to the distinction between all VOCs, and non-methane VOCs (NMVOCs). Figure 1.14 shows estimates of NMVOC emissions from biogenic and from anthropogenic and biomass burning sources.

Vegetation is the single largest source of NMVOCs. Global annual-total VOC emissions from vegetation are estimated around 1,000 Tg a\(^{-1}\) (Guenther et al., 2012) and are predominantly alkenes, cyclic alkenes (cyloalkenes), and hydrocarbons with oxygenated functional groups. Many biogenic VOCs are unsaturated and/or polar, hence, they are oxidized relatively quickly. The dominant VOCs released from vegetation are shown in Figure 1.15. Isoprene (2-methyl-1,3-butadiene) accounts for around 50 % (500 Tg a\(^{-1}\)) of the total biogenic VOC emission rate (Figure 1.14), and for 19 % of the global OH reactivity (Figure 1.2). Terpenes, which include both monoterpene and sesquiterpenes are comprised of 2 and 3 isoprene units.
The secondary organic aerosol lifecycle in the present-day and future respectively. Similarly, these species are also alkenes and therefore relatively reactive – they account for 2 % of the global OH reactivity (Figure 1.2). Isoprene, monoterpenes and sesquiterpenes are all small non-polar alkenes. Therefore, these species interact via the dispersion forces of attraction.

![Chemical structures of isoprene, monoterpenes, and sesquiterpenes.](image)

**Figure 1.15 – Structure of VOCs associated with biogenic emissions.** For each species, vegetation is the largest source, however, they are all also released in small quantities from soil (Bourtsoukidi et al., 2018), phytoplankton (Moore et al., 1994; Shaw et al., 2003) and humans (Fenske and Paulson, 1999).

Anthropogenic and biomass burning activities release a complex mixture of VOCs, including alkanes, alkenes, carbonyls, and aromatic compounds. Aromatic VOC emissions from anthropogenic and biomass burning activities are estimated at around 16 – 32 Tg a⁻¹ (Henze et al., 2008; Pye and Seinfeld, 2010; Cabrera-Perez et al., 2016). These species are non-polar and are therefore, attracted to one another via dispersion forces of attraction, hence, they are classified as volatile. Figure 1.16 shows some typical aromatic VOCs released from anthropogenic and biomass burning activities. These include benzene (C₆H₆), toluene (C₇H₈) and xylene (C₈H₁₀).
1.6.3 Semi- and intermediate-volatility organic compound emissions

Semi-volatile organic compounds (SVOCs) and intermediate-volatility organic compounds (IVOC), when combined, are referred to as S/IVOCs. With increasing carbon length, the number of possible structural isomers increases exponentially (Figure 1.10). S/IVOC are is a complex mixture of extremely large hydrocarbons, hence, identifying individual compounds is challenging, but probably consist of large straight chain (aliphatic) alkanes and aromatic compounds with multiple rings (polycyclic) (Hu et al., 2013; Zhao et al., 2015). Figure 1.17 shows some typical S/IVOCs. Note, all these species are non-polar, yet the large size results in strong intermolecular forces of attraction. Naphthalene and n-hexadecane are smaller than floranthene and n-pentacosane, therefore, the former are classified as SVOCs (higher volatility) and the latter are classified as IVOCs (lower volatility).
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**Figure 1.17 - Structure of example SVOCs (floranthene and n-penatacosane) and IVOCs (naphthalene and n-hexadecane).**

Whilst the existence of S/IVOCs is widely accepted, the emission rate of these species is virtually unknown. S/IVOCs are not included in traditional emissions inventories. To calculate the amount of S/IVOC emissions, the volatility distribution of emissions from typical OA fuels is measured under chamber conditions. Figure 1.18 is an example of this, which shows the volatility distribution of emitted organic compounds from diesel exhaust. Note, non-volatile organic compounds have a saturation vapour pressure ($C^*$) of less than 0.1 $\mu$g m$^{-3}$. Therefore, for this fuel type, all organic compound emissions between $C^* = 1 - 10^6$ are not captured by traditional emissions inventories (Figure 1.18). For clarity, this implies that the magnitude or organic compound emissions missing from traditional emission inventories (S/IVCOs) is substantially greater than the amount of NVOCs (or POA) which are presently captured in emissions inventories. Hence, Robinson et al. (2007) reveals an extremely large fraction of organic compound emissions which are not included in traditional emission inventories.
Using the distribution in Figure 1.18, it is possible to estimate the amount of S/IVOCs emissions for a corresponding POA emission rate. However, Figure 1.18 is taken from a single fuel type, so the validity of extrapolating these results to a global POA emissions inventory remains unclear. Using this method, the amount of missing S/IVOCs has been estimated to range from a factor of 0.25 to 2.8 of POA emissions (Robinson et al., 2010; Shrivastava et al., 2008). Estimated global annual-total S/IVOC emissions are shown in Figure 1.19, and range from 54 (Hodzic et al. (2016) to 450 Tg a$^{-1}$ (Shrivastava et al., 2015) (Figure 1.19).
1.7 Production of SOA

The emitted hydrocarbons (Section 1.6) are now discussed in terms of their oxidation and propensity to form SOA. Note, the oxidation pathways and SOA production strength are known with varying degrees of certainty across these sources.

1.7.1 Production of SOA from isoprene

Isoprene is one of the most abundant VOCs in the atmosphere (Section 1.6.2) and is relatively reactive towards oxidation (Figure 1.2). Through its
abundance and high reactivity, isoprene affects may aspects of chemistry, such as methane (Safieddine et al., 2017) and ozone (Geng et al., 2011). Consequently, considerable effort has been invested into elucidating the oxidation of this species (Paulot et al., 2009; Peeters et al., 2009; Peeters and Nguyen, 2012). Early studies conclude that isoprene oxidation products are too volatile to condense, leading to isoprene being discarded as a potential source of SOA. However, today, isoprene is considered a major source of SOA, due to both low-volatility and soluble oxidation products.

Figure 1.20 shows a simplified version of isoprene photooxidation, taken and adapted from various studies (Carlton et al. (2009), Marais et al. (2016) and Shrivastava et al. (2017)). Note, within this reaction cascade, oxidation channels are known with varying degrees of certainty. Isoprene photooxidation is initiated by addition of the hydroxyl radical followed by rapid addition of molecular oxygen (O₂), resulting in the formation of the hydroxyl peroxy radical (ISOPO₂) (Figure 1.20). Under low-NOx conditions, ISOPO₂ can react with HO₂, leading to the production of a hydroxyl peroxide (ISOPOOH) (Figure 1.20). This species can then react with another HO₂ to form C5 LVO C (Krechmer et al., 2016), or with OH followed by isomerization to form C5 epoxydiol (IEXPOX) (Paulot et al., 2009), both of which, are key precursors of SOA formation under low-NOx conditions (Figure 1.20). Alternatively, under high-NOx conditions, ISOPO₂ can react with NO, leading to the formation of small volatile fragments, such as methyl vinyl ketone (MVK), methacrolein (MACR) (Carlton et al., 2009), as well as carbonyls and nitrates (Lockwood et al., 2010) (Figure 10). Further photooxidation of MACR leads to the formation of C5 hydroxyepoxides (MEXPOX), a key precursor to SOA formation under high-NOx conditions (Lin et al., 2013). Finally, if concentrations of both HO₂ and NO are low, ISOPO₂ can undergo unimolecular isomerization, leading to the production of hydroxyperoxy aldehyde (HPALD) (Figure 1.20), which is also an important precursor of SOA (Nguyen et al., 2010; Crounse et al., 2011).
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With environmental chambers, when a gas-phase species is subjected to oxidation, the amount of SOA formed relative to the amount of gas-phase organic that has reacted, is termed the ‘SOA yield’. This yield can either be expressed in terms of a mass or molarity (i.e. moles). Under laboratory conditions, at extremely high isoprene concentrations, an SOA yield of 0.8% is observed from isoprene (Pandis et al. 1991). This small SOA yield at unrealistically high isoprene concentrations implies isoprene is not a significant source of SOA in the atmosphere. Crucially, in this experiment, no pre-existing aerosol mass (‘aerosol seed’) is used. Also, at the time of this study, the identity of many isoprene photooxidation products were virtually unknown. However, later field studies over the Amazon reveal the importance of isoprene as a source of SOA (Claeys et al., 2004). This is due to the identification of 2-methyltetrol in ambient samples of SOA (Figure 1.20). 2-methyltetrol has a molecular structure that strongly resembles isoprene but is not directly emitted, hence, it is an ‘isoprene SOA tracer’.

Figure 1.20 - Schematic diagram of isoprene oxidation, adapted from Carlton et al. (2009), Marais et al. (2016) and Shrivastava et al. (2017).
Today, this tracer is now known to be a product of aqueous phase oxidation of IEPOX (Peeters et al., 2009; Peeters and Nguyen, 2012), as shown in Figure 1.20.

This new observational evidence motivates the re-evaluation of the strength of SOA formation from isoprene. More recent chamber-derived SOA yields from isoprene range from 0.2 to 23 % (Edney et al., 2005; Kroll et al., 2005, 2006; Dommen et al., 2006; Kleindienst et al., 2007; Ng et al., 2008), and are dependent on the initiating oxidant, seed particles, humidity and most notably, NOx. In particular, SOA yields decrease with rising NOx levels – however, the exact cause for this sensitivity is unknown (Kroll et al., 2005, 2006; Ng et al., 2007a).

### 1.7.2 Production of SOA from monoterpenes

Monoterpene consists of two isoprene units, and has the chemical formula C_{10}H_{16} (Figure 1.15). This class of compound can be either linear (acyclic) or can contain rings (cyclic). Of all the monoterpene isomers, the cyclic species, α-pinene, is emitted in the largest quantities, representing ~50 % of the global annual-total monoterpene emission rate.
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Figure 1.21 – Schematic diagram of oxidation of α-pinene by OH, taken and adapted from (Eddingsaas et al., 2012b; Eddingsaas et al., 2012a)

Figure 1.21 shows a simplified description of α-pinene photooxidation, adapted from Eddingsaas et al. (2012a) and Eddingsaas et al. (2012b). Irrespective of initial conditions, photooxidation of α-pinene leads to production of pinonaldehyde (Figure 11). This product is extremely important for SOA formation, yet the yield of this species from α-pinene is highly uncertain, ranging from 20 to 80 % (Arey et al., 1990; Noziere et al., 1999; Aschmann et al., 2002; Lee et al., 2006). The fate of pinonaldehyde governs the strength of SOA production. Under high-NOx conditions, pinonaldehyde peroxyacetyl nitrates and other organonitrates are formed (Figure 1.21). By contrast, under low-NOx conditions, carboxylic acids are formed, which are extremely polar and therefore have low vapour pressures (Figure 1.21). Examples of these low-volatility monoterpene photooxidation products include pinonic acid, 10-hydroxypinonic acid and pinic acid (Figure 1.21), and have all been identified in ambient SOA samples (Kavouras et al., 1998, 1999; Anttila et al., 2005).
As an alternative to pinonaldehyde, under certain conditions, α-pinene can form extremely-low volatility organic compounds (ELVOC). In this case, the α-pinene peroxy radical undergoes numerous generations of autooxidation reactions (Ehn et al., 2014). This ELVOC formation is unique to monoterpene.

Overall, laboratory derived SOA yields from monoterpenes range considerably. This is due to differences in chamber conditions, such as temperature, humidity seed particles and initiating oxidant. For example, Eddingsaas et al. (2012a) find that the SOA yield from α-pinene varies from 8 – 37 %. Also, the measured SOA yield from monoterpenes reduce with increasing levels of NO\textsubscript{X} (Eddingsaas et al., 2012a; Sarrafzadeh et al., 2016). The increasing SOA yield from α-pinene with decreasing NO\textsubscript{X} concentrations is due to the effect of NO\textsubscript{X} on pinonaldehyde oxidation. However, the distribution of products from both these pathways are virtually unknown, both the identity and the corresponding volatility distribution.

1.7.3 Production of SOA from sesquiterpenes

Sesquiterpenes consist of three isoprene units (Figure 1.15). These species are extremely reactive and therefore oxidized on a timescale of minutes. Of all the sesquiterpenes, β-caryophyllene is one of the most abundant and well-studied, however, the oxidation mechanism is still relatively unclear (Lee et al., 2006; Ng et al., 2006; Chan et al., 2011). Overall, observed SOA yields from, β-caryophyllene range from 6 to 125 % (Hoffmann et al., 1997; Griffin et al., 1999; Ng et al., 2007a; Winterhalter et al., 2009; Alfarra et al., 2012; Chen et al., 2012; Jaoui et al., 2013). Note, an SOA yield which exceeds 100 % is possible when oxidation leads to the addition of functional groups, such as alcohols (Figure 1.16) and carboxylic acids (Figure 1.17). In contrast to isoprene (Section 1.7.1), monoterpenes (Section 1.7.2) and aromatics
(Section 1.7.4), the SOA yield from sesquiterpenes increases with increasing levels of NOx (Ng et al., 2007a; Tasoglou and Pandis, 2015). However, the mechanistic description of β-caryophyllene oxidation which accounts for the influence of NOX on the SOA yield is lacking from the literature.

1.7.4 Production of SOA from aromatics

Early estimates of SOA yields from aromatic compounds, which are conducted in relatively high NOx concentrations, range between 5 and 10 % (Odum et al., 1997; Odum et al., 1996). However, more recent chamber studies suggest the SOA yields from aromatic compounds are strongly influenced by NOx concentrations (Hurley et al., 2001; Song et al., 2005; Ng et al., 2007b; Chan et al., 2009). For example, in agreement with early estimates (Odum et al., 1996; Odum et al., 1997), Ng et al. (2007b) also observes an SOA yield from aromatic VOCs of 5 – 10 % under high-NOx conditions. However, under lower NOx concentrations, Ng et al. (2007b) measures substantially higher SOA yields of 37, 30 and 36 % for benzene (C6H6), toluene (C7H8) and xylene (C8H10), respectively. Under low-NOx conditions, Chan et al. (2009) observes a much higher SOA yield of 73 % from naphthalene (C10H8).
The exact mechanism describing aromatic oxidation is not yet fully understood, despite considerable progress to date (Kautzman et al., 2010; Li et al., 2016; Al-Naiema and Stone, 2017; Li et al., 2017b; Schwantes et al., 2017). Figure 1.22 shows a mechanistic description of SOA production from toluene, accounting for the influence of NOx on SOA production, adapted from Ng et al. (2007b). As aromatic oxidation is initiated by the hydroxyl radical (OH), the influence of NOx on SOA production is probably due to reaction of NO with second or later generation oxidation products. Oxidation of the parent aromatic hydrocarbon by OH is followed by addition of molecular oxygen (O2) and isomerization, forming a bicyclic peroxy radical, RO2 (Johnson et al., 2004; Koch et al., 2007) (Figure 1.22). Under high-NOx conditions, the peroxy radical reacts with the nitric oxide radical (NO) to form semi-volatile products, whereas, under low-NOx conditions, the peroxy radical reacts with the hydroperoxyl radical (HO2) to form non-volatile products (Ng et al., 2007b) (Figure 1.22). Hence, due to the difference in volatility of products, the RO2+HO2 yields a greater mass of SOA compared
to the RO$_2$+NO pathway. Water vapour may also be involved in the gas-phase oxidation of aromatic compounds (Hinks et al., 2018). However, as both positive (White et al., 2014) and negative (Cocker et al., 2001) correlations between aromatic SOA yields and relative humidity are observed in chamber studies, the role of water vapour in aromatic oxidation is not yet clear.

1.7.5 Production of SOA from S/IVOC emissions

Emitted S/IVOCs (Section 1.6.3) can also lead to production of SOA, either by directly partitioning or by oxidation followed by gas-to-particle partitioning. Several field and laboratory studies suggest SOA produced from S/IVOC emissions exceeds SOA produced from VOC emissions (Robinson et al., 2007; Gentner et al., 2012; Zhao et al., 2014). Note, SVOCs are less volatile than IVOCs (Figure 1.13). Subsequently, SVOCs can condense into the aerosol phase. By contrast, similar to VOCs, IVOCs require oxidation (and reductions in volatility) before condensation.

Upon emission, SIVOCs undergo a reaction cascade, leading to the formation of lower volatility products, including carboxylic acids, nitrates, and carbonyls (Pankow and Asher, 2008). Evidence of this mechanism is provided by both laboratory (Grieshop et al., 2009) and field studies (Lee et al., 2008).

Emitted IVOCs are too volatile to directly condense, hence, oxidation is mandatory before partitioning into the aerosol phase. Naphthalene, a polycyclic aromatic IVOC (Figure 1.17), undergoes photooxidation similar to monocyclic aromatic VOCs (e.g. toluene; Figure 1.16), as shown in Figure 1.22.
1.7.6 Production of SOA from POA

The traditional conceptual framework of OA assumes POA is non-volatile. In this case, after being emitted, POA would simply return to the surface of Earth via deposition. This conceptual framework has been redefined, now, POA is assumed to be semi-volatile (Robinson et al., 2007). If POA re-evaporates, generating gaseous organic compounds, these compounds may re-condense, where they would then be classified as SOA. Hence, moving away from a non-volatile approach, to a semi-volatile approach of SOA results in an additional source of SOA and an additional sink of POA.

1.7.7 Production of SOA within the aqueous phase

After several generations of oxidation, many organic gases lead to the production of small polar VOCs. For example, CO and CH₄ oxidation lead to the formation of formaldehyde (Section 1.2.2-1.2.3). Larger VOCs, like those discussed in this section (isoprene, monoterpenes, aromatics), also lead to the production of small polar VOCs, including glyoxal, methylglyoxal, glycolaldehyde, pyruvic acid, and acetic acid and IEPOX (Eddingsaas et al., 2010; Surratt et al., 2010; Rossignol et al., 2014; El-Sayed et al., 2015; Sareen et al., 2016). The small size of these compounds prevents gas-to-particle partitioning (small size = volatile). However, the high polarity of these species allows dissolution in cloud and aerosol liquid water (Figure 1.12). Conditions within the aqueous phase are extremely different to the gas phase. Aqueous-phase oxidation of these carbonyls leads to the production of carboxylic acids such as oxalic acid, which have a low vapour pressure. After liquid water evaporation, these low-vapour pressure oxidized species remain in the
aerosol phase (Volkamer et al., 2007; Ervens, 2015). Hence, cloud and aerosol liquid water provide a medium for small polar species to be form SOA.

### 1.8 Processing and properties of SOA

Once formed, the fate and impacts of SOA are governed by the environmental conditions and the properties of the particles. However, the properties of the particle can continue to evolve via particle-phase processes (aging). In this section, the processing/aging (Section 1.8.1) and properties (volatility, state, hygroscopicity; Section 1.8.2-1.8.4) of SOA are discussed.

#### 1.8.1 Particle processing

Gas-phase and aqueous-phase oxidation of organic compounds can result in changes in volatility. For a given gas or aqueous-phase organic compound, it can condense into the aerosol phase. Within the aerosol phase, the organic compound can underdo further physical and chemical processing, otherwise known as heterogeneous reactions or aerosol ageing. The importance of aerosol aging is that this processing can continue to alter the volatility of a compound. Hence, once condensed, heterogeneous reactions further alter the fate of the organic compound, by either increasing or decreasing the volatility.

Figure 1.23 shows an example of an aerosol phase reaction of two identical organic species (monomers). These monomer units join in a process known as accretion (or oligomerization), to form an accretion product (or oligomer) (Figure 1.23). An infinite number of monomer units can join
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together. In the case where two monomer unit join together, the process is referred to as dimerization, leading to the formation of a dimer.

![Diagram showing dimerization](image)

**Figure 1.23** Schematic diagram showing how monomer units can combine, leading to reductions in volatility.

The density of organic compounds with an aerosol particle is higher than in the gas-phase. Hence, aerosol brings organic compounds into close contact with one another. This close contact within aerosol particles increases the probability of oligomerisation (Figure 1.23). Indeed, aerosol phase accretion reaction of organic compounds is observed (Gao et al., 2004; Cappa and Wilson, 2011; Lopez-Hilfiker et al., 2016). Oligomerisation is dependent on the structure of condensed phase organics and the environmental conditions, and leads to a variety of products including per oxyhemiacetals, esters, and hemiacetals (Shrivastava et al., 2017). Note, the products of oligomerization are larger than the monomer units, hence, overall, oligomerization leads to reductions in volatility of organic compounds. In addition, the presence of sulphate within the aerosol phase can lead to the production of organosulphates (Zhang et al., 2004; Wang et al., 2010) Organosulphates are more polar than the reacts (e.g. hydrocarbon + sulphur...
compounds) and are, therefore, less volatile than pure hydrocarbons. Therefore, similar to oligomerisation, organosulphate production leads to the generation of lower volatility organic compounds.

1.8.2 Particle volatility

Volatility (section 1.4.4) is also an important aspect of OA. Figure 1.24 is a schematic diagram showing how semi-volatile and non-volatile SOA are formed. Note, for each pathway in Figure 1.24, the volatility of the parent hydrocarbon is undefined. In the first case (Figure 1.24 a), parent hydrocarbons are oxidized, leading to the generation of semi-volatile organic vapours. These semi-volatile vapours are in equilibrium with the aerosol phase. Hence, in this case, SOA is semi-volatile (Figure 1.24 a). Similarly, in the next case, hydrocarbons are oxidized to form semi-volatile compounds which are in equilibrium with the gas-phase (Figure 1.24 b). However, in this case, particle phase reactions lower the volatility (e.g. Section 1.8.1), leading to the production of non-volatile SOA (Figure 1.24 b). Finally, for some hydrocarbons, gas-phase oxidation can lead to the production of non-volatile gases (e.g. Crounse et al. (2013)) which condense into the aerosol phase, forming non-volatile SOA (Figure 1.24 c). Overall, the volatility of SOA is influenced by the parent hydrocarbon and the mechanisms of oxidation.
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Figure 1.24 – Schematic diagram illustrating how the mechanism of SOA production partially governs the volatility of SOA.

Figure 1.25 shows the fraction of OOA which is semi-volatile (SV-OOA) and low-volatility (LV-OOA), taken from Jimenez et al. (2009). The variability in volatility observed across OOA (Figure 1.25) is dependent on the gas and particle phase processing that the organics have been subjected to (Figure 1.24). Oxidation products from monoterpenes are predominantly compounds with extremely low volatility, so-called ELVOCs, (e.g. Ehn et al. (2014)). However, combustion OA, either generated from gasoline (May et al., 2013c) or diesel (May et al., 2013b) within laboratory studies suggests OA is primarily semi-volatile. Also, analysis of OA emitted from the burning of vegetation within laboratory studies suggests OA is semi-volatile (May et al., 2013a). However, some specific cases suggest a proportion of OA is non-volatile (Jimenez et al., 2009; Cappa and Jimenez, 2010; Vaden et al., 2011).
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1.8.3 Particle state and viscosity

Figure 1.26 shows how particles can vary in state and viscosity. Traditional gas-to-particle partitioning theory (Pankow, 1994) assumes the particle is a well-mixed liquid-like solution, as shown for Figure 1.26 a. If a particle is semi-volatile, organic compounds partition between the aerosol and gaseous states in order to achieve equilibrium. Viscosity is a measure of the friction
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between molecules of a liquid. The low viscosity of a liquid allows molecules to diffuse through the aerosol, achieving almost instantaneous equilibrium. However, according to chamber studies, SOA is solid-like (Virtanen et al., 2010). For a well-mixed semi-solid particle (Figure 1.26 b), gas-aerosol partitioning is dependent on the viscosity and size. As the viscosity of a well-mixed semi-solid particle increases, diffusion reduces, and therefore, increases the time required to reach equilibrium. Also, reaching equilibrium is delayed as the size of the particle increases. Finally, for some semi-solid particles, the various components within the particle can phase separate (Bell et al., 2017). For example, consider the example Figure 14 c, where the core and surface are separated. If the semi-volatile SOA were the core, then surface shell could prevent evaporation. Similarly, semi-volatile vapours may be prevented from condensing by the surface layer.

![A) Well mixed Liquid-like solution](Image)

![B) Well mixed Semi-solid](Image)

![C) Phase separated Semi-solid](Image)

*Figure 1.26 – Schematic diagram of SOA particles, illustrating importance of phase (i.e. viscosity) and morphology.*

The viscosity of a particle is dependent on both relative humidity, and the chemical composition of organic molecules within the particle. Viscosity reduces with increasing relative humidity (Hinks et al., 2016). Also, oligomerisation and accretion reactions generate larger molecules, leading to increases in viscosity (Pfrang et al., 2011).
1.8.4 Particle hygroscopicity

The growth of nanometer sized particles to CCN (Figure 1.3) is primarily due to condensing organic vapours (Riipinen et al., 2011; Riipinen et al., 2012). Particles with a diameter less than 40 nm are too small to be active as CCN. Within the 40 – 200 nm size range, the hygroscopicity of the particle is a key parameter determining if the particle can be activated as a CCN. Particles with diameters exceeding 200 nm are large enough to contain sufficient quantities of water such that they are activated as CCN. The hygroscopicity parameter is a dimensionless quantity, and defined as the volume-weighted hygroscopicity of the various components within the aerosol. Hence, in regions where SOA is a large fraction of aerosol, the hygroscopicity of SOA can influence the aerosol-cloud interactions.

The observed hygroscopicity parameter of SOA varies from 0 to 0.3 (Jimenez et al., 2009). Atmospheric aging of SOA may influence the hygroscopicity of the particle, however, some studies predict increased hygroscopicity with ageing (Pajunoja et al., 2015), whereas other studies suggest decreased hygroscopicity with SOA ageing (Cerully et al., 2015). For comparison, the observed hygroscopic parameter ranges 0.035 - 0.040 for black carbon (Peng et al., 2017), and 0.4 – 0.8 for inorganic aerosol (Tikkanen et al., 2018)
1.9 A global perspective of the SOA lifecycle in the present-day

All the previous discussion on the SOA lifecycle (sections 1.5 – 1.8) predominantly derives form laboratory and field studies (with the exception of global emission rates; Section 1.6). These studies provide insights into the SOA lifecycle at the molecular level. However, it is challenging to extrapolate these results to the global scale and to different time periods. Global models and satellites provide a global perceptive of the SOA lifecycle in the past, present and future. This section provides a summary of how the global SOA budget is estimated (1.9.1 and 1.9.2), how SOA formation can be parametrised (Section 1.9.3), and it’s sources (1.9.4), the processing of precursors (1.9.5). This section then concludes with a discussion on how future changes in climate and emissions may influence the SOA lifecycle (Section 1.9.6).

1.9.1 The observed SOA budget (top-down methods)

There are several top-methods for estimating the global SOA budget. Firstly, the global SOA budget can be inferred from the sulphate budget, which is relatively well-established. This is achieved by measuring the ratio of sulphate to SOA in aerosol samples, and then applying this ratio to the global sulphate budget. Using this approach, Goldstein and Galbally (2007) estimate a global annual-total SOA production rate of between 280 and 1820 Tg (SOA) a⁻¹, but Hallquist et al. (2009) estimate a lower value at 230 Tg (SOA) a⁻¹. This top-down method for estimating the SOA budget is relatively crude (e.g. it assumes that the observed SOA to sulphate ratio is globally uniform).
Aerosol optical depth (AOD) is a measure of how much light transmission is prevented by aerosol due to the absorption and scattering of light. The AOD can be measured from satellites. AOD is a reflection of the optical properties of all aerosol components within a column. Using satellite AOD, Heald et al. (2010) estimates a global annual-total SOA production rate of 250 Tg (SOA) a⁻¹. The assumed optical properties of SOA are a major source of uncertainty in this method.

In situ observations of SOA mass concentrations can also be utilized to provide a top-down estimate of the SOA budget. For instance, observed SOA can be combined with a global model. The emissions of SOA precursors within the model can be varied until simulated and observed SOA concentrations agree, thus, providing an observationally-constrained top-down estimate of the global SOA budget. Using this very method, Spracklen et al. (2011) estimate a global annual-total SOA production rate ranging from 50 to 380 Tg (SOA) a⁻¹, with a best estimate of 140 Tg (SOA) a⁻¹. However, this method requires SOA observations, which are currently very sparse (Figure 1.4).

In summary, several top-down methods for estimating the global SOA budget are used. Considering all estimates from top-down studies, the global annual-total SOA production rate ranges from 50 to 1820 Tg (SOA) a⁻¹.

1.9.2 The modelled SOA budget (bottom up methods)

Models apply a process-based design to provide bottom-up estimates of the global SOA budget. A schematic diagram of an atmospheric model is presented in Figure 1.27. Within the atmosphere, the concentration of both gases and aerosol are controlled by emissions, chemistry (removal and production), transport (e.g. winds), and deposition. These processes can all
be parameterized within a model. Models which contain only chemical reactions are referred to as box-models or 1D-models. If chemistry, emissions, transport and deposition are all accounted for, the model is described as either a (i) chemistry transport model (CTM) if the meteorology is provided from off-line reanalyses, or (ii) a chemistry-climate model (CCM) or composition-climate model (CCM) if the model is able to provide the online calculation of meteorology. A chemistry-climate model is used in this thesis and is described in chapter 2. When CCMs calculate meteorological fields online, the model is described as free-running. If the meteorology (i.e. potential temperature and horizontal wind) is corrected towards re-analyses, the models is described as nudged. Models vary in many ways, including the horizontal and vertical resolution, the domain (i.e. global or regional), and how chemical process are treated.

![Figure 1.27 – Schematic diagram of an atmospheric model. Taken and adapted from Young et al. (2018).](image-url)
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The representation of gas-phase chemistry and aerosol-phase chemistry within atmospheric models is challenged by uncertainties in the physical and chemical processing of species within the atmosphere and by computational expense. For instance, treating aerosol populations is extremely challenging, which has led to a suite of parameterisations (Mann et al., 2014; Mann et al., 2010; Spracklen et al., 2005b, a). Of all the aerosol components, representing the SOA lifecycle in a model is particularly challenging.

Atmospheric models are widely used to examine the SOA budget. These bottom-up estimates of global annual-total SOA production range from 12 to 480 Tg (SOA) a⁻¹ (Kanakidou et al., 2005; Heald et al., 2011; Tsigaridis et al., 2014; Shrivastava et al., 2015; Hodzic et al., 2016). Global chemistry transport models and general circulation model systematically underpredict observed OA concentrations in both urban (mean normalised bias = -62 %) and remote (mean normalised bias = -15 %) environments (Tsigaridis et al., 2014).

Global models also be used to estimate the climate impacts of SOA. For example, in a multi-model study, estimates of the increase in the global SOA burden since preindustrial times range from 0.09 to 0.97 Tg (SOA), which results in a direct radiative effect ranging from -0.21 to -0.01 W m⁻² (Myhre et al., 2013). Treatment of SOA optical properties also varies between models and therefore contributes towards uncertainties in the climatic impacts of SOA (Tsigaridis et al., 2014). However, uncertainties in the climatic impacts of SOA appear to be dominated by uncertainties in the SOA budget, as opposed to the interaction between SOA and radiation (Rastak et al., 2017). Air quality and health impacts are also influenced by uncertainties in SOA concentrations which contribute to uncertainties in particulate matter levels.
The large inter-model spread in estimates of the SOA production rate could be due to differences in (i) how SOA formation is parameterized (Section 1.9.3), (ii) which sources of SOA are included and how they vary from one model to another (Section 1.9.4), and (iii) how the transformation of emitted hydrocarbons to SOA precursors is treated (Section 1.9.4). All of these are discussed in the following sub-sections.

1.9.3 Modelling SOA formation

Figure 1.28 shows a schematic representation of SOA formation. The processes displayed in Figure 1.28 are known with a varying degree of certainty. Firstly, the identity of dominant emitted hydrocarbons is uncertain (Section 1.7). Secondly, the certainty in the identity of oxidation products dramatically reduces with each successive generation of oxidation (Section 1.7). Hence, only a fraction of the species depicted in Figure 1.28 are known. This uncertainty is compounded by the fact that, of the identified species, only a fraction have laboratory derived data (e.g. rate constants, volatility, etc.). Finally, the sheer number organic compounds results in a large computational expense in treating the processes in Figure 1.28. As a result of these practical and scientific challenges, the formation of SOA within models requires parameterisations.
Figure 1.28 – Schematic diagram showing emissions of monoterpene, followed by multigenerational oxidation chemistry with simultaneous condensation into the aerosol phase.

In the simplest of schemes, production of SOA is calculated as a function of emissions, hence, SOA is ‘emitted’ as opposed to being formed in the atmosphere (Tsigaridis et al., 2014). For these schemes, a yield ($\alpha_E$) is applied to the emission rate ($E$)

$$SOA\, production = E \times \alpha_E$$  \hspace{1cm} (E1.1)

In more sophisticated schemes, gas-phase oxidation of SOA precursors is treated, however, several simplifications are commonly made. For example, biogenic VOCs, such as isoprene and monoterpene, are known to have multigenerational oxidation mechanisms (Section 1.7.1-1.7.3), but the mechanisms are often reduced to less than two reaction steps when implemented in global models (Chung and Seinfeld, 2002; Heald et al., 2011; Scott et al., 2014; Scott et al., 2015). Similarly,
multigenerational oxidation mechanisms of aromatic compounds (Section 1.7.4) are often represented by less than two reaction steps (Tsigeridis and Kanakidou, 2003; Heald et al., 2011). Multigenerational oxidation mechanisms can be reduced to fewer reaction steps by adopting the fixed-yield approach, where a single yield ($\alpha$) for oxidation of a VOC/HC is used to quantify the amount of low-volatility products ($SOG$).

$$HC + [O] \rightarrow \alpha SOG \underset{\text{condensation}}{\rightarrow} SOA \quad (E1.2)$$

In this case, $[O]$ represents oxidants, and $SOG$ represents the entire population of multigenerational oxidation products that are condensable. Alternatively, multigenerational oxidation mechanisms can be simplified using the 2-products scheme (Odum et al., 1996; Odum et al., 1997). In this case, oxidation products are assigned to one of two surrogates ($SOG_1$ or $SOG_2$), with both condensing to form SOA

$$HC + [O] \rightarrow \alpha_1 SOG_1 \underset{\text{condensation}}{\rightarrow} SOA \quad (E1.3)$$

$$\rightarrow \alpha_2 SOG_2 \underset{\text{condensation}}{\rightarrow} SOA$$

In some schemes, organic compounds are lumped according to emissions types, such as anthropogenic or biomass burning (Spracklen et al., 2011; Hodzic et al., 2016), as is the case for this thesis (chapters 3 – 5). In other schemes, organic compounds are grouped according to volatility, such as the volatility basis set (VBS), (Donahue et al., 2006; Donahue et al., 2011). In this scheme, organic compounds are grouped either according to the volatility (one-dimensional), for volatility and O:C ration (two-dimensional). The volatility distribution is then modified according to environmental conditions, such as oxidants, and each volatility class is in equilibrium with both the gas and aerosol phase. The VBS scheme is used in several models (Tsimpidi et al., 2010; Jo et al., 2013; Hodzic et al., 2016; Shrivastava et al., 2015).

By lumping organic species together, chemical ageing can be accounted for, even if the exact mechanism is not known. However, in grouping species together, molecular information is lost and it is therefore challenging to select the appropriate reaction coefficients and SOA yields from laboratory studies. In more complex SOA
schemes, gas-phase oxidation is treated explicitly (Lin et al., 2012; Lin et al., 2014; Khan et al., 2017), but this method is limited to SOA precursors with relatively well-known oxidation mechanisms. Overall, in terms of sophistication and level of detail, SOA formation parameterisations vary considerably across models (Tsigaridis et al., 2014). The sensitivity of SOA to these variations in oxidation mechanisms is unknown.

1.9.4 SOA production from various sources

Due to uncertainties in emissions (Section 1.6.2-1.6.3) and oxidation products (Sections 1.7), the sources of SOA considered in modelling studies also varies considerably. Global biogenic SOA production rate estimates (i.e. from vegetation) from global models range between 2.86 and 97.5 Tg (SOA) a\(^{-1}\) (Henze et al., 2008; Heald et al., 2008; Farina et al., 2010; Hodzic et al., 2016). Isoprene (Bonsang et al., 1992) and monoterpene (Yassaa et al., 2008) are also emitted from phytoplankton, leading to a global annual-total SOA production rate of 5 Tg (SOA) a\(^{-1}\) (Myriokefalitakis et al., 2010). Many global models only consider biogenic sources in their formation of SOA (Tsigaridis et al., 2014); other studies that include a number of different precursor types suggest that biogenic sources contribute 74% (Hodzic et al., 2016) to 95% (Farina et al., 2010) to the annual global total SOA production rate.

According to a number of laboratory studies, anthropogenic VOCs (e.g. aromatics) yield only a small amount of SOA (Odum et al., 1997). Therefore, the inclusion of anthropogenic SOA in global models based on such modest yields results with little SOA production (1.6 – 3.1 Tg (SOA) a\(^{-1}\)) and almost negligible SOA concentrations (Farina et al., 2010; Heald et al., 2011). However, over the NH mid-latitudes, observed SOA concentrations are highest in urban environments (Zhang et al., 2007). Indeed, in a top-down approach, where biogenic, biomass burning and anthropogenic SOA sources are scaled, Spracklen et al. (2011) finds that their simulated model bias is minimised when the global SOA budget is dominated by an anthropogenically--controlled source of \(~100\) Tg (SOA) a\(^{-1}\) and a biogenic SOA
production rate of 13 Tg (SOA) a\(^{-1}\). The magnitude of anthropogenic SOA production as well as dominance over biogenic SOA production estimated in this top-down study is in contrast to bottom up estimates from global modelling studies. However, it remains unclear whether the anthropogenic dominance of global SOA production found in Spracklen et al. (2011) reflects the location of observations used to constrain this estimate since the observations are primarily located in the NH mid-latitudes where anthropogenic emissions are highest. Additionally, the reaction yield required to reach a production rate of 100 Tg (SOA) a\(^{-1}\) of anthropogenic SOA exceeds the reaction yield derived from earlier laboratory studies (Odum et al., 1997). Furthermore, a high SOA production rate from anthropogenic sources produces positive models biases compared to observed SOA concentrations in remote environments (Spracklen et al., 2011) and at higher altitudes (Heald et al., 2011). Hence, the magnitude of SOA production from anthropogenic sources remains unclear.

Using measurements, Cubison et al. (2011) estimates the global SOA production rate from biomass burning at 1 – 15 Tg (SOA) a\(^{-1}\). This is consistent with Spracklen et al. (2011), who estimates a global SOA production rate from biomass burning of 3 – 26 Tg (SOA) a\(^{-1}\) using the same top-down approach described above. Anthropogenic and biomass burning emissions include S/IVOCs which, in addition to VOCs, can also contribute to SOA formation (Robinson et al., 2007), as discussed in Section 1.7.5. S/IVOCs are estimated to account for between 15 – 37 % of biomass burning carbonaceous emissions (Stockwell et al., 2015; Yokelson et al., 2013). Due to the limited knowledge of S/IVOCs emissions and chemistry, assumptions are required when implementing biomass burning S/IVOCs into global models. As a consequence biomass burning SOA production rate estimates from global models range substantially, from 15.5 Tg (SOA) a\(^{-1}\) (Hodzic et al., 2016) to 44 – 95 Tg (SOA) a\(^{-1}\) (Shrivastava et al., 2015). Therefore, biomass burning remains an additional highly uncertain and potentially important source of SOA.

The heterogeneous production of SOA may be an additionally important source of SOA, which is often not included in models (e.g., see Tsigeridis et al. (2014)). Soluble and polar organic vapours, which are too volatile to condense, may be taken up by the aqueous phase, either in aerosol liquid water or cloud liquid water
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(Section 1.7.7). Within the aqueous phase, oxidation may lead to less volatile products which, after liquid evaporation, remain in the aerosol phase (Ervens, 2015). Recent estimates of the global annual-total SOA production rate within the cloud and aerosol phases are 13 – 47 and 0 – 13 Tg (SOA) a\(^{-1}\), respectively (Lin et al., 2014; Lin et al., 2012). Thus aqueous production may be an important source of SOA, but several uncertainties remain, including the amount of cloud and liquid water in the atmosphere, and how to simulate the uptake of organic gases onto aqueous surfaces.

Overall, estimates of SOA production rates from individual sources ranges considerably from one modelling study to another. Furthermore, global models vary in terms of which sources are included. Together, these variations contribute to the overall uncertainty in the global SOA budget.

### 1.9.5 Physical and chemical processing of SOA precursors

Between emission and condensation into the aerosol phase, organic compounds undergo a range of complex multigenerational multiphase chemical and physical processes (Figure 1.12). Variations in the inclusion and treatment of these processes may contribute to the uncertainty in the SOA budget. Here, variations in SOA precursor deposition (Section 1.9.5.1) and oxidation (Section 1.9.5.2) are examined.

#### 1.9.5.1 Deposition of SOA precursors

Deposition of organic compounds may prevent SOA formation. Recent field and modelling studies suggest several known SOA precursors are susceptible to deposition. For example, explicit modelling of the oxidation of terpene and aromatic VOCs identifies extremely soluble products, with effective Henry’s constants (\( H_{\text{eff}} \); Section 1.4.4) ranging from \( 10^5 \) to \( 10^9 \) M atm\(^{-1}\) (Hodzic et al., 2014). This suggests efficient wet removal of SOA precursors, considering \( H_{\text{eff}} \) for nitric acid (HNO\(_3\)) is ~2
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x10^5 M atm^{-1} (Seinfeld and Pandis, 2006). However, the molecular-specific deposition parameters determined in field studies (Nguyen et al., 2015) can be difficult to apply to the lumped compounds used in global SOA schemes (Section 1.9.3). On a global scale, some modelling studies indicate a sensitivity of SOA to variations in precursor deposition (Henze and Seinfeld, 2006;Pyre and Seinfeld, 2010;Hodzic et al., 2016). A few global modelling studies include both dry and wet deposition of SOA precursors, but the deposition parameters used vary across several orders of magnitude. For example, Shrivastava et al. (2015) use a value for $H_{\text{eff}}$ of 7 x10^3 M atm^{-1}, whereas other studies use values ranging from 1 x10^5 to 5.3 x10^9 M atm^{-1} (Knote et al., 2015;Hodzic et al., 2016). In relation to dry deposition, field studies over forested regions of the USA observe significant dry deposition of highly oxygenated VOCs (Nguyen et al., 2015). The most rigorous studies on dry deposition have only been conducted using regional scale models. They find that dry removal of SOA precursors reduces modelled July-mean surface SOA concentrations by 20 – 40 % over Europe (Bessagnet et al., 2010), and reduces annual-average surface SOA concentrations by 46 % over the USA (Knote et al., 2015). Wet removal of SOA precursors reduces simulated annual-average surface SOA concentrations by 10 % over the USA, which reduces simulated positive biases in summertime SOA (Knote et al., 2015).

1.9.5.2 Oxidation of SOA precursors

The treatment of SOA precursor oxidation varies considerably from one model to another (Section 1.9.3). For instance, SOA is formed from aromatic VOCs only after several generations of oxidation (Section 1.7.4). However, this processes often simplified in global models.

As noted in Section 1.7.4, the SOA yields from aromatics is highly dependent on NOx conditions, as this influences the fate of the peroxy radical intermediate. For aromatic compounds, the peroxy radical reaction intermediate, together with competitive NO and HO_2 reactions with varying SOA yields (Figure 1.22) is incorporated in some SOA schemes. Benzene, toluene and xylene have been
incorporated into both global (Henze et al., 2008; Heald et al., 2011) and regional scale (Li et al., 2017a) models. Henze et al. (2008) uses the laboratory-derived yields from Ng et al. (2007b) for simulating aromatic VOC compounds (16 Tg (VOC) a\(^{-1}\)), which results in a global annual-total SOA production rate of 4 Tg (SOA) a\(^{-1}\), with 61% of SOA being produced via the RO\(_2\)+HO\(_2\) pathway (Fig 1.22). Peroxy radical chemistry is also applied to IVOC oxidation, which are a mixture of species emitted from both anthropogenic and biomass burning (Section 1.7.5). Pye and Seinfeld (2010) apply the laboratory-derived yields from Chan et al. (2009) to IVOCs (18 Tg (VOC) a\(^{-1}\)), which results in a global annual-total SOA production rate of 5 Tg (SOA) a\(^{-1}\), with 75% of SOA being produced via the RO\(_2\)+HO\(_2\) pathway. Despite peroxy radical chemistry being included in some SOA schemes (e.g. Henze et al. (2008) and Pye and Seinfeld (2010)), the influence on the global SOA budget and model agreement with observations has not been quantified.

To summarise, several aspects of the SOA lifecycle vary considerably from one modelling study to another, including how SOA production is parameterised (Section 1.9.3), which SOA precursor sources are included (Section 1.9.4.) and how these precursor are physically and chemically transformed (Section 1.9.5). The purpose of this section is to provide a brief summary of how SOA is represented in global models. The Aerosol Comparison between Observations and Models (AeroCOM) project includes a review of how OA is represented in CTMs and CCMs (Tsigaridis et al., 2014). Of the 31 models included in AEROCOM, 1 does not treat SOA production, but instead uses a climatology of aerosol concentrations. SOA production of the remaining models (30 models) is treated be either ‘pseudo emissions’ where an SOA yield is applied to biogenic emissions (13 models), a fixed yield approach where an SOA yield is applied to VOC oxidation (15 models), by explicitly treating multigenerational oxidation chemistry (1 model), or by representing multigenerational oxidation chemistry using the VBS (1 model). SOA production within the aqueous phase is treated by 4 models, and SOA production from S/IVOC emissions is treated by 1 model. Several (unquantified) members of the AEROCOM study do not include anthropogenic or biomass burring sources of SOA, assuming SOA is purely biogenic. In addition, whilst observational studies imply OA is mostly semi-volatile, only 13 models included in AEROCOM treat OA as non-volatile, with the remaining 17 models treating OA as non-volatile.
Earth system models (ESMs) are fully coupled climate models, including a GCM and other components of the Earth system, such as the ocean, biosphere, cryosphere and lithosphere. ESMs are used in the 5th phase of the Coupled Model Intercomparison Project (CMIP5), the output of which, contributes towards the Intergovernmental Panel on Climate Change (IPCC). The representation of the SOA lifecycle among these ESMs is even more limited than the CTM and CCMs counterparts (Tsigaridis et al., 2018)
1.9.6 Projected changes in the SOA lifecycle

The precursors of SOA are emitted from natural sources (e.g. vegetation (Guenther et al., 1995), soil (Bourtsoukidis et al., 2018) and phytoplankton (Moore et al., 1994)), and from biomass burning (van der Werf et al., 2010) and fossil fuel combustion (May et al., 2013c) (Section 1.6). Globally, modelling studies suggest 90 % of SOA is removed by wet deposition, with the remaining 10 % being removed by dry deposition (Tsigeridis et al., 2014). Both the sources and sinks of SOA are linked to meteorology, resulting in potential climate change impacts (Kulmala et al., 2004; Carslaw et al., 2010; Unger, 2014; Scott et al., 2018). In addition, since SOA is often a major component of particulate matter (Figure 1.4), future changes in SOA distributions influence air quality. Quantifying the extent to which the SOA lifecycle may change in the future is important for understanding future climate forcing by aerosols as well as for quantifying future air quality in terms of PM$_{2.5}$ concentrations.

Changes in climate affect oxidants, such as ozone (O$_3$) and the hydroxyl radical (OH) (Doherty et al., 2013; Voulgarakis et al., 2013), both of which control the volatility distributions of organic compounds. For semi-volatile SOA, organic compounds are in thermodynamic equilibrium between the aerosol phase and the vapour phase (Section 1.8.2). Therefore, the warming associated with climate change implies a decrease in the SOA burden since higher temperatures favour evaporation and disfavours condensation (Tsigeridis and Kanakidou, 2007). Projected changes in the hydrological cycle may also affect SOA distributions. Future changes in precipitation suggest modifications to the aerosol lifetime and burden (Allen et al. 2016; Hou et al., 2018). Global-average precipitation rates increase in the future (Collins et al., 2014). However, over the northern-hemisphere (NH)
mid-latitudes, large-scale precipitation reduces in the future, leading to a longer sulphate aerosol lifetime (Allen et al., 2016). Also, future changes in cloud droplets may affect aqueous phase SOA production (Lin et al., 2016).

Biogenic VOC emissions are affected by changes in climate, anthropogenic land-use and, for some compounds, atmospheric carbon dioxide (CO₂) concentrations. Isoprene and monoterpenes account for ~65% of the present-day global annual-total biogenic VOC emission rate (Guenther et al., 2012). These species are side products of leaf photosynthesis. Consequently, changes in light (Monson et al., 2007), temperature (Guenther et al., 1995) and water (Niinemets et al., 2010) can affect the emissions of these species by directly altering basal emission rates and by altering vegetation distributions (Schurgers et al., 2011). Above ambient CO₂ concentrations, the synthesis of isoprene and monoterpenes may be inhibited (‘CO₂ inhibition’). For several isoprene-emitting species, strong evidence of CO₂ inhibition is observed (Rosenstiel et al., 2003; Possell et al., 2005). In the case of monoterpenes, CO₂ inhibition is only been observed in a limited number of monoterpenes-emitting species (Llorens et al., 2009; Loreto and Schnitzler, 2010). Anthropogenic land-use can also affect biogenic VOC emissions (Unger, 2014). However, the plant species that emit isoprene and monoterpenes are usually different. Generally, crops have low biogenic VOC emissions whereas woody vegetation has higher biogenic VOC emission rate. Therefore, agricultural expansion in forested regions may result in reduced biogenic VOC emissions (Rosenkranz et al., 2015).

Given SOA is potentially important from both air quality and climate perspectives, quantifying the SOA lifecycle in the present-day, and understanding how this may change in the future, is important. This can be achieved by using global chemistry-climate models and observations.
1.10 Research objectives of thesis

The overall aim of this thesis is to study the SOA lifecycle in detail. Specific objectives are to: quantify how variations in VOC emissions source type (Section 1.7.1-1.7.4) and VOC physical and chemical processing (Section 1.9.5) affect the SOA lifecycle (e.g. global SOA budget, SOA spatial distributions and model agreement with observations). The next objective is to quantify the sensitivity of the SOA lifecycle to future changes in climate and emissions (Section 1.9.6).

1.10.1 What is the impact of new biogenic, anthropogenic and biomass burning emissions on the SOA lifecycle?

Using a global chemistry-climate model, a number of VOC precursor source types of SOA are explored. In particular, isoprene, a lumped anthropogenic VOC, and a lumped biomass burning VOC are added to the existing model, which treats SOA formation from monoterpene only. A series of simulations are conducted to quantify how each new source of SOA affects (i) the global SOA budget, (ii) SOA spatial distributions, and (iii) model agreement with observations. Observations used to evaluate simulated OA concentrations are taken from surface and aircraft campaigns spanning urban, urban downwind and remote environments, as well as both hemispheres. Additional simulations are conducted to probe the sensitivity of SOA to VOC precursor reaction yields.
1.10.2 How do VOC deposition and oxidation mechanisms impact SOA production?

The SOA scheme in 1.8.1 is then used to explore the sensitivity of the SOA budget and model agreement with observations to uncertainties in precursor deposition and oxidation pathways. Firstly, gas-phase deposition is expanded to include all VOC precursors of SOA, with additional simulations testing the sensitivity of the SOA lifecycle to uncertainties in deposition parameters. Next, the oxidation pathway for anthropogenic and biomass burning VOC precursors of SOA are modified (accounting for the multigenerational chemistry described in Section 1.9.5.1). These modifications include (a) varying the parent hydrocarbon chemical reactivity, (b) varying the number of reaction steps, and (c) accounting for the influence of NOx on SOA yields.

1.10.3 How will projected changes in emissions and climate affect the SOA lifecycle?

Using the SOA scheme developed in 1.8.1, the effects of future changes in climate and emissions on the SOA lifecycle is quantified. This is done by conducting decadal time slice simulations, for the present-day (2000s) and the future (2090s) under the IPCC Representative Concentration Pathway (RCP) climate and emission scenarios. The relative roles of future changes in climate and emissions are quantified (i.e. climate change only versus emissions only).
Chapter 2  Description of model (HadGEM3-UKCA) and observations

The objectives of this thesis are to explore the SOA lifecycle in the present-day and future (Section 1.10). To achieve this, a global chemistry-climate model is used. Where necessary, biogenic VOC emissions are calculated interactively and simulated SOA and OA are compared to observations. This section includes a description of the chemistry-climate model, the observations used to constrain the model, and the modelling approaches used throughout this thesis.

For this thesis, the HadGEM3-UKCA chemistry-climate model is used, which is presented schematically in Figure 2.1. This chemistry-climate model comprises of atmospheric components: the Global Atmosphere 4.0 configuration (GA4.0; Walters et al. (2014)) of the Hadley Centre Global Environmental Model version 3 (HadGEM3; Hewitt et al., 2011) and the United Kingdom Chemistry and Aerosol (UKCA; Morgenstern et al., 2009; Mann et al., 2010; O’Connor et al., 2014) model and a land-surface component called the Global Land 4.0 (GL4.0) configuration of HadGEM3 (Walters et al., 2014) (Figure 2.1). Exchange between HadGEM3 and UKCA at model timesteps allows gas and aerosol to be coupled to the atmospheric and land-surface components of the model.

This section is organised as follows. Firstly, the atmospheric (GA4.0) and land-surface (GL4.0) components of the climate model (HadGEM3) are described in Sections 2.1 and 2.2, respectively. Next, the stratosphere-troposphere gas-phase chemistry scheme (StratTrop; Section 2.3) and UKCA aerosol-scheme called GLOAMP-mode (Section 2.4) are discussed. Following this, the SOA lifecycle, which relies on a coupling between many components of the model, is described (Section 2.5). The suite of observations used to evaluate the model are then described in Section 2.6. This section then concludes with a brief overview of the various modelling approaches used across this thesis (Section 2.7).
2.1 Atmospheric component (GA4.0) of climate-model (HadGEM3)

In this section, the atmospheric component of the climate model is described. In this thesis, the Global Atmosphere 4.0 (GA4.0) configuration (Walters et al., 2014) of the Hadley Centre Global Environmental Model version 3 (HadGEM3; Hewitt et al. (2011)) is used (Figure 2.1). The horizontal resolution is 1.875° longitude by 1.25° latitude. The vertical dimension has 85 terrain-following hybrid-height levels distributed from the surface to 85 km. Sea-surface temperature (SST) and sea ice extent (SIE) fields are prescribed for all simulations. SST and SIE fields are then used to drive the meteorology. Hence, SST and SIE fields generally control the climate of the model. By varying the SST and SIE fields, different climate periods can be studied. In this set-up, where the meteorology and climate are driven by the SST
and SIE fields, the model is described as ‘free running’. The HadGEM3-GA4.0 model has the option of ‘relaxing (or ‘nudging’) the horizontal winds and potential temperature towards reanalyses data. This allows the simulated meteorology to closely match a given time period. In this set-up, where horizontal winds and potential temperature are being nudged towards reanalyses, the model is described as ‘nudged’. Throughout this thesis, a combination of both nudged (Chapters 3 and 4) and free running (Chapter 5) simulations and performed.

Several different atmospheric dynamical processes relevant to the UKCA gas-phase (Section 2.3) and aerosol-phase (Section 2.4) tracers are calculated within GA4.0. In the HadGEM3-GA4.0 boundary layer scheme, atmospheric turbulent motion and tracer mixing is parametrised (Lock et al., 2000; Lock, 2001; Brown et al., 2008). Sub-grid scale transport of heat, moisture, momentum and UKCA tracers associated with cumulus clouds is treated within the convection scheme (Gregory and Rowntree, 1990). Large-scale advective transport follows Davies et al. (2005). Coupling between GA4.0 and UKCA (Figure 2.1) allows gases and aerosols to be incorporated into these dynamical processes. Note, although gases and aerosol can feedback onto climate via changes in radiation, this feedback is off for all simulations performed in this thesis.

2.2 Land-surface component (GL4.0) of climate model (HadGEM3)

Emissions of isoprene (Section 1.6.2) and monoterpenes (Section 1.6.2) can be calculated by the land-surface component of the model (Figure 2.1). The land surface component of HadGEM3 is the Global Land 4.0 (GL4.0) configuration of the Joint UK Land Environment Simulator (JULES; Best et al. (2011); Clark et al. (2011); Walters et al. (2014)). JULES simulates biogeochemical processes associated with land-atmosphere exchange. At the surface, there are 9 surface types. These are prescribed for all the simulations performed in this thesis. There are five plant functional types (PFT) (broadleaf trees, needleleaf trees, C\textsubscript{3} grass, C\textsubscript{4} grass, and shrubs) (see Section 2.5 for further details) and four non-vegetated surface types.
Isoprene and monoterpane are mainly released from vegetation (Section 1.6.2). Emissions of these species can be calculated online within JULES and coupled to UKCA (Chapter 5). Alternatively, isoprene and monoterpane emissions can be prescribed (Chapters 3 and 4). Photosynthetic-based isoprene emission following Arneth et al. (2007b) are included in JULES following Pacifico et al. (2011). Here, isoprene emissions are linked to isoprene metabolism within plants (i.e. the supply of isoprene precursors). This method of calculating isoprene emissions is in contrast to semi-empirical approaches such as Model of Emissions of Gases and Aerosol from Nature (MEGAN), that are based on leaf-level relationships between isoprene emissions and temperature, light, etc. (Guenther et al., 2012). Simulated isoprene emissions under this photosynthetic-bases scheme has been evaluated extensively. Under present day conditions, simulated diurnal, day-to-day and seasonal variability in isoprene emissions are in reasonable agreement with observations over South America and East and South Asia (Pacifico et al., 2011). Isoprene emissions factors for each PFT are prescribed. An empirical factor, $f_{CO_2}$, is used to account for CO$_2$ inhibition of isoprene production following Arneth et al. (2007b). Essentially, observed isoprene emissions are modified, accounting for changes in a number of factors, including photosynthetic rates and CO$_2$ concentration. Leaf-level isoprene emissions, $I$ (kg C m$^{-2}$ s$^{-1}$), are calculated following:

$$I = IEF \times s \times \frac{P+R}{P_{st}+R_{st}} \times l_T \times l_{CO_2}$$  \hspace{1cm} (E2.1)

Where $IEF$ is the PFT-specific isoprene emission factor (µg C gdw$^{-1}$ h$^{-1}$), which is the isoprene emission rate under standard conditions (T = 303 K; photosynthetically active radiation (PAR) = 1000 µmol m$^{-2}$ s$^{-1}$; atmospheric CO$_2$ concentration = 370 ppm). $s$ is the specific density of leaf carbon (kg C m$^{-2}$), $P$ is the net leaf photosynthesis (mol CO$_2$ m$^{-2}$ s$^{-1}$) and $R$ is dark respiration (mol CO$_2$ m$^{-2}$ s$^{-1}$). The subscript ‘st’ denotes standard conditions. Hence, $P_{st}$ represents net leaf photosynthesis at standard conditions (mol CO$_2$ m$^{-2}$ s$^{-1}$) and $R_{st}$ represents
respiration at standard conditions (mol CO$_2$ m$^{-2}$ s$^{-1}$). $I_T$ is an empirical factor (dimensionless), accounting for the influence of temperature on isoprene emission rate and is calculated following

$$ I_T = \text{min} [2.3; \exp (\alpha (T - T_{st}))] $$

(E2.2)

Where $\alpha$ is an empirical constant (0.1 K$^{-1}$), $T$ is the leaf temperature (K) and $T_{st}$ is the leaf temperature at standard conditions (300.15 K).

$I_{CO_2}$ is an empirical factor (dimensionless), accounting for the influence of CO$_2$ on isoprene emissions and is calculated following

$$ I_{CO_2} = \frac{[CO_2]}{[CO_2]_{st}} $$

(E2.3)

Where $[CO_2]$ is the concentration of CO$_2$ within the leaf, and $[CO_2]_{st}$ is the concentration of CO$_2$ within the leaf under standard conditions.

Monoterpene emissions, $M$ (kg C m$^{-2}$ s$^{-1}$), are calculated following

$$ M = MEF \times s \times M_T $$

(E2.4)

Where $MEF$ is the PFT-specific monoterpene emission factor (µg C gdw$^{-1}$ h$^{-1}$), $s$ is the specific density of leaf carbon (kg C m$^{-2}$) and $M_T$ is a temperature adjustment factor (dimensionless), calculated following

$$ M_T = \exp (\beta (T - T_{st})) $$

(E2.5)

Where $\beta$ is an empirical constant (0.09 K$^{-1}$), $T$ is the leaf temperature (K) and $T_{st}$ is the leaf temperature at standard conditions (300.15 K).
2.3 Gas-phase chemistry-scheme (StratTrop) of atmospheric composition component of the model (UKCA)

Atmospheric composition is simulated by the United Kingdom Chemistry and Aerosol (UKCA) model (Morgenstern et al., 2009; Mann et al., 2010; O’Connor et al. 2014) (Figure 2.1). The concentration of gas-phase species in UKCA is controlled through transport (Section 2.1), emissions (e.g. Section 2.2), chemical production, chemical removal, and deposition. The emissions used by UKCA vary throughout these thesis, so are discussed in relevant chapters. There are several different chemistry schemes which can be used by UKCA but here, ‘StratTrop’ chemistry scheme is selected; it combines the “TroplSp” tropospheric chemistry scheme from O’Connor et al. (2014) with the stratospheric chemistry scheme from Morgenstern et al. (2009). This chemistry scheme is used as the basis of this thesis, but evolves throughout the research chapters. StratTrop considers 75 species with 285 reactions. This includes odd oxygen (O$_x$), nitrogen (NO$_y$), odd hydrogen (HO$_x$ = OH + HO$_2$), and carbon monoxide (CO). Hydrocarbons included are methane, C2 species (e.g. ethane), C3 species (e.g. propane), and isoprene. Isoprene oxidation follows the Mainz Isoprene Mechanism (Poschl et al., 2000) which is described in detail by O’Connor et al. (2014). In addition to the aforementioned gas-phase species included in StratTrop, monoterpane and sulphur containing species (e.g. dimethyl sulfide) are also included, as these are precursors of aerosol. Photolysis rates are calculate online using the Fast-JX scheme (Neu et al., 2007). Unimolecular, bimolecular, trimolecular and termolecular reactions are all considered by UKCA-StratTrop. However, bimolecular reactions are most relevant for SOA precursors (Section 1.7.1-1.7.7). For bimolecular gas-phase reactions, rate constants are calculated following the Arrhenius expression.
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\[ k = k_0 \left( \frac{T}{300} \right) \exp \left( -\frac{\beta}{T} \right) \]  \hspace{1cm} (E2.6)

where \( k_0 \) is the rate constant, \( \beta \) is the ratio of the activation energy over the universal gas constant (\( E_A/R \)), and \( T \) is temperature. The rate constant is then used to calculate the rate of reaction:

\[ \text{rate} = k[A][B] \]  \hspace{1cm} (E2.7)

where \( k \) is the rate coefficient, and \([A]\) and \([B]\) are concentrations of gases A and B, respectively. Table 2.1 lists kinetic data used in E2.6 for two species relevant to SOA forma, monoterpenes and isoprene.

Table 2.1 Kinetic parameters used to calculate rate coefficient (E2.6) for existing biogenic VOCs in UCKA model, taken from Atkinson and Arey (2003)

<table>
<thead>
<tr>
<th>Reaction</th>
<th>( k_0 ) / ( 10^{-12} ) x cm(^3) molecule(^{-1}) s(^{-1})</th>
<th>( B )/ K</th>
<th>( k ) (298) / ( 10^{-12} ) x cm(^3) molecule(^{-1}) s(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>monoterpene+ OH</td>
<td>12.0</td>
<td>-444.0</td>
<td>52.9</td>
</tr>
<tr>
<td>monoterpene+ O(_3)</td>
<td>0.00101</td>
<td>732.0</td>
<td>0.0000862</td>
</tr>
<tr>
<td>monoterpene+ NO(_3)</td>
<td>1.19</td>
<td>-925.0</td>
<td>6.12</td>
</tr>
<tr>
<td>isoprene + OH</td>
<td>27.0</td>
<td>-390.0</td>
<td>99.3</td>
</tr>
<tr>
<td>isoprene + O(_3)</td>
<td>0.01</td>
<td>1195.0</td>
<td>0.000180</td>
</tr>
<tr>
<td>isoprene + NO(_3)</td>
<td>3.15</td>
<td>450.0</td>
<td>0.692</td>
</tr>
</tbody>
</table>

Depending on the species, removal is controlled by oxidation (discussed above) and/or by deposition. Deposition of VOCs prevent SOA formation (Section 1.9.5). However, the identity of gas-phase SOA precursors is relatively unknown. Consequently, global models vary considerably in how, if
at all, SOA precursor deposition is treated. Indeed, one of the objectives of this thesis is to assess the sensitivity of SOA to variations in SOA precursor deposition (Section 1.10.2). For these reasons, the representation of gas-phase wet deposition (Section 2.3.1) and dry deposition (Section 2.3.2) in UKCA is outlined in the following sub-sections.

2.3.1 Wet deposition of gases

Within UKCA, wet deposition of gases is calculated as a first-order loss process as a function of precipitation, following Walton et al. (1988). For a detailed description of the wet deposition within UKCA, see O'Connor et al. (2014). Within each grid box, the scavenging rate, \( r \), is calculated as follows:

\[
r = S_j \times p_j(l)
\]

(E2.8)

where \( S_j \) is the scavenging coefficient for precipitation type \( j \) and \( p_j(l) \) is the precipitation rate for type \( j \) from model vertical level \( l \). The two precipitation types, \( j \), considered are convective and large-scale. For nitric acid (HNO\(_3\)), the scavenging coefficient is taken from Penner et al. (1991). For all remaining species, the scavenging coefficient is calculated by scaling the scavenging coefficient of HNO\(_3\). This is done by calculating the fraction of each species in the aqueous phase as follows:

\[
f_{aq} = \frac{L \times H_{eff} \times R \times T}{1 + L \times H_{eff} \times R \times T}
\]

(E2.9)

Where \( L \) is the liquid water content, \( R \) is the universal gas constant and \( T \) is the temperature. \( H_{eff} \) is the species-specific effective Henry’s coefficient (Section 1.4.4), which depends on the solubility and includes the effects of dissociation and complex formation. The species-specific effective Henry’s coefficient is calculated as follows:
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\[ H_{\text{eff}} = k(298) \exp \left( -\frac{\Delta H}{R} \left[ \frac{1}{T} - \left( \frac{1}{298} \right) \right] \right) \times \left( 1 + \frac{k_{aq}}{[H^+]^n} \right) \]  

(E2.10)

Where \( \Delta H \) is the species-specific enthalpy of vaporisation and \( k(298) \) is the rate coefficient at 298 K. \([H^+]\) is the hydrogen ion concentration (i.e pH). All cloud liquid water droplets are assumed to have a pH of 5.0 (Giannakopoulous, 1998). \( k_{aq} \) is calculated for species which dissociate upon dissolution, and is calculated as follows

\[ k_{aq} = k_d(298) \exp \left( -\frac{\Delta H_d}{R} \left[ \frac{1}{T} - \left( \frac{1}{298} \right) \right] \right) \]  

(E2.11)

Where \( k_d \) and \( \Delta H_d \) are the rate coefficients and enthalpy of vapourisation for dissociation, respectively.

2.3.2 Dry deposition of gases

Dry deposition refers to the transfer of chemical species from the atmosphere to the surface in the absence of precipitation. Dry deposition of gas-phase species within UKCA is described in detail (O’Connor et al., 2014) so is only described briefly here. The dry deposition velocity \( (v_d) \) is calculated using a resistance-based approach (Wesely, 1989). This approach is analogous to an electrical circuit, where the transport of chemical species is dependent on three resistances, \( r_a, r_b, \) and \( r_c \):

\[ v_d = \frac{1}{r_a + r_b + r_c} \]  

(E2.11)

Note, whereas \( r_c \) is species-specific, the remaining surface resistance terms are independent of the species. The aerodynamic resistance term, \( r_a \), represents the resistance to transport of chemical species through the boundary layer to a thin layer of air just above the surface. This term is
calculated from the wind profile, taking into account the atmospheric stability and the surface roughness:

\[ r_a = \frac{\ln(z/z_0)^{-\Psi}}{k \times u^*} \]  

(E2.12)

where \( z \) is the height, \( z_0 \) is the roughness length, \( \Psi \) is the Businger dimensionless stability function, \( k \) is Karman’s constant, and \( u^* \) is the friction velocity.

The quasi-laminar resistance term, \( r_b \), refers to the resistance to transport through the thin layer of air close to the surface. The surface resistance term, \( r_c \), otherwise known as the canopy resistance term, refers to resistance to uptake at the surface and is species specific. This term is dependent on the absorbing surface as well as the physical and chemical properties of the species. The canopy resistance term is related to surface conditions, time of day, and season. Within each grid box, the multiple resistances are calculated for each surface type, and then combined to provide a grid box mean deposition velocity and first-order loss rate.

Note, both monoterpene and isoprene are not included in dry or wet deposition. Some species included in the UKCA gas-phase chemistry scheme, such as monoterpene and sulphur-containing compounds, are also coupled to the aerosol phase chemistry, which is discussed next.

2.4 Aerosol-phase scheme (GLOMAP-mode) of atmospheric composition component of model (UKCA)

Aerosol schemes within global models vary in several ways (Section 1.9.2). The aerosol component of UKCA is the 2-moment modal version of the
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Global Model of Aerosol Processes (GLOMAP-mode) (Mann et al., 2010). Both aerosol mass and number are transported in seven internally mixed log-normal modes (four soluble and three insoluble). Aerosol components (Section 1.3.2) considered are sulphate (SO$_4^{2-}$), sea salt (SS), black carbon (BC), primary organic aerosol (POA) and secondary organic aerosol (SOA). Note, nitrate aerosol is not included, despite being an important fraction of PM (Figure 1.3.2).

Aerosol growth occurs via nucleation, coagulation, condensation, ageing, hygroscopic growth and cloud processing (Section 1.3.1). Condensation ageing refers to the coating of hydrophilic particles, resulting in transfer to the hydrophilic mode. Here, 10 monolayers of soluble particles are assumed sufficient for condensation ageing. Dry deposition and gravitational settling of aerosol follows Slinn (1982) and Zhang et al. (2012), respectively. Grid-scale wet deposition of aerosol occurs via nucleation scavenging and impact scavenging. Subgrid-scale wet removal occurs via plume scavenging (Kipling et al., 2013).

New particle formation from binary homogenous nucleation of sulphuric acid (H$_2$SO$_4$) follows that described by Kulmala et al. (2006). Gaseous sulphur compounds (sulphur dioxide, SO$_2$ and dimethyl sulphide, DMS) and VOCs are oxidised by the UKCA chemistry scheme, forming low volatility gases, which condense irreversibly onto pre-existing aerosol. Condensation of gases is calculated following Fuchs (1971) which is described in Mann et al. (2010). Mineral dust is also included in the model simulations, but treated in a separate aerosol module (Woodward, 2001).
2.5 Representation of the SOA lifecycle

This sections includes a description of the SOA lifecycle, followed by a more in-depth explanation of how SOA formation is formed in the UKCA-HAdGEM3 model. The SOA lifecycle is shown schematically in Figure 2.2. Simulating the SOA lifecycle requires multiple coupled competent of the UKCA-model. In the model, monoterpane is the only source of SOA considered. The emissions of this species can either be calculated online (JULES; Section 2.2) or prescribed. Once emitted, monoterpane undergoes both transport (HadGEM3-GA4.0; Section 2.1) and chemical oxidation (UKCA-StraTrop). Oxidation generates a secondary organic gas (SOG). SOG is non-volatile and therefore undergoes condensation, which is treated within the aerosol-phase component (UKCA-GLOMAP-mode; Section 2.4), to form SOA. Once, formed, SOA can undergo transport (HadGEM3-GA4.0; Section 2.1) and dry or wet deposition (UKCA-GLOMAP-mode; Section 2.4). A critical processes in the SOA lifecycle, and one of the focuses of this thesis, is how physical and chemical processing of emitted VOCs form SOA precursors, which is discussed in detail next.
The formation of SOA is treated by a fixed-yield approach, analogous to E1.2. This is calculated as follows

\[ VOC + [o] \overset{k_{VOC+[o]}}{\longrightarrow} \alpha_{VOC+[o]}SOG \rightarrow SOA \]  

(E2.13)

where VOC is the concentration of an emitted VOC, \([o]\) is the oxidant concentration, \(k_{VOC+[O]}\) is the temperature-dependent rate coefficient (E2.6), \(\alpha_{VOC+[O]}\) is the stoichiometric coefficient, and SOG is the secondary organic gas. SOG represents all multigenerational oxidation products that are assumed to be condensable (Figure 1.28; Chapter 1). SOG is treated as non-volatile, condensing irreversibly to form non-volatile SOA (Figure 1.24; Chapter 1). In addition to being non-volatile, SOA is also assumed to be
hydrophilic and is therefore susceptible to both dry and wet deposition. This combination of (i) a fixed yield SOA production pathway, and (ii) non-volatile SOA, and (iii) hydrophilic SOA, is adopted in several other modelling studies, using both the UKCA chemistry-climate model (Mann et al., 2010) and the GLOMAP chemical transport model (Scott et al., 2014; Scott et al., 2015; Scott et al., 2018; Spracklen et al., 2010; Spracklen et al., 2011).

Within this version of UKCA (vn8.4), the sole VOC considered in SOA formation is monoterpane. Monoterpane is predominantly a biogenic species (Section 1.6.2). Other VOC sources that are important for SOA formation, but are not considered in this version of the model are isoprene (Section 1.7.1), anthropogenic VOCs (Section 1.7.4) and biomass burning VOCs (Section 1.7.4). However, these VOC sources of SOA are added to the model in Chapter 3. Additional non-VOC sources of SOA that are not considered in the model are S/IVOCs (Section 1.7.5), POA (Section 1.7.6) and aqueous phase production (Section 1.7.7) – these sources are not implemented into the UKCA model in this thesis.

The emissions of monoterpane (which is included in SOA formation) and isoprene (which is added as a new source of SOA in chapter 3), can either be prescribed, or can be calculated on-line within the land-surface component of the model.

Overall, the HadGEM3-UKCA is able to represent several important aspects of the SOA lifecycle. Simulated SOA and OA concentrations can be compared against in-situ observations, allowing conclusion to be drawn on the model performance. The observations used to evaluate the model throughout this thesis are discussed next.
2.6 Observations used to constrain the model

The first two objectives of this thesis include quantifying how variations in the SOA scheme affect model agreement with observations (Sections 1.10.1-2). To achieve this, observed SOA and OA concentrations are compared to simulated concentration. The Aerosol Mass Spectrometer (AMS) measures non-refractory (Section 1.X) submicron (i.e. PM$_1$) aerosol mass concentrations (Jayne et al., 2000; Canagaratna et al., 2007). This instrument measures the mass of individual aerosol components; OA, sulphate, nitrate, ammonium, and chloride. Uncertainties associated with this method are estimated at +/-38 % (Bahreini et al., 2009).

OA spectra can be analysed further using factor analysis, classifying OA as either oxygenated OA (OOA) or hydrocarbon-like OA (HOA) (Section 1.5). OOA can be considered analogous to SOA, and HOA can be considered analogous to POA. This study uses a suite of OA observations, shown in Figure 2.3. These observations are a mixture of surface sites and aircraft campaigns but the majority of the observations are within the northern hemisphere mid-latitudes.
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Figure 2.3 – Locations of the 40 surface AMS observations, originally compiled by Zhang et al. (2007) and subsequently updated on the AMS Global Database web-site (https://sites.google.com/site/amsglobaldatabase/) and classified as urban (red triangles), urban downwind (blue squares) or remote (green circles). Of the surface observations, 37 are classified as hydrocarbon-like OA and oxygenated-OA. Observations from 10 aircraft campaigns, originally compiled by Heald et al. (2011), are also shown (light blue diamonds). Aircraft data remain as total OA.

2.6.1 Surface sites

Surface measurements, originally compiled by Zhang et al. (2007), span the time period 2000-2010. The 37 observed surface measurement locations are shown in Figure 2.3 and coloured according to the environment sampled: urban, urban downwind, or remote. With the exception of Manaus (Brazil) (Martin et al., 2010), and Welgegund (South Africa) (Tiitta et al., 2014), all surface OA spectra are analysed further using factor analysis, allowing classification as either OOA or HOA.
2.6.2 Aircraft campaigns

Observed OA from aircraft campaigns, originally compiled by Heald et al. (2011), are also used in this study. The locations of these aircraft observations are also shown in Figure 2.3. These campaigns span the period 2000 - 2010. Four campaigns are conducted in remote regions, which are located over the north Atlantic Ocean (TROMPEX and ITOP - Morgan et al. (2010)), Borneo (OP3 - Robinson et al. (2012)) and the tropical Pacific Ocean (VOCALS-UK - Morgan et al. (2010)). Three campaigns, EUCAARI, ADIENT and ADRIEX, sample polluted regions of Europe (Morgan et al., 2010). Three campaigns, ARCTAS-A, ARCTAS-B and ARCTAS-CARB, covering North America reflect remote regions which are sporadically influenced by biomass burning (Cubison et al., 2011). Measurements from the AMMA campaign over Western Africa are used (Capes et al., 2008; Capes et al., 2009). This campaign is also influenced by biomass burning.
2.8 Modelling approaches used in this thesis

There several different objectives to this thesis. This objectives are achieved using a variety of modelling approaches. Here, these approaches are briefly outlined. In Chapter 3, the impact of VOC emissions source types on the global SOA lifecycle is quantified. The chemistry-climate model already discussed (Sections 2.1–5) is used as a basis. New VOC sources of SOA are added to the model (Section 1.7.1-1.7.4). The impact of these new VOC emissions sources types on the SOA budget and distributions is quantified. Simulated SOA and OA are compared to observations (Section 2.6).

In Chapter 4, the sensitivity of the SOA lifecycle to variations in VOC psychical and chemical processing is assessed. This is achieved by using the SOA scheme (developed in Chapter 3), and further extending it by (i) including SOA precursors in deposition (Section 2.3.1-2.3.2), and by (ii) increasing the complexity of the oxidation scheme. Again, the impacts of these variations in VOC processing on the model to measurement agreement is assessed by using he observations described in Section 2.6.

For both chapters 3 and 4, which are based under present-day conditions and include comparing simulated SOA/OA with observed, the model is set-up such that meteorology and emissions are as close to the observed time period as possible. This is achieved by nudging the model (Section 2.1) and by using well-established biogenic VOC emissions of monoterpene and isoprene – not the interactive biogenic VOC emissions schemed in JULES which (Section 2.2).

In Chapter 5, the impacts of future changes in climate and emissions on the SOA lifecycle are examined. To capture the effects of climate change on natural components of the Earth system, the meteorology is free running
The secondary organic aerosol lifecycle in the present-day and future (Section 2.1) and the interactive biogenic VOC emissions scheme is utilised (Section 2.2).

All simulations in this study use the same prescribed surface type fractional cover (Section 2.1). Hence, future changes in vegetation composition in response to climate change or anthropogenic land use are not accounted for. Also, S/I VOCs, POA and aqueous phase SOA production are not considered in any model simulation of this thesis. In the following sections, the results from the research questions are addressed.
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Chapter 3  The impact of VOC emissions source types the on SOA lifecycle

This chapter is published in an open-access journal called ‘Atmospheric Chemistry and Physics’ (ACP). The article is a collaboration with Professor Ruth Doherty, Dr Fiona O’Connor, and Dr Graham Mann. The article is available online (https://doi.org/10.5194/acp-18-7393-2018). Jamie Michael Kelly set-up, developed and performed all simulations – co-authors provided advice on all of these aspects. Jamie Michael Kelly performed the analysis and wrote the first draft of the manuscript. Co-authors provided feedback on subsequent manuscript drafts. The editor (Dr Konstantinos Tsigaridis) and reviewers provided additional feedback during the review process.

Jamie M. Kelly, Ruth M. Doherty, Fiona M. O’Connor, and Graham W. Mann (2018), The impact of biogenic, anthropogenic and biomass burning volatile organic compound emissions on regional and seasonal variations in secondary organic aerosol, Atmospheric Chemistry and Physics, 18, 7393–7422, https://doi.org/10.5194/acp-18-7393-2018
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3.1 Introduction

Several aspects of the SOA lifecycle are highly uncertain. For instance, simulated SOA concentrations derived from global models are typically substantially lower than observed (Section 1.9.2). Estimated global annual-total SOA production rates, based on bottom-up approaches using global models, range from 12 to 480 Tg (SOA) a\(^{-1}\) (Kanakidou et al., 2005; Heald et al., 2011; Tsigaridis et al., 2014; Hodzic et al., 2016; Shrivastava et al., 2015). Estimates of the global SOA budget from top-down methods are even more uncertain. Global annual-total SOA production rates, estimated from scaling the sulphate budget (Goldstein and Galbally, 2007), or constraining the SOA budget using satellite data (Heald et al., 2010) or in-situ observations (Spracklen et al., 2011), range from 50 to 1820 Tg (SOA) a\(^{-1}\).

Current global models represent a broad spectrum in chemical complexity, ranging from essentially no chemical-dependence on SOA production up to moderate-complexity SOA mechanisms with volatility basis set (VBS) (Donahue et al., 2006). Whether the systematic model negative bias with respect to observed SOA is due to either missing SOA sources or incomplete oxidation mechanisms is not yet clear. Although numerous studies investigate SOA production in global models, these mostly focus on individual sources, with an aim to reduce model biases. Very few studies include all major sources of SOA. Some studies suggest that the global SOA budget is dominated by biogenic sources (Hodzic et al., 2016), whereas others suggest it is dominated by biomass burning (Shrivastava et al., 2015) or anthropogenic activities (Spracklen et al., 2011). Quantifying the dominant sources of SOA is paramount for understanding air quality and climate impacts of SOA for both the present-day and future.

In this chapter, a global chemistry and aerosol model (UKCA; Chapter 2) is used to simulate SOA concentrations from all the VOC emission source
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types: monoterpenes (Section 1.7.2), isoprene (Section 1.7.1), anthropogenic
and biomass burning activities (Section 1.7.4). Other sources of SOA
production, such as from S/IVOCs (Section 1.7.5) and heterogeneous
production (Section 1.7.7) may also be important, but in this chapter, the
focus is on VOCs. The novelty of this chapter is that a global model is used
to simulate SOA and POA from all major VOC emissions source types,
evaluating simulated concentrations against a consistent set of observations
to provide new insights into the seasonal influence of these different SOA
precursor sources.

This chapter is organised as follows. Section 3.2 outlines the modelling
approach used in this chapter. Next, the influence of VOC emissions source
types on the simulated SOA lifecycle (Section 3.3-3.4) and model agreement
with observations (Section 3.5) are quantified. Finally, concluding remarks
are made (Section 3.6).

3.2 Chemistry-climate model description

In this section, the chemistry-climate model used in this chapter is briefly
described. The chemistry-climate model used in this chapter has been
described before (Chapter 2), hence, is only described here briefly.
Simulations are performed with the United Kingdom Chemistry and Aerosol
(UKCA) model (Morgenstern et al., 2009; Mann et al., 2010; O’Connor et al.
2014) coupled to the Global Atmosphere 4.0 (GA4.0) configuration (Walters
et al., 2014) of the Hadley Centre Global Environmental Model version 3
(HadGEM3; Hewitt et al. (2011)). Horizontal winds and temperature in the
model are nudged towards ERA-Interim reanalyses (Dee et al., 2011) using
a Newtonian relaxation technique with a relaxation time constant of 6 hours
(Telford et al., 2008). There is no feedback from the chemistry or aerosols
onto the dynamics of the model; this ensures identical meteorology across all
simulations, so that differences in modelled SOA concentration are solely
due to differences in SOA sources.

The United Kingdom Chemistry and Aerosol (UKCA) model used in
this study combines the tropospheric chemistry scheme from O’Connor et al.
(2014) with the stratospheric chemistry scheme from Morgenstern et al.
(2009). There are 75 species with 285 reactions. Monoterpenes (C_{10}H_{16}),
and isoprene (C_{5}H_{10}) are also included in this scheme, with reaction kinetics
for these species presented in Table 3.1. The pre-existing isoprene
reactions follow the Mainz Isoprene Mechanism (Poschl et al., 2000).
Oxidation of isoprene by the nitrate or hydroxyl radicals generates only one
initial product (ISON or ISO_2). Isoprene ozonolysis generates eight initial
products (HO_2, OH, MACR, HCHO, MACRO_2, MeOO, HCOOH and CO).
Within the UKCA model, the maximum number of products per reaction is
four. Therefore, these eight products of isoprene ozonolysis are distributed
over three parallel reactions. Under the pre-existing reactions, monoterpane
is oxidised by OH, O_3 and NO_3 (Table 3.1).
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<table>
<thead>
<tr>
<th>Reaction</th>
<th>$k_0$ / $10^{12} \times$ cm$^3$ molecule$^{-1}$ s$^{-1}$</th>
<th>$B$ / K</th>
<th>$k(298)$ / $10^{12} \times$ cm$^3$ molecule$^{-1}$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-existing reactions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_5H_8 + OH \rightarrow ISO_2$</td>
<td>27.0</td>
<td>-390.0</td>
<td>99.3</td>
</tr>
<tr>
<td>$C_5H_8 + NO_3 \rightarrow ISON$</td>
<td>3.15</td>
<td>450.0</td>
<td>0.692</td>
</tr>
<tr>
<td>$C_5H_8 + O_3 \rightarrow HO_2 + OH$</td>
<td>0.01</td>
<td>1195.0</td>
<td>0.000180</td>
</tr>
<tr>
<td>$C_5H_8 + O_3 \rightarrow MACR + HCHO + MACRO_2$</td>
<td>0.01</td>
<td>1195.0</td>
<td>0.000180</td>
</tr>
<tr>
<td>$C_5H_8 + O_3 \rightarrow MeOO + HCOOH + CO$</td>
<td>0.01</td>
<td>1195.0</td>
<td>0.000180</td>
</tr>
<tr>
<td>$C_{10}H_{16} + OH \rightarrow SOG$</td>
<td>12.0</td>
<td>-444.0</td>
<td>52.9</td>
</tr>
<tr>
<td>$C_{10}H_{16} + NO_3 \rightarrow SOG$</td>
<td>1.19</td>
<td>-925.0</td>
<td>6.12</td>
</tr>
<tr>
<td>$C_{10}H_{16} + O_3 \rightarrow SOG$</td>
<td>0.00101</td>
<td>732.0</td>
<td>0.0000862</td>
</tr>
<tr>
<td><strong>Additional reactions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_5H_8 + OH \rightarrow SOG + OH$</td>
<td>27.0</td>
<td>-390.0</td>
<td>99.3</td>
</tr>
<tr>
<td>$C_5H_8 + NO_3 \rightarrow SOG + NO_3$</td>
<td>3.15</td>
<td>450.0</td>
<td>0.692</td>
</tr>
<tr>
<td>$C_5H_8 + O_3 \rightarrow SOG + O_3$</td>
<td>0.01</td>
<td>1195.0</td>
<td>0.000180</td>
</tr>
<tr>
<td>$VOC_{ANT} + OH \rightarrow SOG + OH$</td>
<td>12.0</td>
<td>-444.0</td>
<td>52.9</td>
</tr>
<tr>
<td>$VOC_{BB} + OH \rightarrow SOG + OH$</td>
<td>12.0</td>
<td>-444.0</td>
<td>52.9</td>
</tr>
</tbody>
</table>

The aerosol component of UKCA is the 2-moment modal version of the Global Model of Aerosol Processes (GLOMAP-mode) (Mann et al., 2010). Aerosol components considered are sulphate (SO$_4$), sea salt (SS), black carbon (BC), primary organic aerosol (POA) and secondary organic aerosol (SOA). The reader is referred to Section 2.4 for a more detailed description of GLMAOP-mode.

The emissions used are all monthly-varying decadal-average emissions, centred on the year 2000. Anthropogenic and biomass burning gas-phase emissions are prescribed following Lamarque et al. (2010). Biogenic emissions of isoprene, monoterpene and methanol (CH$_3$OH) are also prescribed, taken from the Global Emissions Inventory Activity (GEIA),
based on Guenther et al. (1995). Note, although biogenic VOC emissions can be calculated on-line within JULES (Section 2.2), the objective here is to simulate both emissions and metrology as close to the period of observations. Hence, the well-established emissions of Guenther et al. (1995) are used instead of the interactive emissions.

A diurnal cycle in isoprene emissions is imposed based on the solar zenith angle. POA and BC emissions from fossil fuel combustion are prescribed following Lamarque et al. (2010). Year 2000 POA and BC emissions from savannah burning and forest fires are prescribed, taken from the Global Fire Emissions Database (GFEDv2 (van der Werf et al., 2010)). All carbonaceous emissions are emitted into the insoluble mode and are transferred to the soluble mode by condensation ageing. Ageing proceeds at a rate consistent with a 10-monolayer coating being required to make a particle soluble.

3.2.1 Formation of SOA in the default version of the model

In UKCA, VOCs undergo oxidation ([o] = OH, O_3 and NO_3). VOC oxidation products considered with a low enough volatility to condense are represented by a single surrogate compound, SOG. The reaction yield (α) describes the molar quantity (stoichiometric coefficient) of low volatility vapours formed. SOG condenses irreversibly onto the surface of pre-existing aerosol, calculated following Fuchs (1971).

\[
VOC + [o] \rightarrow \alpha SOG \rightarrow SOA \quad \text{(E3.1)}
\]

In UKCA, monoterpenes (C_{10}H_{16}), are the only VOC considered in SOA formation. The reaction yield applied to monoterpenes is assumed to be 13 %, which is identical to other global modelling studies, (Mann et al.,
The secondary organic aerosol lifecycle in the present-day and future 2010; Scott et al., 2014; Scott et al., 2015), and is taken from Tunved et al. (2006), who estimate the yield at 10 – 13 %. Global annual monoterpene emissions are 142 Tg (monoterpene) a⁻¹ and their spatial distribution is shown in Figure 3.1. Figure 3.2 displays the seasonal cycle in global monthly-total monoterpene emissions.

Figure 3.1 - Annual-total SOA precursor emissions from the different global VOC sources; monoterpene and isoprene taken from Guenther et al. (1995), VOC_{BB} taken from EDGAR, and VOC_{ANT} taken from Lamarque et al. (2010) Units are g (VOC) m⁻² a⁻¹.
3.2.2 New VOC sources of SOA

For this chapter, new SOA sources are added to the UKCA model. Specifically, isoprene and lumped anthropogenic and biomass burning VOCs are added as precursors of SOA. Biogenic isoprene emissions are taken from the GEIA database (Guenther et al., 1995) and are equal to 561 Tg (isoprene) a\(^{-1}\). Isoprene reaction kinetics are taken from Atkinson et al. (1989). For the biomass burning source of SOA, CO emissions from biomass burning are used to define its spatial distribution (Lamarque et al., 2010) and scaled to reproduce the global annual VOC total emissions from biomass burning estimated from Emissions Database for Atmospheric Research (EDGAR) (49 Tg (VOC) a\(^{-1}\)). The biomass burning source of SOA is hereafter referred to as VOC\(_{BB}\). Note, in contrast to biomass burning POA emissions, which are emitted from 0 – 3 km, VOCBB are emitted at the surface. Anthropogenic emissions of aromatic compounds, benzene,
dimethylbenzene and trimethylbenzene, are taken from Lamarque et al. (2010), and used together to define the spatial distribution for the anthropogenic source of SOA. These are then scaled to reproduce the global annual anthropogenic VOC total emissions estimated by EDGAR (127 Tg (VOC) a^{-1}). This represents the anthropogenic source of SOA and will be referred to as VOC_{ANT}.

The anthropogenic and biomass burning VOCs are lumped species, which results in difficulty in selecting reaction kinetics for these species. The VOCs released from anthropogenic and biomass burning having a range of carbon-carbon bonding types, with a range of carbon chain length, and a range of functional groups. The exact speciation of these mixtures is not resolved, especially for higher molecular weight species (Yokelson et al., 2013). However, more recent measurements of biomass burning (Stockwell et al., 2015; Hatch et al., 2017) and vehicle fuel (May et al., 2014; Zhao et al., 2015) emissions in laboratory conditions reveal substantial quantities of oxygenated aliphatic, aromatic (Section 1.4), polycyclic aromatic (Section 1.4), furans, as well as large fractions of unknown species.

Considering the range in chemical speciation, two compounds are used to represent the reactivity of the anthropogenic and biomass burning precursors in this study – naphthalene and monoterpene. For all simulations, VOC_{ANT} and VOC_{BB} are assumed to react solely with OH. Initially, VOC_{ANT} and VOC_{BB} are assumed to have identical reactivity to monoterpene. As monoterpene is a relatively reactive species, this provides an upper estimate for the rate for anthropogenic and biomass burning VOC oxidation. A lower estimate of SOA production from VOC_{BB} is provided by assuming reactivity of naphthalene. Naphthalene has been used as surrogate compound for IVOCs (Pye and Seinfeld, 2010) and is roughly 50 % less reactive than monoterpene. Both monoterpene and naphthalene species are used to represent the reactivity of VOC_{ANT}/VOC_{BB} as they provide relatively wide estimates of the reactivity of these surrogate compounds. For all the new
species added to SOA production: isoprene, VOC\textsubscript{ANT} and VOC\textsubscript{BB}, initially, a reaction yield of 13\% is applied. As discussed in Section 3.1, reaction yields vary from one study to another, as well as within individual studies. Furthermore, VOC\textsubscript{ANT} and VOC\textsubscript{BB} are surrogate compounds, representing a mixture of species. The initial assumption of identical reaction yields for all species does not negate the findings from laboratory studies, which suggest reaction yields are highly dependent on both molecular structure. However, the substantial uncertainties of reaction yields, coupled with these species representing lumped species, prevents accurate selection of laboratory-derived reaction yields for specific compounds. In addition, identical reaction yields allows differences in SOA concentrations to be solely attributed to differences in the spatial pattern, seasonality, and magnitude of VOC precursor emissions. However, the influence of reaction yields on the SOA lifecycle is explored in two additional simulations described below; the reaction yields for isoprene is assumed to be 3\%, which is suggested by (Kroll et al., 2005, 2006). Also, the reaction yield for VOC\textsubscript{ANT} is increased from 13 to 40\%, which is motivated by the widespread model negative bias in urban environments among global modelling studies.

The spatial pattern of precursor emissions from these additional SOA sources is also shown in Figure 3.1. The seasonal cycle of the global precursor emissions from all of the VOC sources is also shown in Figure 3.2. Biogenic and biomass burning emissions peaking during NH summer, whereas anthropogenic emissions are highest during NH spring and winter. Rate coefficients are taken from Atkinson et al. (1989) and are summarised in Table 3.1.
3.2.3 Model simulations

Table 3.2 presents the simulations performed in this chapter. Eight model simulations are performed using the different VOC sources of SOA for two years 1999-2000. The first year is discarded as spin up and the analysis is based on the year 2000 (Table 2).

For all SOA components and across all simulations, SOA is solely removed by wet and dry deposition. The control simulation (Control) uses monoterpene as the only SOA precursor. Isoprene (its biogenic terrestrial source only), VOC_{BB} and VOC_{ANT} are introduced in additional simulations: Iso, BB and Ant respectively. All sources of SOA are combined in the AllSources simulation.

A number of sensitivity simulations were also carried out. The first sensitivity study tests a lower isoprene reaction yield of 3 % (Iso (3%)) which is suggested by laboratory data (Kroll et al., 2005, 2006). The second sensitivity study tests a higher VOC_{ANT} reaction yield of 40 % (Ant (40%)) which is suggested by (Spracklen et al., 2011). Another study has also investigated such a large anthropogenic SOA source, however, this was done by scaling simulated anthropogenic SOA concentrations (Heald et al., 2011). A final sensitivity study tests the influence of the assumed reactivity of VOC_{BB} on SOA. Here, with a reaction yield of 13 %, the reactivity is assumed to be identical to naphthalene. Naphthalene is chosen as it has been used as a surrogate compound to represent IVOCs in a global modelling study (Pye and Seinfeld, 2010) and it is roughly 50 % less reactive than monoterpene (Atkinson and Arey, 2003).
Table 3.2– Summary of simulations carried out in study. Reaction kinetics for each source are shown in Table 3.1. For the BB_Slow simulation, VOC<sub>BB</sub> assumes the reactivity of naphthalene (Atkinson and Arey, 2003).

<table>
<thead>
<tr>
<th>Simulation</th>
<th>SOA sources included</th>
<th>Reaction yield / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>monoterpane</td>
<td>13</td>
</tr>
<tr>
<td>Iso</td>
<td>monoterpane</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>isoprene</td>
<td>13</td>
</tr>
<tr>
<td>BB</td>
<td>monoterpane</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>VOC&lt;sub&gt;BB&lt;/sub&gt;</td>
<td>13</td>
</tr>
<tr>
<td>Ant</td>
<td>monoterpane</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>VOC&lt;sub&gt;ANT&lt;/sub&gt;</td>
<td>13</td>
</tr>
<tr>
<td>AllSources</td>
<td>monoterpane</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>isoprene</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>VOC&lt;sub&gt;BB&lt;/sub&gt;</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>VOC&lt;sub&gt;ANT&lt;/sub&gt;</td>
<td>13</td>
</tr>
<tr>
<td>Iso (3%)</td>
<td>monoterpane</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>isoprene</td>
<td>3</td>
</tr>
<tr>
<td>Ant (40%)</td>
<td>monoterpane</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>VOC&lt;sub&gt;ANT&lt;/sub&gt;</td>
<td>40</td>
</tr>
<tr>
<td>BB_slow*</td>
<td>monoterpane</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>VOC&lt;sub&gt;BB&lt;/sub&gt;</td>
<td>13</td>
</tr>
</tbody>
</table>
3.3 Impact of new VOC emissions sources types on the global SOA budget

In this section, the effects of individual sources of SOA on the global SOA budget are evaluated. Table 3.3 presents simulated annual SOA production rates for the simulations described in Table 3.2, as well as estimates taken from the literature. When monoterpene is the only source of SOA, the annual global SOA production rate is 19.9 Tg (SOA) a\(^{-1}\). With reaction yields of 13 %, the inclusion of isoprene (Iso), VOC\(_{BB}\) (BB) and VOC\(_{ANT}\) (Ant) increases the annual global SOA production rate by 19.6, 9.5 and 24.6 Tg (SOA) a\(^{-1}\), respectively. Note, the stoichiometric yield applied to VOC (isoprene, monoterpene, VOC\(_{ANT}\), and VOC\(_{BB}\)), oxidation to estimate the amount of condensable products (SOG) is 13 %. However, due to differences in the relative molecular mass (M\(_r\)) among VOCs and SOG, this stoichiometric yield is not equivalent to the mass yield. For instance, a stoichiometric molar yield of 13 % applied to the oxidation of isoprene (M\(_r\) = 68 g mol\(^{-1}\)) is equivalent to a mass yield of 29 %. Hence, if all the emitted isoprene (561 Tg (C\(_5\)H\(_8\)) a\(^{-1}\)) were to react via the new reaction channels (Table 3.1), after applying the 13 % stoichiometric yield (or 29 % mass yield), the global-total annual-total SOA production rate from this source would be 162 Tg (SOA) a\(^{-1}\). However, this is not the case. Instead, of the emitted isoprene, only 70 Tg (C\(_5\)H\(_8\)) a\(^{-1}\) is oxidised via these new reaction pathways, which, after application of the 13 % molar yield (or 29 % mass yield), results in a global-total annual-total SOA production rate of 20 Tg (SOA) a\(^{-1}\); the remaining isoprene (541 Tg (C\(_5\)H\(_8\)) a\(^{-1}\)) is oxidised via the pre-existing reactions of the MIM (Table 3.1; Section 3.2). Consequently, even though a 13 % molar yield is applied to isoprene oxidation (or 29 % mass yield), the resulting global-total annual-total SOA production rate is 20 Tg (SOA) a\(^{-1}\), which corresponds to an overall SOA yield of 3.6 %.
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Table 3.3 - Global annual SOA production from this study and the literature (Tg (SOA) \textsuperscript{a,b}). In this study, estimates derived from the isoprene (Iso(3%)) and anthropogenic (Ant(40%)) sensitivity simulations in this study are indicated. All remaining estimates from this study are based on simulations using identical reaction yields of 13 %. From the literature, estimates derived from top-down and observation methods are indicated. The remaining estimates form the literature are based on bottom-up approaches.

<table>
<thead>
<tr>
<th>Component</th>
<th>SOA production / Tg (SOA) \textsuperscript{a}</th>
<th>This study</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biogenic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monoterpene = 19.9</td>
<td></td>
<td></td>
<td>46.4 (Khan et al., 2017)</td>
</tr>
<tr>
<td>Isoprene = 4\textsuperscript{a} – 19.6</td>
<td></td>
<td></td>
<td>25.8 (Henze et al., 2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>27.6 (Farina et al., 2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>18.6 (Tsiganidis and Kanakidou, 2007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>55 (Hoyle et al., 2007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>14.9 (Henze and Seinfeld, 2005)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>97.5 (Hodzic et al., 2016)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>13 (Spracklen et al., 2011)</td>
</tr>
<tr>
<td>Biomass burning</td>
<td>9.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>15.5 (Hodzic et al., 2016)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.26 (Spracklen et al., 2011)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>44.96 (Shrivastava et al., 2015)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.15 (Cubison et al., 2011)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>34 (Hallquist et al., 2009)</td>
<td></td>
</tr>
<tr>
<td>Anthropogenic</td>
<td>24.6 – 70.0\textsuperscript{b}</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.6 (Farina et al., 2010)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1 (Heidt et al., 2011)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>19.2 (Hodzic et al., 2016)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>100 (Spracklen et al., 2011)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>48.5\textsuperscript{a} – 74.0 – 119.4\textsuperscript{b}</td>
<td></td>
<td>132 (Hodzic et al., 2016)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19 (13 – 121) (Tsiganidis et al., 2014)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12-70 (Tsiganidis and Kanakidou, 2007)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>140 (50-380) (Spracklen et al., 2011)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>250 (50 – 460) (Heald et al., 2010)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>25.5 (Heald et al., 2011)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>290 – 1820 (Goldstein and Galbally, 2007)</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} - estimated using an isoprene yield of 3 %; \textsuperscript{b} - estimated using an anthropogenic yield of 40 %; * - estimated using top-down methods; + - estimated using observations
With isoprene and monoterpenes as sources of SOA, the global annual biogenic SOA production rate is 39.5 Tg (SOA) a⁻¹ (Table 3.3). This is in reasonable agreement with estimates of biogenic SOA production from most other global modelling studies (14.9 – 55 Tg (SOA) a⁻¹; Table 3.3) despite possible differences in which biogenic VOCs are included in the SOA schemes. One global modelling study suggests an annual global biogenic SOA production rate of 97.5 Tg (SOA) a⁻¹ ((Hodzic et al., 2016); Table 3.3) based on reaction yields that account for wall losses during chamber studies. In contrast, an observationally-constrained top-down estimate of biogenic SOA production (13 Tg (SOA) a⁻¹; Table 3.3) is much lower than our estimate. In our sensitivity simulation, when the reaction yield describing SOA formation from isoprene is reduced to 3 %, the annual global biogenic SOA production rate decreases to 23.9 Tg (SOA) a⁻¹ (Table 3.3), which is still consistent with other global modelling studies.

With a reaction yield of 13 %, the annual global SOA production rate from anthropogenic sources is 24.6 Tg (SOA) a⁻¹ (Table 3.3). This is higher than other global modelling studies (range of 1.6 – 19.2 Tg (SOA) a⁻¹) but substantially lower than the observationally-constrained top-down estimate (100 Tg (SOA) a⁻¹) from Spracklen et al. (2011) which is termed ‘anthropogenic allycontrolled’, representing both anthropogenic VOCs and the influence of anthropogenic oxidants on biogenic VOCs. In the sensitivity simulation when SOA formation from anthropogenic sources is increased from 13 to 40 %, the annual global SOA production rate increased to 70.0 Tg (SOA) a⁻¹.

Compared to other sources, biomass burning is the smallest source of SOA, yet still significant (9.5 Tg (SOA) a⁻¹; Table 3.3). The magnitude of SOA production from biomass burning is consistent with observations (1 - 15 Tg (SOA) a⁻¹; Table 3) and top-down studies (3 – 34 Tg (SOA) a⁻¹; Table 3.3). However, biomass burning SOA production rates vary substantially from different modelling studies. The reason for such large differences between
Hodzic et al. (2016) and Shrivastava et al. (2015), both of which simulate biomass burning SOA formation from S/IVOCs, could be due to the lack of knowledge of S/IVOCs emissions and chemistry, resulting in the need for assumptions when including SOA formation from these species in models (Shrivastava et al., 2017).

When all sources of SOA are included with identical reaction yields, the annual global SOA production rate is 74.0 Tg (SOA) a⁻¹. This lies within the range of other estimates based on bottom-up methods (13 – 132 Tg (SOA) a⁻¹; Table 3.3). However, top-down approaches, such as scaling of the sulphate budget (Goldstein and Galbally, 2007), or constraining the SOA budget by satellite (Heald et al., 2010) or in-situ observations (Spracklen et al., 2011), are substantially greater (50 – 1820 Tg (SOA) a⁻¹; Table 3.3).

With identical reaction yields, the annual-average global SOA burden, from monoterpene, isoprene, biomass burning and anthropogenic precursors is 0.19, 0.22, 0.13 and 0.38 Tg (SOA), respectively. With monoterpene only, the annual average global lifetime of SOA is 3.5 days. Inclusion of isoprene and biomass burning as sources of SOA has little effect on the SOA lifetime, with annual-average global lifetime of SOA ranging from 3.7 – 4.0 days in these simulations. However, inclusion of an anthropogenic source of SOA increases the SOA lifetime to 4.7 days, and to 5.1 days with an anthropogenic source with a 40% yield. The effect of new sources of SOA on SOA lifetime suggest that SOA from monoterpene, isoprene and biomass burning has a similarly short lifetime, whereas SOA from anthropogenic sources has a relatively longer lifetime.

The variation in lifetime for the different SOA components is likely due to differences in the spatial distributions of SOA precursor emissions, as well as the extent of co-location of emissions and precipitation. Biogenic and biomass burning VOCs, primarily located in tropical forest regions of the southern hemisphere, experience different precipitation rates compared to
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anthropogenic VOCs, which are primarily released in urban and industrial regions of the northern hemisphere. Vertical gradients in SOA production can also affect the SOA lifetime. However, in this study, all SOA precursors are emitted at the surface hence, the various SOA components in this study likely have very similar vertical gradients. Shrivastava et al. (2015) find that the SOA lifetime substantially increases when biomass burning precursors are emitted at higher altitudes. The range in SOA lifetimes over the different simulations in this study is in agreement with Tsagaridis et al. (2014), which ranged from 2.4 – 15 days. These SOA lifetimes are also in good agreement with Hodzic et al. (2016) who estimate the SOA lifetime from biogenic VOCs, anthropogenic and biomass burning VOCs combined, and anthropogenic and biomass burning S/IVOCs to be 2.2, 3.3 and 3.0 days, respectively.

The simulated global annual cycle of SOA production and SOA burden from varying sources of SOA is shown in Figure 3.3. Biogenic and biomass burning SOA production peaking during NH summer (Figure 3.4 a). This is due to both high emissions (Figure 3.2) and elevated photochemistry during this season. This results in both biogenic and biomass burning SOA burdens also peaking during this season (Figure 3.4 b). The seasonal cycle of the biomass burning SOA is consistent with Tsimpidi et al. (2016). The global SOA production rate and the SOA burden were also found to peak during NH summer in the multi-model study by Tsagaridis et al. (2014); however the seasonal cycle of SOA production and SOA burden for different SOA components could not be determined. The anthropogenic emissions peak during NH spring and winter (Figure 3.1), and are offset by the seasonal cycle of photochemistry (that influences oxidation), resulting in constant anthropogenic SOA production all year round (Figure 3.3 a). However, the anthropogenic SOA burden shows a pronounced seasonal cycle with a double peak during spring and autumn and a minimum during summer (Figure 3.3 b). Therefore, the seasonality of the anthropogenic SOA burden must be driven by the seasonality of the anthropogenic SOA lifetime, since it
The secondary organic aerosol lifecycle in the present-day and future differs from the seasonal cycle of SOA production. Indeed, anthropogenic SOA precursor emissions are highest over China and India (Figure 3.1). Over these regions, during summer, rainfall is greatest, which may result in a reduction in SOA lifetime due to greater wet deposition and a decrease in SOA burden. The seasonal profile of the global anthropogenic SOA burden is in agreement with that found by Tsimpidi et al. (2016); however, they suggest an alternative cause. In their model, SOA is treated as semi volatile and can partition between the aerosol and gas-phase (as opposed to in this study, where SOA is treated as non-reactive and non-volatile). In their study, partitioning is dependent on a number of parameters, including temperature. Tsimpidi et al. (2016) suggest that the summertime peak in photochemistry is compensated for by enhanced SOA evaporation. Further research is required to quantify the relative importance of each mechanism on the SOA burden.

![Figure 3.3 - Monthly average global SOA (a) production (Tg (SOA) month^{-1}) and (c) burden (Tg (SOA)), simulated by UKCA for the control simulation in black. For the other UKCA simulations described in Table 2, the monthly average global SOA production and burden are shown relative to the control simulation.](image)

Figure 3.3
3.4 Impact of new VOC emissions source types on simulated SOA and POA distributions

In this section, the effects of new sources of SOA on both surface SOA and POA distributions are explored. Figure 3.4 shows the annual-average surface SOA concentrations simulated with a monoterpene source of SOA alone (Control) and with all sources of SOA (monoterpene, isoprene, VOC\textsubscript{BB} and VOC\textsubscript{ANT}) (AllSources) (Table 3.1). In the monoterpene only simulation, annual-average surface SOA concentrations range between 3 - 6 µg m\textsuperscript{-3} over tropical forest regions of South America and Africa, as well as lower SOA concentrations of up to 3 µg m\textsuperscript{-3} in the South East USA, and in parts of northern India, China and South East Asia (Figure 3.4 a). These patterns generally reflect the location of peak monoterpene emissions (Figure 3.1), which are emitted by vegetation only in the emissions inventory used here. Fast SOA production from monoterpene and a relatively short lifetime of SOA results in SOA concentrations peaking at the emissions source with a sharp decrease downwind.

The addition of new SOA sources (isoprene, VOC\textsubscript{BB} and VOC\textsubscript{ANT}) together alongside monoterpene roughly doubles annual-average surface SOA concentrations compared to simulations with monoterpene only. In particular, over the Amazon and the Congo region, annual average surface SOA concentrations peak between 5 and 10 µg m\textsuperscript{-3} (Figure 3.4 b). Over industrialised and urban regions of India and China, annual-average surface SOA concentrations exceed 10 µg m\textsuperscript{-3}. Over large parts of the USA, Europe and most of Asia, SOA concentrations exceed 0.6 µg m\textsuperscript{-3} (Figure 3.4 b).
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Figure 3.4 – Annual-average surface SOA concentrations (µg m⁻³) for Control (monoterpene) and AllSources (monoterpene, isoprene, VOC_{BB}, VOC_{ANT}) simulations described in Table 3.2.

The spatial patterns of SOA concentrations associated with each individual SOA source and all three new sources combined are highlighted in Figure 3.5, which shows the difference in annual-average surface SOA concentrations for each separate SOA source relative to the monoterpene only case. The inclusion of all new sources of SOA increases annual-average surface SOA concentrations substantially (1-10 µg m⁻³) in both the NH and southern hemisphere (SH), and over continental regions as well as to a lesser extent over downwind oceanic regions (up to 1 µg m⁻³) (Figure 3.5 a). Isoprene is one of the most abundant VOC in the atmosphere globally, therefore, including this species in SOA production results in a substantial increase (3-10 µg m⁻³) in SOA concentrations, especially in tropical regions (Figure 3.5 b). Both monoterpene and isoprene contribute comparably to SOA concentrations (Figure 3.5 b, Figure 3.4 a). Over the Amazon and Congo, the two biogenic sources of SOA (monoterpene and isoprene) produce SOA concentrations that typically range from 3 – 10 µg m⁻³ (Figures 3.5 b, 3.4 a), which is in agreement with other studies (Hodzic et al., 2016; Shrivastava et al., 2015; Farina et al., 2010). However, (Spracklen et al., 2011) suggests that biogenic sources yield a much lower amount of SOA.
The secondary organic aerosol lifecycle in the present-day and future (global production = 13 Tg a⁻¹; Table 3.3) and, therefore, simulated SOA concentrations in this region in their study did not exceed 1 µg m⁻³ (Spracklen et al., 2011).

Biomass burning SOA also peaks in tropical forest regions of South America and the Congo region of Africa (Figure 3.5 c), corresponding to regions of intense forest and savannah fires (Figure 3.1). Over this region, annual average surface SOA concentrations from biomass burning typically range from 1-3 µg m⁻³ (Figure 3.5 c) and have lower values compared to SOA concentrations arising from the two biogenic sources. Biomass burning also contributes 0.2 – 1 µg m⁻³ to annual-average surface SOA concentrations over boreal forests of northern China and Eastern Siberia. The location and magnitude of these peak SOA concentrations is in
agreement with other global modelling and observationally-constrained studies (Spracklen et al., 2011; Tsimpidi et al., 2016) despite differences in biomass burning production rates (Table 3.3), highlighting the importance of SOA lifetimes in determining SOA concentrations.

The inclusion of an anthropogenic source of SOA increases SOA concentrations over much of the NH. Over industrialised and urban regions of China and India, annual-average surface anthropogenic SOA concentrations typically exceed 6 µg m\(^{-3}\) (Figure 3.5 d). The location of peak annual-average surface anthropogenic SOA concentrations, which is reflected by the location of anthropogenic combustion emissions (Figure 3.1), is in agreement with other global modelling studies (Spracklen et al., 2011; Tsimpidi et al., 2016; Hodzic et al., 2016). The magnitude of peak SOA concentrations are lower than Tsimpidi et al. (2016) but consistent with that of Spracklen et al. (2011). The inclusion of an anthropogenic source of SOA also results in increases in annual-average surface SOA concentrations in remote regions: between 0.1-0.6 µg m\(^{-3}\) over the North Atlantic and Pacific Oceans with larger values across the Indian Ocean (>1 µg m\(^{-3}\)).

The difference in annual-average surface SOA concentrations for the isoprene and anthropogenic sensitivity simulations, relative to the monoterpene only simulation are shown in Figure 3.6. In the isoprene sensitivity simulation, reducing the reaction yield decreases the proportion of oxidation products which are condensable, therefore lowering SOA concentrations (c.f. Figure 3.6 a; Figure 3.5 b). Hence, SOA concentrations are only slightly elevated in this simulation compared to the monoterpene only simulation, leading to biogenic SOA concentrations over Amazon and Congo of ~10 µg m\(^{-3}\). In addition, for a decrease in reaction yield from 13 to 3 % (factor of 4.3) the global annual-average surface SOA concentration from isoprene reduces by a factor of 4.25. This suggests that SOA concentrations, at least for the global mean, respond linearly to changes in reaction yields. In the anthropogenic sensitivity simulation, the reaction yield is increased such
that the annual average surface anthropogenic SOA concentrations increases by up to 17 µg m\(^{-3}\) across most industrialised regions relative to the monoterpane only simulation (Figure 3.6 b). The magnitude of these peak SOA concentrations are in broad agreement with Tsimpidi et al. (2016). Contrastingly, our peak simulated anthropogenic SOA concentrations exceed those from the Spracklen et al. (2011) study, despite our smaller production rate (Table 3.3), again, suggesting the importance of differences in SOA lifetime in determining SOA concentrations. For an increase in reaction yield of a factor of three, surface SOA concentrations increase by the same amount, further corroborating the linear dependence of surface concentrations on reaction yield, as observed in the isoprene sensitivity simulation.

![Figure 3.6](image)

*Figure 3.6 - Differences in annual-average SOA concentrations (µg m\(^{-3}\)) relative to the control run for further sensitivity simulations (a) Ant (40%), (b) Iso (3%). Simulations are described in Table 3.2.*

The SOA spatial distributions simulated in this study may be sensitive to the assumption of fast reaction kinetics for anthropogenic and biomass burning SOA precursors. Here, we have assumed anthropogenic and biomass burning sources of SOA are oxidised on a timescale identical to that of monoterpene. This is due to limited information on the identity of dominant
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SOA precursors from these sources. The influence of assumed reactivity on simulated SOA from biomass burning is investigated in an additional sensitivity simulation where VOC\textsubscript{BB} adopts the reactivity of naphthalene (Table 3.2; section 3.2.3), an aromatic species which has been used as a surrogate compound for IVOCs (Pye and Seinfeld, 2010). Compared to monoterpenes, naphthalene is roughly 50 % less reactive (Atkinson and Arey, 2003). However, despite this substantial reduction in reactivity, the global annual-total SOA production rate from biomass burning VOCs is reduced by less than 1 %. Also, the simulated spatial distributions are almost identical for the two VOC\textsubscript{BB} species. Like all other SOA precursors in this study, VOC\textsubscript{BB} does not undergo dry or wet deposition. Therefore, a reduction in the reactivity of VOC\textsubscript{BB} does not affect the fate of this compound.

Next, the effects of new sources of SOA on simulated POA concentrations are explored. Figure 3.7 shows the annual-average surface POA concentrations simulated with monoterpenes as the only VOC source. The emissions inventory used here includes POA emissions from both biomass burning and anthropogenic sources. Within UKCA, all emitted POA is assumed to be hydrophobic. Soluble vapours, such as sulphate and organic compounds (represented as SOG), condensing onto the surface of POA particles, transfer hydrophobic POA particles into the hydrophilic mode (condensation ageing). UKCA assumes 10 monolayers of soluble material are required to redistribute hydrophobic particles into the hydrophilic mode. Over the Amazon, total POA lies in the range of 0.34 – 2.2 µgm\textsuperscript{-3} and is almost entirely hydrophilic (Figure 3.7 a and b). This is due to sufficiently high SOA concentrations in the monoterpenes-only source simulation, which also peak in this same region (Figure 3.4 a). Over the Congo region, total POA concentrations lie between 1.2 – 4 µgm\textsuperscript{-3} (Figure 3.7 a) and hydrophobic POA concentrations range from 0.17 to 1.51 µgm\textsuperscript{-3} (Figure 3.7 b). In this region, SOA concentrations are high enough (Figure 3.4 a) to re-distribute the majority of POA into the hydrophilic mode, however, a small amount
remains in the hydrophobic mode. Over northern China and eastern Siberia, total POA concentrations are extremely high, ranging from 4 to 25 µgm\(^{-3}\) (Figure 3.7 a). In this region, SOA concentrations are low (Figure 3.4 a), therefore, a substantial fraction of POA remains in the hydrophobic mode (range 2.59 – 13.2 µgm\(^{-3}\) (Figure 3.7 b). Overall, 25 % of the global annual-average POA burden is hydrophobic.

When new sources of SOA are added to the model, condensation-ageing of POA increases and the proportion of hydrophilic POA increases. Critically, wet deposition removes hydrophilic particles but not hydrophobic particles. Therefore, inclusion of new sources of SOA decreases the POA lifetime and results in decreased POA concentrations. Figure 3.8 shows the difference in annual-average surface POA concentrations relative to the control simulation. Over the Congo region, inclusion of isoprene and biomass burning as sources of SOA results in a decrease in annual average surface POA concentrations of greater than 3 µgm\(^{-3}\) (Figure 3.8 a and b). In this region, the new sources of SOA enhances POA transfer from the
The secondary organic aerosol lifecycle in the present-day and future hydrophobic to hydrophilic modes, which are efficiently removed by deep tropical convection. Over Eastern Siberia, the inclusion of a biomass burning source of SOA also decreases POA concentrations.

Figure 3.8 – Differences in annual average surface total POA concentrations (µgm⁻³) relative to the control run for simulations (a) AllSources, (b) Iso, (c) BB and (d) Ant, which are described in Table 3.2. Regions of decreased POA correspond to regions of increased SOA concentrations, availability of hydrophobic POA and efficient wet removal.
Over the Amazon, although inclusion of isoprene and biomass burning results in substantial increases in SOA concentrations (Figure 3.5 b and c), there are negligible changes in POA concentrations (Figure 3.8). In this region of the world, in the monoterpane only simulation, the majority of POA is hydrophilic. For this reason, increased SOA concentrations in this region have no effect on the partitioning of POA between the hydrophobic and hydrophilic modes, hence, there is little change in POA lifetime. Over urban and industrialised regions of India and China, hydrophobic POA concentrations are much higher (Figure 3.7 b). In these regions, the inclusion of isoprene and anthropogenic sources of SOA results in substantial increases in SOA concentrations (Figure 3.5 6 b and d), therefore, hydrophilic POA concentrations in this region are increased. However, there are minimal changes in annual-average surface total POA concentrations (Figure 3.8) which is probably due to inefficient wet removal. Across all simulations, in various locations, inclusion of new sources of SOA reduces POA concentrations. However, the decrease in POA concentrations is always outweighed by the increase in SOA concentrations, thus, total OA increases.

To summarise, with monoterpane emissions only, SOA concentrations peak in the SH over tropical forest regions of South America and Africa. Including isoprene, biomass burning and anthropogenic sources of SOA results in substantial increases in SOA concentrations. Isoprene and biomass burning sources of SOA produce substantial increases in SOA concentrations over the Amazon and Congo compared to the monoterpane only source. The anthropogenic source of SOA increases SOA concentrations over industrialised and urban regions of China, India, USA and Europe. Sensitivity studies show that SOA concentrations respond linearly to changes in reaction yields. Upon inclusion of new SOA sources, increased SOA concentrations lead to decreased POA concentrations, however, in all regions of the globe, modelled total OA increases.
3.5 Impact of new VOC emissions source types on model agreement with observations

In this section, simulated SOA, POA and total OA concentrations previously presented (Section 3.3 – 3.4), are evaluated against observations (Chapter 2). First, simulated SOA and POA concentrations are compared to surface measurements. Next, to expand the spatial coverage of evaluation, simulated total OA concentrations are compared against surface observations. Finally, vertical profiles of simulated total OA concentration are compared against aircraft campaign observations.

3.5.1 Evaluation of surface SOA and POA concentrations

Surface observations used to evaluate the model are shown in Figure 2.3 of Chapter 2. Note that the overall number of sites is small and the measurement locations are primarily in NH mid-latitude regions where anthropogenic emissions are high (Figure 3.1). However, these sites sample urban, urban downwind, and remote environments over Europe, North America and Asia. The mean and normalised mean bias (NMB) are used to evaluate model agreement with observations. A summary of statistics evaluating simulated SOA, POA and OA are shown in Tables 3.4, 3.3, and 3.5, respectively.
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Table 3.4 – Summary of statistics for simulated SOA against observed oxygenated OA for simulations described in Table 3.2. NMB represents the normalised mean bias. Measurements cover period 2000-2010, model results are for the year 2000.

<table>
<thead>
<tr>
<th>number of sites</th>
<th>Obs (AMS)</th>
<th>Control</th>
<th>Iso</th>
<th>BB</th>
<th>Ant</th>
<th>AllSources</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean (µg m⁻³)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td></td>
</tr>
<tr>
<td>all sites</td>
<td>37</td>
<td>3.68</td>
<td>0.33</td>
<td>-91</td>
<td>0.59</td>
<td>-84</td>
<td>0.38</td>
<td>-90</td>
<td>1.30</td>
<td>-65</td>
<td>1.88</td>
<td>-50</td>
<td>3.12</td>
<td>-10</td>
</tr>
<tr>
<td>site type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>urban</td>
<td>14</td>
<td>4.76</td>
<td>0.36</td>
<td>-93</td>
<td>0.64</td>
<td>-86</td>
<td>0.42</td>
<td>-91</td>
<td>1.28</td>
<td>-53</td>
<td>1.92</td>
<td>-69</td>
<td>3.17</td>
<td>-14</td>
</tr>
<tr>
<td>rural</td>
<td>6</td>
<td>3.53</td>
<td>0.59</td>
<td>-85</td>
<td>1.07</td>
<td>-73</td>
<td>0.63</td>
<td>-84</td>
<td>1.85</td>
<td>-53</td>
<td>2.55</td>
<td>-35</td>
<td>4.50</td>
<td>14</td>
</tr>
<tr>
<td>remote</td>
<td>17</td>
<td>2.70</td>
<td>0.22</td>
<td>-92</td>
<td>0.38</td>
<td>-86</td>
<td>0.26</td>
<td>-90</td>
<td>1.12</td>
<td>-58</td>
<td>1.50</td>
<td>-44</td>
<td>3.02</td>
<td>12</td>
</tr>
<tr>
<td>continent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>13</td>
<td>4.20</td>
<td>0.15</td>
<td>-93</td>
<td>0.24</td>
<td>-88</td>
<td>0.16</td>
<td>-92</td>
<td>0.84</td>
<td>-58</td>
<td>0.97</td>
<td>-52</td>
<td>2.25</td>
<td>12</td>
</tr>
<tr>
<td>North America</td>
<td>12</td>
<td>2.02</td>
<td>0.70</td>
<td>-83</td>
<td>1.26</td>
<td>-70</td>
<td>0.79</td>
<td>-81</td>
<td>1.68</td>
<td>-60</td>
<td>2.64</td>
<td>-37</td>
<td>3.72</td>
<td>-12</td>
</tr>
<tr>
<td>Asia</td>
<td>12</td>
<td>4.77</td>
<td>0.11</td>
<td>-98</td>
<td>0.22</td>
<td>-95</td>
<td>0.16</td>
<td>-97</td>
<td>1.35</td>
<td>-72</td>
<td>1.81</td>
<td>-62</td>
<td>3.04</td>
<td>-17</td>
</tr>
</tbody>
</table>

Table 3.5 – Summary of statistics for simulated POA against observed hydrocarbon-like OA for simulations described in Table 3.2. NMB indicated normalised mean bias. Measurements cover period 2000-2010, model results are for the year 2000.

<table>
<thead>
<tr>
<th>number of sites</th>
<th>Obs (AMS)</th>
<th>Control</th>
<th>Iso</th>
<th>BB</th>
<th>Ant</th>
<th>AllSources</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
<th>NMB (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean (µg m⁻³)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td>mean (µg m⁻³)</td>
<td>NMB (%)</td>
<td></td>
</tr>
<tr>
<td>all sites</td>
<td>37</td>
<td>3.08</td>
<td>0.33</td>
<td>-91</td>
<td>0.59</td>
<td>-84</td>
<td>0.38</td>
<td>-90</td>
<td>1.30</td>
<td>-65</td>
<td>1.88</td>
<td>-50</td>
<td>3.12</td>
<td>-10</td>
</tr>
<tr>
<td>site type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>urban</td>
<td>14</td>
<td>4.76</td>
<td>0.36</td>
<td>-93</td>
<td>0.64</td>
<td>-86</td>
<td>0.42</td>
<td>-91</td>
<td>1.28</td>
<td>-53</td>
<td>1.92</td>
<td>-69</td>
<td>3.17</td>
<td>-14</td>
</tr>
<tr>
<td>rural</td>
<td>6</td>
<td>3.53</td>
<td>0.59</td>
<td>-85</td>
<td>1.07</td>
<td>-73</td>
<td>0.63</td>
<td>-84</td>
<td>1.85</td>
<td>-53</td>
<td>2.55</td>
<td>-35</td>
<td>4.50</td>
<td>14</td>
</tr>
<tr>
<td>remote</td>
<td>17</td>
<td>2.70</td>
<td>0.22</td>
<td>-92</td>
<td>0.38</td>
<td>-86</td>
<td>0.26</td>
<td>-90</td>
<td>1.12</td>
<td>-58</td>
<td>1.50</td>
<td>-44</td>
<td>3.02</td>
<td>12</td>
</tr>
<tr>
<td>continent</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>13</td>
<td>4.20</td>
<td>0.15</td>
<td>-93</td>
<td>0.24</td>
<td>-88</td>
<td>0.16</td>
<td>-92</td>
<td>0.84</td>
<td>-58</td>
<td>0.97</td>
<td>-52</td>
<td>2.25</td>
<td>12</td>
</tr>
<tr>
<td>North America</td>
<td>12</td>
<td>2.02</td>
<td>0.70</td>
<td>-83</td>
<td>1.26</td>
<td>-70</td>
<td>0.79</td>
<td>-81</td>
<td>1.68</td>
<td>-60</td>
<td>2.64</td>
<td>-37</td>
<td>3.72</td>
<td>-12</td>
</tr>
<tr>
<td>Asia</td>
<td>12</td>
<td>4.77</td>
<td>0.11</td>
<td>-98</td>
<td>0.22</td>
<td>-95</td>
<td>0.16</td>
<td>-97</td>
<td>1.35</td>
<td>-72</td>
<td>1.81</td>
<td>-62</td>
<td>3.04</td>
<td>-17</td>
</tr>
</tbody>
</table>
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Table 3.6– Summary of statistics for simulated OA against observed OA for simulations described in Table 3.2. NMB indicated normalised mean bias. Measurements cover period 2000-2010, model results are for the year 2000.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Obs (AMS)</th>
<th>Model (UKCA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all sites</td>
<td></td>
</tr>
<tr>
<td>number of sites</td>
<td>37</td>
<td>14</td>
</tr>
<tr>
<td>mean (µg m⁻³)</td>
<td>4.05</td>
<td>1.20</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-79</td>
<td>-84</td>
</tr>
<tr>
<td>iso</td>
<td>1.20</td>
<td>1.47</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-74</td>
<td>-81</td>
</tr>
<tr>
<td>BB</td>
<td>1.07</td>
<td>1.23</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-78</td>
<td>-84</td>
</tr>
<tr>
<td>Ant</td>
<td>1.99</td>
<td>2.10</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-60</td>
<td>-72</td>
</tr>
<tr>
<td>All sources</td>
<td>2.51</td>
<td>2.71</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-40</td>
<td>-64</td>
</tr>
<tr>
<td>Mean (µg m⁻³)</td>
<td>4.00</td>
<td>3.98</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-19</td>
<td>-47</td>
</tr>
<tr>
<td>Iso(%)</td>
<td>1.11</td>
<td>1.26</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-78</td>
<td>-83</td>
</tr>
<tr>
<td>site type</td>
<td>urban</td>
<td>urban</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.47</td>
</tr>
<tr>
<td>mean (µg m⁻³)</td>
<td>1.05</td>
<td>1.52</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-78</td>
<td>-69</td>
</tr>
<tr>
<td>iso</td>
<td>1.68</td>
<td>1.08</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-77</td>
<td>-77</td>
</tr>
<tr>
<td>BB</td>
<td>2.30</td>
<td>2.30</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-51</td>
<td>-51</td>
</tr>
<tr>
<td>Ant</td>
<td>3.01</td>
<td>3.01</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-36</td>
<td>-36</td>
</tr>
<tr>
<td>All sources</td>
<td>4.95</td>
<td>4.95</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Mean (µg m⁻³)</td>
<td>3.68</td>
<td>3.68</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Iso(%)</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-96</td>
<td>-96</td>
</tr>
<tr>
<td>Continent</td>
<td>Europe</td>
<td>North America</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>mean (µg m⁻³)</td>
<td>2.78</td>
<td>5.92</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-83</td>
<td>-80</td>
</tr>
<tr>
<td>iso</td>
<td>0.55</td>
<td>1.28</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-83</td>
<td>-83</td>
</tr>
<tr>
<td>BB</td>
<td>1.15</td>
<td>1.34</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-58</td>
<td>-78</td>
</tr>
<tr>
<td>Ant</td>
<td>1.28</td>
<td>2.24</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-54</td>
<td>-62</td>
</tr>
<tr>
<td>All sources</td>
<td>2.56</td>
<td>3.20</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-7</td>
<td>-46</td>
</tr>
<tr>
<td>Mean (µg m⁻³)</td>
<td>5.14</td>
<td>4.27</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-15</td>
<td>-28</td>
</tr>
<tr>
<td>Iso(%)</td>
<td>1.41</td>
<td>1.41</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-77</td>
<td>-76</td>
</tr>
</tbody>
</table>

High SOA concentrations are observed in urban environments (mean = 4.76 µg m⁻³) are maintained further downwind (mean = 3.93 µg m⁻³) and in remote environments (mean = 2.70 µg m⁻³) (Table 3.4). Contrastingly, observed POA concentrations peak in urban environments (mean = 2.79 µg m⁻³) but decrease rapidly further downwind (mean = 0.78 µg m⁻³) to almost negligible values in remote environments (mean = 0.14 µg m⁻³) (Table 3.5). Zhang et al. (2007) suggest that cities act as sources of POA, whereas, both cities and remote environments are sources of SOA. Compared to other cities, observed SOA and POA are extremely high in densely populated cities. For example, observed SOA concentrations in Beijing and Mexico City are 17.3 and 14.55 µg m⁻³, respectively, roughly 3 times greater than the mean observed SOA in urban environments (not shown). Observed POA concentrations in Beijing and Mexico City are 7.4 and 7.23 µg m⁻³, respectively, roughly 2.5 times greater than the mean observed POA in urban environments (not shown).

Figure 3.9 compares simulated SOA and POA from the monoterpene only simulation against AMS measurements. When considering all observations, simulated SOA is substantially lower than observed (NMB = -
91 %) (Table 3.4, Figure 3.9 a) whereas simulated POA is in better but still relatively poor agreement with observed POA (mean = 0.71 µg m⁻³, NMB = -43 %) (Table 3.5, Figure 3.9 b).

A model negative bias in SOA and POA is common among global models (Tsigaridis et al., 2014). It is suggested that this underestimate is partly due to the coarse grid resolution, which is unable to resolve both urban-scale pollution and heterogeneities in remote environments (Kaser et al., 2015), but for SOA, uncertainties in its sources and their reaction rates, as highlighted in section 3.1, will also be important.

The simulated negative bias in SOA occurs for all site type environments (NMB range -85 to -93 %) and all continental regions (NMB range -83 to -98 %) (Table 3.4). In the case of POA, the model has a negative bias that is larger in urban compared to urban downwind environments. This may indicate that the POA emissions inventory used by the UKCA model underestimates anthropogenic POA emissions. Known, missing sources of POA from the emissions inventory used here include cooking OA and S/IVOCs. Emissions of OA from residential and commercial cooking activities have been measured to contribute 17 – 19 % to total OA in urban environments (Ge et al., 2012; Mohr et al., 2012; Hayes et al., 2013). S/IVOCs can also contribute to POA (Robinson et al., 2007). The amount of S/IVOCs missing from traditional emissions inventories is estimated to be 0.25 – 2.8 times traditional POA emissions (Shrivastava et al., 2008; Robinson et al., 2010). Regionally, over Asia, simulated POA is in good agreement with observations (NMB= 2%; Table 3.5). However, the model underestimates POA over Europe (NMB = -59 %) and North America (NMB = -70 %) (Table 3.5). Underestimated POA concentrations over Europe have been reported in previous global modelling studies, and attributed to under estimated emissions from residential biofuel and biomass burning in residential areas (van der Gon et al., 2015).
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Figure 3.9 – Simulated versus observed (a) SOA and (b) POA concentrations (µg m⁻³). Observed oxygenated-OA is assumed to be comparable to simulated SOA, whereas observed hydrocarbon-like OA is assumed to be comparable to simulated POA. Simulated concentrations are taken from the control run for the year 2000, described in Table 3.2. Observations for the time period 2000-2010 are classified as urban (red triangles), urban downwind (blue squares) or remote (green circles). The 1:1 (solid), 1:2 and 2:1 (dashed), and 1:10 and 10:1 (dotted) lines are indicated. Model-observation statistics for SOA, POA and OA are shown in Tables 3.4, 3.5 and 3.6, respectively.

In remote environments, simulated POA is overestimated compared to observations (mean = 0.70 µg m⁻³, NMB = 410 %) (Table 3.5, Figure 3.9 b). This may be due to the assumption that POA is non-volatile and unreactive in UKCA (i.e. missing sinks). Similarly, Spracklen et al. (2011) also treats POA as non-volatile and unreactive and, consequently, overestimates POA compared to observations in remote environments. By considering heterogeneous POA oxidation to form SOA, the NMB against observed POA reduces from 274 to 45 % (Spracklen et al., 2011). Additionally, Tsimpidi et al. (2016) allows POA to oxidise to form SOA via the gas phase and finds relatively good agreement between simulated and observed POA concentrations in remote environments.

Next, the impact of new sources of SOA on model agreement with observations is explored. Figure 3.10 shows simulated SOA against
observations for the simulations that include all the SOA sources and the individual sources in addition to monoterpene (Iso, Ant, BB; Table 3.2). When considering all the measurement site data, the inclusion of all new sources of SOA reduces the model negative bias in surface SOA concentrations compared to observations from -91 to -50% (Figure 3.10 a, Table 3.4). This improvement in the model negative bias is primarily due to the inclusion of the anthropogenic source of SOA (NMB = -65 %) (Figure 3.9 d, Table 3.4). This is because the anthropogenic source of SOA generates high SOA concentrations (Figure 3.5 d) in areas with a high density of observations (Figure 2.3). When restricting observations classified by environments (urban, urban downwind and remote) or continent (i.e. Europe, North America and Asia), the reduction in the model negative bias when all sources of SOA are included is also mainly due to the anthropogenic source of SOA. The inclusion of isoprene and biomass burning as sources of SOA, reduces the NMB by only 7 and 1 %, respectively, compared to the monoterpene source only results (Figure 3.10 b and c, Table 3.4). Although simulated SOA concentrations from both isoprene and biomass burning are high (Figure 3.5 b and d), generally, peak concentrations associated with these sources do not occur in locations with measurements of SOA (Figure 2.3).
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Figure 3.10 – Simulated versus observed SOA (µg m$^{-3}$) for simulations (a) AllSources, (b) Iso, (c) BB, and (d) Ant, described in Table 3.2. Observations for the time period 2000-2010 are classified as urban (red triangles), urban downwind (blue squares) or remote (green circles). Observed oxygenated-OA is assumed to be comparable to simulated SOA. The 1:1 (solid), 1:2 and 2:1 (dashed), and 1:10 and 10:1 (dotted) lines are indicated. Model-observation statistics for SOA are shown in Table 3.4.

Figure 3.11 shows simulated versus observed SOA concentrations for the isoprene and anthropogenic sensitivity simulations with reaction yields of 3 % and 40 %, respectively. When the reaction yield of anthropogenic SOA formation is increased from 13 to 40 %, model negative biases are reduced further. When all sites are considered, simulated SOA concentrations are in fairly good agreement with observations (NMB = -10 %), highlighting a large influence from anthropogenic sources of SOA at these measurement site locations, and the requirement of a higher reaction yield than 13% to match
observed levels of SOA. However, simulated SOA concentrations are still underestimated in urban environments (NMB = -34 %) and slightly overestimated further downwind (NMB = 14 %) and at remote site locations (NMB = 12 %). This positive bias downwind and in remote environments could be due to an overestimated SOA lifetime. Hodzic et al. (2016) suggests that global models typically overpredict SOA lifetime by low SOA wet deposition rates. When SOA scavenging efficiency was increased in their model simulations, the SOA lifetime decreased from 6 – 10 days to 2.2 – 3.3 days, and positive biases in simulated SOA concentrations downwind were reduced (Hodzic et al. (2016)). With a reaction yield of 40% for anthropogenic SOA formation, simulated SOA is slightly overestimated over Europe (NMB = 12 %) and underestimated over North America and Asia (NMB= -12 to -17 %). For the isoprene sensitivity simulation, there is almost no change in the model negative bias at these NH mid-latitude measurement locations in comparison to the monoterpene only source simulation. As highlighted above, there are no measurements of SOA concentrations in tropical isoprene-sensitive regions for suitable model evaluation.
When considering POA concentrations, the agreement between simulated and observed POA is largely unchanged by the inclusion of new sources of SOA. With the new SOA sources, POA condensation-ageing increases, resulting in the newly soluble POA particles undergoing wet removal. This decreases POA lifetime and causes POA concentrations to decrease, as described above in relation to Figure 9. When considering all observations, the inclusion of new sources of SOA has a reduction in the model negative bias with the NMB changing by \(~2\%\) (Table 3.5); this is also the case for individual site types and across the three continental regions.

The observations used to evaluate SOA and POA concentrations thus far have been primarily located in the NH mid-latitudes. The geographical coverage over which the model is evaluated is expanded by including observations of total OA over the urban environment of Santiago (Chile) and the rural environments of Manaus (Brazil) and Welgegund (South Africa) (Figure 2.3).
Figure 3.12 shows simulated OA for the different SOA sources against observed OA for the three additional non-speciated OA measurements. Observed OA concentrations over Manaus (Brazil) and Welgegund (South Africa) are 0.77 and 3.49 µg m⁻³, respectively. These concentrations are typical of remote environments in the NH mid-latitudes (mean = 2.83 µg m⁻³; Table 3.6). Over Manaus (Brazil), out of all the new sources of SOA added to the model, the addition of isoprene as an SOA source has the largest impact on increasing simulated OA concentrations at this location. However, in the case of Manaus (Brazil), OA concentrations are overestimated with the inclusion of isoprene as an SOA source (Figure 3.12 b). This suggests that a lower isoprene reaction yield (Iso (3%)) may be more accurate (OA concentrations ~1.5 µg m⁻³). Conversely, over Welgegund (South Africa) with only a monoterpene source of SOA, simulated OA is substantially lower than observed OA concentrations. Therefore, inclusion of new sources of SOA reduces the model negative bias at this location. Additionally, the anthropogenic sensitivity simulation has a substantial improvement in the model negative bias over Welgegund (South Africa) suggesting that this downwind location is heavily influenced by anthropogenic emissions from the urban centre (Cape Town). This also appears to be the case for the urban downwind and remote sites in the NH mid-latitudes where the simulated OA concentrations for all sources and for anthropogenic sensitivity simulations yield the lowest model bias compared to observations (mean values for remote sites: 2.15 and 3.68 µg m⁻³ respectively; Table 3.6). Alternatively, Shrivastava et al. (2105) find that simulated OA at this site is primarily attributed to biomass burning.
Figure 3.12 - Simulated and observed OA surface concentrations (µg m\(^{-3}\)) over an urban environment, (a) Santiago (Chile) and remote environments, (b) Manaus (Brazil) and (c) Welgegund (South Africa). Bars indicate observed (pink) and simulated OA surface concentrations from the control (black), Iso (brown), BB (light blue), Ant (dark blue), AllSources (green), Ant (40%) (yellow) and Iso (3%) (grey). Model simulations are described in Table 3.2.

Typical of densely populated cities, observed OA concentrations over Santiago are substantially higher than the modelled OA concentrations in all simulations. (Figure 3.11 a); which primarily reflects the difficulty of a coarse resolution global model to represent urban centres. Incorporation of these three observations expands the geographical coverage over which the model can be evaluated, especially over regions influenced by biogenic emissions. However, since these observations are not speciated, model biases in simulated OA concentrations cannot be attributed to SOA or POA concentrations. Biases in simulated SOA and POA concentrations can sometimes act in unison (i.e. urban environments) or in competition (i.e. remote) with one another (Tables 3.4 and 3.5), hence the underlying processes are harder to discern. Additionally, there is a very low density of observations in these key regions of the world, therefore, the representativity of these sites for the region as a whole is unknown.

In summary, when considering monoterpane as the only source of SOA, simulated SOA concentrations are lower than observed in all site types environments, as well as over North North America, Europe and Asia. Model
The secondary organic aerosol lifecycle in the present-day and future performance is improved substantially when all new sources of SOA are included in the model, particularly due to the inclusion of an anthropogenic source of SOA. When the yield of anthropogenic SOA formation is increased, model agreement with observed SOA is further improved at all site types. However, there is now a very slight positive bias compared to observed SOA further downwind and in remote environments. When the spatial coverage of observations is expanded, to include measurements over South America and Africa, isoprene becomes an important source of SOA. However, as very few observations have been made in this region, the observations cannot be used to robustly evaluate the effects of all the different SOA sources. This highlights the need for more observations, particularly over regions of the world influenced by biogenic and biomass burning emissions.

3.5.2 Evaluation of OA vertical profile

In this section, simulated OA vertical profiles are compared to aircraft measurements from different campaigns that are described in Chapter 2. The measurement campaigns cover different chemical environments in the atmosphere, sampling remote regions, regions influenced by biomass burning in North America and polluted regions in Europe.

Figure 3.13 shows the simulated OA vertical profile against the AMS aircraft measurements. Generally, observed OA concentrations peak in the lowermost kilometre and decline with altitude (e.g. EUCAARI, AIDENT, OP3 and TROMPEX). Biomass burning (ARCTAS campaigns; Figure 3.12 – bottom left) perturbs the vertical profile and results in elevated OA concentrations up to ~ 8 km. Observed OA concentrations in the ARCTAS campaigns are extremely high and extremely variable. Low OA concentrations from these campaigns reflect the remote regions of North America which are being sampled from. High OA concentrations from this
The secondary organic aerosol lifecycle in the present-day and future campaign also reflect the plume-chasing approach, sampling directly from biomass burning plumes and resulting in extremely high OA concentrations.
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Figure 3.13 – Mean vertical profile of ambient OA (µg m$^{-3}$) for 10 field campaigns with the mean UKCA for the simulations described in Table 3.2. The standard deviation of the binned observations at each model layer are shown (peach envelope). Colours used are identical to Figure 3.12.
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The monoterpene only simulation typically underestimates observed OA concentrations in all environments and at all altitudes (Figure 3.13). This is common among global models when evaluated against aircraft campaigns, in which simulated SOA is purely biogenic (Utembe et al., 2011; Khan et al., 2017). The simulated OA from the monoterpene only simulation compares relatively well in remote environments (Figure 3.13-right hand side), typically lying within one standard deviation of the observations.

When all SOA sources are included, OA concentrations increase, resulting in a smaller negative bias between simulated and observed OA concentrations at all altitudes. This is primarily due to the inclusion of the anthropogenic SOA source. However, simulated OA concentrations are larger than measured OA concentrations during the VOCALS and TROMPEX campaigns, especially at higher altitudes.

The anthropogenic sensitivity simulation generally improves model agreement with aircraft observations even further for the polluted and biomass burning influenced campaigns, such that the simulated OA concentrations now generally fall within one standard deviation of the measurements at most altitudes (Figure 3.13 left hand side). In contrast, OA concentrations simulated for the remote campaigns, OP3 and TROMPEX, are now substantially overestimated compared to measurements away from the surface. This is in agreement with Heald et al. (2011) who found that a large anthropogenic source for SOA results in positive biases in simulated OA concentrations in remote environments. Other reasons for disagreement between model results and observations relate to our comparison methodology, whereby observed OA concentrations span the time period 2000-2010 and simulated OA concentrations are from the year 2000 (section 3).

The inclusion of a biomass burning source of SOA has very little effect on model agreement with aircraft campaigns, even for campaigns influenced
by biomass burning activity (ARCTAS). However, simulated biomass burning emissions peak over South America and Central Africa (Figure 3.1 c), whereas the aircraft campaigns influenced by biomass burning emissions were conducted in North America (Figure 2.3). Furthermore, biomass burning emissions vary substantially from year to year. Therefore, the mismatch in time period and the use of decadal mean emissions is particularly relevant for regions influenced by biomass burning. Higher temporal resolution emissions in biomass burning influenced regions may help model agreement. Indeed, the use of daily-varying fire emissions inventories has been shown to help reproduce observed OA concentrations (Wang et al., 2011). In contrast, Shrivastava et al. (2015) find good agreement between simulated and observed OA when considering ARCTAS measurements, primarily due to their simulation of biomass burning SOA. These results highlight that biomass burning remains a highly uncertain source of SOA. Here, biomass burning SOA is considered from VOCs, with a global annual-total emission rate of 49 Tg (VOA) -1, and injected at the surface. Contrastingly, Shrivastava et al. (2015) treated biomass burning SOA from S/IVOCs, with global annual-total emissions of 450 Tg (VOC) a -1, which are injected at the surface as well as at higher altitudes. Clearly, further research is required to identity the dominant sources of biomass burning SOA, as well emissions estimates and chemistry.

3.6 Conclusions

Studies on different SOA sources are usually conduced in isolation and compared against different sets of observations, resulting in difficulty in drawing robust conclusions on the role of each SOA source on the SOA global budget and on model agreement with observations. In this chapter, a global chemistry and aerosol model (UKCA) was used to simulate SOA using
all the known major sources of SOA comparing results to a consistent set of observations and examining their seasonal influence.

When monoterpane is the only source of SOA, the simulated annual global production rate is 19.9 Tg (SOA) a\(^{-1}\). The inclusion of isoprene, biomass burning and anthropogenic sources of SOA increases the annual global SOA production rate by 19.6, 9.5 and 24.6 Tg (SOA) a\(^{-1}\) respectively. When all sources are included, the simulated annual global production rate is 74.0 Tg (SOA) a\(^{-1}\), which lies within the range of estimates from other global modelling studies but is substantially lower than top-down estimates. In addition, it is found that SOA concentrations, at least for the global mean, respond linearly to changes in reaction yields.

During NH summer, high biogenic and biomass burning emissions combine with enhanced levels of photochemistry, resulting in the global SOA production rate and global SOA burden also peaking during this season. Contrastingly, the net effect of two seasonal cycles (a winter peak in anthropogenic emissions and a summer peak in photochemistry that influences oxidation) results in a global anthropogenic SOA production rate which is constant all year around. However, the global anthropogenic SOA burden shows a seasonal cycle, peaking during NH spring and winter. This is due to the seasonal cycle of the SOA lifetime, which is shortest during summer. As peak anthropogenic SOA concentrations occur over India and China, the summertime reduction in anthropogenic SOA lifetime is possibly due to enhanced wet removal. Simulated annual average SOA concentrations from both biogenic and biomass burning sources peak in the SH, in tropical forest regions of South America and Africa. Contrastingly, simulated annual average SOA concentrations from anthropogenic sources peak in the NH, over industrialised and urban regions of India, China, Europe and USA.
The addition of new SOA sources also affects the concentrations of primary organic aerosol (POA) due to enhanced condensation-ageing. This increases the proportion of hydrophilic POA and, therefore, reduces the POA lifetime. POA concentrations decrease over the Congo region and Siberia, which correspond to regions of increased SOA concentrations, available hydrophobic POA, and efficient wet removal.

Considering surface sites in the NH mid-latitudes, simulated SOA concentrations from the simulations with monoterpene as the only SOA source are substantially lower than observed (NMB = -91 %). Inclusion of all three new sources of SOA, isoprene, anthropogenic and biomass burning, improves model agreement with observations (NMB = -50 %). This is primarily due to the inclusion of an anthropogenic source of SOA whereas inclusion of isoprene and biomass burning as sources of SOA have little effect on model agreement with observations. However, a substantial underestimate remains in simulated SOA concentrations. When the reaction yield of SOA formation from anthropogenic sources was increased from 13 to 40 % (production = 73.6 Tg a⁻¹), model agreement with observations improves even further (NMB = -10 %). However, simulated SOA concentrations in urban environments are lower than observed (NMB = -34 %) whereas, further downwind (NMB = 14 %) and in remote environments (NMB = 12 %), simulated SOA concentrations are in relatively good agreement compared to observations albeit slightly overestimated. A large anthropogenic source of SOA may be plausible, however, the reaction yield required greatly exceeds that derived from most chamber studies to date, revealing a knowledge gap to be filled. Including POA oxidation may further improve the negative bias in modelled SOA and reduce POA lifetime, thus reducing the large positive bias in simulated POA in remote regions.

However, these results relate primarily to the NH mid-latitudes where anthropogenic emissions are highest. Extending the observational dataset to include measurements in the SH, Santiago (Chile), Manaus (Brazil), and
Welgegund (South Africa), shows that isoprene also has an effect on model agreement with observations, with simulated SOA concentrations closer to observed values at Welgegund (South Africa) but produce a greater overestimate at Manaus (Brazil) compared to observations. However, the lack of observations in regions influenced by biogenic and biomass burning results in very little constraint on these sources of SOA. When considering aircraft campaigns, with monoterpene as the only source of SOA, simulated SOA concentrations are substantially lower than observed in all environments and at all altitudes. Inclusion of new sources of SOA improves model agreement further, again, primarily due to the inclusion of an anthropogenic source of SOA.

There are several limitations in this study. Firstly, as highlighted, the scarcity of available observations result in difficulty in constraining simulated SOA. More observations of SOA are required in the SH, particularly over tropical forest regions of South America and Africa, where simulated SOA concentrations from biogenic and biomass burning sources are extremely high. The lumping of anthropogenic and biomass burning VOC species into single compounds also represents a significant uncertainty in this study. Emitted VOC species from each source are likely to have different emissions distributions, reaction kinetics and reaction yields which will likely result in differences in simulated SOA which will have not been captured in this study. However, explicitly simulating each VOC is hindered by a lack of knowledge of the dominant species and the required computational expense. Additionally, in this study, using the UKCA model VOC oxidation products of low enough volatility to condense are lumped into a single surrogate compound (SOG). Therefore, this assumption does not account for the volatility distribution of oxidation products. Chemical ageing in the atmosphere may be more efficiently represented using the volatility basis set (VBS) (Donahue et al., 2006). Additionally, dry and wet deposition of SOA precursors is not included in this model due to the lumping of species and
uncertainties in deposition parameters. Including dry and wet deposition of SOA precursors will likely reduce SOA concentrations. Another limitation to this study is the absence of aqueous SOA formation in aerosols (Ervens, 2015) and cloud water (McNeill et al., 2012). Further laboratory studies are required to provide detailed oxidation mechanisms of VOC species such that they can be implemented into chemistry-climate models. Future modelling work will evaluate dry deposition, wet deposition, and an evolving volatility distribution or SOA precursors, and their impacts on SOA formation.

Nevertheless, this chapter considers SOA formation from a number of different sources in a global composition-climate model, and compares against a consistent set of observations. Overall, the inclusion of new sources of SOA improves the ability of the UKCA model to simulate SOA distributions across many world regions. Additionally, the new estimate of the global SOA budget from UKCA lies within the range of estimates from other global modelling studies. Future modelling work should aim to improve confidence in SOA formation mechanisms, and to explicitly simulate multigenerational oxidation products (Chapter 4). Furthermore, observations of SOA are required in regions influenced by biogenic and biomass burning emissions, such as South America and Africa.
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Chapter 4  The impact of VOC physical and chemical processing on the SOA lifecycle

This chapter is in the review process of publishing within an open-access journal called ‘Geoscientific Model Development’ (GMD). The article is a collaboration with Professor Ruth Doherty, Dr Fiona O’Connor, Dr Graham Mann, Professor Hugh Coe, and Dr Dantong Liu. The article is available online (https://doi.org/10.5194/gmd-2018-142). Jamie Michael Kelly set-up, developed and performed all simulations, and wrote the first draft of the manuscript. Professor Ruth Doherty, Dr Fiona O’Connor provided advice on the modelling and analysis work, and also provided feedback on the manuscript. Dr Graham Man provided advice on the model development. Professor Hugh Coe and Dr Dantong Liu provided data from an aircraft campaign. The editor (Dr Jason Williams) provided additional feedback during the review process.

4.1 Introduction

The emissions of Volatile Organic Compounds (VOCs) from various source types has a strong influence on the SOA lifecycle (Chapter 3). Once emitted, depending on the chemical and meteorological conditions, as well as the identity of the VOCs, physical and chemical processes further govern how much SOA is produced.

Organic gases can be physically removed from the atmosphere by undergoing dry or wet deposition. This processes can therefore prevents SOA formation (Section 1.9.5). Recent field and modelling studies suggest that several known SOA precursors are susceptible to deposition. A few global modelling studies include both dry and wet deposition of SOA precursors, but the deposition parameters used vary by several orders of magnitude (Section 1.9.5).

For an emitted organic gas, there is a plethora of potential oxidation pathways (Section 1.7.1-1.7.7). Crucially, the variability in oxidation pathways alters which products are formed. For instance, observed SOA yields from monoterpene (Section 1.7.2), isoprene (Section 1.7.1) and aromatic VOCs (Section 1.9.5) reduce with increasing levels of NO\textsubscript{X}. As this sensitivity is observed even though NO\textsubscript{X} is not involved in the first reaction step of these VOCs, the influence of NO\textsubscript{X} must be on second or later generation products. However, these VOC multigenerational oxidation reactions are often reduced to less than two reaction steps when implemented in global models (Section 1.9.5).

The objectives of this chapter are two-fold. The first objective is further develop the SOA scheme within UKCA by extending deposition to include VOC precursors of SOA, and to enhance the complexity of VOC oxidation mechanisms. The second objective of this chapter is to quantify the influence
of these variations in VOC physical and chemical processing on the SOA lifecycle.

This chapter is organised as follows. The global chemistry-climate model used in this chapter is described in Section 4.2; this section also includes a description of the model developments applied to the SOA scheme. Next, the influence of precursor deposition on SOA is investigated (Section 4.3). In Section 4.4, the sensitivity of modelled SOA to oxidation mechanisms and VOC reactivity is explored. Concluding remarks and further work are discussed in Section 4.5.

4.2 Chemistry-climate model description

In this section, the chemistry-climate model used in this chapter is briefly described. The chemistry-climate model used in this chapter has been described before (Chapter 2), and is also developed in Chapter 3. Simulations are performed with the United Kingdom Chemistry and Aerosol (UKCA) model (Morgenstern et al., 2009; Mann et al., 2010; O'Connor et al. 2014) coupled to the Global Atmosphere 4.0 (GA4.0) configuration (Walters et al., 2014) of the Hadley Centre Global Environmental Model version 3 (HadGEM3; Hewitt et al. (2011)). Horizontal winds and temperature in the model are nudged towards ERA-Interim reanalyses (Dee et al., 2011) using a Newtonian relaxation technique with a relaxation time constant of 6 hours (Telford et al., 2008).

The United Kingdom Chemistry and Aerosol (UKCA) model used in this study combines the “TroplSop” tropospheric chemistry scheme from O’Connor et al. (2014) with the stratospheric chemistry scheme from Morgenstern et al. (2009). The aerosol component of UKCA is the 2-moment modal version of the Global Model of Aerosol Processes (GLOMAP-mode)
(Mann et al., 2010). Gas-phase and aerosol-phase chemistry of the model are described in greater detail in Section 2.3 and 2.4, respectively.

The emissions used are all decadal-average emissions, centred on the year 2000, and monthly varying. Anthropogenic and biomass burning gas-phase emissions are prescribed following Lamarque et al. (2010). Biogenic emissions of isoprene, monoterpenes, and methanol (CH$_3$OH) are also prescribed, taken from the Global Emissions Inventory Activity (GEIA), based on Guenther et al. (1995). A diurnal cycle in isoprene emissions is imposed based on the solar zenith angle. POA and BC emissions from fossil fuel combustion are prescribed following Lamarque et al. (2010). POA and BC emissions from savannah burning and forest fires are prescribed, taken from the Global Fire Emissions Database (GFEDv2 (van der Werf et al., 2010)). Emissions used for all simulations in this chapter are identical to those used in Chapter 3. All carbonaceous emissions are emitted into the insoluble mode and are transferred to the soluble mode by condensation ageing. Ageing proceeds at a rate consistent with a 10-monomer coating being required to make a particle soluble.

4.2.1 Initial treatment of SOA

In this section, the current treatment of SOA in the UKCA model is first described, followed by descriptions of new treatments of precursor deposition and oxidation mechanisms. The SOA scheme used for the basis of this chapter corresponds to the ‘AllSources’ simulation in Chapter 3. Within the model, SOA is treated by a coupling between the UKCA gas-phase chemistry and GLOMAP-mode. Emitted parent hydrocarbon gases undergo a single-step oxidation, forming a secondary organic gas (SOG) which condenses, forming SOA. This is shown in E4.1, below. Note, this equation is analogous to E3.1.
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\[ VOC + [o]^{k_{VOC+[o]}} \rightarrow \alpha_{VOC+[o]}SOG \rightarrow SOA \]  

(E4.1)

where VOC is the concentration of the emitted parent hydrocarbon, [o] is the oxidant concentration, \( k_{VOC+[o]} \) is the temperature-dependent rate coefficient (E4.1), \( \alpha_{VOC+[o]} \) is the stoichiometric coefficient, and SOG is the secondary organic gas. SOG condenses irreversibly to form SOA in UKCA. The yield is identical for all oxidation reactions (13 %), regardless of VOC or oxidant. Essentially, the volatility distribution is assumed to be identical for all reactions, irrespective of parent VOC and oxidant. In the model, no SOA precursor undergoes dry or wet deposition.

In this chapter, SOA production is considered from VOCs. These include monoterpene, isoprene, a lumped biomass burning VOC (VOC\textsubscript{BB}) and a lumped anthropogenic (VOC\textsubscript{ANT}) (Chapter 3). Monoterpene and isoprene contain both single and double carbon bonding and therefore react with ozone (O\textsubscript{3}) and the hydroxyl (OH) and nitrate (NO\textsubscript{3}) radicals, forming SOG and subsequently SOA (E4.1). Note, for isoprene, oxidation in the context of SOA production (E4.1) occurs independently to isoprene oxidation in the Mainz Isoprene Mechanism described in Section 2.1. Reaction kinetics for isoprene and monoterpene (\( \alpha \)-pinene) oxidation are taken from Atkinson and Arey (2003), and are shown in Table 4.1.

As discussed in Chapter 3, VOC\textsubscript{ANT} and VOC\textsubscript{BB} are surrogate compounds, which do not retain molecular information, and therefore, do not have laboratory derived rate constants. Initially, the assumption is made that VOC\textsubscript{ANT} and VOC\textsubscript{BB} are reduced compounds, with only single carbon bonding and react predominantly with OH. VOC\textsubscript{ANT} and VOC\textsubscript{BB} are also assumed to have a similar reactivity to monoterpene towards OH oxidation, but do not react with O\textsubscript{3} or NO\textsubscript{3}. These assumptions in the parent hydrocarbon reactivity are discussed further in Section 2.4.2. As stated above, none of the SOA precursors in this scheme are wet or dry deposited. In summary, the current SOA scheme suffers from a lack of mechanistic
detail in oxidation mechanisms, and neglects precursor deposition. In the following sub-sections, modifications to the model are described and the impacts of these processes quantified.

Table 4.1: Kinetic parameters used to calculate rate coefficient (E4.1) for both existing and new SOA precursors, taken from Atkinson and Arey (2003).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>k₀ (10⁻¹² x cm³ molecule⁻¹ s⁻¹)</th>
<th>B / K</th>
<th>k (298) (10⁻¹² x cm³ molecule⁻¹ s⁻¹)</th>
<th>Stoichiometric yield / %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>existing reaction kinetics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>monoterpene + OH</td>
<td>12.0</td>
<td>-444.0</td>
<td>52.9</td>
<td>13</td>
</tr>
<tr>
<td>monoterpene + O₃</td>
<td>0.00101</td>
<td>732.0</td>
<td>0.0000862</td>
<td>13</td>
</tr>
<tr>
<td>monoterpene + NO₃</td>
<td>1.19</td>
<td>-925.0</td>
<td>6.12</td>
<td>13</td>
</tr>
<tr>
<td>isoprene + OH</td>
<td>27.0</td>
<td>-390.0</td>
<td>99.3</td>
<td>13</td>
</tr>
<tr>
<td>isoprene + O₃</td>
<td>0.01</td>
<td>1195.0</td>
<td>0.000180</td>
<td>13</td>
</tr>
<tr>
<td>isoprene + NO₃</td>
<td>3.15</td>
<td>450.0</td>
<td>0.692</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>new reaction kinetics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>naphthalene + OH</td>
<td>15.7</td>
<td>-117.0</td>
<td>23.2</td>
<td>100</td>
</tr>
<tr>
<td>toluene + OH</td>
<td>1.82</td>
<td>-338.0</td>
<td>5.62</td>
<td>100</td>
</tr>
<tr>
<td>benzene + OH</td>
<td>2.34</td>
<td>193.0</td>
<td>1.22</td>
<td>100</td>
</tr>
<tr>
<td>RO₂ + HO₂</td>
<td>1.41</td>
<td>-700.0</td>
<td>14.7</td>
<td>See table 4.3</td>
</tr>
<tr>
<td>RO₂ + NO</td>
<td>2.62</td>
<td>-350.0</td>
<td>8.42</td>
<td>See table 4.3</td>
</tr>
</tbody>
</table>

4.2.2 Addition of SOA precursor deposition

Precursors of SOA include the emitted parent hydrocarbons (monoterpene, isoprene, VOC_ANT, VOC_BB) and the secondary organic product (SOG). Several modifications were made to UKCA to investigate the influence of precursor deposition on SOA. Firstly, wet deposition of the gas-phase species, as described in Section 2.1.1, is extended to include all SOA precursors. The effective Henry’s Law coefficient, for all SOA precursors, was either set to 10⁵ or 10⁹ M atm⁻¹. These values of H_eff were taken from estimates by Hodzic et al. (2014). Secondly, the treatment of dry removal of gas-phase species (section 2.1.2) was extended to include all SOA
precursors and they were assumed to have identical surface resistances. Table 4.2 shows the surface resistances for the SOA precursors over the 9 surface types. The aerodynamic and quasi-laminar surface resistances were calculated online, based on relative molecular mass and meteorology. During field studies over forested regions, organic hydroperoxides (ROOH) were observed to undergo significant dry deposition (Hall et al., 1999; Valverde-Canossa et al., 2006; Nguyen et al., 2015). Surface resistances derived from these field studies range from 5 – 40 sm$^{-1}$ (Hall et al., 1999; Nguyen et al., 2015). Hence, these field-derived surface resistances of ROOH (‘Low’; Table 4.2) were used to provide a lower estimate of the surface resistances of SOA precursors. Surface resistances corresponding to the dry deposition of CO (‘High’; Table 4.2) are used to provide an upper limit of the surface resistances of SOA precursors.

### Table 4.2 - Surface resistances for SOA precursors over the 9 different surface types in the model. ‘Low’ represents surface resistances of ROOH, which were derived from field studies (Hall et al., 1999; Nguyen et al., 2015). ‘High’ represents surface resistances of CO.

<table>
<thead>
<tr>
<th>surface type</th>
<th>Surface resistance ($r_c$) / sm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Broadleaf trees</td>
<td>30</td>
</tr>
<tr>
<td>Needleleaf trees</td>
<td>10</td>
</tr>
<tr>
<td>C3 grasses</td>
<td>10</td>
</tr>
<tr>
<td>C4 grasses</td>
<td>10</td>
</tr>
<tr>
<td>Shrubs</td>
<td>10</td>
</tr>
<tr>
<td>Urban</td>
<td>10</td>
</tr>
<tr>
<td>Water</td>
<td>10</td>
</tr>
<tr>
<td>Bare soil</td>
<td>10</td>
</tr>
<tr>
<td>Ice</td>
<td>20000</td>
</tr>
</tbody>
</table>
4.2.3 New VOC\textsubscript{ANT/BB} oxidation mechanism

Initially, VOC\textsubscript{ANT/BB} follows a single-step oxidation mechanism, with a single fixed SOA yield, and with a reactivity based on α-pinene (Table 4.1). However, of the anthropogenic and biomass burning VOCs related to SOA production, aromatic compounds are identified as important components in field studies (Von Schneidemesser et al., 2010; Ding et al., 2012; Guo et al., 2012; Peng et al., 2013). Furthermore, environmental chamber studies suggest aromatic hydrocarbons undergo multi-generational oxidation reactions, with SOA yields dependent on oxidant concentrations (Ng et al., 2007b; Chan et al., 2009; Kautzman et al., 2010; Li et al., 2016; Al-Naiema and Stone, 2017; Li et al., 2017b; Schwantes et al., 2017). Therefore, in order to examine how SOA is affected by variations in oxidation mechanisms, chamber-derived aromatic oxidation pathways are applied to VOC\textsubscript{ANT/BB}. This section outlines how the chamber-derived aromatic oxidation pathway, postulated by Ng et al. (2007b), is applied to the mechanistic description of SOA production from VOC\textsubscript{ANT/BB} within UKCA.
Figure 4.1 - Formation of lower volatility vapours from toluene photooxidation, as described in Ng et al. (2007b). Note, this figure is also presented in Chapter 1, but replicated here for clarity.

Figure 4.1 shows a mechanistic description of SOA production from toluene, accounting for the influence of NOx on SOA production, adapted from Ng et al. (2007b). Briefly, toluene undergoes oxidation by OH, followed by addition of oxygen and isomerisation, to form a bicyclic peroxy radical, RO₂. The bicyclic peroxy radical undergoes competitive reactions with hydroperoxyl radical (HO₂) and NO. The HO₂ pathway forms non-volatile products, whereas products of the NO pathway are semi-volatile. Although Figure 4.1 shows a mechanistic description of toluene oxidation, the oxidation of other methylated aromatic compounds will also follow a similar pathway. This mechanism for aromatic oxidation, as shown in Figure 4.1, was applied to VOCANT/BB oxidation. The rate determining step in Figure 4.1 is the initial oxidation by OH and, therefore, the mechanism can be simplified as shown below:
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\[ \text{VOC} + [\cdot] \xrightarrow{k_{\text{VOC}+\text{OH}}} \text{RO}_2 \xrightarrow{k_{\text{RO}_2+\text{HO}_2}} \alpha_{\text{RO}_2+\text{HO}_2} \text{SOG} \rightarrow \text{SOA} \]

\[ \xrightarrow{k_{\text{RO}_2+\text{NO}}} \alpha_{\text{RO}_2+\text{NO}} \text{SOG} \rightarrow \text{SOA} \] (E4.2)

where VOC represents VOC\textsubscript{ANT/BB}, \( k_{\text{VOC}+\text{OH}} \) represents the rate constant for aromatic oxidation by OH, \( \text{RO}_2 \) represents the bicyclic peroxy radical, \( k_{\text{RO}_2+\text{HO}_2} \) and \( \alpha_{\text{RO}_2+\text{HO}_2} \) represent the rate constant and the stoichiometric coefficient for the \( \text{RO}_2+\text{HO}_2 \) reaction, respectively, and \( k_{\text{RO}_2+\text{NO}} \) and \( \alpha_{\text{RO}_2+\text{NO}} \) represent the rate constant and the stoichiometric coefficient for the \( \text{RO}_2+\text{NO} \) reaction, respectively. Within the model, the difference in volatility distribution between the products of the \( \text{RO}_2 \) reactions are controlled by the stoichiometric coefficients \( (\alpha_{\text{RO}_2+\text{HO}_2} \text{ and } \alpha_{\text{RO}_2+\text{NO}}) \). Note, this reaction mechanism is analogous to E1.3.

Previous modelling studies use a similar method to treat SOA production via the \( \text{RO}_2+\text{HO}_2 \) pathway. Assuming that the products from oxidation of explicit aromatic compounds are non-volatile, Henze et al. (2008) uses a stoichiometric yield of around 18 %. Using IVOC emissions based on naphthalene, Pye and Seinfeld (2010) uses a stoichiometric coefficient of 73 %. However, both Henze et al. (2008) and Pye and Seinfeld (2010) treat products from the \( \text{RO}_2+\text{NO} \) pathway as semi-volatile, with stoichiometric yields ranging from 2 to 107 %, and equilibrium partitioning coefficients ranging from 0.0037 to 3.3150 m\(^3\) µg\(^{-1}\). The reaction kinetics for aromatic oxidation used here are shown in Table 4.1.

### 4.2.4 Model simulations

In this chapter, 10 simulations are performed to explore the influence of hydrocarbon deposition and oxidation mechanisms on SOA, and are described in Table 4.3. The duration of all simulations is two years, spanning
from 1999 to 2000. The first year is discarded as spin-up, and analysis was performed on the second year - 2000.

Firstly, a control simulation was conducted, where the oxidation of all parent hydrocarbons (isoprene, monoterpenes, VOC\textsubscript{ANT} and VOC\textsubscript{BB}) followed E4.1 and no SOA precursors were lost by wet or dry deposition processes. Next, the influence of VOC deposition on SOA is explored. To begin with, precursors were assumed to have low surface resistances (Low; Table 4.2), thus, testing the upper limit for precursor dry deposition (Dry\_High; Table 4.3). Next, the strength of precursor surface resistance is increased (High; Table 4.2), testing the lower limit for deposition rates (Dry\_Low; Table 4.3). Next, SOA precursors were treated as soluble and were, therefore, included in the wet deposition scheme. As with dry removal, the upper and lower limits of precursor wet deposition are tested by carrying out two simulations, one with a higher solubility (Wet\_High), and one with a lower solubility (Wet\_Low). An additional simulation is conducted to test whether the effects of precursor dry and wet deposition on SOA are additive (Dry\_H\_Wet\_L). Note, for this simulation, dry and wet deposition are included with low surface resistances (Low; Table 4.2) and low solubility. Alternative combinations of surface resistances and solubility could have been used to quantify the combined influence of precursor dry and wet deposition on SOA.

Next, the influence of VOC oxidation mechanisms on SOA is explored by modifying the mechanistic description of SOA production from anthropogenic and biomass burning VOCs. As discussed in Section 4.1, oxidation mechanisms within SOA schemes vary substantially. Therefore, in this section, where necessary, changes to VOC\textsubscript{ANT/BB} oxidation were made in a step-wise fashion, in order to isolate the effects of individual changes.

Firstly, the combined effects of the use of a reactive aromatic compound (naphthalene) and introducing a reaction intermediate (RO\textsubscript{2}) are explored in the Multi\_nap simulation, where VOC\textsubscript{ANT/BB} follows E4.2. In this
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simulation, stoichiometric reaction yields of 13 % are applied to both RO$_2$ oxidative pathways, which is identical to the reaction yield applied to simulations following the single-step mechanism (E4.1). The effects of changes to parent VOC$_{ANT/BB}$ reactivity, the chemical fate of the new reaction intermediate, and SOA production from this intermediate are discussed separately, in Sections 4.4.1.1, 4.4.1.2, and 4.4.1.3, respectively.

Next, the influence of accounting for the difference in volatility distribution of products between the peroxy radical pathways is accounted for in a further model experiment (Multi_nap_yield), which is discussed in Section 4.4.1.4. This is achieved by increasing the SOA yield from 13 to 66 % for the HO$_2$ pathway, whilst leaving the reaction yield for the NO pathway unchanged at 13 %. A stoichiometric yield of 66 % is selected as this allows quantification of the theoretical upper limit of SOA production from this pathway. RO$_2$ and SOG have differing relative molecular masses. Consequently, a stoichiometric yield of 66 % corresponds to a mass yield of 100 %. Therefore, 66 % is the highest stoichiometric yield that ensures conservation of mass without the addition of other atoms, such as oxygen.

The influence of parent hydrocarbon reactivity is then explored, whilst maintaining identical reaction mechanisms and yields (Section 4.4.1.5). In this simulation, VOC$_{ANT/BB}$ adopts the reactivity of toluene (Multi_tol_yield) and benzene (Multi_benz_yield) (Table 4.3). Note, for the simulations investigating the influence of oxidation mechanisms on SOA, isoprene and monoterpene oxidation is unchanged. The emissions of all SOA precursors (isoprene, monoterpene, and VOC$_{ANT/BB}$) are identical in all the simulations.
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Table 4.3 Simulations conducted in this study. Surface resistances, Low and High, are shown in Table 4.2. For both surface resistances and Heff, all SOA precursors are assumed to have identical parameters. The oxidation mechanism for isoprene and monoterpene follows Eq (8) in all simulations. Emissions for all SOA precursors are identical across all simulations.

<table>
<thead>
<tr>
<th>Surface resistance profile</th>
<th>H_{\text{se}} [M atm^{-1}]</th>
<th>VOC_{\text{ANT88}} oxidation mechanism</th>
<th>k_{\text{VOC_{ANT88}+OH(298 K)}} [10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}]</th>
<th>\sigma_{\text{RO}+\text{HO}} [%]</th>
<th>\sigma_{\text{RO}+\text{NO}} [%]</th>
<th>Global annual total SOA production [Tg (SOA) a^{-1}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>-</td>
<td>Eq (8)</td>
<td>52.87</td>
<td>-</td>
<td>-</td>
<td>75</td>
</tr>
<tr>
<td>Dry_High</td>
<td>Weak</td>
<td>-</td>
<td>Eq (8)</td>
<td>52.87</td>
<td>-</td>
<td>51</td>
</tr>
<tr>
<td>Dry_Low</td>
<td>Strong</td>
<td>-</td>
<td>Eq (8)</td>
<td>52.87</td>
<td>-</td>
<td>73</td>
</tr>
<tr>
<td>Wet_Low</td>
<td>-</td>
<td>Eq (8)</td>
<td>10^{5}</td>
<td>52.87</td>
<td>-</td>
<td>63</td>
</tr>
<tr>
<td>Wet_High</td>
<td>-</td>
<td>Eq (8)</td>
<td>10^{5}</td>
<td>52.87</td>
<td>-</td>
<td>62</td>
</tr>
<tr>
<td>Dry_H_WetL</td>
<td>Week</td>
<td>Eq (8)</td>
<td>10^{5}</td>
<td>52.87</td>
<td>-</td>
<td>47</td>
</tr>
<tr>
<td>Multi_nap</td>
<td>Week</td>
<td>Eq (9)</td>
<td>10^{5}</td>
<td>23.32</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Multi_nap_yield</td>
<td>Week</td>
<td>Eq (9)</td>
<td>10^{5}</td>
<td>23.32</td>
<td>66</td>
<td>13</td>
</tr>
<tr>
<td>Multi_tol_yield</td>
<td>Week</td>
<td>Eq (9)</td>
<td>10^{5}</td>
<td>5.66</td>
<td>66</td>
<td>13</td>
</tr>
<tr>
<td>Multi_benz_yield</td>
<td>Week</td>
<td>Eq (9)</td>
<td>10^{5}</td>
<td>1.22</td>
<td>66</td>
<td>13</td>
</tr>
</tbody>
</table>

4.3 Influence of precursor deposition on the SOA lifecycle

In this section, the influence of VOC deposition (Section 4.2.2) on simulated SOA is quantified. Next, the influence of VOC deposition on model agreement with observations is evaluated.
4.3.1 Simulated SOA budget and concentrations

When precursor deposition is neglected from the model, the simulated global annual-total SOA production rate is 75 Tg (SOA) a\(^{-1}\) (Control; Table 4.3). The inclusion of VOC dry deposition with high surface resistances (High; Table 4.2) reduces the global annual-total SOA production rate by only 2 Tg (SOA) a\(^{-1}\) (2 %) (Dry_Low; Table 4.3). However, the rate of VOC dry deposition is highly sensitive to the value of surface resistance. The inclusion of VOC dry deposition with lower surface resistances (Low; Table 4.2) reduces the global annual-total SOA production rate by 24 Tg (SOA) a\(^{-1}\) (32 %) (Dry_High; Table 4.3). Therefore, inclusion of precursor dry deposition reduces the global annual-total SOA production rate by 2-24 Tg (SOA) a\(^{-1}\), or 2-32 %, with this range reflecting uncertainties in surface resistances (Table 4.3).

Wet removal also has a substantial impact on SOA. For example, under the assumption of an effective Henry’s coefficient of 10\(^{5}\) M atm\(^{-1}\), wet deposition reduces the global annual-total SOA production rate by 12 Tg (SOA) a\(^{-1}\) (15 %) compared to when no precursors undergo deposition (Wet_Low; Table 43). However, as discussed in Section 4.1, H\(_{\text{eff}}\) has been calculated to range from 10\(^{5}\) to 10\(^{9}\) M atm\(^{-1}\) for VOC precursors of SOA from different sources (Hodzic et al., 2014). In this study, when H\(_{\text{eff}}\) of SOA precursors is increased to 10\(^{9}\) M atm\(^{-1}\), wet removal reduces the global annual-total SOA production rate by only 13 Tg (SOA) a\(^{-1}\) (17 %) (Wet_High; Table 4.3). Therefore, the influence of precursor wet deposition on SOA is rather insensitive to uncertainties in the range of effective Henry’s coefficients.

Generally, global (Hodzic et al., 2016) and regional (Bessagnet et al., 2010; Knote et al., 2015) scale modelling studies suggest that dry deposition of precursor dominates over wet deposition. Therefore, for subsequent
simulations, where both dry and wet removal were included in the model (DryH_WetL), surface resistances corresponding to Dry_High, which had the largest impact on global SOA production, were used, along with $H_{eff}$ of $10^{5}$ M atm$^{-1}$ (Wet_Low). The influence of dry and wet deposition of precursors on the global SOA budget are not additive. The combination of dry and wet deposition of VOCs reduces the global annual-total SOA production rate by 28 Tg (SOA) a$^{-1}$ (37 %) (DryH_WetL; Table 4.3). Overall, deposition of SOA precursors has a substantial impact on the global SOA budget, with the global annual-total SOA production rate from all VOC source ranging from 47 to 74 Tg (SOA) a$^{-1}$, with the range reflecting uncertainties in precursor deposition (Table 4.3).

Figure 4.2 shows the sensitivity of annual-average surface SOA concentrations to precursor deposition. The spatial distribution of SOA closely reflects the location of biogenic, anthropogenic and biomass burning emissions, as noted previously (Kelly et al. 2018). Over India, extremely high anthropogenic emissions combine with moderate biogenic emissions to result in annual-average surface SOA concentrations reaching up to 17 µg (SOA) m$^{-3}$ (Figure 4.2 a). Over tropical forest regions of South America and Africa, biogenic and biomass burning emissions are extremely high, resulting in annual-average surface SOA concentrations ranging from 2 to 10 µg (SOA) m$^{-3}$ (Figure 4.3 a). Over Europe and North America, moderate emissions from anthropogenic and biogenic sources generate annual-average surface SOA concentrations in the range of 0.3 – 6 µg (SOA) m$^{-3}$ (Figure 4.2 a).
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Figure 4.2 - Annual-average surface SOA concentrations for a) Control, and b) DryH_WetL simulations, and absolute and percentage differences in annual-average surface SOA concentrations for (c - d) DryH_WetL, (e - f) Wet_Low, and (g - i) Dry_High simulations relative to the Control.
Over India and tropical forest regions of South America and Africa, including VOC dry deposition reduces annual-average surface SOA concentrations by 1.5 to 5 μg (SOA) m\(^{-3}\) (Figure 4.2 e), corresponding to reductions of 15 to 50 % (Figure 4.2 f). Over these same regions, inclusion of precursor wet deposition reduces annual-average surface SOA concentrations by 0.5 to 1.5 μg (SOA) m\(^{-3}\) (Figure 4.2 g), corresponding to reductions of 5 – 10 % (Figure 4.2 h). Over North America, annual-average surface SOA concentrations are reduced by 0.3 – 1.5 μg (SOA) m\(^{-3}\) when precursor dry removal is included (Figure 4.2 e), corresponding to a reduction of around 20 to 35 % (Figure 4.2 f). Over Europe, dry deposition lowers annual-average surface SOA concentrations by around 0.2 μg (SOA) m\(^{-3}\) (25 – 40 %, Figures 4.2 e, f). Over both North America and Europe, the inclusion of wet deposition reduces annual average surface SOA concentrations by less than 0.2 μg (SOA) m\(^{-3}\) (Figure 3 g), but this corresponds to reductions of 20 to 35 % (Figure 4.2 h).

Until now, the impacts of precursor deposition on SOA concentrations have only been quantified over Europe (Bessagnet et al., 2010) and North America (Knote et al., 2015). The sensitivity of SOA to precursor dry removal is in broad agreement with Bessagnet et al. (2010), who estimates that precursor dry deposition reduces July-average surface SOA concentrations by 20 – 40 % over Europe, compared to 25 - 35 % for the same period in our study. Also, Knote et al. (2015) estimates that precursor dry deposition reduces annual-average surface SOA concentrations by 46 % over North America, compared to up to 20 - 35 % in our study. The modelled sensitivity of SOA concentrations to wet deposition in this study is in relatively good agreement with Knote et al. (2015), who estimates a 10 % reduction in annual-average surface SOA concentrations over North America when precursor wet deposition is included, which agrees with the 5 - 15 % reduction found here.
When dry and wet removal of VOC precursors are both included, SOA concentrations are substantially lower. However, as noted before, the effects of these removal processes do not add linearly. Inclusion of both dry and wet deposition of SOA precursors reduces annual-average surface SOA concentrations by 25 – 40 % over most continental regions (Figure 3 d), with maximum reductions of 5 µg (SOA) m$^{-3}$ over India (Figure 4.2 c).

The lifetime of SOA precursors with respect to both oxidation and deposition is small. Hence, SOA precursors undergo very little transport before removal. Therefore, dry and wet deposition rates of VOCs are largest over terrestrial environments, where they are released.

### 4.3.2 Comparison of simulated and observed OA concentrations

In this section, the influence of SOA precursor deposition on model agreement with observations is quantified. First, simulated SOA and OA concentrations are evaluated against surface observations in the northern hemisphere (NH) and southern hemisphere (SH), respectively. Next, vertical profiles of simulated OA concentrations are compared against aircraft observations.

Figure 4.3 shows SOA concentrations for the simulations described in Table 4.2, compared to observed surface SOA concentrations across the NH mid-latitudes (Figure 2.3; Chapter 2). When deposition of SOA precursors is omitted from the model, simulated SOA concentrations are substantially lower than observed, with a normalised mean bias (NMB) of -50 % (Figure 4.3 a). The model negative bias is present for each site-environment type but most evident in urban environments. For several sites in urban environments, observed SOA concentrations exceed simulated SOA concentrations by
greater than a factor of 10 (Figure 4.3 a – red triangles). The model negative bias is also consistent regionally. Without SOA precursor deposition, the NMB for Europe, North America and Asia is -50, -37 and -62 %, respectively.

Figure 4.3 - Simulated versus observed surface SOA concentrations (µg m⁻³) for a) Control, b) Dry_High, c) Wet_Low and d) DryH_WetL simulations, described in Table 4.3. Observations, originally compiled by Zhang et al. (2007), for the time period 2000-2010, are classified by site type - urban (blue), urban downwind (green) or remote (red), and continent – Asia (squares), North America (circles) and Europe (triangles). Observed oxygenated-OA is assumed to be comparable to simulated SOA. The 1:1 (solid), 1:2 and 2:1 (dashed), and 1:10 and 10:1 (dotted) lines are indicated. Numerical values in the bottom right of each panel indicate the normalised mean bias (%).

The model negative bias with respect to observed SOA concentrations is common among global models (Tsigaridis et al., 2014). For several
modelling studies, the negative bias is primarily attributed to either underestimated reaction yields, underestimated emissions, and/or missing emissions sources. Hodzic et al. (2016) partially attributes the model negative bias with respect to observations to laboratory-derived SOA yields which do not account for wall losses. Other studies highlight VOC emission uncertainties such as underestimates in inventories (Li et al. (2017a), or the absence of semi- and intermediate-volatility organic compounds (S/IVOCs) which can contribute to SOA (Pye and Seinfeld, 2010).

Inclusion of precursor deposition further reduces model agreement with observations. As discussed in Section 4.3.1, including VOC dry deposition reduces the global annual-total SOA production rate by 32 % (24 Tg (SOA) a\(^{-1}\)), whereas including VOC wet deposition reduces SOA production by 15 % (12 Tg (SOA) a\(^{-1}\)) (Table 4.3). Therefore, the model negative bias is larger when including dry deposition (NMB = -64 %; Figure 4.3 b) compared to that when including wet deposition (NMB = -54 %; Figure 4.3 c). However, as the effects of VOC precursor dry and wet removal on simulated SOA are not additive, model performance is not substantially worse when both wet and dry deposition are considered (NMB = -66 %; Figure 4.3 d). When the measurement sites are categorised by region, with both dry and wet removal included, the NMB across Europe, North America and Asia is -66, -53 and -77 %, respectively.

Observed and simulated OA are shown in Figure 4.4 for two sites in the tropics and SH, over Manaus (Brazil) and Welgegund (South Africa). Without precursor deposition, simulated SOA is overestimated compared to observed OA over Manaus (Brazil) (Figure 4.4 a), but underestimated over Welgegund (South Africa) (Figure 4.4 b). Therefore, inclusion of precursor deposition improves model performance over Manaus (Brazil) (Figure 4.4 a), but not over Welgegund (South Africa) (Figure 4.4 b). However, the scarcity of observations in the tropics and the SH result in difficulty in drawing robust
conclusions on the influence of precursor deposition on model agreement with observations in this region.

Figure 4.4 – Simulated and observed OA surface concentrations (µg m⁻³) over remote sites in the SH, a) Manaus (Brazil), and b) Welgegund (South Africa). Bars indicate OA concentrations from observed (pink), and simulated from the Control (black), Dry_High (grey), Wet_Low (blue), DryH_WetL (purple), Multi_nap (green), Multi_nap_yield (red), Multi_tol_yield (yellow), and Multi_benz_yield (brown) simulations, described in Table 4.3. For Welgegund, both observed and simulated monthly mean OA concentrations span an entire year. The standard deviations across this year, based on the monthly-mean data, are indicated in blue. For Manaus however, the measurements of OA only span one month, hence, no standard deviation is shown for this site.

Figure 4.5 shows the simulated OA vertical profiles against the AMS aircraft measurements. Without precursor deposition, model negative biases are again evident and are largest in polluted and biomass burning influenced regions in the NH. For example, over Europe (AIDENT, ADRIEX and EUCAARI) and North America (ARCTAS-A, ARCTAS-B and ARCTAS-CARB), OA concentrations are underestimated by 71% (ARCTAS-CARB; Figure 4.5 j) to 97% (ARCTAS-B; Figure 4.5 h) when considering all altitudes. When VOC precursors of SOA do not undergo deposition, over Western Africa, simulated OA concentrations are in good agreement between 0 and 3 km (Figure 4.5 k). However, above 3 km, model and simulated OA concentrations begin to deviate, with observed OA increasing
with altitude, but modelled OA decreasing with altitude (Figure 4.5 k). When considering all altitudes of the AMMA campaign, modelled and measured OA concentrations are in fairly good agreement, with a NMB of -53 % (Figure 4.5 k).

Over North America and Europe, including precursor deposition slightly worsens the model negative bias. When both precursor dry and wet deposition are included, the model underestimates observed OA concentrations by 75% (ARCTAS-CARB; Figure 4.5 j) to 98 % (ARCTAS-B; Figure 4.5 h). Over West Africa, when VOC precursors of SOA undergo deposition, the model underestimates observed OA concentrations by 61 % (Figure 4.5 k).

Compared to other environments, in remote regions, model agreement with observations is relatively good, and the inclusion of precursor deposition results in both improvements and degradations in model biases in simulated OA compared to observations. Without SOA precursor deposition, simulated OA levels in VOCALS and ITOP-UK, similar to the pollution and biomass burning influenced regions, are much lower compared to observed OA (NMB = -22 and -78 %; Figure 4.5 a and g, respectively). Therefore, inclusion of precursor deposition further reduces model agreement with observations (NMB = -49 and -91 %; Figure 4.5 a and g, respectively). In contrast, for the TROMPEX and OP3 campaigns, when precursor deposition is neglected, simulated OA is higher than observed (NMB = 25 and 5 %; Figure 4.5 b and c, respectively). Inclusion of precursor deposition at these locations changes the model positive bias into a negative bias (NMB = -23 and -22 %; Figure 4.5 b and c, respectively). For all aircraft campaigns conducted in remote environments, generally, simulated OA lies within one standard deviation of the observed concentration, irrespective of whether deposition of precursors is considered or not.
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Figure 4.5 – Mean vertical profile of OA (µg m⁻³) from 11 field campaigns (pink) with monthly mean modelled OA from UKCA for the simulations described in Table 4.3. The standard deviation of the binned observations at each model layer is shown (peach envelope). For each campaign, the normalised mean bias (%) for each simulation is also included in the top right of each panel.
Overall, the inclusion of precursor deposition influences model agreement with observations somewhat. In particular, inclusion of precursor deposition worsens model negative biases with respect to observations in the NH mid-latitudes. However, differences between simulated OA concentrations from these simulations is substantially less than the difference between simulated and observed OA. These results highlight that variations in VOC deposition contribute to considerable uncertainty in both the global SOA budget and have some impact on model agreement with observations.

4.4 The influence of aromatic oxidation mechanisms on SOA

In this section, the sensitivity of SOA to hydrocarbon oxidation mechanisms is quantified. Here, oxidation mechanisms for anthropogenic and biomass burning VOCs are modified as described in Section 4.2.3. To begin with, the influence of anthropogenic and biomass burning VOC oxidation mechanisms on simulated SOA is explored. Next, the impact on model agreement with observations is evaluated. In all simulations, deposition of SOA precursors is included (Table 4.3), emissions of all SOA precursors are held constant, and the mechanistic description describing the oxidation of biogenic SOA precursors (monoterpene and isoprene) is held fixed, following E4.1.

4.4.1 Simulated SOA budget and concentrations

Firstly, the single-step oxidation mechanism of VOC\textsubscript{ANT/BB} with reactivity based on \( \alpha \)-pinene and a fixed reaction yield of 13 % is described (DryH\_WetL). The global annual-total reaction fluxes and SOA production
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rates from anthropogenic and biomass burning hydrocarbons are shown in Figure 4.6. As described in Section 4.2.4, the global annual-total VOC\textsubscript{ANT/BB} emission rate is 176 (VOC\textsubscript{ANT/BB}) a\textsuperscript{-1}, which is held fixed across all simulations. In this case, the global annual-total VOC\textsubscript{ANT/BB} oxidation rate by OH is 94 Tg (VOC) a\textsuperscript{-1} (DryH\_WetL; Figure 4.6). The remaining 82 Tg (VOC) a\textsuperscript{-1} undergoes deposition (not shown). For this single-step mechanism, oxidation of the emitted parent hydrocarbon directly forms the non-volatile product, SOG, which condenses almost immediately. A fixed reaction yield of 13 % is assumed, resulting in a global annual-total SOA production rate of 18.4 Tg (SOA) a\textsuperscript{-1} (Figure 4.6). Note, due to differences in relative molecular masses for VOC\textsubscript{ANT/BB} and SOG, the stoichiometric yield is not equivalent to the mass yield. Expressed as a fraction of emitted parent VOC (176 Tg (VOC) a\textsuperscript{-1}), the overall yield of SOA production from anthropogenic and biomass burning VOCs (18.4 Tg (SOA) a\textsuperscript{-1}) is around 10 %.

Figure 4.6 – Global annual-total reaction fluxes and total SOA production rate from anthropogenic and biomass burning hydrocarbons, for the simulations described in Table 4.3. The global annual-total VOC\textsubscript{ANT/BB} emission rate, of 176 (VOC\textsubscript{ANT/BB}) a\textsuperscript{-1}, is identical across all simulations.
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The combination of a single step oxidation mechanism and the assumption of a relatively reactive parent hydrocarbon results in rapid production of SOA. Figure 4.7 shows the spatial distributions of annual-total surface VOC\textsubscript{ANT/BB} emissions, annual-average surface OH concentrations, annual-total vertically integrated VOC\textsubscript{ANT/BB}+OH oxidation rates, and the resulting SOA production rates. As expected, the spatial distributions of VOC\textsubscript{ANT/BB} emissions mainly reflect anthropogenic activity. Over high emissions regions, OH concentrations are also relatively high. Over India, China, Europe and North America, annual-average OH concentrations are in the range of $32 \text{–} 130 \times 10^{-3}$ ppt(v) (Figure 4.7 b). Therefore, for most major VOC\textsubscript{ANT/BB} emissions source regions, OH availability is high, resulting in rapid oxidation; reaction fluxes of VOC\textsubscript{ANT/BB}+OH peak very close to emissions sources (c.f. Figure 4.7 a, c). However, uncertainty in simulated OH concentrations will be translated into uncertainty in SOA production. OH is the principal oxidising agent of the atmosphere. Therefore, in order to successfully model OH, many other species (e.g. methane) also need to be modelled correctly (Lelieveld et al., 2016). Due to its very short lifetime (~seconds) and low concentrations, OH is difficult to measure (Stone et al., 2012). Therefore, the scarcity of observations results in difficulty in constraining simulated OH concentrations in a global model.
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Figure 4.7 – Global distributions of a) the annual-total VOC<sub>ANT/BB</sub> emission rate (ng (VOC<sub>ANT/BB</sub> m<sup>-2</sup> s<sup>-1</sup>), b) the annual mean surface OH concentrations (ppq(v)), c) the annual-total vertically integrated VOC<sub>ANT/BB</sub> oxidation rate by OH (Tg a<sup>-1</sup>), and d) the corresponding annual-total SOA production rate (Tg a<sup>-1</sup>), when SOA precursor deposition and a single oxidation step with a yield of 13 % is applied (DryH_WetL; Table 4.3).

Also, as shown in E4.1, oxidation of the parent VOC results in immediate production of the condensing species, SOG. Hence, not only do parent VOCs undergo rapid oxidation, but the product of this reaction is in the form of condensable organic vapours. Therefore, this combination of high parent VOC reactivity with few reaction steps results in extremely localised SOA production from anthropogenic and biomass burning emissions. This is in contrast to other global modelling studies, which predict more regionally distributed SOA production (Pye and Seinfeld, 2010; Tsimpidi et al., 2016).
Differences in the geographical extent to which SOA production occurs may be attributed to precursor reactivity and the number of reaction intermediates. For example, here, the parent hydrocarbon is a VOC, with a rate constant of $52.9 \times 10^{-12} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}$ at 298 K (Table 4.1), forming SOA in a single-step reaction mechanism. Hence, local SOA production is simulated (Figure 8 d). Conversely, SOA production is more regionally distributed when treated from S/IVOC multigenerational chemistry, where the parent hydrocarbon and oxidation products all react relatively slowly (Tsimpidi et al., 2016). High observed OA concentrations over remote regions (Boreddy et al., 2015; Boreddy et al., 2016) provide evidence for the slow and sustained mechanistic description of SOA production from S/IVOCs (Tsimpidi et al., 2016). High observed OA concentrations within industrialised emissions source regions (Zhang et al., 2007) support the fast mechanistic description of SOA production from VOCs simulated here.

To summarise, the combination of fast reactivity and a single step oxidation mechanism favours extremely localised SOA production, with parent VOCs undergoing rapid oxidation and subsequent condensation close to source.

In the following sub-sections, SOA formation mechanisms are altered, including increases to the number of reactions steps, accounting for the influence of oxidants on SOA yields, and reducing the chemical reactivity of the parent VOC (E4.2; Section 2.4.2). This begins with an evaluation of the multigenerational mechanism with reactivity based on naphthalene (Multi_nap), and how this mechanism compares to the single-step oxidation mechanism with reactivity based on $\alpha$-pinene (DryH_WetL). For this comparison, the individual effects of reduced parent VOC reactivity, introduction of the reaction intermediate, and SOA production from the reaction intermediate, are evaluated separately in Sections 4.1.1.1 to 4.1.1.3. Next, the effects of accounting for the difference in volatility between RO$_2$ oxidation products is evaluated (Multi_nap_yield) in Section 4.1.1.4. Finally,
less reactive parent hydrocarbons are explored in Section 4.1.1.5 (Multi_tol_yield and Multi_benz_yield).

4.4.1.1 Initial OH oxidation of parent hydrocarbon

Production of SOA from anthropogenic and biomass burning hydrocarbons is modified in the following sub-sections to follow the multigenerational mechanism of E4.2. Naphthalene, the most reactive aromatic VOC considered in this study, is first selected (section 4.2.3), with identical reaction yields applied to both RO\(_2\) pathways (Multi_nap simulation; Table 4.3).

The initial reaction of VOC\(_{\text{ANT/BB}}\) with OH is compared to that of a single oxidation reaction step (DryH_WetL; Table 4.3). At 298 K, the rate constants for \(\alpha\)-pinene and naphthalene oxidation by OH are 52.9 and 23.3 \(\times 10^{-12}\) cm\(^3\) molecule\(^{-1}\) s\(^{-1}\), respectively (Table 4.1). The global annual-total VOC\(_{\text{ANT/BB}}\) oxidation rate reduces by 3 Tg (VOC) a\(^{-1}\) (or 3 %), from 94 Tg (VOC) a\(^{-1}\) using the reactivity of \(\alpha\)-pinene, to 91 Tg (VOC) a\(^{-1}\) using the reactivity of naphthalene (Figure 4.6). Therefore, the global VOC\(_{\text{ANT/BB}}\) oxidation rate is relatively insensitive to a \(~50\ %\) reduction in reactivity. When applying a 13 % stoichiometric yield to this reaction sequence (Table 3), this reduction in parent VOC oxidation rate contributes to a marginal change in the global annual-total SOA production rate (0.6 Tg (SOA) a\(^{-1}\)).

The response of regional VOC oxidation rates to a \(~50\ %\) reduction in the reactivity vary in both magnitude and sign. Figure 4.8 shows the difference in annual-total vertically integrated VOC\(_{\text{ANT/BB}}\) oxidation rates for all the multigenerational oxidation mechanism simulations in Table 4.3, relative to the single oxidation pathway with reactivity based on \(\alpha\)-pinene (DryH_WetL; Table 4.3). Reduced chemical reactivity lowers oxidation rates
within emission source regions. For example, over India and parts of Africa, annual-total VOC$_{\text{ANT/BB}}$ oxidation rates reduce by up to 0.05 Mg (VOC$_{\text{ANT/BB}}$) m$^{-2}$ a$^{-1}$ (Figure 4.8 a); these changes in annual-total VOC$_{\text{ANT/BB}}$ oxidation rates within emissions source regions correspond to reductions between 10 and 30 % (not shown). By contrast, downwind of many emissions source regions, the lower reactivity acts to enhance VOC$_{\text{ANT/BB}}$ oxidation rates. For example, over the Arabian Sea, over Southeast China, off the coast of Nigeria, and over the southeast USA, annual-total VOC$_{\text{ANT/BB}}$ oxidation rates increase by 0.01 - 1Mg (VOC$_{\text{ANT/BB}}$) m$^{-2}$ a$^{-1}$ in response to a ~50 % reduction in parent VOC reactivity (Figure 4.8 a). These changes in annual-total VOC$_{\text{ANT/BB}}$ oxidation rates downwind of emissions source regions correspond to reductions which exceed 60 % (not shown). As discussed in Section 4.4.1, adoption of the reactivity of α-pinene for the VOC$_{\text{ANT/BB}}$+OH reaction results in peak VOC oxidation rates at emission source, with VOCs undergoing very little transport (Figure 4.7 c). Therefore, by reducing the reactivity by ~50 %, fewer VOC$_{\text{ANT/BB}}$ are oxidised at source but transport of VOC$_{\text{ANT/BB}}$ away from source is promoted.
4.4.1.2 Chemical fate of the new reaction intermediate, \( \text{RO}_2 \)

With a multi-generational pathway, oxidation of the parent VOC forms a new reaction intermediate, the peroxo radical \( \text{RO}_2 \). In this case, \( \text{VOC}_{\text{ANT/BB}} \) oxidation results in a global annual-total peroxy radical production rate of 91 Tg (\( \text{RO}_2 \)) a\(^{-1}\) (Multi_nap simulation; Figure 4.6). Introduction of this new
reaction intermediate has the potential to either reduce and/or delay SOA production, depending on assumptions regarding the strength of deposition and chemical reactivity of this intermediate. For example, SOA production would be reduced if the peroxy radical undergoes significant deposition, which is dependent on deposition parameters such as surface resistances and solubility (section 4.2.2). Additionally, SOA production could be reduced or delayed if the chemical removal of RO₂ is slow. The influence of introducing the peroxy radical as a reaction intermediate is therefore predetermined by assumptions in deposition parameters and reaction kinetics. In all simulations, RO₂ is assumed to have identical solubility and surface resistances to all other SOA precursors, Hₜeff = 10⁵ M atm⁻¹ and ‘Low’ surface resistances (Table 4.2). At 298 K, the rate constants for RO₂ oxidation by HO₂ and NO, taken from Atkinson and Arey (2003), are 14.8 and 8.5 x10⁻¹² cm³ molecule⁻¹ s⁻¹, respectively (Table 4.1). Consequently, of the 91 Tg of RO₂ generated annually, oxidation by NO and HO₂ removes 57 and 34 Tg (RO₂) a⁻¹, respectively (Multi_nap_yield; Figure 4.6). Deposition of RO₂ is inconsequential at 0.1 Tg (RO₂) a⁻¹ (not shown). This extremely low deposition rate is because the chemical removal of the peroxy radical is extremely fast. The global annual-average lifetime of RO₂ with respect to oxidation is ~1 day, which is relatively short in comparison to atmospheric transport timescales. Therefore, due to marginal deposition and fast oxidation, introduction of the peroxy radical reaction intermediate will probably have no effect on either the SOA production rate or the geographical distribution of SOA production, which are both quantified in the following section (4.4.1.3).

Chemical removal of the peroxy radical via the two oxidative pathways is an important factor in governing the strength of SOA production, as discussed later in (Sections 4.4.1.3 onwards). RO₂ is chiefly removed by NO, as opposed to HO₂ radicals. This is demonstrated in Figure 4.9, which shows the relative contributions of the HO₂ and NO peroxy radical oxidative
pathways to the total chemical removal of $\text{RO}_2$ (top row) and to SOA production (bottom row). On a global and annual mean basis, removal by NO accounts for 62% of $\text{RO}_2$ chemical loss (Figure 4.9 a). Other global modelling studies which consider the peroxy radical as a reaction intermediate from aromatic compounds or IVOCs, also predict $\text{RO}_2$ removal to be dominated by NO. Henze et al. (2008) estimate that, for peroxy radicals generated from benzene, xylene and toluene, 61% react via the NO pathway. Peroxy radicals generated from IVOCs, with parent hydrocarbon reactivity based on naphthalene, 66% are consumed by NO (Pye and Seinfeld, 2010). These results suggest that the chemical fate of the peroxy radical is robust despite the likelihood of variations in precursor emissions and oxidant concentrations between this and the aforementioned studies.
The substantial preference for $\text{RO}_2$ radicals to react via the NO pathway instead of the HO$_2$ pathway can be attributed to differences in oxidant availability (i.e. concentrations) and in reaction rates. Note, in the UKCA model, HO$_2$ is assumed to undergo wet removal. Firstly, consider the difference in oxidant levels. Figure 4.10 shows the spatial distribution of annual-average surface concentrations of NO and HO$_2$, as well as the ratios NO/HO$_2$ and ($k_{\text{RO}_2+\text{NO}} \times \text{NO}$) / ($k_{\text{RO}_2+\text{HO}_2} \times \text{HO}_2$). NO is extremely spatially heterogeneous (Figure 4.10). Within the model, sources of NOx include the prescribed anthropogenic, biomass burning and soil emissions, as well as lightning-NOx which is calculated interactively. At the surface, the highest annual-average surface NO concentrations (1-23 ppb(v)) are simulated over industrialised and urban regions of North America, China and Europe, as well
as, over the Amazon and Congo regions (Figure 4.10 a). Over remote marine environments, away from anthropogenic and biomass burning sources, concentrations of NO are low (Figure 4.10 a). In contrast, concentrations of HO₂ are much lower and more evenly distributed across the surface (Figure 4.10). Over the majority of both continental and marine regions, annual-average surface HO₂ concentrations range between 2 and 23 ppt(v) (Figure 4.10 b). Therefore, over most environments, NO concentrations are far greater, with annual-average surface NO concentrations ranging from 10 (NO/HO₂ = 10⁰) to 10,000 (NO/HO₂ = 10⁴) times more than HO₂ (Figure 4.10 c). Only in the remote marine environments are HO₂ levels higher in absolute magnitude compared to NO, with simulated annual-average surface HO₂ concentrations reaching 10 times that of NO (NO/HO₂ = 10⁻¹; Figure 4.10 c). At higher levels, NO/HO₂ reduces, suggesting an increasing importance of the HO₂ pathway at higher altitudes. However, due to the fast chemical reactivity, the majority of SOA production occurs at the surface. For the majority of the atmosphere, the difference in the magnitudes of the oxidant concentrations favours the RO₂+NO pathway over the RO₂+HO₂ pathway.
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Figure 4.10 – Global distributions of annual-average (a) surface NO concentrations (ppb(v)), (b) surface HO$_2$ concentrations (ppt(v)), (c) the ratio of surface NO/HO$_2$, and (d) the ratio of surface \((k_{RO2+NO} \times NO)/(k_{RO2+HO2} \times HO2)\), where \(k\) represents the rate coefficient at 298 K. Note that the concentrations of the HO$_2$ radical are in units of ppt(v), whereas NO is in units of ppb(v).

Differences in reactivity of RO$_2$ with respect to the oxidants also affects the fate of this radical. At 298 K, the rate constant for RO$_2$+NO is $8.42 \times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$, almost half that of RO$_2$+HO$_2$ ($k(298 \text{ K}) = 14.7 \times 10^{-12}$ cm$^3$ molecule$^{-1}$ s$^{-1}$; Table 4.1). Therefore, the higher rate constant for oxidation by HO$_2$ in comparison to NO favours the RO$_2$+HO$_2$ pathway.

The ratio, \((k_{RO2+NO} \times NO)/(k_{RO2+HO2} \times HO2)\), combines the difference in rate constants together with differences in the ratio of oxidant concentrations, and ranges from $10^0$ to $10^4$ over most continental regions, but is as low as $10^{-2}$ over remote marine environments, such as the Pacific.
Ocean and South Atlantic Ocean (Figure 4.10 d). Hence, the net effect of differences in oxidant concentrations and rate constants is to favour peroxy radical removal via the NO oxidative pathway (Figure 4.9 a; Figure 4.10 d). This preference for the NO radical pathway is enhanced even further by considering the likelihood of RO$_2$ being co-located with NO. RO$_2$ is a second generation oxidation product of VOC$_{\text{ANT/BB}}$, which is released by anthropogenic and biomass burning sources. NO emissions are predominantly emitted from anthropogenic and biomass burning sources. Therefore, peroxy radicals are very likely to be formed in NO-rich environments, further favouring the probability of entering the RO$_2$+NO pathway. Furthermore, adoption of naphthalene reactivity for VOC$_{\text{ANT/BB}}$, which is still relatively high, prevents transport away from high-NO regions. Overall, peroxy radicals preferentially react via the NO pathway due to relatively higher NO concentrations than HO$_2$, despite the HO$_2$ pathway having a higher rate constant.

4.4.1.3 Production of SOA from new reaction intermediate, RO$_2$

For this multi-step reaction scheme with parent VOC reactivity based on naphthalene (Multi_nap), the initial oxidation and subsequent reaction of the intermediate were discussed in Sections 4.4.1.1 and 4.4.1.2, respectively. In this section, the production of SOA from this mechanism is examined. In this oxidation scheme, identical reaction yields of 13 % are applied for both the HO$_2$ and NO pathways. For the RO$_2$+NO reaction, a global annual-total reaction flux of 57 Tg (RO$_2$) a$^{-1}$ results in an SOA production rate of 11 Tg (SOA) a$^{-1}$ (Multi-nap; Figure 4.6). Similarly, for the RO$_2$+HO$_2$ pathway, a global annual-total reaction flux of 34 Tg (RO$_2$) a$^{-1}$ results in an SOA production rate of 7 Tg (SOA) a$^{-1}$ (Figure 4.6). Hence, the relative
contribution of the RO$_2$ oxidative pathways to SOA production is simply a reflection of the relative contribution of each pathway to RO$_2$ consumption. Therefore, the RO$_2$+NO pathway accounts for 62\% of the global annual-total RO$_2$ oxidation rate (Figure 4.9 a), and also accounts for 62\% of the annual-total SOA production rate from anthropogenic and biomass burning hydrocarbons (Figure 10 e). The sum of global annual-total SOA production from anthropogenic and biomass burning sources, from both oxidative pathways, is 17.8 Tg (SOA) a$^{-1}$ (Figure 7). This is just 0.6 Tg (SOA) a$^{-1}$ (or 3\%) less than the global annual-total SOA production rate when using a single-step oxidation mechanisms with reactivity based on $\alpha$-pinene (DryH_WetL; Figure 4.6). Note, this 0.6 Tg (SOA) a$^{-1}$ reduction in SOA production is solely due to the 3\% reduction in the VOC$_{ANT/BB}$ oxidation rate (Section 4.4.1.1). This therefore confirms that, due to the marginal deposition rate of RO$_2$, the introduction of the reaction intermediate has no effect on global SOA production.

The difference in annual-average surface SOA concentrations for the multigenerational oxidation mechanisms relative to the single step reaction with reactivity based on $\alpha$-pinene are shown in Figure 4.11. The effects of a ~50\% reduction in parent VOC reactivity in combination with the introduction of the reaction intermediate on regional annual-average surface SOA concentrations vary in both magnitude and sign but, generally, are small. These differences in SOA concentrations (Figure 4.11 a and b) closely resemble differences in parent VOC oxidation rates in response to the change in chemical reactivity (Figure 4.8 a). Over regions where reduced reactivity has lowered VOC$_{ANT/BB}$ oxidation rates, such as India and and industrialised parts of Africa (Figure 4.8 a), annual-average surface SOA concentrations have reduced by around 0.1 to 0.5 µg (SOA) m$^{-3}$ (Figure 4.11 a), corresponding to reductions of 5 – 20 \% (Figure 4.11 b). On the other hand, for some downwind regions, such as Northern India, Southeast China and Southeast USA, annual-average surface SOA concentrations increase.
by 0.1 – 4 µg (SOA) m$^{-3}$ (Figure 4.11 a), corresponding to increases of 5 – 30% (Figure 4.11 b). Overall, annual-average surface SOA concentrations change by less than 3% (not shown) and the global annual-average SOA burden changes by less than 1% (not shown). The strong similarity between the difference in SOA concentrations (Figure 4.11 a) and VOC oxidation rates (Figure 4.8 a) also confirms how introduction of the reaction intermediate did not affect the geographical distribution of SOA production.

To summarise, moving from a single-step oxidation mechanism with the reactivity of α-pinene and with a single SOA yield, to a multi-step oxidation mechanism with a slower reactivity based on naphthalene with a single SOA yield has very little effect on SOA production and surface concentrations. The slower reactivity of naphthalene reduces the global VOC$_{\text{ANT/BB}}$ oxidation by 3%, contributing to a reduction in the global annual-total SOA production rate of 0.6 Tg (SOA) a$^{-1}$ (3%). Introduction of the reaction intermediate, but with no change to reaction yields, has no effect on global SOA.
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Figure 4.11 – Difference in annual-average surface SOA concentrations, expressed as absolute concentrations (µg m⁻³) (left column) and as a percentage (right column) between Multi_nap (top row; a - b), Multi_nap_yield (second row; c - d), Multi_tol_yield (third row; e - f), and Multi_benz_yield (fourth row; g - h) and the DryH_WetL simulation, which are all described in Table 3.
4.4.1.4 Accounting for the difference in volatility between HO$_2$ and NO oxidation products

In this section, the effects of accounting for the difference in volatility between RO$_2$ oxidation products is examined. This is done by altering the reaction yields for RO$_2$ reactions, whilst maintaining the same chemical mechanism (E4.2) and precursor emission rate.

For aromatic compounds, the volatility and, therefore, the amount of SOA produced, depends on the concentrations of NOx (Section 4.1). One explanation for this relationship is that the HO$_2$ pathway forms non-volatile products, whereas the NO pathway forms semi-volatile products. As semi-volatile compounds have a greater propensity to be in the gas phase, this explains why observed SOA yields are higher in low-NOx conditions. Hence in a further simulation, the difference in volatility between products of different peroxy radical oxidation pathways are accounted for, whereby the yield for the RO$_2$+HO$_2$ reaction is increased from 13 to 66 %, whilst the yield for the RO$_2$+NO reaction is left at 13 % (Multi_nap_yield; Table 4.3). Increasing the molar yield of SOG production from the RO$_2$+HO$_2$ reaction can be considered as equivalent to assuming a greater fraction of products are non-volatile. As discussed in Section 2.5, the assumption of a 66 % stoichiometric reaction yield was selected as it corresponds to a 100 % mass yield and therefore allowing the theoretical upper limit of SOA production via the HO$_2$ pathway to be quantified whilst conserving mass.

With a higher molar yield of 66 %, global SOA production from the RO$_2$+HO$_2$ reaction increases to 34 Tg (SOA) a$^{-1}$ as compared to 7 Tg (SOA) a$^{-1}$ using a 13 % yield for this reaction (Figure 4.6). As a consequence of this increase to the hydroperoxyl reaction yield, the HO$_2$ pathway now accounts for 75 % of SOA production from anthropogenic and biomass burning sources (Figure 4.11 f), despite only 38 % of the RO$_2$ radicals reacting via
this pathway (Figure 4.9 b). This is in remarkably good agreement with previous studies. Pye and Seinfeld (2010) also estimate that the HO\textsubscript{2} pathway accounts for 75 % of SOA production from I-VOCs. In addition, Henze et al. (2008) estimates that, for SOA production from benzene, toluene and xylene, 72 % is produced via the HO\textsubscript{2} pathway.

Accounting for differences in volatility between RO\textsubscript{2} oxidation products increases the global SOA production rate by 27.3 Tg (SOA) a\textsuperscript{-1} (or 153 %), from 17.8 Tg (SOA) a\textsuperscript{-1} when a molar yield of 13 % is applied to both pathways (Multi\_nap), to 45.1 Tg (SOA) a\textsuperscript{-1} when a molar yield of 66 % is applied (Multi\_nap\_yield). Under these conditions, the overall aerosol yield from anthropogenic and biomass burning VOC emissions is 25 %, which lies within the range from other modelling studies, either based on explicit aromatic compounds or IVOCs, which range from 22 – 30 % (Henze et al., 2008; Pye and Seinfeld, 2010).

The relative spatial homogeneity of HO\textsubscript{2} radicals over land and ocean, as shown in Figure 4.10 b, suggests that increasing the yield for this pathway could lead to enhanced SOA production globally. However, as discussed in Section 4.4.1.1, the naphthalene+OH rate constant results in relatively fast oxidation rates. Therefore, RO\textsubscript{2} radicals are still being generated close to the emissions source. For these reasons, increasing the reaction yield for the HO\textsubscript{2} reaction pathway increases SOA concentrations mainly over major anthropogenic emission source regions (Figure 4.11 c, d). In response to this increased yield, over India, China, Africa and Europe, annual-average surface SOA concentrations have increased by 0.5 – 8 µg (SOA) m\textsuperscript{-3} (Figure 4.11 c), corresponding to increases of 10 – 100 % (Figure 4.11 d). Note, differences in SOA concentrations are positive everywhere, whereas both positive and negative changes were found when comparing differences in SOA concentrations between multi-generational and single oxidative pathways results without accounting for volatility changes (c.f. Figure 4.11 b and d). In summary, both globally (Figure 4.6) and regionally (Figure 4.11 d),
when accounting for the different SOA yields for the RO<sub>2</sub> oxidative pathways, despite a reduction in VOC<sub>ANT/BB</sub> global SOA production rates, surface SOA concentrations increase everywhere. Therefore, the lower reactivity in VOC<sub>ANT/BB</sub> is compensated for by lower volatility products from the HO<sub>2</sub> oxidation pathway leading to net increases in modelled SOA.

4.4.1.5 Production of SOA from less reactive hydrocarbons

The anthropogenic and biomass burning VOC precursor of SOA in the UKCA model, VOC<sub>ANT/BB</sub>, is a lumped species (Section 4.2.3). This specie therefore, represents a mixture of species with a range of physicochemical properties. In this section, the uncertainty related to its chemical reactivity and the effects on SOA production are explored.

At 298 K, the rate constant for aromatic compounds with respect to OH oxidation ranges from 1.22 to 23.2 x10<sup>-12</sup> cm<sup>3</sup> molecule<sup>-1</sup> s<sup>-1</sup>, respectively (Table 4.1 and 4.3). Therefore, adoption of the naphthalene reactivity in the multi-generational pathway simulations described above represents an upper limit for the VOC<sub>ANT/BB</sub> oxidation rate when considering SOA relevant aromatic compounds. In this section, the VOC reactivity is varied across a series of different aromatic compounds: naphthalene, toluene and benzene (Multi_nap_yield, Multi_tol_yield and Mult_benz_yield; Table 4.3). However, the mechanistic description and stoichiometric yields describing SOA formation from VOC<sub>ANT/BB</sub> are identical and follow E4.2.

Firstly, consider how reactivity affects SOA production among the multigenerational oxidation mechanisms (Multi_nap_yield, Multi_tol_yield and Multi_benze_yield). Reducing the chemical reactivity of VOC<sub>ANT/BB</sub> reduces oxidation, whilst at the same time, favours the likelihood of RO<sub>2</sub> radicals entering the high-yield HO<sub>2</sub> pathway. The global annual-total VOC<sub>ANT/BB</sub>
oxidation rates are 91, 65 and 32 Tg (VOC\textsubscript{ANT/BB}) a\(^{-1}\) using the reactivity of naphthalene, toluene and benzene, respectively (Figure 4.6). Hence, as reactivity is reduced, oxidation is lowered at the expense of deposition. In response to this reduced oxidation rate, fewer RO\textsubscript{2} radicals are being generated, which therefore, drives reductions in SOA production. The global annual-total SOA production rates are 45.1, 34.0, 17.9 Tg (SOA) a\(^{-1}\) using the reactivity of naphthalene, toluene and benzene, respectively (Figure 4.6). However, as the reactivity is reduced, the chances of RO\textsubscript{2} radicals entering the high-yield HO\textsubscript{2} pathway is increased, therefore, slightly offsetting the effects of the reduced RO\textsubscript{2} production rate. The fraction of peroxy radicals entering the HO\textsubscript{2} pathway is 38, 41 and 46 % using the reactivity of naphthalene, toluene and benzene, respectively (Figure 4.9 d, e and h, respectively). As shown in Figure 4.10 d, the HO\textsubscript{2} pathway dominates only in remote marine environments. Hence, as the reactivity of the parent hydrocarbon is reduced, VOC\textsubscript{ANT/BB} oxidation rates close to emissions sources reduce, but increase further downwind (Figure 4.8 c and d). Therefore, lower reactivity enhances the likelihood of peroxy radicals being generated downwind of emissions sources, where the HO\textsubscript{2} pathway is favoured. These findings are consistent with Henze et al. (2008), who predicted increased fluxes through the HO\textsubscript{2} pathway for peroxy radicals derived from less reactive parent aromatic hydrocarbons. Overall, reduced parent hydrocarbon reactivity reduces the sources of peroxy radicals but favours lower volatility RO\textsubscript{2} + HO\textsubscript{2} oxidation products.

Secondly, consider the net effects of using aromatic oxidation to describe SOA production from VOC\textsubscript{ANT/BB} (Multi\_nap\_yield, Multi\_tol\_yield and Multi\_benze\_yield), versus using the single-step mechanism with reactivity based on \(\alpha\)-pinene (DryH\_WetL). Compared to \(\alpha\)-pinene, the aromatic compounds, naphthalene, toluene and benzene are 50, 75 and 95 % less reactive, respectively (Table 2). As discussed in Section 4.4.1.1, using the chemical reactivity of naphthalene compared to monoterpenes leads
to a 3 % reduction in VOC\textsubscript{ANT/BB} oxidation, which drives a 0.6 Tg (SOA) \(\text{a}^{-1}\) (1 %) reduction in global annual-total SOA production (c.f. DryH\_WetL and Multi\_nap; Figure 7). However, as shown in Section 4.4.1.4, this reduction in VOC oxidation is entirely offset by accounting for the high-yield pathway of the RO\textsubscript{2}+HO\textsubscript{2} reaction, leading to a 27.3 Tg (SOA) \(\text{a}^{-1}\) (153 %) increase in global annual-total SOA production (c.f. DryH\_WetL and Multi\_nap\_yield; Figure 4.6). Using the chemical reactivity of toluene compared to \(\alpha\)-pinene also reduces the VOC\textsubscript{ANT/BB} oxidation, but this time by 31 % (c.f. DryH\_WetL and Mutli\_tol\_yield; Figure 4.6). However, similar to the case of naphthalene, this reduction in VOC\textsubscript{ANT/BB} oxidation is still outweighed by accounting for the high-yield HO\textsubscript{2} pathway, such that global annual-total SOA production increases by 15.6 Tg (SOA) \(\text{a}^{-1}\) (or 85 %), from 18.4 Tg (SOA) \(\text{a}^{-1}\) in the single step oxidation mechanism based on \(\alpha\)-pinene, to 34.0 Tg (SOA) \(\text{a}^{-1}\) in the multi-step oxidation mechanisms based on toluene (c.f. DryH\_WetL and Mutli\_tol\_yield; Figure 4.6). On the other hand, benzene is considerably less reactive than \(\alpha\)-pinene, leading to 66 % reduction in the global annual-total VOC\textsubscript{ANT/BB} oxidation rate (c.f. DryH\_WetL and Mutli\_benz\_yield; Figure 4.6). In this case, the reduction in VOC\textsubscript{ANT/BB} oxidation is so large, that it is not compensated for by accounting for the difference in volatility between RO\textsubscript{2} oxidation products. Hence, using the reactivity of benzene, the global annual-total SOA production rate reduces by 0.5 Tg (SOA) \(\text{a}^{-1}\) (or 3 %), from 18.4 Tg (SOA) \(\text{a}^{-1}\) in the single step oxidation mechanism based on \(\alpha\)-pinene, to 17.9 Tg (SOA) \(\text{a}^{-1}\) in the multi-step oxidation mechanisms based on benzene (c.f. DryH\_WetL and Mutli\_benz\_yield; Figure 4.6). These results demonstrate how, from a global perspective, the combined effects of introduction of the peroxy radical intermediate which also accounts for the difference in SOA yields between HO\textsubscript{2} and NO pathways can either lead to an increase (Multi\_nap\_yield and Multi\_tol\_yield) or reduction (Multi\_benze\_yield) in SOA production that, critically, depends on the assumed chemical reactivity of the parent VOC.
The spatial distribution of SOA is also influenced by these changes in VOC\textsubscript{ANT/BB} oxidation mechanisms. For cases where reactivity is based on either naphthalene (Figure 4.11 c and d) or toluene (Figure 4.11 e and f), accounting for the high yield HO\textsubscript{2} pathway compensates for reduced reactivity, such that annual-average surface SOA concentrations increase globally in comparison to the single step oxidation mechanism with reactivity based on α-pinene (DryH\_WetL). The spatial pattern for the multigenerational oxidation mechanism based on benzene (Multi\_benz\_yield) and the single-step oxidation mechanism based on α-pinene (DryH\_WetL) are also very different (Figure 4.11 g and h), despite only a small difference in the global annual-total SOA production rate (Figure 4.6); in the multigenerational oxidation mechanism with reactivity based on benzene, VOC\textsubscript{ANT/BB} has slowed down substantially, and newly introduced RO\textsubscript{2} radicals are being formed in downwind environments, leading to reduced SOA concentrations in emissions sources regions, but increased SOA concentrations downwind. Over emissions source regions, such as China, India and North America, annual-average surface SOA concentrations are lower by up to 4 µg (SOA) m\textsuperscript{-3} (Figure 4.11 g). Over continental outflow regions, such as the Arabian Sea and the Bay of Bengal, annual-average surface SOA concentrations have increased by 0.1 – 0.5 µg (SOA) m\textsuperscript{-3} (Figure 4.11 h). Although the global annual-total SOA production rates are identical, the global annual-average SOA burden is 10 % greater when using benzene as the parent VOC undergoing multi-generational oxidation, highlighting the strong spatial gradients in SOA lifetime. The spatial pattern simulated in the multigenerational oxidation pathway with reactivity based on benzene, is in greater agreement with the more regionally distributed SOA concentrations simulated in models based on S/IVOC sources (Pye and Seinfeld, 2010; Tsimpidi et al., 2016).
4.4.2 Comparison of simulated and observed OA concentrations

In this section, the influence of anthropogenic and biomass burning hydrocarbon oxidation mechanisms on model agreement with observations is quantified. Reduced parent hydrocarbon reactivity combined with accounting for the different SOA yield pathways of the peroxy radical affects model agreement with observations. Figure 4.12 shows simulated versus observed surface SOA concentrations for the NH from the simulations described in Table 4.3. In the multi-step oxidation pathway simulations, using naphthalene and toluene, the annual-total SOA production rate increased relative to the single step fast oxidation pathway. This increase was due to the difference in volatility between products of the peroxy radical oxidation pathways, despite the reduction in parent hydrocarbon reactivity. Therefore, simulated SOA concentrations are in closer agreement to observations (Multi_nap_yield; NMB = -46 %; Figure 4.12 b and Multi_tol_yield; NMB = -56 %; Figure 4.12 c) compared to the values using the single oxidation pathway (NMB = -66 %; Figure 4.3 d). However, simulated SOA concentrations have the largest negative bias for the multi-step simulation with benzene as the parent hydrocarbon (NMB = -71 %; Figure 4.12 d). Global annual-total emissions of benzene and toluene are 5.6 and and 6.9 Tg (C) a⁻¹, respectively (Henze et al., 2008), whereas emissions of naphthalene are 0.22 Tg (C) a⁻¹ (Pye and Seinfeld, 2010). This suggests benzene and toluene could be more realistic surrogate compounds to represent VOC\textsubscript{ANT/BB} chemistry, as opposed to naphthalene. This is due to the slow reactivity of benzene resulting in a small VOC\textsubscript{ANT/BB} oxidation rate, which is higher downwind of emissions compared to the point of emissions (Figure 4.11 h). Figure 4.12 demonstrates that mechanisms of oxidation have a strong influence on model agreement with observations. However, the model negative bias is persistent in all
Simulations, despite the oxidation pathways spanning a wide range of both chemical reactivity and reaction yields.

Figure 4.12 – Simulated versus observed SOA concentrations (µg m\(^{-3}\)) for a) Multi_nap, b) Multi_nap_yield c) Multi_tol_yield and d) Multi_benz_yield simulations, described in Table 4.3. Observations for the time period 2000–, are classified by site type - urban (blue), urban downwind (green) or remote (red), and continent – Asia (squares), North America (circles) and Europe (triangles). Observed oxygenated-OA is assumed to be comparable to simulated SOA. The 1:1 (solid), 1:2 and 2:1 (dashed), and 1:10 and 10:1 (dotted) lines are indicated. Numerical values in the bottom right of each panel indicate the normalised mean bias (%).

For the aircraft campaigns, mechanisms of anthropogenic and biomass burning oxidation have a limited influence on model agreement with observations. For the campaigns in remote regions, VOCALS (Figure 4.5 a),
The secondary organic aerosol lifecycle in the present-day and future TROMPEX (Figure 4.5 b) and OP3 (Figure 4.5 c), and over Western Africa (AMMA; Figure 4.5 k), introduction of the reaction intermediate combined with a reduction in reactivity (c.f. DryH_WetL and Multi_nap) has no effect on the NMB. However, the multi-step reaction mechanisms which do account for the high yield pathways have a substantial impact on the NMB; with reactivity based on naphthalene or toluene, the NMB reduces (Multi_nap_yield and Multi_tol_yield), but the NMB increases when the reactivity is based on benzene (Multi_benz_yield). Contrastingly, model performance in Europe and North America = (Figure 4.5 h - j) remains similar as VOC\textsubscript{ANT/BB} oxidation is modified. This warrants further discussion. As explained in previous sections, the global SOA production rate is extremely sensitive to the mechanisms of VOC\textsubscript{ANT/BB} oxidation. However, model performance over the pollution and biomass burning influenced regions is relatively insensitive to VOC oxidation mechanisms. This is likely to be a reflection of the location of aircraft campaigns and how they are categorised. For example, the aircraft campaigns categorised as influenced by biomass burning are in North America, but peak biomass burning emissions are located over tropical forest regions of South America and Africa. Furthermore, the aircraft campaigns categorised as influenced by pollution are all in Europe. Again, this does not correspond to the location of peak anthropogenic emissions over Asia. Therefore, mechanisms of anthropogenic and biomass burning oxidation have substantial impacts on simulated SOA production rates, but almost no effect on model agreement with aircraft observations in ‘pollution and biomass burning influenced’ regions, due to a lack of aircraft coverage.

4.5 Conclusions

In this chapter, the description of both deposition and oxidation for SOA precursors was developed in a global chemistry-climate model. Several
model integrations were conducted and the treatments of deposition and oxidation mechanisms of SOA precursors were varied. Subsequent effects on the global SOA budget were quantified and simulated OA was evaluated against a suite of surface and aircraft campaigns spanning both the southern and northern hemispheres.

Within UKCA, SOA formation is considered from VOCs – monoterpene, isoprene, a lumped anthropogenic VOC (VOC\textsubscript{ANT}) and a lumped biomass burning VOC (VOC\textsubscript{BB}). Under the assumption that no precursors undergo deposition, the global annual-total SOA production rate is 75 Tg (SOA) a\textsuperscript{-1} and simulated OA concentrations are generally lower than observed (NMB = -50 %). Extending deposition to include SOA precursors has substantial impacts on both the global SOA budget and model agreement with observations. Including SOA precursor dry deposition reduces the global annual-total SOA production rate by 2 – 24 Tg (SOA) a\textsuperscript{-1} (2 - 32 %), with the range reflecting uncertainties in surface resistances. Including SOA precursor wet deposition reduces the global annual-total SOA production rate by 12 Tg (SOA) a\textsuperscript{-1} (15 %) and is relatively insensitive to changes in effective Henry’s Law coefficient. The effects of dry and wet deposition on the global SOA budget are not additive; the inclusion of both these processes reduces the global annual-total SOA production rate by 28 Tg (SOA) a\textsuperscript{-1} (37 %). Inclusion of VOC deposition generally increases model negative biases with respect to observations. For SOA, across northern hemisphere mid-latitude sites, inclusion of both dry and wet deposition of VOCs increases the NMB from -50 to -66 %. However, for OA, over Manaus (Brazil), when precursor deposition is neglected from the model, simulated OA concentrations exceed observed OA concentrations.

Production of SOA from aromatic compounds, which are typically emitted from anthropogenic and biomass burning activities, has been partially elucidated by environmental chamber studies. Briefly, parent aromatic hydrocarbons are oxidised by the hydroxyl radical (OH) to form a
reaction intermediate, the peroxy radical (RO$_2$). RO$_2$ undergoes competitive reactions; with HO$_2$ the products are non-volatile, whereas with NO the products are semi-volatile. Hence, higher HO$_2$ concentrations favour higher yields of SOA.

The influence of VOC oxidation mechanisms on the global SOA budget was also examined. For the anthropogenic and biomass burning sources of SOA (VOC$_{\text{ANT/BB}}$), a series of simulations were performed with varying a) parent hydrocarbon reactivity, b) number of reaction intermediates, and c) accounting for differences in volatility between oxidation products from various pathways. The global annual-total SOA production rate from anthropogenic and biomass burning sources is 18.4 Tg (SOA) a$^{-1}$ when the parent hydrocarbon, VOC$_{\text{ANT/BB}}$, undergoes a single-step oxidation, with a fixed reaction yield of 13 %, and a reactivity based on α-pinene. Using the reactivity of naphthalene, toluene or benzene, the global annual-total VOC$_{\text{ANT/BB}}$ oxidation rate changes by -3, -31 or -66 %, respectively, when compared to using the reactivity of α-pinene. Increasing the number of reaction intermediates, by including RO$_2$ as a product of VOC$_{\text{ANT/BB}}$ oxidation, slightly delays SOA production but has no effect on the global SOA production rate. Hence, when the reactivity of VOC$_{\text{ANT/BB}}$ is reduced from α-pinene to naphthalene, in combination with the introduction of the reaction intermediate, the global annual-total SOA production rate changes by just -0.6 Tg (SOA) a$^{-1}$ (or -3 %), from 18.4 Tg (SOA) a$^{-1}$ to 17.8 Tg (SOA) a$^{-1}$. However, the subsequent competitive chemical reactions of RO$_2$ control the volatility distribution of products. To account for this, the reaction yield for the RO$_2$+HO$_2$ pathway was increased from 13 to 66 %. The reaction yield for the RO$_2$+NO pathway was left unchanged, at 13 %. Accounting for the difference in volatility between RO$_2$ products increases the global annual-total SOA production rate from anthropogenic and biomass burning by 153 %, from 17.8 Tg (SOA) a$^{-1}$ in the simulation with yields of 13 % for both RO$_2$
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reactions, to 45.1 Tg (SOA) a⁻¹ when the yield for the RO₂+HO₂ is increased 66%.

Overall, the effects of using aromatic oxidation to describe SOA formation from anthropogenic and biomass burning compounds versus using a single-step mechanism with reactivity based on α-pinene, can be explained in terms of reductions in parent VOC reactivity and accounting for the high-yield HO₂ pathway, as opposed to the introduction of the reaction intermediate. For both naphthalene and toluene, reduced reactivity in comparison to α-pinene is small, and is entirely offset by accounting for the difference in volatility between RO₂ oxidation products. By contrast, benzene is significantly less reactive than α-pinene, and accounting for the different in volatility between RO₂ oxidation products cannot outweigh this. For example, for naphthalene, changes in oxidation rate (-3 %) are outweighed by accounting for the difference in volatility between RO₂ reactions, such that the global annual-total SOA production rate changes by 27.3 Tg (SOA) a⁻¹ (or 145 %), from 18.4 Tg (SOA) a⁻¹ in the single step oxidation mechanism based on α-pinene to 45.1 Tg (SOA) a⁻¹ in the multi-step oxidation mechanisms based on naphthalene. Similarly, for toluene, changes in the oxidation rate (-33 %) are still outweighed by accounting for the high-yield HO₂ pathway, such that the global annual-total SOA production rate changes by 15.5 Tg (SOA) a⁻¹ (or 85 %), from 18.4 Tg (SOA) a⁻¹ in the single step oxidation mechanism based on α-pinene to 34.0 Tg (SOA) a⁻¹ in the multi-step oxidation mechanisms based on toluene. However, for the case of benzene, the substantial change in oxidation rate (-66 %) is not outweighed by accounting for the difference in volatility between RO₂ reactions, such that the global annual-total SOA production rate changes by -0.5 Tg (SOA) a⁻¹ (or -3 %), from 18.4 Tg (SOA) a⁻¹ in the single step oxidation mechanism based on α-pinene, to 17.9 Tg (SOA) a⁻¹ in the multi-step oxidation mechanisms based on benzene. Therefore, from a global perspective, the net effects of increased reaction steps and accounting for the influence of NOx on reaction
yields, can either increase (85 – 150 %) of reduce (-3 %) SOA production depending on the assumed chemical reactivity of the parent VOC.

These variations in oxidation mechanisms can either improve or worsen model agreement with observations, depending on the chemical reactivity of the parent VOC. For the single-step oxidation mechanism with a fixed reaction yield of 13 % and reactivity based on α-pinene, the model underestimated SOA across northern hemisphere mid-latitudes, with an NMB of -66 %. However, for multi-generation oxidation mechanisms with varying reaction yields, and reactivity based on either naphthalene, toluene or benzene, the NMB across northern hemisphere mid-latitudes is either -46, -56 or -71 %, respectively. These results highlight how, increases to reaction intermediates and accounting for the influence of NOx, has the ability to both improve and worsen model agreement with observations which, crucially, depends on the assumed chemical reactivity of the parent VOC. Global annual total emissions of benzene and toluene are 5.6 and 6.9 Tg (C) a\(^{-1}\), respectively (Henze et al., 2008), whereas emissions of naphthalene are 0.22 Tg (C) a\(^{-1}\) (Pye and Seinfeld, 2010). This suggests benzene and toluene could be more relasitc surrogate compounds to represent VOC\(_{\text{ANT/BB}}\) mchemistry, as opposed to naphthalene.

These results highlight that the global SOA budget is highly sensitive to hydrocarbon physicochemical processes. For example, the global annual-total SOA production rate has varied from 47 to 75 Tg (SOA) a\(^{-1}\) due to variations in VOC deposition. The global annual-total SOA production rate from anthropogenic and biomass burning emissions has varied from 17.9 to 45.1 Tg (SOA) a\(^{-1}\) due to variations in VOC oxidation mechanisms. The lowest estimate of the global annual-total SOA production rate from this study would result from the combination of including precursor deposition with the multi-step oxidation pathway with reactivity of benzene. The highest estimate of the global annual-total SOA production rate from this study would comprise of assuming no precursor deposition, but with anthropogenic and
biomass burning hydrocarbons undergoing a multi-step oxidation with reactivity based on naphthalene.

Despite the limitations of this study, such as the lack of chemical complexity and geographical coverage of observations, it is apparent that SOA precursor deposition and oxidation contribute considerably towards uncertainties in both the global SOA budget and model agreement with observations. These results highlight the need for greater insight into the physicochemical processes of gas-phase hydrocarbons related to SOA production, together with a greater density of observations.
Chapter 5  Impact of future change in climate and emissions on SOA lifecycle

At the time of writing, this chapter is in preparation for submission to a journal. Jamie Michael Kelly set-up and performed all model simulations and analysis in this chapter. This includes generation of both present-day and future emissions, and incorporating the interactive biogenic volatile organic compound emissions algorithm into the model. Jamie Michael Kelly wrote the first draft of this chapter. Dr Fiona O'Connor and Professor Ruth Doherty both advised on model set-up and simulations, and provided feedback for chapter revisions. Dr Gerd Folberth advised on implementing the interactive biogenic volatile organic compound emissions scheme into the model.
5.1 Introduction

Having developed the SOA within the UKCA model by including new VOC sources of SOA (Chapter 3), and then testing the sensitivity of the SOA lifecycle to variations in VOC physical and chemical processing (Chapter 4), the next objective of this thesis is to quantify how future changes in climate and emissions will affect the SOA lifecycle.

Climate change has the potential to affect the distribution of secondary pollutants, such as SOA, via changes in production, removal and transport (Section 1.9.6). For instance, climate change may alter the production of SOA via changes in biogenic VOC emissions, or by changes in oxidants such as ozone (O$_3$) and the hydroxyl radical (OH) (Doherty et al., 2013; Voulgarakis et al., 2013). For semi-volatile SOA, organic compounds are in thermodynamic equilibrium between the aerosol phase and the vapour phase (Section 1.8.2). Therefore, the warming associated with climate change implies a decrease in the SOA burden since higher temperatures favour evaporation and disfavour condensation (Tsiganidis and Kanakidou, 2007). The changes in precipitation patterns associated with climate change may affect the removal of SOA by altering the SOA lifetime (Allen et al. 2016; Hou et al., 2018). The transport of both SOA and precursor gases and oxidants may be affected by future changes in dynamical processes, such as wind speed, mixing depth, and cyclone frequency (Jacob and Winner, 2009).

Biogenic VOC emissions are affected by changes in climate, anthropogenic land-use and, for some compounds, atmospheric carbon dioxide (CO$_2$) concentrations (Section 1.9.6). Isoprene and monoterpene account for ~65 % of the present-day global annual-total biogenic VOC emission rate (Guenther et al., 2012). These species are side products of leaf photosynthesis. Consequently, changes in light (Monson et al., 2007), temperature (Guenther et al., 1995) and water (Niinemets et al., 2010) can
affect the emissions of these species by directly altering basal emission rates and by altering vegetation distributions (Schurgers et al., 2011). Above ambient CO$_2$ concentrations, the synthesis of isoprene and monoterpenes may be inhibited (‘CO$_2$ inhibition’). For several isoprene-emitting species, strong evidence of CO$_2$ inhibition is observed (Rosenstiel et al., 2003; Possell et al., 2005). In the case of monoterpene, CO$_2$ inhibition is only been observed in a limited number of monoterpene-emitting species (Llorens et al., 2009; Loreto and Schnitzler, 2010). Anthropogenic land-use can also affect biogenic VOC emissions (Unger, 2014). However, the plant species that emit isoprene and monoterpenes are usually different. Generally, crops have low biogenic VOC emissions whereas woody vegetation has higher biogenic VOC emission rates. Therefore, agricultural expansion in forested regions may result in reduced biogenic VOC emissions (Rosenkranz et al., 2015).

Global chemistry-climate models and dynamic vegetation models can be used to estimate the response of biogenic VOC emissions to projected changes in climate, atmospheric CO$_2$ concentrations, and anthropogenic land-use. The results from these studies, however, are uncertain. Heald et al. (2008) suggest future increases in global annual-total biogenic isoprene emissions of +22 % by the 2100s under the Intergovernmental Panel on Climate Change (IPCC) Special Report on Emissions Scenario (SRES) A1B. This projected increase in biogenic isoprene emissions is driven by rising temperature, but does not account for CO$_2$ inhibition or changes in anthropogenic land use. Under climate change whilst also accounting for CO$_2$ inhibition, comparing isoprene emissions for the 2100s relative to the 2000s, most studies suggest a decrease in global isoprene emissions of: 1% under the IPCC Representative Concentration Pathway (RCP) 8.5 (Pacifico et al., 2012); 8% under SRES A1B (Heald et al., 2009); 13 % under the SRES A2 (Young et al., 2009). In contrast, for the same period, Lin et al. (2016) project an increase of 21 % in global isoprene emissions under
RCP8.5. The increase in isoprene emissions found by Lin et al. (2016) is postulated as due to a high climate model sensitivity (which stimulates isoprene emissions), combined with a strong sensitivity of their isoprene emission parametrisation to temperature as well as a reduced lower sensitivity of isoprene emissions to atmospheric CO\textsubscript{2} concentrations. When combined, the impact of changes in climate and anthropogenic land-use, whilst accounting for CO\textsubscript{2} inhibition, Squire et al. (2014) report a 55 % reduction in global annual-total isoprene emission by 2100 compared to the 2000s under the SRES A1B. Individually, changes in climate, CO\textsubscript{2} concentrations and anthropogenic land-use change the global annual-total isoprene emission rate by +17, -42, and -31 % respectively (Squire et al., 2014).

Very few studies to date examine how monoterpene emissions evolve over the 21\textsuperscript{st} century. Under climate change alone, by the 2100s compared the 2000s, global annual-total monoterpene emissions changes by +23 % under the SRES A1B (Heald et al., 2008) and by +87 % under RCP8.5 (Lin et al., 2016). Similarly, under climate change alone, by the 2100s under the SRES A1B, Wu et al. (2012) find a change in global annual-total monoterpene emissions of +10 %, and a change of +12 % when changes in both climate and anthropogenic land-use are both accounted for. Under changes in climate and anthropogenic land-use, whilst accounting for CO\textsubscript{2} inhibition Hantson et al. (2017) suggest a ~30% reduction in global annual-total monoterpene emissions by the 2100s under RCP8.5 compared to the 2000s. Overall, the sensitivity of SOA to future changes in biogenic VOC emissions is unknown since estimates of future changes in biogenic VOC emissions vary in both magnitude and sign.

Anthropogenic and biomass burning emissions may change in the future which, in turn, may affect SOA. Anthropogenic and biomass burning activities can affect SOA production through three separate mechanisms. Firstly, these emissions sources can release direct precursors of SOA.
Examples of these include VOCs (Section 1.7.4) and S/IVOCs (Section 1.7.5). Secondly, these emissions sources can either directly emit, or contribute towards, the formation of other aerosol components, which can affect gas-to-particle partitioning of organic compounds. For instance, these emissions sources emit POA, which provide a surface for condensation of semi-volatile organic gases to condense onto. Thirdly, these emissions sources emit aerosol precursors which affect aqueous phase SOA production; after emission of SO₂, sulphate aerosol can be formed. The liquid water associated with sulphate provides a media for VOCs to oxidise into SOA precursors within the aqueous phase. Under all IPCC RCP emission scenarios, anthropogenic and biomass burning emissions of VOCs, POA and SO₂, are projected to decrease by the end of the 21st century. This suggests that, under the RCPs, projected changes in anthropogenic and biomass burning emissions by the 2090s will contribute to reduced SOA levels.

Table 5.1 highlights previous studies quantifying the sensitivity of the SOA production rate and burden to future changes in climate and emissions. These studies use chemistry-climate models and account for future changes in both climate and emissions. The exception to this is Tsigaridis and Kanakidou (2007), where a chemistry-transport model is used, hence, projected changes in emissions are explicitly accounted for, but future climate change is represented by imposing a 2 K increase in the tropospheric air temperature. Hence, all these studies account for both future changes in climate and emissions by varying degrees.

Across these studies, a relative consensus has been reached, estimating an increase in the SOA burden under future changes in climate and emissions. However, the magnitude of this increase, and the driving factors which cause this increase, are relatively diverse across these studies. For instance, Liao et al. (2006b) suggest a 54 % increase in the global SOA burden by 2100 under IPCC SRES A1B (Table 5.1) and attribute this to increased biogenic VOC emissions and increased anthropogenic and
biomass burning POA emissions (which increase the surface area for condensing organic vapours). However, this study assumes SOA is purely biogenic. Under the IS92a scenario, Tsigaridis and Kanakidou (2007) find an increase in the global SOA burden of 146 % by the year 2100 compared to 2000 (Table 5.1). This is due to increased emissions of biogenic VOCs, anthropogenic and biomass burning POA, and anthropogenic and biomass burning aromatic VOCs. Heald et al. (2008) suggests a 36 % increase in the global SOA burden under SRES A1B by 2100 due to increased emissions of biogenic VOCs, anthropogenic and biomass burning POA, and anthropogenic and biomass burning aromatic VOCs (Table 5.1). All the aforementioned studies do not account for CO₂ inhibition of biogenic VOC emissions in their SOA projections, although later studies do. Lin et al. (2016), who do consider CO₂ inhibition on isoprene, suggest a 2 % increase in the global SOA burden by 2100 compared to 2000 under RCP8.5 (Table 5.1). This increase is driven by a lengthening of the SOA lifetime by 15 %, which is tempered somewhat by global SOA production reducing by 13 % in response to reductions in anthropogenic SO₂ emissions (and the associated effects on sulphate aerosol concentrations and aerosol liquid water) as well as changes in anthropogenic land-use; the latter is not considered in other studies in Table 5.1.

From the aforementioned studies of how SOA will change in the future, different assumptions are made regarding the VOC sources of SOA. One study assumes SOA is purely biogenic (Liao et al., 2006b), whereas others include the anthropogenic and biomass burning sources of SOA, but only consider the aromatic fraction of these emissions sources (Tsigaridis and Kanakidou, 2007; Heald et al., 2008; Lin et al., 2016). These assumptions are important because studies of present-day SOA distributions identify substantial model negative biases with respect to observed SOA, that are most evident in urban regions (Tsigaridis et al., 2014). These model underpredictions in urban sites can be reconciled somewhat by assuming all
Anthropogenic VOC species contribute to SOA formation (Spracklen et al., 2011), as opposed to only the aromatic component of anthropogenic and biomass burning VOCs. In addition, CO$_2$ inhibition of isoprene emissions is observed across many isoprene-emitting species, yet this process is only included in one study of future SOA (Lin et al., 2016).

In this study, the SOA lifecycle is defined to include (i) the global SOA budget, (ii) the relative contribution of each VOC source to SOA production, and (iii) the spatial distributions of SOA concentrations. The objective of this study is to quantify how the SOA lifecycle is influenced by future changes in climate, emissions, and their combined effects under RCP8.5 for the 2100s relative to the 2000s. The novelty of this study is that all anthropogenic and biomass burning VOCs are included in SOA formation and that CO$_2$ inhibition on isoprene emissions is accounted for. This paper is organised as follows. Firstly, the chemistry-climate model is described (Section 5.2). The SOA lifecycle under present-day conditions is then described (Section 5.3). Next, the sensitivity of the SOA lifecycle to future changes in climate alone (Section 5.4) and anthropogenic and biomass burning alone (Section 5.5) is quantified. Following this, the combined effects of changes in climate and emissions on the SOA lifecycle are evaluated (Section 5.6). Finally, concluding remarks are made (Section 5.7).
Table 5.1 Previous studies evaluating how the global annual-average SOA burden and global annual-total SOA production rate will change in the future. All studies are based around 2000s and 2100s. Burden and production indicated the difference in 2090s relative to 2000s. All studies account for future changes in both climate and emissions. All studies use chemistry-climate models, except Tsigeridis and Kanakidou (2007)*, where a chemistry-transport model used, and therefore imposes a uniform +2K warming throughout the troposphere to represent global warming. +ORVOC refers to Other Reactive Volatile Organic Compounds.

<table>
<thead>
<tr>
<th>Study</th>
<th>ΔBurden / %</th>
<th>ΔProduction / %</th>
<th>Scenario/ Pathway</th>
<th>Key drivers</th>
<th>Are anthropogenic and biomass burning considered as sources of SOA?</th>
<th>Is CO₂ inhibition of isoprene emissions accounted for?</th>
<th>Are future changes in anthropogenic land-use accounted for?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liao et al. (2006b)</td>
<td>+54</td>
<td>-</td>
<td>SRES A2</td>
<td>58 % increase in monoterpene emissions 58 % increase in ORVOC* emissions 130 % increase in POA emissions</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Tsigeridis and Kanakidou (2007)</td>
<td>+146</td>
<td>+215</td>
<td>IS92a*</td>
<td>120 % increase in monoterpene emissions 84 % increase in POA emissions 191 % increase in aromatic emissions</td>
<td>Aromatics only</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Heald et al. (2006)</td>
<td>+36</td>
<td>+24</td>
<td>SRES A1B</td>
<td>19 % increase in monoterpene emissions 22 % increase in isoprene emissions 60 % increase in POA emissions 27 % increase in aromatic emissions</td>
<td>Aromatics only</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Lin et al. (2016)</td>
<td>+2</td>
<td>-13</td>
<td>RCP8.5</td>
<td>21 % increase in isoprene emissions 15 % increase in SOA lifetime 46 % decrease in sulphate burden Change in anthropogenic land-use</td>
<td>Aromatics only</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
5.2 Methods

For this study, the HadGEM3-UKCA model is used (Chapter 2). The SOA scheme used is identical to that used in chapter 3. Here, simulations with the HadGEM3-UKCA model are performed in free-running mode in order to perform present-day and future simulations. Biogenic VOC emissions are interactive and hence sensitive to changes in climate (Section 2.3). The model schemes are briefly described and the experimental set-up is outlined. A more detailed model description is presented in Chapter 2.

5.2.1 HadGEM3-UKCA model

In this section, the chemistry-climate model used in this chapter is briefly described. Simulations are performed with the United Kingdom Chemistry and Aerosol (UKCA) model (Morgenstern et al., 2009; Mann et al., 2010; O'Connor et al. 2014) coupled to the Global Atmosphere 4.0 (GA4.0) configuration (Walters et al., 2014) of the Hadley Centre Global Environmental Model version 3 (HadGEM3; Hewitt et al. (2011)). The United Kingdom Chemistry and Aerosol (UKCA) model used in this study combines the tropospheric chemistry scheme from O'Connor et al. (2014) with the stratospheric chemistry scheme from Morgenstern et al. (2009). There are 75 species with 285 reactions. The aerosol component of UKCA is the 2-moment modal version of the Global Model of Aerosol Processes (GLOMAP-mode) (Mann et al., 2010). Aerosol components considered are sulphate (SO$_4$), sea salt (SS), black carbon (BC), primary organic aerosol (POA) and secondary organic aerosol (SOA). For a more detailed description of the representation of atmospheric composition within UKCA, the reader is referred to Section 2.3 and 2.4.
 Within the model, SOA is treated by a coupling between the UKCA gas-phase chemistry and GLOMAP-mode (see Chapter 2). As described in Section 2.5 emitted VOCs undergo a single-step oxidation, forming a secondary organic gas (SOG) which condenses, forming SOA. This is shown in E5.1. Note, this is identical to E4.1, but reproduced here for clarity.

\[
\text{VOC} + [o] \xrightarrow{k_{\text{VOC}+[o]}} \alpha_{\text{VOC}+[o]} \text{SOG} \rightarrow \text{SOA}
\]  

(E5.1)

where \(\text{VOC}\) is the emitted parent hydrocarbon, \([o]\) is the oxidant concentration, \(k_{\text{VOC}+[o]}\) is the temperature-dependent rate coefficient, \(\alpha_{\text{VOC}+[o]}\) is the stoichiometric coefficient, and SOG is the secondary organic gas. Similarly to SOA schemes applied in other global models (Tsiganidis et al., 2014), SOG and SOA are considered non-volatile i.e. SOG condenses irreversibly into the aerosol phase (Section 1.8.2).

The VOC sources of SOA (Section 1.6.2) considered in this study are monoterpene, isoprene, \(\text{VOC}_{\text{ANT}}\), and \(\text{VOC}_{\text{BB}}\). Biogenic emissions of sesquiterpenes are not included. Sesquiterpenes are highly reactive (Atkinson and Arey, 2003) and have observed SOA yields ranging from 6 to 125% (Hoffmann et al., 1997; Griffin et al., 1999; Ng et al., 2007a; Winterhalter et al., 2009; Alfarra et al., 2012; Chen et al., 2012; Jaoui et al., 2013). However, the present-day emission rate of sesquiterpenes is small in comparison to isoprene and monoterpene (Guenther et al., 2012) and very few studies have investigated how sesquiterpene emissions will change in the future. Another SOA source not included in this study is S/IVOCs. For some sites, this emission source is the dominant fraction of ambient SOA (Robinson et al., 2007; Robinson et al., 2010). However, the emission rate of S/IVOCs is extremely uncertain, with estimates of present-day global annual-total S/IVOC emissions ranging from 54 (Hodzic et al., 2016) to 450 Tg a\(^{-1}\) (Shrivastava et al., 2015).
Monoterpene and isoprene react with the oxidants: ozone ($O_3$), the hydroxyl (OH) and nitrate ($NO_3$) radicals, forming SOG and subsequently SOA (Eq 1). Reaction kinetics for isoprene and monoterpene oxidation are taken from Atkinson and Arey (2003), and are shown in Table 2. $VOC_{\text{ANT}}$ and $VOC_{\text{BB}}$ are assumed to be reduced compounds, with only single carbon bonding and react solely with OH. $VOC_{\text{ANT}}$ and $VOC_{\text{BB}}$ are assigned a chemical reactivity identical to monoterpene. Under this SOA scheme where no SOA precursors undergo deposition (Chapter 3), the impact of variations in parent VOC reactivity have very little effect on the global oxidation rate of these species (Kelly et al., 2018). Identical reaction yields of 13 % are assumed for all VOCs and all oxidation pathways based on our previous studies (Kelly et al. 2018).

**Table 5.2 – Reaction kinetics for VOC precursors of SOA considered in this study, taken from Atkinson and Arey (2003). Note, this table is identical to Table 2.1, but reproduced here for clarity.**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$k_0$ / $10^{-12}$ x cm$^3$ molecule$^{-1}$ s$^{-1}$</th>
<th>B / K</th>
<th>$k$ (298) / $10^{-12}$ x cm$^3$ molecule$^{-1}$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>monoterpene + OH</td>
<td>12.0</td>
<td>-444.0</td>
<td>52.9</td>
</tr>
<tr>
<td>monoterpene + O$_3$</td>
<td>0.00101</td>
<td>732.0</td>
<td>0.0000862</td>
</tr>
<tr>
<td>monoterpene + NO$_3$</td>
<td>1.19</td>
<td>-925.0</td>
<td>6.12</td>
</tr>
<tr>
<td>isoprene + OH</td>
<td>27.0</td>
<td>-390.0</td>
<td>99.3</td>
</tr>
<tr>
<td>isoprene + O$_3$</td>
<td>0.01</td>
<td>1195.0</td>
<td>0.000180</td>
</tr>
<tr>
<td>isoprene + NO$_3$</td>
<td>3.15</td>
<td>450.0</td>
<td>0.692</td>
</tr>
</tbody>
</table>

5.2.2 The JULES land-surface model

Here, the land surface component of the model used to derive biogenic VOC emissions described in chapter 2. The land surface component of the GA4.0 configuration of HadGEM3 is the Global Land 4.0 (GL4.0) configuration of the Joint UK Land Environment Simulator (JULES; Best et al. (2011); Clark
et al. (2011); Walters et al. (2014)). This component of the model includes five plant functional types (PFTs) (broadleaf trees, needleleaf trees, C₃ grass, C₄ grass, and shrubs) and four non-vegetated surface types (urban, inland water, bare soil, and ice). The fractional cover of each surface type is prescribed from the International Geosphere-Biosphere Programme (IGBP) dataset (Loveland et al., 2000). Photosynthesis for C₃ and C₄ plants is calculated following Collatz et al. (1991) and Collatz et al. (1992), respectively.

In order to capture the sensitivity of biogenic VOC emission to factors such as climate change and atmospheric CO₂ concentrations, interactive biogenic VOC emissions are used. The method for calculating these emissions is described in detail in Chapter 2 (Section 2.2). Briefly, photosynthetic-based isoprene emission following Arne et al. (2007b) are included in JULES following Pacifico et al. (2011). Monoterpene emissions from vegetation are based on Guenther et al. (1995) which is also described in Section 2.2. Essentially, PFT-specific emission factors are modified according to environmental conditions.

Table 5.3 shows the PFT-specific emission factors, as well as global annual-total emission rates for both isoprene and monoterpene for the present-day and the future (2090s). These emissions are generated from model simulations, which are discussed in more detail in Section 5.2.3. Global annual-total monoterpene emissions increase by 79 % in the 2090s under RCP8.5. In contrast, isoprene emissions are effectively constant as a result of the competing effects of higher temperatures and higher CO₂ concentrations.
Table 5.3 – PFT- specific emission factors for isoprene and monoterpene, taken from (Pacifico et al., 2011). gdw is gram dry weight and h is hour. Also, included are global annual total emissions for the present day (1995-2005) and for the future (2090-2100) under RCP8.5.

<table>
<thead>
<tr>
<th>PFT</th>
<th>Isoprene</th>
<th>Monoterpene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadleaf trees</td>
<td>35</td>
<td>1</td>
</tr>
<tr>
<td>Needleleaf trees</td>
<td>12</td>
<td>2.4</td>
</tr>
<tr>
<td>C₃ grass</td>
<td>16</td>
<td>0.8</td>
</tr>
<tr>
<td>C₄ grass</td>
<td>8</td>
<td>1.2</td>
</tr>
<tr>
<td>Shrubs</td>
<td>20</td>
<td>1.25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time period</th>
<th>Global annual total emission rates (Tg (VOC) a⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Isoprene</td>
</tr>
<tr>
<td>1995-2005</td>
<td>505</td>
</tr>
<tr>
<td>2090-2100</td>
<td>500 (-1 %)</td>
</tr>
</tbody>
</table>

5.2.3 Experimental set-up, emissions and model simulations

The model simulations are set-up to be representative of the climatological time periods of 1995-2005 (2000s) and 2090-2100 (2090s). These simulations use prescribed decadal-mean monthly-varying sea surface temperature (SST) and sea ice extent (SIE) fields, taken from the HadGEM2 Coupled Model Intercomparison Project Phase 5 (CMIP5) transient centennial simulations (Jones et al., 2011) under RCP8.5. The 2000s period is based on the CMIP5 “historical” period which is the starting period for all RCPs. The 2090s simulations follow RCP8.5 (Riahi et al., 2011). This pathway is characterised by large increases in long-lived greenhouse gases,
which in HadGEM3 produces an increase in the global mean temperature of 4.6°C in 2100 (Andrews et al., 2012). This model has a high climate sensitivity, since across the 15 CMIP5 models, this pathway results in an increase in the global-mean surface temperature for the same time period ranging from 2.6 to 4.8°C (Collins et al., 2014). These HadGEM2 transient simulations also prescribe surface concentrations of long-lived green-house gases (GHG), such as methane (CH\textsubscript{4}), CO\textsubscript{2}, nitrous oxide (N\textsubscript{2}O), chlorofluorocarbons (CFCs) and hydrofluorocarbons (HFCs), taken from Jones et al. (2011). Hence, GHGs are prescribed in these simulations, not emitted. GHG concentrations are defined separately for the chemistry scheme and radiation schemes. With the exception of long-lived greenhouse gases in the radiation scheme, there is no feedback from the chemistry or aerosols to the climate.

Table 5.4 shows a summary of global annual-total emissions used by the model. With the exception of isoprene, monoterpenes and lightning-NOx, all natural emissions are held fixed at present-day levels for both time periods. Anthropogenic and biomass burning emissions represent the climatological time periods of 1995-2005 (2000s) hereafter referred to as present-day and 2090-2100 (2090s) under RCP8.5.
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Table 5.4 - Annual Annual-total emissions for the 2000s and 2090s. For anthropogenic and biomass burning emissions, estimates for the present-day are taken from Lamarque et al. (2011), and future emissions follow IPCC RCP8.5 (Riahi et al., 2011). Isoprene and monoterpene emissions are calculated interactively (Table 5.3; Section 5.2). All emissions are in the units of Tg (species) a$^{-1}$, with the exception of NO$_x$, which in the form of Tg (NO$_2$) a$^{-1}$. VOC$_{ANT}$ and VOC$_{BB}$ are calculated to be representative of RCP8.5, as described in 2.3. CH$_4$ concentrations are 1750 ppb in the 2000s and 3752 ppb in the 2090s.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Anthropogenic</td>
</tr>
<tr>
<td>NO$_x$</td>
<td>148.6</td>
<td>104.8</td>
</tr>
<tr>
<td>CO</td>
<td>1150</td>
<td>608.7</td>
</tr>
<tr>
<td>HCHO</td>
<td>9.0</td>
<td>3.2</td>
</tr>
<tr>
<td>C2 hydrocarbons</td>
<td>27.1</td>
<td>15.4</td>
</tr>
<tr>
<td>C3 hydrocarbons</td>
<td>13.6</td>
<td>7.5</td>
</tr>
<tr>
<td>Me$_2$CO</td>
<td>45.7</td>
<td>0.7</td>
</tr>
<tr>
<td>MeCHO</td>
<td>8.7</td>
<td>-</td>
</tr>
<tr>
<td>SO$_2$</td>
<td>103.7</td>
<td>103.7</td>
</tr>
<tr>
<td>BC</td>
<td>7.9</td>
<td>5.3</td>
</tr>
<tr>
<td>OC</td>
<td>29.8</td>
<td>6.5</td>
</tr>
<tr>
<td>Isoprene</td>
<td>505</td>
<td>-</td>
</tr>
<tr>
<td>Monoterpene</td>
<td>63</td>
<td>-</td>
</tr>
<tr>
<td>VOC$_{ANT}$</td>
<td>127</td>
<td>127</td>
</tr>
<tr>
<td>VOC$_{BB}$</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>VOC$_{ANT, BB}$</td>
<td>176</td>
<td>127</td>
</tr>
</tbody>
</table>

Emissions of the anthropogenic and biomass burning precursors of SOA, VOC$_{ANT}$ and VOC$_{BB}$, receptively, are also constructed to follow future changes under RCP8.5. In the case of VOC$_{ANT}$, aromatic VOC emissions from anthropogenic activity are used to define a spatial and seasonal pattern (Lamarque et al., 2011), that are then scaled to equal the anthropogenic total VOC emission rate (Lamarque et al., 2011). This method is used for VOC$_{ANT}$ emission estimates for both the 2000s and the 2090s. Under this pathway, global annual-total VOC$_{ANT}$ emissions reduce by 4 Tg (VOC$_{ANT}$) a$^{-1}$ (-3 %), from 127 Tg (VOC$_{ANT}$) a$^{-1}$ in the present-day, to 123 Tg (VOC$_{ANT}$) a$^{-1}$ in the 2090s under RCP8.5 (Table 5.4).
In the case of VOC\textsubscript{BB}, for the present-day, biomass burning emissions of CO (Lamarque et al., 2011) are first used to define a spatial and seasonal pattern; these are then scaled to equal the biomass burning total VOC emission total estimated from the Emissions Database for Global Atmospheric Research (EDGAR). Hence, this provides an emission factor which can be applied to biomass burning CO emissions to calculate biomass burning VOC emissions. EDGAR only provide a present-day estimate of emissions. Therefore, the present-day emission factor is then applied to the biomass burning CO emissions for the 2090s from RCP8.5 to provide an estimate for VOC\textsubscript{BB} emissions for that same period. Under RCP8.5, global annual-total VOC\textsubscript{BB} emissions decrease by 16 Tg (VOC\textsubscript{ANT}) a\textsuperscript{−1} (−33 %), from 49 Tg (VOC\textsubscript{BB}) a\textsuperscript{−1} in the present-day, to 33 Tg (VOC\textsubscript{BB}) a\textsuperscript{−1} in the future (Table 5.4).

When combined, VOC\textsubscript{ANT} and VOC\textsubscript{BB} are referred to as VOC\textsubscript{ANT/BB}. Present-day global annual-total emissions of VOC\textsubscript{ANT} and VOC\textsubscript{BB} are 127 Tg (VOC\textsubscript{ANT}) a\textsuperscript{−1} and 49 Tg (VOC\textsubscript{BB}) a\textsuperscript{−1}, respectively (Table 5.4). Hence, the present-day emission rate of VOC\textsubscript{ANT/BB} is 176 Tg (VOC\textsubscript{ANT/BB}) (Table 5.4). In the 2090s under RCP8.5, global annual-total emissions of VOC\textsubscript{ANT} and VOC\textsubscript{BB} are 123 Tg (VOC\textsubscript{ANT}) a\textsuperscript{−1} and 33 Tg (VOC\textsubscript{BB}) a\textsuperscript{−1}, respectively and when combined VOC\textsubscript{ANT/BB} is 156 Tg (Table 5.4). Overall, global annual-total VOC\textsubscript{ANT/BB} emissions reduce by 11 % under RCP8.5 in the 2090s compared to the 2000s, which is primarily a result of decreases in VOC\textsubscript{BB}.

Simulated present-day global annual-total isoprene emissions are 505 Tg (C\textsubscript{5}H\textsubscript{8}) a\textsuperscript{−1} (Table 5.4). This is consistent with estimates from other global modelling studies, which range from 412 to 600 Tg (C\textsubscript{5}H\textsubscript{8}) a\textsuperscript{−1} (Sanderson et al., 2003; Tao and Jain, 2005; Lathiere et al., 2005; Arneth et al., 2007a; Heald et al., 2008; Heald et al., 2009; Pacifico et al., 2012; Lin et al., 2016). Present-day simulated global annual-total monoterpene emissions are 63 Tg (C\textsubscript{10}H\textsubscript{16}) a\textsuperscript{−1} (Table 5.4), which is at the low end of estimates from the literature, which range from 33 to 131 Tg (C\textsubscript{10}H\textsubscript{16}) a\textsuperscript{−1} (Levis et al., 1999; Guenther et al.,
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1995; Lathiere et al., 2005; Kaplan et al., 2006; Arneth et al., 2007a; Heald et al., 2008; Lin et al., 2016). However, compared to isoprene, estimates of monoterpenes emissions are considerably more variable (Arneth et al., 2008). Future changes in biogenic VOC emissions under climate change are discussed in more detail in Section 5.5.1.

Four 10-year model integrations are conducted in this study, which are summarised in Table 5.5. Firstly, a present-day simulation (‘PD’) is performed for the 2000s, from which changes in the SOA lifecycle are analysed. Next, the SOA lifecycle under future climate conditions is simulated (‘Clim’; Table 5.5). For this simulation, SSTs, SIE and GHG concentrations within the radiation scheme adopt values for the 2090s decade. Anthropogenic and biomass burning emissions, and GHG concentrations within the chemistry scheme are held fixed at present-day values for this simulation. This simulation includes interactive effects of climate on biogenic VOC emissions, including the impact of atmospheric CO₂ concentration changes on isoprene emissions (Table 5.3). Following this, the SOA lifecycle under future anthropogenic and biomass burning emissions is simulated (‘Em’; Table 5.5). For this simulation, anthropogenic and biomass burning emissions, and GHG concentrations for the chemistry scheme adopt values for the 2090s following RCP8.5, whilst the climate (SSTs and SIE) is fixed at present-day (2000s) conditions. Finally, the SOA lifecycle under both future climate and emissions is simulated (‘Clim+Em’; Table 5.5) whereby SSTs, SIE, anthropogenic and biomass burning emissions, and greenhouse-gas concentrations for both the chemistry and radiation schemes all adopt 2090s values for RCP8.5. For all integrations, the first year is discarded as spin-up and analysis is based on the remaining 10 years. The fractional cover of each surface type is held fixed across all simulations. Hence, vegetation distributions are not affected by changes in climate or anthropogenic land-use. All analysis is based on the decadal-means, unless otherwise stated.
5.3 The SOA lifecycle in the present-day

In this section, the SOA lifecycle under present-day conditions is evaluated (PD; Table 5.5). Figure 5.1 shows the decadal-mean annual-mean surface SOA concentrations for the present-day, as well as differences between the future and the present-day for the simulations described in Table 5.5. Annual-mean surface SOA concentrations typically range 3 – 12 µg m\(^{-3}\) over India, East and South-East Asia, parts of South America, and sub-Saharan Africa (Figure 5.1 a). Lower annual-mean SOA levels (not exceeding 3 µg m\(^{-3}\)) are simulated over North America, Europe, Siberia and Australia (Figure 5.1 a). Moderately high SOA concentrations (0.3 to 2 µg m\(^{-3}\)) are also predicted downwind of high emissions source regions in India, South East Asia and the Congo, notably the Arabian Sea, the Bay of Bengal and the tropical Atlantic Ocean (Figure 5.1 a). Over the remaining oceanic regions,
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annual-mean surface SOA concentrations negligible (less than 0.1 µg m\(^{-3}\); Figure 5.1 a).

The chemical mechanism used in this chapter is identical to that used in Chapters 3 (‘AllSources’) and 4 (‘Control’). However, here, biogenic VOC emissions are calculated online (Section 5.2.2) and simulations span a decade. Whereas in the previous chapters, biogenic VOC emissions are prescribed (Guenther et al., 1995) and simulations span one year. The biogenic VOC emissions used here are slightly lower than in Chapters 3 and 4. Under this chemical mechanisms, simulated SOA is in relatively good agreement with observed SOA across the NH mid-latitudes (-50 %; Section 3.5.1). This model negative bias is common among global models (Tsigaridis et al., 2014) and may stems from missing SOA sources (Chapter 3).
Figure 5.1 - Decadal-mean annual-mean surface SOA concentrations (µg m\(^{-3}\)) for a) the present-day simulation (PD) (1996-2005). Difference in annual-mean surface SOA concentrations for future (2091-2100) SOA concentrations under RCP8.5 relative to the present-day simulations, for; b) and e) - future climate (Clim), c) and f) - future emissions (Em), and d) and g) - future climate and emissions combined (Clim+Em). Hatched areas indicate where absolute differences are not significant at the 0.05 level, as evaluated with the Student t-test using the 10 years of annual-mean data.
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Table 5.6 provides the decadal-mean global SOA budget for the simulations presented in Table 5.5. Considering all VOC sources, the simulated annual-total SOA production rate is 60.6 Tg (SOA) a\(^{-1}\) and the global annual-mean SOA burden is 0.71 Tg (SOA) (PD; Table 5.6). Here, SOA is treated as non-volatile, inert and soluble, hence, the sole removal process is deposition. Considering both dry and wet removal, the global annual-mean SOA lifetime is 4.4 days (Table 5.6). Simulated present-day global SOA budget terms for this study are consistent with the range of estimates from the AERCOM multi-model study, also provided in Table 5.6.

<table>
<thead>
<tr>
<th></th>
<th>PD</th>
<th>Clim</th>
<th>Em</th>
<th>Clim+Em</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Production</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ Tg (SOA) a(^{-1})</td>
<td>60.6, 13-121</td>
<td>66.7 (+10 %)</td>
<td>56.9 (-6 %)</td>
<td>63.1 (+4 %)</td>
</tr>
<tr>
<td><strong>Burden</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ Tg (SOA)</td>
<td>0.71, 0.3-2.2</td>
<td>0.87 (+23 %)</td>
<td>0.69 (-3 %)</td>
<td>0.85 (+20 %)</td>
</tr>
<tr>
<td><strong>Lifetime</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>/ days</td>
<td>4.4, 2.4-15</td>
<td>4.9 (+12 %)</td>
<td>4.5 (+4 %)</td>
<td>5.0 (+15 %)</td>
</tr>
</tbody>
</table>

Table 5.6 - Decadal-mean mean global SOA budgets for simulations in this study. For the present-day (2000s), italics indicate the multi-model range from Tsigaridis et al. (2014). The difference in budget terms for future (2090s) relative to the present-day (2000s) expressed as a percentage are shown within parentheses.

Figure 5.2 shows the decadal-mean annual-total SOA production rates from the various VOC species and their respective oxidation channels for the simulations in Table 5.5. This provides a breakdown of the SOA production pathways and quantifies the relative importance of each VOC source and oxidant species. Global annual-total SOA production rates for
monoterpene, isoprene and VOC$_{\text{ANT/BB}}$ are 8.1, 17.4 and 35.1 Tg (SOA) a$^{-1}$, respectively (Figure 5.2 a). The global annual-total biogenic SOA production rate is 25.5 Tg (SOA) a$^{-1}$, and is calculated as the sum of SOA production from both monoterpene and isoprene across all three oxidation pathways (25.5 = 8.1 + 17.4) (Figure 5.2 a). Overall, biogenic VOCs account for 42 % (25.5 Tg (SOA) a$^{-1}$) of the global annual-total SOA production rate (60.6 Tg (SOA) a$^{-1}$), with VOC$_{\text{ANT/BB}}$ accounting for 58 % (35.1 Tg (SOA) a$^{-1}$). Hence, in the present-day, SOA production is strongly influenced by VOC$_{\text{ANT/BB}}$ non-natural sources which predominately react with OH. Hence, considering all VOCs, 83 % (50.2 Tg (SOA) a$^{-1}$; Figure 5.2 a) react via the OH pathway.
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Figure 5.2 – Global decadal-mean annual-total SOA production rates (Tg (SOA) a⁻¹) for the different VOC species through the various oxidation channels for the present day (PD) simulation (1996-2005), and the difference in production rates for the future simulations (2091-2100) relative to the present-day simulation (Clim-PD, Em-PD, Clim+Em - PD).

The global annual-total SOA production rate from biogenic VOCs estimated here (25.1 Tg (SOA) a⁻¹) is consistent with estimates from the literature, which range from 13 to 55 Tg (SOA) a⁻¹ (Henze and Seinfeld, 2006; Tsigaridis and Kanakidou, 2007; Hoyle et al., 2007; Henze et al., 2008; Farina et al., 2010; Spracklen et al., 2011; Khan et al., 2017). However,
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the SOA yields used in global modelling studies are typically derived from chamber studies. Wall-loses during these chamber studies may lead to substantial underestimates in the SOA yields (Zhang et al., 2014). One global modelling study that does account for chamber-wall loses, suggests a global annual-total biogenic SOA production rate of 98 Tg (SOA) a\(^{-1}\) (Hodzic et al., 2016). Overall, variability in biogenic SOA production estimates can be attributed to which biogenic VOCs are included (e.g. isoprene, monoterpenes, sesquiterpenes) and the SOA yields used for these species.

The global annual-total SOA production rate from anthropogenic and biomass burning emissions estimated here (35.1 Tg (SOA) a\(^{-1}\)) is higher than some other bottom-up global modelling studies, which range from 1.4 to 6 Tg (SOA) a\(^{-1}\) (Tsigaridis and Kanakidou, 2007; Heald et al., 2008; Lin et al., 2016). However, these studies only include the aromatic component of these emissions sources types, with global annual-total aromatic emissions of 16 – 32 Tg (VOC) a\(^{-1}\). By contrast, in this study, all VOC emissions from these emissions source types are assumed to form SOA (emission rate = 176 Tg (VOC\textsubscript{ANT/BB}) a\(^{-1}\)). In addition to VOCs, anthropogenic and biomass burning activities also release S/IVOCs, which can contribute to SOA formation (Donahue et al., 2006; Donahue et al., 2012). However, S/IVOC emission estimates, and their potential to form SOA are highly uncertain (e.g. Shrivastava et al. (2015). As a result, S/IVOC emissions are not considered here.

An additional potentially important source of SOA that is also not considered here is aqueous phase production (Ervens, 2015). Estimates of the global annual-total SOA source strength within cloud and aerosol liquid are 13 – 47 and 0 – 13 Tg (SOA) a\(^{-1}\), respectively (Lin et al., 2012; Lin et al., 2014).

The seasonality in SOA precursor emissions and SOA production is displayed in Figure 5.3. Emissions of both monoterpenes and VOC\textsubscript{ANT/BB} are
higher in the Northern Hemisphere (NH) compared to the Southern Hemisphere (SH). The NH accounts for 61 and 77 % of the global annual-total monoterpene and VOC_{ANT/BB} emission rates respectively (not shown). In contrast, annual-total isoprene emissions rates are approximately equal in both hemispheres, except in June-August, when they peak in the NH. Emissions of both monoterpene and isoprene are calculated interactively based on meteorological factors such as temperature and sunlight (Section 5.2.2). Consequently, emissions of both these species peak during local summertime (Figure 5.3 b and c). In the NH, where VOC_{ANT/BB} is primarily anthropogenic, emission rates do not show a clear seasonal cycle (Figure 3 b). In contrast, in the SH, where VOC_{ANT/BB} is mostly of biomass burning origin, emission rates peak between July and November (Figure 5.3 c).

The seasonal cycle in SOA production (Figure 5.3 d, e and f) follows the seasonal cycle in precursor emissions (Figure 5.3 a, b and c). The NH peak in SOA production during local summer (Figure 5.3 e) is attributed to biogenic emissions also peaking during this season (Figure 5.3 b). The SH peak in SOA production between July and November (Figure 5.3 f) appears to be driven by biomass burning VOC emissions also peaking during this season (Figure 5.3 c). However, also in the SH, although isoprene emissions are very high between January and April (Figure 5.3 c), there is little or no peak in SOA production at the same time (Figure 5.3 f). This could be due to limited oxidant availability during this season. On an annual basis, the NH accounts for 66 % of the global annual-total SOA production rate. Overall, global SOA production peaks during NH local summer (Figure 3 d), which is consistent with (Tsigaridis et al., 2014).
The secondary organic aerosol lifecycle in the present-day and future

Figure 5.3 – Decadal-mean monthly-total VOC emission rates (top row) and SOA production rates (bottom row) for the simulations presented in Table 5. Envelopes indicate ±1σ, which is constructed from the 10 years of monthly data.

5.4 Climate change impacts on the SOA lifecycle

Here, the influence of climate change alone on the SOA lifecycle is examined (Clim – PD). Under fixed anthropogenic and biomass burning emissions, climate change alters both the global SOA budget and spatial pattern of SOA concentrations. Over most land environments, climate change leads to increased SOA concentrations (Figure 5.1 b). Over Peru and the Congo region, climate change causes decadal-mean annual-mean surface SOA concentrations to increase by more than 1.5 µg m⁻³ (Figure 5.1 b), corresponding to increases of 10 to 30 % (Figure 5.1 e). Over North America, Siberia and South Asia, annual-mean surface SOA concentrations increase by 0.3 – 1 µg m⁻³ (Figure 5.1 b), or 60 – 150 % (Figure 1 e). However, over the Southeast USA, Southeast China, and Southern Brazil,
climate change has little effect on SOA concentrations (Figure 5.1 b). For
Northern Brazil, the coast of Western Africa, and parts of South East Asia,
annual-mean surface SOA concentrations reduce by up to 1 μg m⁻³ (Figure
5.1 b), (-30 %; Figure 5.1 e) in response to climate change.

Compared to the present-day, climate change increases the global
annual-mean SOA burden by 23 %, from 0.71 Tg (SOA) in the present-day
to 0.87 Tg (SOA) in the 2090s under future climate change (Clim; Table 5.6).
This projected increase in the SOA load is a result of a 10 % (6.1 Tg (SOA)
a⁻¹) increase in the global annual-total SOA production rate, combined with a
12 % increase in the lifetime (Table 5.6). This climate-induced increase in
SOA production is a result of increased production from monoterpenes.
Climate change increases the global annual-total SOA production rate from
monoterpenes by 6.5 Tg (SOA) a⁻¹, whereas production of SOA from isoprene
reduces by 0.4 Tg (SOA) a⁻¹ (Figure 5.2 b). The climate interactions leading
to these changes in the global SOA budget and SOA spatial distributions are
examined in the following sub-sections. This begins with the emissions of the
VOC precursors of SOA (Section 5.5.1), followed by oxidant availability
(Section 5.5.2), temperature-dependent reaction rates (Section 5.5.3), and
SOA deposition (Section 5.5.4). These results are then summarised and
compared to the literature (Section 5.5.5).

5.4.1 Climate change impacts on biogenic VOC emissions

Natural emissions are sensitive to climate change. Figure 5.4 shows the
decadal-mean annual-mean surface air temperature for the present-day and
the difference between the 2090s following RCP8.5 and the present-day. The
global-mean surface air temperature increases by 4.6 °C under future
climate, with the greatest warming occurring in the high latitudes of the NH
(Figure 5.4 b). As discussed in section 5.2.3, HadGEM3 has a high climate
sensitivity.
Climate change increases the global annual-total gross primary productivity by 44%, from 110 Pg (C) a\(^{-1}\) in the present-day to 158 Pg (C) a\(^{-1}\) under future climate conditions (not shown). Also, the prescribed atmospheric CO\(_2\) concentration rises from 369 ppm in the present-day, to 939 ppm in the future climate simulation (not shown). Globally, climate change has little impact on annual-total isoprene emissions which decrease by 1% from 505 Tg (C\(_5\)H\(_8\)) a\(^{-1}\) in the present-day to 499 Tg (C\(_5\)H\(_8\)) a\(^{-1}\) in the future (Table 5.3; section 5.2.3). Under RCP8.5, warming (Figure 5.4 b) and an increase in CO\(_2\) concentrations have opposing effects on isoprene emissions (Section 5.2.2), with the net effect being a negligible change in global isoprene emission rates. Contrastingly, monoterpene emissions, which do not include CO\(_2\) inhibition (Section 5.2.2), increase by 50 Tg a\(^{-1}\) (79%) from 63 Tg (C\(_{10}\)H\(_{18}\)) a\(^{-1}\) in the present-day to 113 Tg (C\(_{10}\)H\(_{18}\)) a\(^{-1}\) in the 2090s under climate change (Table 5.3; section 5.2.3). These changes in global biogenic VOC emission rates dictate the climate-induced changes in the global SOA budget; global annual-total SOA production from monoterpene

---

**Figure 5.4** - Decadal-mean annual-mean surface air temperature for the present-day (PD) (1996-2005) and the difference between the future climate following RCP8.5 (Clim; 2091-2100) and the present-day (PD).
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increases by 6.5 Tg (SOA) a\(^{-1}\) (79 \%) but reduces by 0.4 Tg (SOA) a\(^{-1}\) from isoprene SOA (Figure 5.2 b).

Figure 5.5 summarises projected future changes in biogenic VOC emissions from this study and the literature. Here, global isoprene emissions reduce by just 1 \% in the future due to climate change and CO\(_2\) inhibition, which is in agreement with most previous studies including these effects (Heald et al., 2009; Young et al., 2009; Pacifico et al., 2012; Squire et al., 2015). However, under RCP8.5 (same scenario used for these simulations), Lin et al. (2016) suggest the high climate sensitivity of the GCM employed (with a global average temperature increase of 4.1°C in the 2100s compared to the 2000s), and hence the stimulation by warming has a stronger effect on isoprene emissions compared to CO\(_2\) inhibition, which is lessened at high CO\(_2\) concentrations (943 ppm) in their study. These competing effects result in a 94 Tg (C) a\(^{-1}\) increase in isoprene emissions under climate change (Lin et al. 2016). However, the climate sensitivity, as noted above- a 4.6°C increase in the global average temperature between the 2000s and 2090s - is larger in this study. Resolving the sensitivities of isoprene emissions toward temperature and CO\(_2\) concentrations is of central importance for determining how isoprene emissions will evolve over the 21st century. In addition to CO\(_2\) inhibition, projected changes in anthropogenic land use may contribute to changes in isoprene emissions in the future; these are not included in this study. By 2100 under A1B compared to the 2000s, Squire et al. (2014) find that future climate change, CO\(_2\) inhibition, and anthropogenic land use change cause the global annual-total isoprene emission rate to reduce by 55 \% (259 Tg (C\(_5\)H\(_8\)) a\(^{-1}\)) decrease.
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Figure 5.5 – Changes in annual-total biogenic VOC emission rates (Tg (VOC) a\(^{-1}\)) from this study, combined with estimates from the literature. For all studies shown here, the 2090s represents the future and the 2000s represents the present-day. Model simulations vary considerably in terms of which scenarios are used and what factors are included (e.g. CO\(_2\) inhibition, anthropogenic land use, and dynamic vegetation), with studies before 2008 not incorporating CO\(_2\) inhibition effects on isoprene.

As discussed in Section 5.1, projected changes in monoterpenes emissions are also uncertain. In relation to monoterpene emissions, the impact of climate change alone whilst assuming fixed land cover results in increases to global annual-total emission rates ranging from 4.6 Tg (C\(_{10}\)H\(_{16}\)) a\(^{-1}\) (23 %) (Heald et al., 2008) to 115 Tg (C\(_{10}\)H\(_{16}\)) a\(^{-1}\) (87 %) (Lin et al., 2016). Wu et al. (2012), also accounting for land-use change, suggest a more conservative increase of 12% in 2100 under the SRES A1B climate scenario. Considering changes in both climate and anthropogenic lands-use, whilst accounting for CO\(_2\) inhibition, Hantson et al. (2017) suggest a ~30 % (9 Tg (C\(_{10}\)H\(_{16}\)) a\(^{-1}\)) reduction in global annual-total monoterpane emissions by the 2100s under RCP8.5 relative to the 2000s.

Figure 5.6 shows the spatial pattern of simulated biogenic VOC emissions for the 2000s and the 2090s under RCP 8.5. For isoprene emissions, it is evident that the balance between the opposing effects of higher temperatures and higher CO\(_2\) concentrations on emissions (Table 5.3; Figure 5.5) is not globally widespread (Figure 5.6 d). This is likely due to regional variability in (i) the temperature increases (Figure 4 b) and, (ii) the
leaf internal CO$_2$ concentrations (section 5.2.2). Over parts of Alaska, Siberia, Peru, and Central Africa, annual-total isoprene emissions increase by more than 5 g (C$_5$H$_8$) m$^{-2}$ s$^{-1}$ (Figure 5.5 d). Contrastingly, over parts of the southeast USA, Northern Brazil, Western Africa, and Southeast Asia, annual-total isoprene emissions decrease by more than 5 g (C$_5$H$_8$) m$^{-2}$ s$^{-1}$ (Figure 5.6 d). However, for monoterpene emissions, across all continental regions, climate change results in increases of decadal-mean annual-total monoterpene emissions of 0.2 - 1 g (C$_{10}$H$_{16}$) m$^{-2}$ s$^{-1}$ (Figure 5.6 e).

Figure 5.6 – Simulated decadal-mean annual-total climate-sensitive biogenic VOC emissions (g (C) m$^{-2}$ a$^{-1}$) for isoprene and monoterpene for the present-day (PD; 1996-2005) and future climate simulations (Clim; 2091-2100).

Across all continents, the magnitude of climate-induced changes in isoprene emissions (Figure 5.6 d) exceeds that of climate-induced changes in monoterpene emissions (Figure 5.6 e). For example, climate change causes isoprene emission changes of more than +/- 5 g (C$_5$H$_8$) a$^{-1}$ (Figure
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5.6 d), whereas monoterpane emission increases do not exceed 1 g (C_{10}H_{16}) a^{-1} (Figure 5.6 d). With the exception of Australia and parts of India, the combined changes in total biogenic VOC emissions (Figure 5.6 f) are a reflection of changes in isoprene, as opposed to monoterpane. These changes in isoprene emissions (Figure 5.6 d) and monoterpane (Figure 5.6 e) emissions, when combined (Figure 5.6 f), explain the climate-induced changes in SOA distributions (Figure 5.1 b). However, in the Southeast USA, Southeast China, and Southern Brazil, despite simulated reductions in biogenic VOC emissions (Figure 5.5 d), SOA concentrations do not change significantly (Figure 5.1 b).

5.4.2 Climate change impacts on oxidants

Oxidant availability is a critical factor in determining how quickly freshly emitted VOCs are oxidised to low-volatility SOA precursors (E5.1; Section 5.2.1). In response to climate change, the global-mean annual-mean surface concentrations of OH, NO_3 and O_3 change by +12, +11, and -10 %, respectively (not shown). Surface and zonal-mean decadal-mean annual-mean concentrations of the hydroxyl (OH) and nitrate (NO_3) radicals, and ozone (O_3) for the simulations in Table 5 are shown in Figures 5.7 and 5.8, respectively. Future increases in OH (Figure 5.7 b and Figure 5.8 b) are likely due to an increase in surface water vapour (+29 %), which drives a 30 % increase in the reaction between water vapour and excited singlet oxygen, O(1D), to produce OH (R1.1-1.3, Chapter 1), as well as increases in NO_2 (discussed below). Future increases in NO_3 (Figure 5.7 f and Figure 5.8 f) may be explained in terms of increased lightning-NO_x emissions (+46 %) but also by enhanced peroxyacetyl nitrate decomposition (e.g. Doherty et al. 2013). Note, the formation of OH from HO_2 is often NO_x-limited, hence, these climate-induced increases in NO_x can reinforce the aforementioned
increases in OH due to enhanced $\text{H}_2\text{O}^+ \text{O}^{(1}\text{D})$ (R1.1-1.3). The response of $\text{O}_3$ to climate change is a combination of enhanced $\text{H}_2\text{O}^+ \text{O}^{(1}\text{D})$, which is a sink for $\text{O}_3$, and the aforementioned increases in NO$_x$. Considering the coarse resolution of the model used here, NO$_x$ can be regarded as a source of $\text{O}_3$. Furthermore, the Brewer-Dobson circulation, which is responsible for the poleward transport of tropical stratospheric ozone, weakens under climate change; therefore, under climate change at higher altitudes (6 – 10 km), ozone concentrations increase in the tropics but decrease at the poles (Figure 5.8 j). Note, whereas tropospheric ozone is modelled, stratospheric ozone is prescribed, and held fixed for all model integrations in this study. Hence, future stratospheric ozone recovery is not accounted for in this study.
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Figure 5.7 – Present-day (1996-2005) and future (2091-2100) decadal mean annual-mean surface concentrations of OH (top row; a – d), NO$_3$ (middle row; e – h), and O$_3$ (bottom row; i - l). Oxidants for the present-day (PD) are displayed in first column (a, e and i). Oxidants for the future climate simulation (Clim) are shown in the second column (b, f and j), for the future anthropogenic and biomass burning emissions simulation (Em) are shown in the third column (c, g and k), and for the future climate and emissions combined simulation (Clim+Em) are shown in the fourth column (d, h and l), all relative to the present-day (PD).
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Figure 5.8 - Present-day (1996-2005) and future (2091-2100) decadal mean annual-mean zonal concentrations of OH (top row; a – d), NO₃ (middle row; e – h), and O₃ (bottom row; i – l). Oxidants for the present-day (PD) are displayed in first column (a, e and i). Oxidants for the future climate simulation (Clim) are shown in the second column (b, f and j), for the future anthropogenic and biomass burning emissions simulation (Em) are shown in the third column (c, g and k), and for the future climate and emissions combined simulation (Clim+Em) are shown in the fourth column (d, h and l), all relative to the present-day (PD).
All VOC precursors of SOA are assumed to be emitted at the surface (even biomass burning sources). These surface emissions combine with a high oxidant availability, leading to the majority (88%) of emitted VOCs being oxidised within the lowermost 2 km of the atmosphere. Therefore, future changes in oxidants at the surface (Figure 5.7) are more relevant for understanding how climate change influences SOA production, as opposed to changes in oxidants at higher altitudes (Figure 5.8). In addition, only terrestrial VOC emissions are considered in this study. Hence, future changes in oxidants over land are more relevant than over the ocean for understanding how climate change influences the efficiency of VOC oxidation (and SOA production). Over land, oxidants generally increase under climate change (Figure 5.7), and therefore contribute to more efficient VOC oxidation within the emission source regions. This effect is most evident for SOA production from VOC\textsubscript{ANT/BB}. The climate-induced increases in OH concentrations over land results in more efficient VOC\textsubscript{ANT/BB} oxidation over North America, Europe, India and China, but less efficient oxidation downwind of these regions (e.g. over the oceans) (not shown). Globally, however, there is no change in the SOA production rate from VOC\textsubscript{ANT/BB} (Figure 5.2 b), which implies that SOA production from VOC\textsubscript{ANT/BB} is VOC limited, as opposed to oxidant limited (i.e. SOA production is controlled by changes in VOCs, not oxidants). Also, these climate-increases in oxidant concentrations (Figure 5.7 b, f and j) will contribute to increases in SOA production from biogenic VOCs (Figure 5.2 b). Overall, climate change increases oxidant concentrations, leading to more efficient SOA production within emissions source regions.
5.4.3 Climate change impacts on temperature-dependent reaction rates of SOA precursors and oxidants

The reaction rate of VOCs and oxidants is temperature dependent. Hence, global warming can affect the speed at which SOA is formed. Within the UKCA model, reaction rates are solved following the Arrhenius equation. Molecular collisions are favoured by elevated temperatures. Changes in temperature also affect the chance of reaction upon collision, with elevated temperatures favouring exothermic reactions. In response to an increase in temperature of 5 K (close to the global-mean temperature change; section 5.4.1), the reaction rates for the SOA precursors considered in this study (Table 1) vary by -1% (monoterpene+NO₃) to 9% (isoprene+O₃). These changes in reaction rates are relatively small and will therefore have very little effect on SOA formation.

5.4.4 Climate change impacts on the efficiency of SOA deposition

Climate change affects the efficiency of SOA removal (i.e. the SOA lifetime). In the UKCA model, as SOA is assumed to be hydrophilic and non-volatile, it is removed by both dry and wet deposition. The SOA lifetime is therefore a reflection of SOA deposition efficiency. In the present-day, the global annual-average SOA lifetime is 4.4 days (Table 5.6). This value increases by 12% under future climate change, to 4.9 days (Table 5.6). Hence, climate change reduces the efficiency of SOA deposition. This future increases in the SOA lifetime could be due to either (i) changes in regional (including altitudinal) SOA production, (ii) changes in regional precipitation, or (iii) both of these effects.
Figure 5.9 shows vertically integrated precipitation rates from HadGEM3 for the present-day and differences in the future climate relative to the present-day. Precipitation varies both horizontally (Figure 5.9 a) and vertically (not shown). This creates spatial gradients in the SOA lifetime with respect to wet removal. For instance, the SOA lifetime is longest in regions of low precipitation, such as the poles (Figure 5.9 a) and at higher altitudes. Short SOA lifetimes are expected in regions with high precipitation, such as the tropics (Figure 5.9 a) and at the surface. Isoprene emission rates are so high that this species is not fully oxidised at the surface (Henze and Seinfeld, 2006). Consequently, the lifetime of SOA from isoprene (9 days) is longer than the lifetime of SOA from monoterpene (7 days), as monoterpene produces SOA mainly at lower altitudes where it undergoes wet removal more efficiently (Heald et al., 2008). The significance of this horizontal and vertical variability in SOA lifetime is that any changes in where SOA is being produced can alter the SOA lifetime. In the future, regional changes in biogenic VOC emissions (Section 5.5.1) and oxidants (Section 5.5.2) have the potential to alter regional SOA production rates, which, in turn, can affect the SOA lifetime.

In addition to regional changes in SOA production, regional changes in precipitation itself can also affect the SOA lifetime. Whilst, the global-mean annual-mean precipitation rate increases by 7% in the future, regionally, changes in precipitation vary in both magnitude and sign (Figure 5.9 b). Projections of precipitation under climate change are somewhat uncertain. Nevertheless, the simulated regional changes in precipitation here (Figure 5.9 b) are in reasonable agreement with the multi-model mean of Collins et al. (2014) and HadGEM2 results in Allen et al (2016). Under climate change, precipitation rates decrease over Peru, Northern Brazil, Southeast USA, Europe and the outflow region of sub-Saharan Africa (Figure 5.9 b), contributing to a lengthening of the global-mean annual-mean SOA lifetime through reduced wet deposition efficiency. However, over central Africa,
India, China, the Bay of Bengal and the Arabian Sea, precipitation increases under climate change (Figure 5.9 b), contributing to a shorter SOA lifetime in the future due to greater wet deposition efficiency.

Here, the exact cause for the lengthening of the SOA lifetime is unknown, yet this feature is identified in other global modelling studies. For example, Lin et al. (2016) find a 6 % increase in the global SOA lifetime in response to climate change under RCP8.5. Similarly, finding a lengthening of the lifetime for several different aerosol components, Allen et al. (2016) attribute this to a reduced wet deposition efficiency of aerosol associated with large scale precipitation over the NH mid-latitudes. Therefore, an increase in the aerosol lifetime appears to be a consistent feature of RCP8.5.

![Figure 5.9 – Precipitation for the present-day (PD; 1996-2005) and future climate (Clim; 2091-2100) simulations.](image)

**5.4.5 Discussion of climate change impacts on SOA lifecycle**

Overall, climate change alone results in a 23 % increase in the global SOA burden under RCP8.5 by the 2090s relative to the 2000s. This increase in
the SOA burden is due to the combined effects of a 10 % increase in the global annual-total SOA production rate and a 12 % increase in the SOA lifetime. The increase in the SOA production rate appears to be driven by a 79 % increase in global annual-total monoterpene emissions. This climate-induced increase in the SOA burden and its attribution to biogenic VOC emissions change is in reasonable agreement with all previous studies. Under SRES A2, Liao et al. (2006a) find a 9 % increase in the global SOA burden by 2100 due to a 38 % increase in biogenic emissions of monoterpene and Other Reactive Volatile Organic Compounds (ORVOCs). Heald et al. (2008) isolate the sensitivity of SOA to climate-sensitive biogenic emissions alone under SRES A2, finding a 22 % increase in the global SOA burden in response to increases in global annual-total emissions of monoterpene and isoprene of 19 and 22 %, respectively. In addition, previous studies also suggest future changes in wet deposition to impact the SOA or other aerosols components lifetime (Lin et al. 2012; Allen et al. 2016)

5.5 Future anthropogenic and biomass burning emissions impacts on SOA lifecycle

In this section, the sensitivity of the SOA lifecycle to future changes in anthropogenic and biomass burning emissions (fixed climate) is quantified (Em – PD). With future emission changes, over many continental emission source regions, notably North America, Central Brazil, Europe, Japan, East and Southeast Asia, annual-mean surface SOA concentrations reduce by 0.3 to 1.0 µg m$^{-3}$ compared to the present-day (Figure 5.1 c) – this corresponds to reductions ranging between 10 and 100 % (Figure 1 f). In contrast, annual-mean surface SOA concentrations increase by more than 1.5 µg m$^{-3}$ (or 30 – 60 %) over large parts of Africa, India, and Central America (Figure 5.1 c and f).
Under RCP8.5, the global annual-average SOA burden reduces by 3 % by the 2090s compared to the present-day (Table 5.6). This is due a decrease in the global annual-total SOA production rate (6 %) and an increase in the SOA lifetime (4 %) (Table 5.6). The reduced SOA production rate is attributable to lower SOA production from VOC\textsubscript{ANT/BB}+OH (3.9 Tg (SOA) a\textsuperscript{-1}; 11 %) under future emissions (Figure 5.2 c). Note that SOA production from biogenic VOCs is also slightly influenced by future changes in anthropogenic and biomass burning emissions despite the biogenic emissions remaining constant (Figure 5.2 c). The mechanisms by which future changes in anthropogenic and biomass burning emissions control the SOA lifecycle are examined in the following sub-sections. These include projected changes in aerosol and precursor emissions (Section 5.5.1), the impact of these emissions on oxidants (Section 5.5.2), and future changes in the SOA lifetime (Section 5.5.3). These results are then summarised and compared to the literature (Section 5.5.4).

5.5.1 Projected changes in aerosol and aerosol precursor emissions

As mentioned previously (Section 5.1), anthropogenic and biomass burning activities releases direct SOA precursors (VOCs and S/IVOCs), and other aerosol/aerosol precursors which affect SOA gas-to-particle partitioning and aqueous phase reactions. In the UKCA model, VOC\textsubscript{ANT/BB} is the SOA precursor released from anthropogenic and biomass burning activities. Emissions of VOC\textsubscript{ANT/BB} are projected to reduce by 11 %, from 176 Tg (VOC) a\textsuperscript{-1} in the present-day to 126 Tg (VOC) a\textsuperscript{-1} in the 2090s under RCP 8.5 (Table 5.4). This explains the 3.9 Tg (SOA) a\textsuperscript{-1} (11 %) reduction in SOA production from this source (Figure 5.2 c). Figure 5.10 shows the spatial pattern of annual-total VOC\textsubscript{ANT/BB} emissions for the present-day and the change in the
The secondary organic aerosol lifecycle in the present-day and future relative to the present-day. Annual-total VOC\textsubscript{ANT/BB} emissions reduce by more than 5 g (VOC) m\textsuperscript{-2} a\textsuperscript{-1} over the major industrialised source regions of North America, Europe and East/Southeast Asia in the future (Figure 5.10 b). In contrast, over India and parts of Africa, VOC\textsubscript{ANT/BB} emissions are projected to increase by more than 5 g (VOC) m\textsuperscript{-2} a\textsuperscript{-1} (Figure 5.10 b). These projected regional changes in VOC\textsubscript{ANT/BB} emissions (Figure 5.10 b) also dictate regional changes in SOA concentrations (Figure 5.1 f). Hence, both globally and regionally, changes in VOC\textsubscript{ANT/BB} emissions appear to control the response of SOA to future emissions changes.

In addition to VOCs, other aerosol precursors (e.g. SO\textsubscript{2}) and aerosol (e.g. POA and BC) are also projected to change under RPC8.5. Global annual-total SO\textsubscript{2}, POA and BC emissions from anthropogenic and biomass burning activities are all projected to reduce in the 2090s under RCP8.5, by 76, 33 and 46 %, respectively. However, these emission changes have little or no impact on SOA production here since in this study, non-volatile...
hydrocarbon oxidation products (SOG; Section 5.2.1) condense irrespective of pre-existing aerosol surface area. However, in other studies where SOA is treated as semi-volatile, hydrocarbons are in dynamic equilibrium between the gas and aerosol phases, with partitioning rates dependent on a number of factors, including pre-existing aerosol surface area and temperature. This creates a dependency of SOA production on SO₂ and POA concentrations (Liao et al., 2006b). In addition, the reduction in sulphate emissions implies a reduction in aqueous phase SOA production (Lin et al., 2016); however, this SOA formation pathway is not treated in this study.

5.5.2 Future anthropogenic and biomass burning emissions impacts on oxidants

The oxidising capacity of the atmosphere is also affected by changes in anthropogenic and biomass burning emissions (Figure 5.7 and Figure 5.8). Projected changes in anthropogenic and biomass burning emissions cause the global-mean annual-mean surface concentrations of OH, O₃, and NO₃ to change by -21, +27, and +23 %, respectively (not shown). The CH₄ concentration is projected to double by the 2090s under RCP8.5 (Table 5.4), which drives a 114 % increase in the reaction flux between CH₄ and OH. Figure 11 shows the spatial distributions of CO and NOₓ for the 2000s and for the 2090s under RCP8.5. Similar to CH₄, CO is a sink for OH and a source of O₃. Global CO emissions reduce by 35 % by the 2090s under RCP8.5 (Table 5.4). Over North America, Europe and Southeast Asia, CO emissions decrease (Figure 5.11 c). These reductions in CO emissions therefore buffer the effect of the worldwide increase in CH₄ concentrations on OH levels. This is particularly evident for parts of Europe. In this region, the effects of increased CH₄ on OH concentrations are entirely offset by reductions in CO, leading to increased OH concentrations (Figure 5.7 c). In
contrast, anthropogenic and biomass burning CO emissions are projected to rise over India (Figure 5.11 c). Therefore, in this region, increased CH₄ concentrations, augmented by increased CO emissions, result in large reductions in surface OH concentrations under future emissions in 2100 (Figure 5.7 c). Overall, projected changes in anthropogenic and biomass burning emissions under RCP8.5 result in a 21% reduction in surface OH concentrations. NOₓ emissions are also projected to change in the future, with largely similar distribution changes to that of CO emissions i.e. reductions over North America, Europe and South East China, but increases over India and parts of Africa (Figure 5.11 d). Hence, in terms of their impact on O₃, these changes in NOₓ exacerbate the changes in CO. Overall, O₃ increases by 23% in the future emissions simulations (Figure 5.7 k) – this is primarily driven by the CH₄ increase as noted in previous studies (e.g. Wild et al., 2012; Fiore et al., 2012). NOₓ plays a crucial role in the production of OH from HO₂, therefore, these changes in NOₓ (Figure 5.11 e) may also affect the production of OH.
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Figure 5.11 – Spatial distribution of multi-annual annual-total emissions of CO (a and c) and NO$_x$ (b and e) for the present-day (a and b) and differences in emissions in the future relative to the present-day (c and e). For anthropogenic and biomass burning emissions of both these species, present day (1999-2005) emissions are taken from Lamarque et al. (2010) and future emissions (2091-2100) follow Riahi et al. (2011). Natural sources of CO and NO$_x$, from oceans and soil, respectively, are held constant at present-day values. Note, lightning-NO$_x$ emissions are not included in this figure.

The NO$_3$ radical is also strongly influenced by projected changes in anthropogenic and biomass burning emissions; however, the mechanism for this change is less clear. Global annual-total NO$_x$ emissions reduce by 27% in the future, yet global-mean annual-mean surface NO$_3$ concentrations increase by 41% under the future emissions scenario. The NO$_3$ radical is a night-time species, with formation being controlled through complex oxidant chemistry.
These changes in oxidant concentrations partially explain the changes in SOA production and distributions. For instance, over North America and Europe, lower $\text{VOC}_{\text{ANT/BB}}$ (Figure 5.10 b) emissions are compounded by lower OH concentrations (Figure 5.7 c), leading to substantial reductions in SOA concentrations (Figure 5.2 c). Furthermore, these changes in oxidant concentrations also explain why biogenic SOA production is affected by changes in anthropogenic and biomass burning emissions. As a consequence of reduced OH concentrations (11 %) and increased $\text{O}_3$ concentrations (23%), biogenic SOA production decreases via the OH pathway, but increases via the $\text{O}_3$ pathway (Figure 5.2 c). However, in terms of overall biogenic SOA production, these changes across the various oxidation channels have cancelling and, hence, small effects both on a global scale (Figure 5.2 c) and a regional scale (not shown). Therefore, the relative insensitivity of global SOA production from biogenic VOCs to changes in oxidants implies that SOA production from this source is VOC limited, as opposed to oxidant limited.

### 5.5.3 Future anthropogenic and biomass burning emissions impacts on the efficiency of SOA deposition

With future anthropogenic and biomass burning emissions, the global-mean annual-mean SOA lifetime is 4 % higher compared to the present-day (Table 5.6). As the climate in these two simulations is identical, this change in SOA lifetime must be due to regional changes in SOA production. Precipitation varies horizontally (Figure 5.9 a) and vertically (not shown), therefore creating gradients in wet deposition efficiency (i.e. the SOA lifetime). Reductions of $\text{VOC}_{\text{ANT/BB}}$ emissions (Figure 5.10 b) in high precipitation regions, such as Southeast Asia and the Amazon (Figure 5.9 a) may contribute to the longer global-mean SOA lifetime. In addition, if change in
VOC\textsubscript{ANT/BB} emissions or oxidants alter the vertical profile of SOA, the lifetime can also be affected. Overall, future changes in anthropogenic and biomass burning emissions reduce the efficiency of SOA deposition (i.e. lengthening the SOA lifetime), therefore contributing towards an increase in the SOA burden.

### 5.5.4 Discussion of future anthropogenic and biomass burning emissions impacts on SOA lifecycle

Under future anthropogenic and biomass burning emissions for the 2090s for RCP8.5, the global annual-mean SOA burden is 3 % lower than in the present-day (Table 5.6). This projected reduction in the SOA load is due to a reduced global annual-total SOA production rate (-6 %) and tempered somewhat by an increase in the global annual-mean SOA lifetime (4 %) compared to the present-day (Table 5.6). The reduced global SOA production is driven by an 11 % reduction in VOC\textsubscript{ANT/BB} emissions (Table 5.4).

The changes in SOA spatial distributions in response to projected changes in anthropogenic and biomass burning emissions here are in broad agreement with other studies; SOA decreases over Europe and North America but increases over India and Africa (Tsigaridis and Kanakidou, 2007; Heald et al., 2008; Lin et al., 2016). For these regions, future changes in SOA appear to be dictated by projected change in anthropogenic and biomass burning precursor emissions, similar to this study. However, in contrast to this study, where SOA is assumed to be non-volatile, previous studies of the impacts of emissions changes on SOA treat SOA as semi-volatile. Under the semi-volatile treatment of SOA, condensation and evaporation of hydrocarbons between the gas and aerosol phases also depends on pre-existing aerosol surface. Hence, projected changes in
primary emissions also affect SOA condensation. For example, Liao et al. (2006b) do not consider any anthropogenic or biomass VOCs in SOA formation, yet projected increases in POA emissions of 84 % drive an increase in the global SOA burden of 31 % (which is entirely biogenic). Some studies also project increases in both aromatic and POA emissions under future IPCC emissions scenarios. Consequently, these studies project an increase in SOA production of 10 (Heald et al., 2008) to 50 % (Tsigaridis and Kanakidou, 2007), similar to and larger than in our study, respectively. Under RCP8.5, anthropogenic and biomass burning emissions of sulphate are projected to reduce by more than a factor of 4 by the year 2100, leading to 24 % reduction in aqueous phase SOA production (Lin et al., 2016). These effects are not considered in this study.

5.6 Combined effects of future changes in climate and emissions on SOA lifecycle

In this section, the combined effects of changes in climate and emissions on the SOA lifecycle are quantified (Clim+Em - PD). Regionally, the effects of changes in climate and emissions on SOA concentrations are primarily dictated by changes in climate sensitive biogenic emissions as well as anthropogenic and biomass burning VOC emissions. In the USA, Europe, Japan, and South East Asia, annual-mean surface SOA concentrations reduce by 0.3 – 1 µg m\(^{-3}\) (Figure 5.1 d), or 10 – 60 % (Figure 5.1 g). In these regions, the impact of VOC\text{ANT/BB} emissions reductions (Figure 5.1 c) outweigh the effects of increased biogenic VOC emissions (Figure 5.1 b) such that SOA concentrations decrease (Figure 5.1 d). In contrast, over Siberia, northern Canada, Australia and Peru, the impacts of future reductions in anthropogenic and biomass burning emissions (Figure 5.1 c) are outweighed by increases in biogenic emissions (Figure 5.1 b) leading to
increases in SOA concentrations (Figure 5.1 d). In India and South Africa, future changes in both emissions and climate contribute to elevated SOA levels (Figure 5.1 b - d). Hence, in these regions, projected increases in anthropogenic and biomass burning VOC emissions together with elevated biogenic VOC emissions, lead to decadal-mean annual-mean SOA concentration increases which exceed 1.5 µg m\(^{-3}\) (Figure 5.1 d), corresponding to increases of up to 100 % (Figure 5.1 g).

The global SOA budget and the relative importance of various VOC emissions sources to SOA production are both projected to change in the future. The global annual-mean SOA burden is 20 % higher under future climate and emissions following RCP8.5 compared to present-day (Table 5.6). This is due to increases in both the global annual-total SOA production rate (4 %) and the global annual-mean SOA lifetime (15 %) (Table 5.6). The projected 4 % increase in the production rate is due to the effects of projected changes in climate and emissions, which independently change the global annual-total SOA production rate by 10 and -6 %, respectively (Table 5.6), as described in Sections 5.5 and 5.6. In the present-day, the global annual-total SOA production rate is 60.6 Tg (SOA) a\(^{-1}\), with biogenic VOCs accounting for 42 % (25.5 Tg (SOA) a\(^{-1}\)) and VOC\(_{\text{ANT/BB}}\) accounting for the remaining 58 % (35.1 Tg (SOA) a\(^{-1}\)) (Section 5.3). This split between natural and anthropogenic sources is altered by future changes in climate and emissions, which increase the monoterpene SOA production rate by 6.5 Tg (SOA) a\(^{-1}\) and reduce the anthropogenic and biomass burning SOA production rate by 3.9 Tg (SOA) a\(^{-1}\) (Figure 5.2 d) compared to present-day. Therefore, under future climate and emissions, the global annual-total SOA production rate from all sources is higher (63.1 Tg (SOA) a\(^{-1}\)) and biogenic VOCs accounting for 50.5 % (31.9 Tg (SOA) a\(^{-1}\)), and VOC\(_{\text{ANT/BB}}\) account for 49.5 % (31.2 Tg (SOA) a\(^{-1}\)). These results therefore suggest a growing importance of natural sources of SOA in the future. In addition, from a global air quality perspective of the SOA burden, even stronger anthropogenic
emissions reductions are required in order to counter the effects of projected increases in monoterpane emissions and attain the same air quality standards as at the present-day.

Despite these significant changes to the global SOA burden, the seasonal cycle in precursor emissions and SOA production is fairly similar for both the present-day and under future emissions and climate (Figure 5.3). Also, the NH accounts for ~65 % of global annual-total SOA production in both the present-day and future. This suggests that the seasonal cycle, and the split between hemispheres is relatively stable between the present-day and the future under future changes in emissions and climate.

The combined effects of changes in climate and emissions on oxidant concentrations depends on the species being considered. For NO₃, global-mean annual-mean surface concentrations increase (Figure 5.7 h) by 60 % due to the combined effects of projected changes in climate and emissions which independently increase NO₃ concentrations (Figure 5.7 f, g) by 11 % and 41 % respectively. Future changes in OH and O₃ concentrations appear to be driven by projected changes in emissions, but tempered somewhat by the effects of climate change. For example, for O₃, compared to present-day, global-mean annual-mean surface concentrations increase (Figure 5.7 l) by 15 %, which is primarily driven by projected changes in emissions (Figure 5.7 k). For the OH radical, global-mean annual-mean surface concentrations reduce (Figure 5.7 d) by 14 % under future climate and emissions compared to the present-day. In summary, future changes in climate and emissions lead to enhanced NO₃ and O₃ surface concentrations, but reduced OH surface concentrations.

In the present-day, 83 % (50.2 Tg(SOA) a⁻¹; Figure 5.2 a) of SOA is formed via the OH channel. This preferences for the OH channel is a reflection of the OH reactivity and the assumption that VOC_{ANT/BB} reacts solely with this oxidant (whereas monoterpane and isoprene react with all
three oxidants). Figure 5.2 d demonstrates how the relative importance of each oxidant is affected by future changes in climate and emissions. Under future changes in climate and emissions, OH accounts for 77% (48.7 Tg (SOA) a\(^{-1}\)) of the global annual-total SOA production from all sources, compared to 83% for present-day. Therefore, the importance of OH as an oxidant for SOA precursors reduces slightly in the future, but remains the principal oxidant. The reduced importance of OH in the future stems from (i) reduced VOC\(_{\text{ANT/BB}}\) emissions (Figure 9 b), (ii) reduced OH concentrations (Figure 5.7 d), and (iii) increased concentrations of O\(_3\) and NO\(_3\) (Figure 5.7 h and l). However, as noted in section 5.5.2 and 5.6.2, changes in oxidant concentrations affect the regional distribution of SOA, but have only a minor impact on the global SOA production rate.

Compared to the 2000s, by the 2090s under both changes in climate and emissions, the global annual-average SOA burden increases (+20 %) due to increases in both the production rate (+4 %) and the lifetime (+15 %). Here, climate impacts lead to enhanced SOA burden via increased biogenic monoterpene emissions (+79 %) and a lengthening of the SOA lifetime (+23 %). Projected changes in anthropogenic and biomass burning emissions under RCP8.5 generally counter these climate impacts on SOA, but are not large enough to outweigh them. Global annual-total VOC\(_{\text{ANT/BB}}\) emissions reduce by 11 %, with strong reductions over North America, Europe, and East/Southeast Asia but increases over parts of India and Africa.

Earlier studies suggest substantially larger increases in the SOA burden in the future, ranging from +36 to +146 % (Liao et al., 2006b; Tsigaridis and Kanakidou, 2007; Heald et al., 2008). However, these studies use older IPCC emissions projections, where anthropogenic and biomass burning emissions are projected to increase in the future. Furthermore, these earlier studies do not account for CO\(_2\) inhibition on biogenic emissions. Under the same scenario used in this study (RCP8.5), Lin et al. (2016) project a much smaller increase (+2 %) in the SOA burden.
in the future – crucially, anthropogenic and biomass burning emissions of SOA precursors (aromatics) and SO$_2$ reduce, and changes in anthropogenic land use are also accounted. Consequently, Lin et al. (2016) find a 12 % decrease in the global SOA production, but this is countered by a lengthening of the SOA lifetime (15 %), thus, explaining the projected rise in the SOA burden. Therefore, the projected increase in the global SOA burden found in this study (+20 %) is larger than that of Lin et al. (2106) but generally smaller than that of earlier studies (+36 to +146 %).

5.7 Conclusions

The SOA lifecycle is initiated by the emissions of VOCs from biogenic, anthropogenic and biomass burning sources. VOCs oxidise to form non-volatile products, which condense, forming SOA. SOA is removed from the atmosphere by both dry and wet deposition. As SOA can perturb the Earth’s radiation balance through aerosol-radiation and aerosol-cloud interactions, projected changes in SOA may alter future aerosol forcings as well as air quality. Under the Representative Concentration Pathway (RCP) 8.5, this study quantifies how the SOA lifecycle is influenced by future changes in climate and emissions alone, and their combined effects, from all major VOC source types and with fixed vegetation. In the present-day, anthropogenic and biomass burning VOCs contribute 58 % (35 Tg (SOA) a$^{-1}$) to the SOA production rate from all sources (60.6 Tg (SOA) a$^{-1}$), with biogenic VOCs accounting for 42 % (25.1 Tg (SOA) a$^{-1}$).

Under climate change alone, the global annual-mean SOA burden is 23 % higher in the future compared to the present-day. This projected increase in the global SOA burden is a result of increases in both the global annual-total SOA production rate (10 %) and the global-mean annual-mean
SOA lifetime (12 %). The climate-driven increase in SOA production is primarily due to changes in biogenic monoterpene VOC emissions. Under climate change, global annual-total biogenic emissions of monoterpene and isoprene change by +79 and -1 %, respectively. Emissions of both monoterpene and isoprene are stimulated by future warming of the atmosphere but the latter are also suppressed by the projected rise in CO₂ concentrations. Therefore, the climate-driven increase in global SOA production is attributable to the global increase in monoterpene emissions as opposed to isoprene emissions. Regionally, both biogenic VOCs are responsible for regional changes in SOA concentrations under climate change. However, climate-induced changes in monoterpene emissions are relatively small in magnitude and spatially homogenous – increases in annual-total monoterpene emission range 0.2 – 1 g (C) m⁻² s⁻¹. In contrast, the response of regional isoprene emissions to changes in climate are large and vary in both magnitude and sign (-5 to +5 g (C) m⁻² s⁻¹). Together, these regional changes in biogenic VOC emissions drive the regional changes in SOA distributions under climate change.

The sensitivity of SOA to projected changes in anthropogenic and biomass burning emissions under RCP8.5 is independently quantified. Compared to the present-day, the global annual-mean SOA burden is 3 % lower in the future due to projected changes in anthropogenic and biomass burning emissions under this pathway. This reduction in the global SOA load is driven by a 6 % reduction in the global annual-total SOA production rate and modulated slightly by a 4 % increase in the global-mean annual-mean SOA lifetime. The decrease (6 %) in SOA production is a result of an 11 % reduction in anthropogenic and biomass burning VOC (VOC_{ANT/BB}) emissions by 2100 under RCP8.5. The projected changes in VOC_{ANT/BB} emissions drive changes in regional SOA concentrations. Reductions in anthropogenic and biomass burning VOC emissions over North America, Europe and South East Asia lead to reductions in SOA concentrations in these same regions.
Increased anthropogenic and biomass burning VOC emissions over India and parts of Africa lead to increases in SOA concentrations in these same regions. Biogenic VOC emissions are also modified which impact SOA production rates slightly as a result of the changes in oxidant levels with reduced anthropogenic and biomass burning emissions.

Finally, the combined effects of future changes in climate and emissions on the SOA lifecycle is quantified. Compared to the present-day, the global annual-mean SOA load rises by 20 % in the 2090s under RCP8.5. This increase in the global SOA burden is in response to a 4 % increase in the global annual-total SOA production rate, combined with a lengthening of the global-mean annual-mean SOA lifetime (15 %). The simultaneous increase in monoterpene emissions (79 %) and reduction in anthropogenic and biomass burning VOC emissions (11 %) implies an increasing role for natural aerosol sources to influence SOA production in the future; biogenic VOCs account for 50.5 % (31.9 Tg (SOA) a⁻¹) and VOC\textsubscript{ANT/BB} accounts for 49.5 % (31.2 Tg (SOA) a⁻¹) of the global annual-total SOA production rate in the future (63.1 Tg (SOA) a⁻¹). From a global perspective of the SOA burden, anthropogenic and biomass burning emissions reductions under RCP8.5 are not large enough to counter the impacts of (i) the projected rise in biogenic emissions, and (ii) the increase in the SOA lifetime. Under future emissions and climate in the 2090s, the largest increases in SOA concentrations are projected over India and parts of southern Africa. In these regions, future changes in climate (via increases in biogenic emissions) and emissions (via increases in VOC\textsubscript{ANT/BB} emissions), lead to increases in annual-mean SOA concentrations which exceed 1.5 µg m⁻³. For most regions, where anthropogenic and biomass burning VOC emissions decrease under RCP 8.5, these reductions are slightly compensated for by increased biogenic VOC emissions. For example, over North America, Europe and Southeast Asia, the overall effect of changes in climate and emissions is a reduction in annual-mean SOA concentrations of around 1 µg m⁻³.
There are a number of uncertainties in this study. Monoterpene emissions are impacted by meteorological variables (e.g. temperature, light, etc.) but not CO₂ inhibition as this relationship is not well quantified. Hence, further research in this area is needed to understand how increasing atmospheric CO₂ concentrations influence monoterpene emissions across the globe. Other studies have included future vegetation changes due to land cover and anthropogenic land use change but these are uncertain and are not included here. In addition, the yields for all the VOC sources considered are assumed to be identical (13 %) and are fixed, irrespective of NOₓ concentrations, humidity, acidity (Chapter 4). Other sources of SOA, such as S/IVOC emissions, and aqueous phase production of SOA are not included in this study.

Several previous studies quantify how the SOA lifecycle will change in the future. However, these studies either assume SOA is purely biogenic, or only include the aromatic component of anthropogenic and biomass burning VOCs. For the first time, this study quantifies how future changes in climate and emissions affect the SOA lifecycle, whilst accounting for all major VOC source types and including the effects of CO₂ inhibition on isoprene emissions. This study demonstrates how climate impacts on natural biogenic VOC emissions and the efficiency of SOA deposition drive a 20 % increase in the global annual-average SOA burden and highlights an increasing role of natural sources of aerosols in the future.
The secondary organic aerosol lifecycle in the present-day and future
Chapter 6  **Conclusions**

6.1 **Introduction**

In this section, the concluding remarks, limitations and future work of this thesis are discussed. Before doing so, a brief summary of the research questions and motivation of this thesis is made.

Secondary organic aerosol (SOA) is formed within the atmosphere after gaseous organic compounds have undergone a range of complex physical and chemical processing. Gaseous organic compounds are emitted from a variety of different source types, including both natural and anthropogenic. These emissions span a wide range of volatilities, from non-volatile (i.e. species remain exclusively in the aerosol phase) to volatile (i.e. species remain exclusively in the gas phase). Here, the SOA lifecycle refers to emissions of organic compound, chemical and physical gas-phase processing, SOA formation, particle-phase SOA processing, and eventual SOA deposition. In this thesis, particular attention is paid to the

Hence, the SOA lifecycle includes the global SOA budget, the relative contributions of each emissions source type to the global SOA production rate, and spatial distributions of SOA.

Several aspects of the SOA lifecycle remain highly uncertain. Firstly, global models generally simulate lower SOA concentrations than observed. Secondly, estimates of the global SOA production rate from top-down methods are higher than estimates from bottom-up modelling studies.

Thirdly, the relative contribution of various emissions source types (biogenic, anthropogenic, biomass burning) to the global SOA budget is unconstrained. These uncertainties imply the need for an improved representation of the
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SOA lifecycle within global models. The motivation of this thesis is to reduce and/or understand the source of uncertainties in the SOA lifecycle.

The research questions and objectives of this thesis are presented in Figure 6.1, together with a definition of the SOA lifecycle. The objectives of this study are to quantify the sensitivity of the SOA lifecycle to (i) VOC emissions source type, (ii) VOC physical and chemical processing, and (iii) future changes in climate and emissions.

![Figure 6.1 - Schematic representation of research questions and definition of SOA lifecycle.](image)

In this section is organised as follows. To begin with, the main model developments and key results of the thesis are summarised (6.2). Next, the impacts of variations in VOC emissions source type on the global SOA budget and model agreement with observations is outlined (6.3). Following this, the sensitivity of the global SOA lifecycle to variations in the physical and chemical processing of VOCs discussed (6.4). Next, the impact of future changes in climate and emissions on the SOA lifecycle is summarised (6.5). Following this, limitations relevant for this thesis (6.6) and future work (6.7) are outlined.
6.2 Summary

This thesis contributes to i) improvements in the representation of the SOA lifecycle in a global chemistry-climate model, and ii) the understanding of the SOA lifecycle in the present-day and future. The representation of the SOA lifecycle has evolved throughout this thesis. New VOC emission source types of SOA are added to the UKCA chemistry-climate model. These are isoprene emissions from vegetation, VOC emissions from anthropogenic activities, and VOC emissions from biomass burning (Chapter 3). Deposition is extended to include all SOA precursors (Chapter 4). Finally, the oxidation mechanism describing SOA formation from anthropogenic and biomass burning sources (VOC\textsubscript{ANT/BB}) is modified by a) adopting the reactivity of aromatic compounds, b) introducing the peroxy radical intermediate, and c) accounting for the influence of NO\textsubscript{X} on peroxy radical reactions (Chapter 4).

These modifications provide new insights into the SOA lifecycle in the present-day and future. When monoterpene is the only source of SOA, the global annual-total SOA production rate is 20 Tg (SOA) a\textsuperscript{-1} and modelled SOA concentrations are lower than observed (e.g. NMB = -91 \%) (Section 3). The inclusion of all new VOC emissions sources types increases the global annual-total SOA production rate by 275 \% (to 75 Tg (SOA) a\textsuperscript{-1}) and markedly improves model agreement with observations (e.g. NMB = -50 \%) (Section 3). The inclusion of SOA precursors in both dry and wet deposition reduces the global SOA production rate by 37 \% (to 47 \% (SOA) a\textsuperscript{-1}) and worsens model negative biases when comparing simulated and measured SOA concentrations at the same measurement sites (e.g. NMB = -66 \%) (Section 4). Increasing the complexity of VOC\textsubscript{ANT/BB} oxidation by a) using naphthalene as a surrogate compound (with its reactivity) to represent VOC\textsubscript{ANT/BB}, b) introducing the peroxy radical as an intermediate product of VOC oxidation, and c) accounting for the influence of NO\textsubscript{X} on peroxy radical reactions, the global annual-total SOA production rate from VOC\textsubscript{ANT/BB}
increases by 145 % and simulated SOA concentrations are brought closer to measured values (NMB = -46 %). Whilst inclusion of the peroxy radical intermediate does not impact global SOA production (<3 %), accounting for the NOX-dependent yield of proxy radical oxidation has a substantial impact on global SOA production (+145 %).

Finally, in chapter 4 the impact of future changes in climate and emissions on the SOA lifecycle is quantified. The global SOA burden increases by 20 % by the 2100s under the Relative Concentration Pathway (RCP) 8.5 compared to the present-day (Section 4). This future rise in the global SOA burden is primarily due to climate change. For instance, climate change increases monoterpene emissions by 79 % and increases the global SOA lifetime by 12 %.

In the following sub-sections, the research questions posed and the results of the thesis investigations are discussed in more detail.

### 6.3 The impact of VOC emissions source types on the SOA lifecycle

SOA is a major component of particulate matter. In order to develop legislation to improve PM air quality, the major sources of SOA must be understood. Whilst a number of studies examine different SOA sources, individual SOA precursor source types are often studied in isolation and are evaluated against differing observational datasets. Hence, it is difficult to draw robust conclusions on the relative importance of various SOA source types. The objectives of chapter 3 are to develop the SOA scheme within the UKCA chemistry–climate model and then perform simulations to assess how different VOC emissions source types influence the global SOA budget and model agreement with observations.
Model simulations are performed by including four different VOC emissions source types. For all simulations and for all VOC sources of SOA, SOA is formed in an identical manner. SOA formation is initiated by oxidation of the parent VOC. A stoichiometric yield is then applied to calculate the fraction of VOC oxidation products that are non-volatile. Non-volatile organics condense into the aerosol phase irreversibly, forming non-volatile SOA. With the exception of sensitivity simulations, a stoichiometric yield of 13% is applied to all VOC sources of SOA when calculating the fraction of non-volatile oxidation products. This yield of 13% lies within the range of estimates from chamber studies.

The pre-existing UKCA model considers SOA formation from monoterpene. Therefore, the model is developed to also consider SOA formation from isoprene, an anthropogenic VOC (VOC\textsubscript{ANT}), and a biomass burning VOC (VOC\textsubscript{BB}). All anthropogenic VOC emissions are included in VOC\textsubscript{ANT}, and all biomass burning VOC emissions are included in VOC\textsubscript{BB}. This is in contrast to many other global modelling studies where only the aromatic fraction of these emissions types are considered. Hence, the anthropogenic and biomass burning emission sources of SOA used in this thesis are higher than other most previous studies. VOC\textsubscript{ANT} and VOC\textsubscript{BB} are surrogate compounds representing a complex mixture of both straight and branched, alkanes, alkenes and aromatics, and with a range of functional groups. VOC\textsubscript{ANT} and VOC\textsubscript{BB} are assumed to have a chemical reactivity identical to α-pinene (the most abundant monoterpene species) and react solely with OH.

The chemical degradation of monoterpene in relation to SOA formation is well established in comparison to other SOA sources. Consequently, monoterpene is commonly used in SOA schemes of global models and, in some cases, is the only source of SOA (e.g. in UKCA). In this study, when emissions of monoterpene from vegetation (142 Tg (VOC) a\textsuperscript{-1}) are the only source of SOA, the simulated global annual-total SOA
production rate is 20 Tg (SOA) a⁻¹. Under this scheme, the NMB for simulated SOA with respect to observed SOA for surface sites across the northern-hemisphere (NH) mid-latitudes is -91%. The model negative bias is similar when sites are classified by environment (urban NMB = -93 %; urban downwind NMB = -85 %; remote sites NMB = -92 %) or by continent (Europe NMB = -93 %; North America NMB = -83 %; Asia = -98 %). In the southern hemisphere (SH), simulated OA concentrations are underpredicted at an urban site in Santiago (Chile) and at Welgegund (South Africa), which is a site influenced by both urban and biomass burning activities. By contrast, over Manaus (Brail), a tropical remote site, simulated OA concentrations are slightly higher than observed. When compared to aircraft campaigns, simulated OA concentrations are much lower than observed at all altitudes and in all environments. Therefore, when monoterpenes is the only source of SOA, with a relatively low global SOA production rate (20 Tg (SOA) a⁻¹), a model negative bias is present for almost all measurement sites.

The addition of biogenic as well as anthropogenic and biomass burning VOC sources of SOA to the UKCA model has a significant impact on the SOA lifecycle (Section 3.X). When emissions of isoprene from vegetation (561 Tg (C₅H₈) a⁻¹), VOCs from anthropogenic activities (127 (VOC_ANT) a⁻¹), and VOCs from biomass burning activities (49 Tg (VOC_BB) a⁻¹) are added to the SOA scheme in UKCA, the global annual-total SOA production rate increases by 275 % (to 75 Tg (SOA) a⁻¹). With this global annual-total SOA production rate biogenic VOCs account for 53 % (40 Tg (SOA) a⁻¹), whereas the anthropogenic and biomass burning VOCs account for 47 % (35 Tg (SOA) a⁻¹). With all these sources of SOA, the NMB when comparing simulated and observed SOA concentrations across the same NH mid-latitudes locations is -50 % - which is a marked improvement compared to when monoterpenes is the only source of SOA (NMB = -91 %). In the SH, simulated OA is still underpredicted in Santiago (Chile) and Welgegund (South Africa) when all sources of SOA are included; however, the model
negative bias is smaller in comparison to when monoterpene is the only source of SOA. By contrast, over Manaus (Brazil), the model positive bias is exacerbated by the inclusion of all sources of SOA in the model. When compared to aircraft campaign data, even with all VOC sources of SOA included, simulated OA is still underpredicted at all altitudes for most sites. Therefore, with the exception of Manaus (Brazil), the inclusion of all VOC sources of SOA with identical reaction yields of 13 % improves model agreement with observations, but a significant model negative bias still remains.

Of all the new sources of SOA added to the UKCA model, VOC\textsubscript{ANT} is responsible for largest improvement in model agreement with observations, as opposed to the inclusion of isoprene or VOC\textsubscript{BB}. Previous studies also indicate an underestimated anthropogenic source of SOA in urban regions. In light of this, a sensitivity simulation is performed where SOA is assumed to be dominated by anthropogenic sources. Under an SOA scheme where only monoterpene and VOC\textsubscript{ANT} are present, the yield for VOC\textsubscript{ANT} is increased from 13 % to 40%, whilst the yield for monoterpene is held fixed at 13 %. Under these conditions, the global annual-total SOA production rate increases to 85 Tg (SOA) a\textsuperscript{-1}. Biogenic VOC emissions from monoterpene accounts for 24 % (20 Tg (SOA) a\textsuperscript{-1}) of the global SOA production rate, whilst anthropogenic VOCs account for 76 % (65 Tg (SOA) a\textsuperscript{-1}). Under this anthropogenically-dominated SOA scheme, the NMB for simulated SOA concentrations with respect to observed SOA concentrations across all NH mid-latitudes sites is -10 %. However, whilst simulated SOA concentrations are still underpredicted over urban environments (NMB = -10 %), simulated SOA concentrations are now slightly overpredicted over urban downwind (NMB = +14 %) and remote sites (NMB = 12 %). These results suggest that a missing anthropogenic source of SOA is plausible in the NH mid-latitudes. Under this single-step oxidation mechanism with a fixed SOA yield, simply increasing the SOA yield from the anthropogenic source may improve the
overall model negative bias, but may lead to overestimates downwind. This also suggests that the fixed yield approach to calculating SOA formation is too limited to represent the complexity of different SOA sources with their respective spatial distributions.

The inclusion of isoprene and VOC\textsubscript{BB} have only a limited impact on model negative biases. However, this may reflect the lack of observations in regions influenced by these emissions source types. For instance, Manaus (Brazil) is the only measurement site that is significantly impacted by the addition of biogenic and biomass burning sources of SOA. For this site, the inclusion of new sources of SOA worsens the model positive bias. In light of this, together with literature estimates of the SOA yield from isoprene, a sensitivity simulation is performed. Here, the isoprene SOA yield is reduced from 13 to 3 %. However care must be taken in drawing conclusions from this. Using only one site to constrain a global emissions source is far from sufficient. A lack of measurements in tropical regions influenced by biogenic and biomass burning emissions remains a significant hindrance in understanding global SOA.

As noted, VOC\textsubscript{ANT} and VOC\textsubscript{BB} assume the reactivity of α-pinene, which is an alkene and therefore reacts relatively quickly. Yet anthropogenic and biomass burning VOC emissions mostly consist of aromatics and alkanes, and are therefore slow-reacting species. In light of this, an additional simulation is performed to test the sensitivity of SOA to the assumed reactivity of the parent VOC; the reactivity of VOC\textsubscript{BB} is changed from α-pinene to naphthalene, a polycyclic aromatic compound typically associated with biomass burning and anthropogenic IVOCs and is ~50 % less reactive than α-pinene (Section 1.X). For this ~50 % reduction in reactivity, the global annual-total SOA production rate from biomass burning VOCs decreases by less than 1 %. This insensitivity between SOA production and assumed reactivity of parent VOC appears to be a result of (i) the fixed SOA yield approach – any reduction in VOC\textsubscript{BB} reactivity will alter where VOC\textsubscript{BB} is being
oxidised, but the location of VOCBB oxidation does not affect the amount of SOA being produced as the yield is the same throughout the atmosphere, and (ii) deposition not being included – the sole sink for VOCBB is oxidation followed condensation, hence, slowing oxidation by reducing the reactivity does not alter the fate of the species. For instance, if deposition is considered, reduced reactivity would favour deposition, therefore, reducing the global oxidation rate.

In summary, the simulations with the UKCA model performed in chapter 3 and thereafter now include all major VOC emissions source types of SOA precursors: monoterpene, isoprene, VOCANT and VOCBB. Under the single-step oxidation mechanism, these sources explain around half of observed SOA mass. Of all the new sources added to the model, the anthropogenic VOC is responsible for the largest improvement in simulated and observed SOA. However, the majority of available measurements used in this thesis are located in NH mid-latitude regions, where there is high anthropogenic activity and emissions. Hence, the sensitivity simulation with increased anthropogenic SOA production improves model agreement even further, but leads to positive model biases downwind of urban centres and in remote regions.

6.4 The impact of VOC physical and chemical processing on the SOA lifecycle

In chapter 4, the SOA scheme within the UKCA model includes all major VOC sources (monoterpenes, isoprene, VOCANT and VOCBB). The objectives of this chapter are to develop the SOA scheme further by extending deposition to include SOA precursors, and provide a more detailed description of VOC oxidation. The sensitivity of the SOA lifecycle to these variations in VOC deposition and oxidation is quantified.
Precursors of SOA are likely highly oxygenated (i.e. low volatility), which also implies high solubility (i.e. susceptible to wet removal). Furthermore, box modelling studies reveal highly soluble oxidation products from several important SOA parent hydrocarbons (including monoterpene and isoprene). In addition, field studies over forested regions of the USA identify significant removal of SOA precursors by dry deposition. These studies imply that dry and wet deposition of SOA precursors should be considered in models, yet this is not always the case. Deposition of SOA precursors is not included in many global modelling studies (e.g. UKCA), and for studies which do treat SOA precursor deposition, the parameters used to define deposition fluxes vary considerably from one study to another. The extent to which these variations in SOA precursor deposition affect the SOA budget and model agreement with observations on a global scale is yet to be quantified.

Simulations are performed with UKCA varying VOC deposition fluxes whilst maintaining fixed VOC emissions (monoterpene, isoprene, VOC\textsubscript{ANT} and VOC\textsubscript{BB}). These simulations with varying SOA precursor deposition fluxes are compared to the scheme where no SOA precursors undergo deposition. Under the assumption that no precursors undergo deposition, the global annual-total SOA production rate is 75 Tg (SOA) a\textsuperscript{-1}, with biogenics accounting for 53 %, and VOC\textsubscript{ANT/BB} (VOC\textsubscript{ANT/BB} = VOC\textsubscript{ANT} + VOC\textsubscript{BB}) accounting for 47 % of the SOA production rate. Extending deposition to include SOA precursors lessens the amount of SOA being produced, resulting in substantial changes the SOA lifecycle. By including dry deposition of SOA precursors, the global annual-total SOA production rate reduces by 2 – 24 Tg (SOA) a\textsuperscript{-1} (2 - 32 %), with the range reflecting uncertainties in surface resistances. Including SOA precursor wet deposition reduces the global annual-total SOA production rate by 12 Tg (SOA) a\textsuperscript{-1} (15 %) and is relatively insensitive to changes in effective Henry’s Law coefficient. The effects of dry and wet deposition on the global SOA budget
The secondary organic aerosol lifecycle in the present-day and future are not additive; the inclusion of both these processes reduces the global annual-total SOA production rate by 28 Tg (SOA) a\(^{-1}\) (37 %) to 47 Tg (SOA) a\(^{-1}\). With deposition included, of the global annual-total SOA production rate (47 Tg (SOA) a\(^{-1}\)), biogenic VOCs account for 62 % (29 Tg (SOA) a\(^{-1}\)) and anthropogenic and biomass burning VOCs account for 38 % (18 Tg (SOA) a\(^{-1}\)). This implies anthropogenic and biomass burning VOCs are more susceptible to deposition as opposed to biogenic VOCs.

Prior to considering SOA precursors in deposition, generally, simulated SOA and OA concentrations are lower than observed (chapter 3). Hence, by considering both dry and wet deposition of SOA precursors, the model negatives bias is augmented. For instance, across the NH mid-latitude surface sites, the NMB with respect to observed SOA is larger from -50 to -66% when both dry and wet deposition of SOA precursors is considered. Similarly, the model negative biases for observed OA over Welgegund (South Africa) are greater when SOA precursor deposition is included. By contrast, over Manaus (Brazil) where simulated OA concentrations exceed observed, the inclusion of SOA precursor deposition slightly improves model performance. For most aircraft campaigns, inclusion of SOA precursor deposition exacerbates model negative biases.

Laboratory studies suggest that VOCs undergo several generations of oxidation before low-volatility organics are formed. In addition, due to the influence on oxidation channels, these studies also suggest that the yield of SOA is sensitive to the relative oxidant concentrations. SOA yields form aromatics, isoprene and monoterpenes are all sensitive to the NO\(_X\) concentration, decreasing with increasing levels of NO\(_X\). Typically released from anthropogenic and biomass burning activities, aromatic compounds are phototoxidised, leading to the formation of a reaction intermediate, the peroxyl radical (RO\(_2\)). This reaction intermediate is then oxidized by HO\(_2\) with a high yield of SOA, or by NO with low yield of SOA. Hence, the influence of NO\(_X\) on SOA yields from aromatics is due to the competitive reactions of the
peroxy radical intermediate. These laboratory insights into VOC oxidation mechanisms are not always captured in the simpler SOA schemes of models. On the contrary, global models frequently assume VOCs forms SOA in a single-step oxidation reaction (hence, do not include the reaction intermediate) and with a fixed yield that is independent of NOX – as is the case for SOA formation in the UKCA model as discussed above.

Simulations are performed varying VOC oxidation mechanisms, whilst maintaining fixed VOC emissions and deposition. When VOC\textsubscript{ANT/BB} undergoes a single-step oxidation with a fixed reaction yield of 13 % and a reactivity based on \(\alpha\)-pinene, the global annual-total SOA production rate from anthropogenic and biomass burning sources is 18.4 Tg (SOA) a\(^{-1}\). A series of simulations are then performed varying a) parent hydrocarbon reactivity, b) number of reaction intermediates, and c) the yield associated with the various reaction intermediate oxidative pathways. Using the reactivity of naphthalene, the global annual-total VOC\textsubscript{ANT/BB} oxidation rate increases by -3 % when compared to using the reactivity of \(\alpha\)-pinene. In this case, where deposition is included, reducing the reactivity of the parent hydrocarbon does have an effect on SOA production as slower reactivity leads to greater deposition of the VOCs. Note, this is in contrast to the sensitivity simulation discussed in Section 6.2, where SOA production is insensitive to parent VOC oxidation due to deposition not being considered. Increasing the number of reaction intermediates, by including RO\(_2\) as a product of VOC\textsubscript{ANT/BB} oxidation, slightly delays SOA production but has no effect on the global SOA production rate. Hence, when the reactivity of VOC\textsubscript{ANT/BB} is reduced from \(\alpha\)-pinene to naphthalene, in combination with introducing the reaction intermediate, the global annual-total SOA production rates changes by just -0.6 Tg (SOA) a\(^{-1}\) (or -3 %), from 18.4 Tg (SOA) a\(^{-1}\) to 17.8 Tg (SOA) a\(^{-1}\). However, the subsequent competitive chemical reactions of RO\(_2\) control the product volatility distribution. To account for this in the UKCA model, the reaction yield for the RO\(_2\)+HO\(_2\) pathway is increased from
13 to 66 %. The reaction yield for the RO$_2$+NO pathway is left unchanged at 13 %. Accounting for the difference in volatility between RO$_2$ products increases the global annual-total SOA production rate from anthropogenic and biomass burning by 153 %, from 17.8 Tg (SOA) a$^{-1}$ in the simulation with yields of 13 % for both RO$_2$ reactions, to 45.1 Tg (SOA) a$^{-1}$ when the yield for the RO$_2$+HO$_2$ is increased 66 %. In this case, biogenic VOCs are a more minor component of the global annual-total SOA production rate (37 %), with VOC$_{ANT/BB}$ accounting for 63 % of the global production rate from all sources. This substantial increase in SOA production is also accompanied by an improvement in model agreement with observations, particularly in the NH mid-latitudes (NMB = -46 %). Therefore, the net effects of increased reaction steps, accounting for the difference in volatility between RO$_2$ oxidation products, and using the reactivity of naphthalene, leads to an increase in the global annual-total SOA production rate and improved model agreement with observations. However, global annual-total emissions of naphthalene are 0.22 Tg (C) a$^{-1}$, which equates to less than 1 % of the global annual-total VOC$_{ANT/BB}$ emission rate. Hence, using naphthalene (and its reactivity) to represent the entire VOC mixture of anthropogenic and biomass burning emissions may not be suitable.

Under this new multigenerational oxidation mechanism with NO$_X$-dependent yields, additional simulations are conducted with VOC$_{ANT/BB}$ adopting the reactivity of more abundant aromatics, toluene (6.9 Tg (C) a$^{-1}$) and benzene (5.6 Tg (C) a$^{-1}$). The higher emission rates of these aromatics in comparison to naphthalene suggest they could be more representative of the anthropogenic and biomass burning VOC emission mixture. These aromatics are less reactive than naphthalene. As the reactivity of VOC$_{ANT/BB}$ is reduced from naphthalene to toluene to benzene, the global VOC$_{ANT/BB}$ oxidation rate also reduces, leading to less RO$_2$ radicals being generated. However, reduced reactivity also favours RO$_2$ radicals being generated further downwind of emissions source regions, where the probability of the radical
entering the RO₂+HO₂ high SOA yield pathway is higher. Under the multigenerational NOₓ-dependent yield pathway, using either toluene or naphthalene, the global annual-total SOA production rate from VOC\textsubscript{ANT/BB} is 34.0 or 17.9 Tg (SOA) a\(^{-1}\), respectively – these rates are +85 and -3 \%, respectively, compared to the SOA production rate under the single-step oxidation mechanism with reactivity based on α-pinene and fixed SOA yields (18.4 Tg (SOA) a\(^{-1}\))(section 4.x).

These results highlight how variations in the physical and chemical processing of VOCs alters the amount the SOA produced, leading to variations in the global SOA budget and model agreement with observations. Greater observational constraints on VOC deposition parameters and oxidation mechanisms are required in order to reduce uncertainty in the SOA lifecycle.

6.5 The impact of future changes in climate and emissions on the SOA lifecycle

Climate change has the potential to alter the SOA lifecycle through several different mechanisms. The production of SOA (e.g. natural VOC emissions) and the removal of SOA (e.g. rainfall / wet deposition) can both be impacted. Furthermore, a substantial amount of SOA originates from anthropogenic and biomass burning activities. Hence, projected changes in these emissions source types may alter the SOA lifecycle and therefore lead to changes in aerosol forcing and in PM, especially of fine particles. Therefore quantifying how SOA will change in the future is important for assessing future climate and air quality.

From examinations of how SOA will change in the future, some studies do not include anthropogenic and biomass burning sources of SOA
or only include the aromatic fraction of these emission source types. Of the four previous studies that quantify how SOA will change in the future, only one accounts for the effects of CO\(_2\) inhibition on isoprene emissions. The objective here is to quantify how the SOA lifecycle is influenced by future changes in climate, emissions, and their combined effects under RCP8.5 for the 2100s relative to the 2000s. The novelty here is that, within the SOA scheme, all VOC emissions source types are include, and that CO\(_2\) inhibition of isoprene emissions is accounted for.

Under the Representative Concentration Pathway (RCP) 8.5, the response of the SOA lifecycle to future changes in climate and emissions alone, and their combined effects, from all major VOC source types and with fixed vegetation is quantified. For these simulations, all VOC precursors of SOA (monoterpene, isoprene, VOC\(_{\text{ANT}}\) and VOC\(_{\text{BB}}\)) undergo a single-step oxidation with a SOA yield of 13 %. Deposition of SOA precursors is not considered here. Anthropogenic and biomass burning emissions (including VOC\(_{\text{ANT/BB}}\)) are prescribed following RCP8.5. All natural emissions (with the exception of isoprene, monoterpene and lightning-NO\(_x\)) are held fixed at present-day values for all simulations. Biogenic emissions of monoterpene and isoprene are calculated interactively. Biogenic monoterpene emissions are calculated using a semi-empirical approach; relationships between leaf-level monoterpene emissions and factors such as temperature and light are scaled up to the canopy level. In contrast, biogenic isoprene emissions are linked directly to photosynthesis, the supply of isoprene building blocks is calculated (isoprene metabolism) and, increases is CO\(_2\) concentrations inhibit the synthesis of isoprene (‘CO\(_2\) inhibition’).

Under present-day climate and emissions, the global annual-total SOA production rate is 60.6 Tg (SOA) a\(^{-1}\). Of this, biogenic VOCs (monoterpene and isoprene) account for 42 % (25.5 Tg (SOA) a\(^{-1}\)) and VOC\(_{\text{ANT/BB}}\) accounts for the remaining 58 % (35.1 Tg (SOA) a\(^{-1}\))
Under climate change alone, the global annual-average SOA burden is 23 % higher in the future compared to the present-day. This projected increase in the global SOA burden is a result of increases in both the global annual-total SOA production rate (10 %) and a longer global-average annual-average SOA lifetime (12 %). Under climate change, global annual-total biogenic emissions of monoterpene and isoprene change by +79 and -1 %, respectively. Emissions of both monoterpene and isoprene are enhanced by the warming, but the latter is also suppressed by the projected rise in CO₂ concentrations. Therefore, the climate-driven increase in global SOA production is attributable to the global increase in monoterpene emissions as opposed to isoprene emissions. Regionally, both biogenic VOC types are responsible for regional changes in SOA concentrations under climate change. However, climate-induced changes in regional monoterpene emissions are relatively small in magnitude and spatially homogenous – increases in annual-total monoterpene emission range 0.2 – 1 g (C) m⁻² s⁻¹. In contrast, the response of regional isoprene emissions to changes in climate are large and vary in both magnitude and sign (-5 to +5 g (C) m⁻² s⁻¹). Together, these regional changes in biogenic VOC emissions drive the regional changes in SOA distributions under climate change.

The sensitivity of SOA to projected changes in anthropogenic and biomass burning emissions under RCP8.5 is also independently quantified. Compared to the present-day, the global annual-average SOA burden is 3 % lower in the future due to projected changes in anthropogenic and biomass burning emissions under this pathway. This reduction in the global SOA load is driven by a 6 % reduction in the global annual-total SOA production rate and modulated slightly by a 4 % increase in the global-average annual-average SOA lifetime. The decrease (6 %) in SOA production is a result of a projected 11 % reduction in anthropogenic and biomass burning VOC (VOC_{ANT/BB}) emissions by 2100 under RCP8.5. The projected changes in VOC_{ANT/BB} emissions drive changes in regional SOA concentrations. Future
reductions in anthropogenic and biomass burning VOC emissions over North America, Europe and South East Asia lead to reductions in SOA concentrations in these same regions. Future increases in anthropogenic and biomass burning VOC emissions over India and parts of Africa lead to increases in SOA concentrations in these same regions.

Finally, the combined effects of future changes in climate and emissions on the SOA lifecycle is quantified. Compared to the present-day, the global annual-average SOA load is projected to rise by 20 % by the 2090s under RCP8.5. This increase in the global SOA burden is in response to a 4 % increase in the global annual-total SOA production rate, combined with lengthening of the global-average annual-average SOA lifetime (15 %). The simultaneous increase in monoterpene emissions (82 %) and reduction in anthropogenic and biomass burning VOC emissions (11 %) implies an increasing role for natural aerosol sources in the future. In the future, the global annual-total SOA production rate is 63.1 Tg (SOA) a⁻¹, with biogenic VOCs accounting for a larger proportion of 50.5 % (31.9 Tg (SOA) a⁻¹), and \( \text{VOC}_{\text{ANT/BB}} \) accounting for 49.5 % (31.2 Tg (SOA) a⁻¹) of the SOA production rate. This compares to 42% and 58% for present-day, as outlined above. From a global perspective of the global SOA burden, anthropogenic and biomass burning emissions reductions under RCP8.5 are not large enough to counter the impacts of (i) the projected rise in biogenic emissions, and (ii) the increase in the SOA lifetime. Under future emissions and climate in the 2090s, the largest increases in SOA concentrations are projected over India and parts of southern Africa. In these regions, future changes in climate (via increases in biogenic emissions) and emissions (via increases in \( \text{VOC}_{\text{ANT/BB}} \) emissions), lead to increases in annual-average SOA concentrations which exceed 1.5 µg m⁻³. For most regions, where anthropogenic and biomass burning VOC emissions are projected to decrease under RCP8.5, these reductions are slightly compensated for by increased biogenic VOC emissions. For example, over North America, Europe and Southeast Asia,
the overall effect of changes in climate and emissions is a reduction in annual-average SOA concentrations of around 1 µg m\(^{-3}\). Future changes in climate and emissions alter the relative VOC oxidation pathway, but OH remains the dominant oxidant in both the present-day (83%) and future (77%).

For the first time, this thesis quantifies how future changes in climate and emissions affect the SOA lifecycle, whilst accounting for all major VOC source types and including the effects of CO\(_2\) inhibition on isoprene emissions. The results here imply a growth in the global SOA burden due to rising biogenic VOC emissions and a longer SOA lifetime under future climate and emissions, despite reductions in anthropogenic and biomass burning emissions. Finally, the effects of higher temperatures on climate-sensitive natural biogenic VOC emissions lead to an increasing role for natural aerosols in the future.

### 6.6 Limitations of thesis

Here, the limitations of this thesis are discussed. The objectives of this thesis are to quantify the sensitivity of the SOA lifecycle to variations in precursor emissions source types and gas-phase oxidation in the present-day, and to future changes in climate and emissions. Both laboratory and field studies suggest that SOA is semi-volatile, as opposed to non-volatile. However, in the UKCA model, SOA is treated as non-volatile. Under the assumption of non-volatile SOA, organic gases can condense, but aerosol-phase organics cannot evaporate. Assuming SOA is non-volatile may contribute to an overestimate in the SOA burden in the present-day. If a semi-volatile SOA approach is adopted, SOA is influenced by other aerosol components (e.g. POA and sulphate) as they provide a surface for SOA. Also, under a semi-
volatile approach of SOA, temperature affects gas-to-particle partitioning rates. Therefore, with regard to quantifying how SOA will change in the future, simulations in this thesis do not include the effect of projected changes in POA and sulphate on SOA, via available surface area, and they do not capture the effects of global warming on organic gas-to-particle partitioning.

Within the UKCA model, SOA is considered from VOCs. Hence, this thesis analyses the SOA lifecycle from VOCs only. SOA can also be produced from S/IVOC emissions (Section 1.7.5) and within the aqueous phase (Section 1.7.7). Considering these additional sources of SOA in the UKCA model could affect some of these results. In some cases, aqueous phase SOA production, and the production of SOA from S/IVOCs are identified as the dominant sources of SOA. However, key uncertainties in the physical and chemical processing of these formation pathways remain. For example, S/IVOC emissions are not included in traditional emissions inventories. Hence, S/IVOC emissions are usually estimated by applying an emission factor to POA, under the assumption that both these species are co-emitted. Another practical challenge to including S/IVOC source of SOA would be a reformulation of the SOA volatility, S/IVOCs lead to semi-volatile SOA, whereas SOA is treated as non-volatile in UKCA (discussed above).

In relation to the aqueous phase formation of SOA, key uncertainties remain, including (i) the amount of soluble VOCs formed in the atmosphere, (ii) how the soluble VOCs interact and dissolve into droplets, and (iii) the aqueous phase reactions of soluble VOCs leading to the production of SOA. Despite these uncertainties in SOA formation within the aqueous phase and from S/IVOCs, these sources of SOA are included in a few recent modelling studies.

A lack of observations of SOA is a major limitation in attempting to constrain the SOA lifecycle in models. The geographical and temporal
densities of SOA measurements are very limited. The majority of SOA observations are in the NH mid-latitudes, where anthropogenic emissions are high. Yet most models simulate peak SOA concentrations in the tropical forest of South America and Africa. The observations used in this thesis are able to constrain the anthropogenic sources of SOA much better than biogenic and biomass burning, which could potentially be skewing some conclusions drawn. Furthermore, out of all the observations for SOA, only one measurement spans an entire year. Long-term observations across multiple seasons and years would allow constraint of both the seasonal and interannual variability of SOA.

Other limitations to this thesis include the complexity of the VOCs represented in UKCA. For example, monoterpenes are a class of molecules that consist of two isoprene units (Section 1.6.2). Monoterpene isomers include but are not limited to, α-pinene, limonene, carvone, menthol, and myrecene. Across monoterpene isomers, the reactivity, oxidation pathways and SOA yields all vary. In this thesis, monoterpenes are all lumped into a single compound. Hence, the variability in monoterpene behaviour is not captured here. Resolving each monoterpene in a global model is prevented by the number of monoterpene species (which add computational expense), and compounded by the fact that only a fraction have laboratory-derived data.

In addition, sesquiterpenes are not included as a biogenic VOC species in this thesis. This species is extremely reactive and recent laboratory studies have revealed extremely high SOA yields (Section 1.7.3). However, for the present-day, sesquiterpene emission rates are roughly 20 times less than isoprene emissions. Moreover, very few biogenic VOC emissions algorithms in chemistry-climate models include sesquiterpenes. Hence, when considering future projections of biogenic VOCs, sesquiterpenes are rarely included.
Finally, as demonstrated in chapter 5, the SOA lifecycle is sensitive to future changes in climate and emissions. However, this sensitivity is extremely sensitive to the specific details of the parameterisations employed for monoterpenes and biogenic emissions. In particular, monoterpane emissions exhibit a large increase of 79% under climate change following RCP8.5. The current parameterisation used in UKCA does not include any CO\textsubscript{2} inhibitions effects due to a lack of literature documenting such an effect. In contrast, the temperature effect on isoprene emissions is balanced by the CO\textsubscript{2} effect in our study. Hence further work to understand the role of atmospheric CO\textsubscript{2} concentrations on monoterpane and other biogenic VOCs is needed. Also, this chapter assumes no changes in vegetation composition in the future. However, vegetation is sensitive to future changes in climate and anthropogenic land use. Global models which do account for changes in vegetation composition due to both climate change and anthropogenic land use find substantial decreases in biogenic VOC emissions in the future (Squire et al., 2015). Hence, by not accounting for these additional processes which influence biogenic VOC emissions, the projected increases in biogenic VOC emissions found in this study may be overestimated. Also, this chapter only studies one RCP, hence, does not explore a range of future pathways for climate and emissions.

### 6.7 Future work

This thesis quantifies how variations in VOC emissions source type and VOC physicochemical processing influences the SOA lifecycle in the present-day, and how future changes in climate and emissions influence the SOA lifecycle. In this section, examples of future work related to these research objectives are explored. The first three examples relate to further model developments in the SOA scheme, such as enhanced complexity in existing
VOC oxidation (6.7.1), additional SOA sources (6.7.2), and implementing a new description of SOA formation (6.7.3). The fourth example includes understanding the impacts of these model developments in the SOA scheme on human health and climate (6.7.4). The last two examples relate to assumptions in future changes in SOA, such as the climate-sensitive biogenic VOC emissions (6.7.5) and understanding why the SOA lifetime increase in the future (6.7.6).

### 6.7.1 Implementing the multigenerational NO\textsubscript{x}-dependent oxidation mechanism to biogenic VOC sources of SOA

Observations indicate that VOCs form SOA after several generations of oxidation and with yields which are sensitive to NO\textsubscript{x}. Models however, typically represent SOA formation by a single-step oxidation and apply a fixed SOA yield. Overall, these simplifications to VOC oxidation have significant impacts on the global SOA budget and model agreement with observations, as demonstrated in Chapter 4 with VOC\textsubscript{{ANT/BB}}. Building on this, in future work multigenerational NO\textsubscript{x}-dependent oxidation schemes should also be applied for the biogenic precursors of SOA in the UKCA model, isoprene and monoterpenes. In particular, accounting for the high-yield RO\textsubscript{2}+HO\textsubscript{2} pathway may have a substantial impact on biogenic precursors of SOA considering these VOCs are usually emitted in remote, low-NO\textsubscript{x} regions. Hence, the probability of biogenic peroxy radicals entering the high-yield RO\textsubscript{2}+HO\textsubscript{2} pathways is even higher compared to the peroxy radicals generated from VOC\textsubscript{{ANT/BB}}. This critical sensitivity of SOA formation towards NO\textsubscript{x}, for all VOC sources of SOA, is interesting when considering the evolution of NO\textsubscript{x} emissions from the pre-industrial era, to the present-day, and into the future. For example, low-NO\textsubscript{x} emissions associated with the preindustrial era imply high SOA yield due to the probably dominance of the
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RO$_2$+HO$_2$ pathway over the RO2+No pathway. In the future, projected changes in anthropogenic NOx-emissions under the various RCPs may also exert changes in the strength of SOA production. Exploring how past, present and future climate and emissions affect SOA under multigenerational VOC oxidation mechanisms is yet to be explored.

6.7.2 Additional sources of SOA

The UKCA model could also benefit from the inclusion of SOA formation within the aqueous phase and form S/IVOCs. These formation pathways are highly uncertain (Section 1.5) and are susceptible to future changes in climate and emissions. To include S/IVOC emissions, an emissions factor could be applied to POA emissions. In contrast to this thesis where SOA precursor condense irreversibly, S/IVOCs require reversible partitioning. Hence, a semi-volatile approach to SOA is also required in order to include S/IVOC sources of SOA, as discussed in Section 1.6.

6.7.3 Implement the volatility basis set

Due to the high number of unique organic compounds in the atmosphere, attempting to resolve the multigenerational oxidation chemistry of SOA precursors could be futile. In light of this, the volatility basis set (VBS) accounts for the atmospheric aging of SOA precursors. Instead of explicitly modelling organic compound oxidation, the VBS applies an aging approach to organic compounds, which are grouped together either according to volatility, or volatility and O:C ratio. This approach is beginning to be used in box models and chemical transport models but is rarely included in global
chemistry-climate models. However, the VBS captures the entire volatility spectrum, hence, semi-volatile SOA is required.

6.7.4 Impacts of new VOC sources on human health and climate

The changes in the SOA budget and SOA spatial distributions in response to model developments suggests a re-evaluation of the role of SOA in human health and climate impacts. For example, in the present-day, under the default version of the model, the global SOA production rate is 20 Tg (SOA) a\(^{-1}\) and SOA production is limited to remote regions. Inclusion of new VOC sources of SOA increased the global SOA production rate by 275 % and leads to substantial SOA production in urban regions of NH mid-latitudes where population densities are high. Hence, the estimated health burden associated with PM is likely to increase as a direct result of these model developments. Future work would benefit from quantifying the impact of SOA on health burdens and climate.

6.7.5 The sensitivity of biogenic emissions to climate

Climate change enhances the production of SOA due to warming which stimulates monoterpene emissions (Chapter 5). In this study, CO\(_2\) inhibition of monoterpene is not included. Whereas CO\(_2\) inhibition of isoprene emissions is observed for several isoprene emitting plant species, CO\(_2\) inhibition of monoterpene is only observed for a few monoterpene emitting plant species. If monoterpene synthesis is inhibited by CO\(_2\), with a similar strength to CO\(_2\) inhibition of isoprene, accounting for this could remove the future climate-driven increase in SOA production. Further work is required to
constrain the relationship between CO$_2$ and monoterpene emissions. If a relationship is found, incorporating this into a chemistry-climate model may weaken the sensitivity of the SOA production rate to future climate change.

6.7.6 **Climate impacts on processes affecting SOA**

In Chapter 5, a strong climate feedback on SOA deposition is identified. In the future, due to climate change alone, the global-average annual-average SOA lifetime increases by 23%. This increase in the SOA lifetime plays a crucial role in countering the effects of projected reductions in anthropogenic and biomass burning emissions. However, the causes for this future increase in the SOA lifetime are challenging to isolate from the simulations performed to date in this thesis. There are several possible causes for a future increase in the SOA lifetime. Firstly, via regional changes in natural emissions and/or oxidants, climate change may alter regional SOA production rates. For example, increased SOA production in regions of low precipitation, and decreased SOA production in regions of high precipitation would both act to increase the global-average annual-average SOA lifetime. Also, regional changes in precipitation may also explain the future increases in the SOA lifetime. These mechanisms could be explored further using sensitivity experiments. Examples include (i) imposing future precipitation rates whilst holding all remaining climate variables, and emissions fixed at present-day values, and (ii) imposing future changes in biogenic VOC emissions whilst holding everything else at present-day values.
6.7.7 Concluding remarks

This thesis explores the SOA lifecycle in the present-day and future. Investigations into the formation mechanisms of SOA reveals that both emissions source type and environmental conditions are important for governing how much SOA is formed in the atmosphere. For instance, this thesis demonstrates how sources of SOA include both natural and anthropogenic emissions. This thesis highlights the sensitivity of SOA production to chemical (e.g. NO$_x$) and meteorological (e.g. precipitation) conditions. Results from this thesis also imply that, despite projected reductions in anthropogenic emissions, the SOA burden will increase in the future due to increased biogenic emissions and a lengthening of the SOA lifecycle. However, until studies exploring the SOA lifecycle are able to account for a greater fraction of the 37 million unique organic compounds present in the atmosphere, we cannot fully quantify the role of SOA in the Earth system with any certainty.
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