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Abstract

Myoblasts are muscle derived mesenchymal stem cell progenitors that have great potential for use in regenerative medicine, especially for cardiomyogenesis grafts and intracardiac cell transplantation. To utilise such cells for pre-clinical and clinical applications, and especially for personalized medicine, it is essential to generate a synchronised, homogenous, population of cells that display phenotypic and genotypic homogeneity within a population of cells. This thesis demonstrates that the biomarker-free technique of dielectrophoresis (DEP) can be used to discriminate cells between stages of differentiation in the C2C12 myoblast pluripotent mouse model. Terminally differentiated myotubes were separated from C2C12 myoblasts to better than 96% purity, a result validated by flow cytometry and Western blotting. To determine the extent to which cell membrane capacitance, rather than cell size, determined the DEP response of a cell, C2C12 myoblasts were co-cultured with GFP-expressing fibroblasts of comparable size distributions (mean diameter ~10 μm). A DEP sorting efficiency greater than 98% was achieved for these two cell types, a result concluded to arise from the fibroblasts possessing a larger membrane capacitance than the myoblasts. It is currently assumed that differences in membrane capacitance primarily reflect differences in the extent of folding or surface features of the membrane. However, our finding by Raman spectroscopy that the fibroblast membranes contained a smaller proportion of saturated lipids than those of the myoblasts suggests that the membrane chemistry should also be taken into account.

These high levels of discrimination raised more questions about the cell plasma membrane characteristics that may be responsible for the dielectrophoretic response. This prompted to extend the work to a specific neurodegenerative disease, Huntington's disease. Several studies have been revealing the association between plasma membrane dysregulation and Huntington's disease. In particular the
feasibility to use peripheral fibroblasts cells from donors affected by the disease, as a forecasting model marker for Huntington. Although there are substantial evidences about the indirect effect of the disease on the plasma membrane, a non-invasive technique that can discriminate and characterise a cell sample is not available. Raman spectroscopy with associated statistical multivariate analysis was used to characterise sub-cellular differences in extracted plasma membranes from peripheral fibroblastic cells in order to elucidate the differences between cells affect and non-affected by the disease. The results clearly showed that indeed the plasma membrane carries differences that can be attributed to the presence of the disease making the plasma membrane an amenable and novel biomarker for Huntington’s disease.
Progenitor’s pluripotent cells are stem-like cells that have great potential for use in regenerative medicine. To utilise such cells for pre-clinical and clinical applications, and especially for personalized medicine, it is essential to generate homogenous population of cells that display the same characteristics and high purity.

In this thesis is demonstrated a novel application of a technique called dielectrophoresis (DEP) that can be used to discriminate cells and therefore guarantee purity of a population of cells.

From the results, conclusions arise about the membrane capacitance (stored charges) of the cell plasma membrane (membrane that separates the contents of the cell from outside environment). The plasma membrane characteristics were further analysed by a chemical analytical technique in the form of Raman spectroscopy. This raised more questions about the characteristics of the cell plasma membrane that may be responsible for the DEP response. This prompted to extend the work to other cell types that present dysregulation in their plasma membrane.

This lead to the Raman spectroscopic analysis of cells that present a neurodegenerative disease called Huntington’s disease. In this work, it has been shown for the first time that the cell plasma membrane can be a suitable biomarker (an indicator of the physiological state of the cell) in detection of Huntington’s disease in peripheral fibroblasts (skin type cells).
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Chapter 1 Theoretical basis of Electrostatics

1.1 Introduction

In this chapter, the bases of electrostatics are discussed as introduction concepts for the basic of dielectrophoresis DEP.

The chapter is devised in six main sections that describe:

1. Governing laws of Electrostatics
   a. Coulomb’s Law.
   b. Gauss’s, Poisson’s, Laplace’s basic equations.

2. Introductions to the concepts of dipole moment, polarisation and dielectric.

3. Details about the types of polarisation.

4. Dispersion and relaxation of dielectrics are elucidated.

5. Complex permittivity in an AC field.

6. The dipole moment model is explained for spherical particles approximating a biological cell.
1.2 Governing laws of Electrostatics

1.2.1 Coulomb's Law

Consider a charge \( q \) at a distance \( r \) from another charge \( Q \). If we consider \( q \) and \( Q \) as static, we can express the force \( (F) \) between \( Q_1 \) and \( Q_2 \) using Coulomb’s Law [1,2]

\[
F = \frac{Q_1 Q_2}{4\pi \varepsilon_0 r^2} \hat{r}_{1,2}
\]

Equation 1-1

with \( \varepsilon_0 \) as the permittivity\(^1\) of evacuated free space with a value of \( 8.85 \times 10^{-12} \frac{N m^2}{C^2} \) or \( \frac{F}{m} \) (N as Newton, C for Coulombs and F for Farads) with \( \hat{r}_{1,2} \) as the unit vector between charge \( q \) and \( Q \) as illustrated in Figure 1-1a. The force expressed in Equation 1-1 can be repulsive (as illustrated by Figure 1-1) or attractive depending on the sign of the charge of \( q \) and \( Q \). In addition, the force \( (F) \) is proportionally related to the \( q \) and \( Q \) product and inversely related to the squared distance between the two charges.

Considering the case when there are multiple \( Q_n \) charges at distance \( r_n \), we can calculate the total force \( (F_{tot}) \) by Equation 1-2

\[
F_{tot} = F_1 + F_2 + \cdots F_n
\]

Equation 1-2

If we consider Lorentz Law as[3]

\[
F = QE(r) \Rightarrow E(r) = \frac{F}{Q}
\]

Equation 1-3

---

\(^1\) Permittivity of a material is defined as the ability to polarise upon the application of an electrical field. The value of \( \varepsilon_0 \) is related to the speed of light \( c \) in a vacuum given by Maxwell as \( c = \frac{1}{\sqrt{(\varepsilon_0 \mu_0)}} \) in which \( \mu_0 \) is the magnetic permeability of vacuum.
This employs the convention that the field $E(r)$, at a point in space, is defined in terms of the electric force that will be exert on a unit test charge at that point. $E(r)$ thus has units of N/C. By substituting Equation 1-1 into Equation 1-3 for all the forces generated by $Q_n$ charges we have Equation 1-4 [3].

$$E(r) = \frac{1}{4\pi\varepsilon_0} \sum_{i=1}^{n} \frac{Q_i}{R_i^2} \hat{r}_i$$  \hspace{1cm} \text{Equation 1-4}$$

Here we are considering $E$ as a force on a singular point charge. We can extend the problem to a surface, areas and volumes that contains several charges as a continuous charge distribution. This involves the derivation of Equation 1-4 to determine charges per unit length/area/surface, which can be found in literature [3].
1.2.2 Gauss's, Poisson's, Laplace's and basic equations

The electrostatic governing equations are described by the Gauss, Poisson and Laplace Laws [1,2]. They can be applied to bound charges, which are charges that are intrinsically associated with the material and do not move (electrostatic charges), or for charges that have very little movement and velocity (quasi-electrostatic charges) [1]. These charges are responsible for polarisation of the material.

Gauss’s law can be expressed as Equation 1-5.

\[ \nabla \cdot E = \frac{\rho}{\varepsilon_0} \quad \text{Equation 1-5} \]

where \( \rho \) is the charge density (number of charges per unit volume) and \( \nabla \) is the gradient vector operator acting on the \( x, y, z \) coordinates of the field.

\[ \nabla^2 \phi = -\frac{\rho}{\varepsilon_0} \quad \text{Equation 1-6} \]

In the case where the total charge density is equal to zero, Equation 1-6 is reduced to Laplace’s Equation 1-7.

\[ \nabla^2 \phi = 0 \quad \text{Equation 1-7} \]

Considering Equation 1-6 and Equation 1-7 we can calculate the electric field using \( \phi \) by Equation 1-8.

\[ E = -\nabla \phi \quad \text{Equation 1-8} \]

\( E \) in Equation 1-8 is used to calculate the dielectrophoretic force \( F_{DEP} \).
1.3 Dipoles, dielectrics and polarisation

The dipole can be described as a distribution of two charges \( Q_1 \) and \( Q_2 \) with same magnitude but opposite signs at distance \( d \) from each other as expressed in Equation 1-9 [4].

\[
p = Qd
\]

where \( p \) is the vector dipole moment (at origin pointing in z direction as illustrated in Figure 1-2a) expressed in units of Cm. Historically, the magnitude of a dipole moment has been expressed in Debye units (1 D = 3.3E-30 Cm). For a point dipole the potential can be expressed by Equation 1-10 [4].

\[
\phi = \frac{p \cdot \hat{r}}{4\pi \varepsilon_m r^2} \rightarrow \phi = \frac{|p|\cos\theta}{4\pi \varepsilon_m r^2}
\]

where \( p \) is the point dipole moment, \( \varepsilon_m \) is the permittivity of the medium, \( \theta \) the polar angle and \( r \) the radial position Figure 1-2a. The electric field can be expressed [3] so that:

\[
E_r = -\frac{2p \cos\theta}{4\pi \varepsilon_0 r^3}
\]

\[
E_\theta = -\frac{p \sin\theta}{4\pi \varepsilon_0 r^3}
\]

\[
E_\phi = 0
\]

so that [3]

\[
E = -\frac{|p|}{4\pi \varepsilon_0 r^3} (2\cos\theta \hat{r} + \sin\theta \hat{\theta}) \quad (\text{with } r \gg d)
\]
This expression is for a point dipole with the field related (see Figure 1-2b) to the inverse of \( r^3 \). For higher numbers of charges that can be represented as a quadrupole or octopole the potential is related to \( 1/r^4 \) and \( 1/r^5 \), respectively. We can now define the average dipole moment \( (p_{av}) \) related to the molecules present in a material proportional to the field magnitude by Equation 1-15 [1].

\[
p_{av} = \alpha E' \tag{1-15}
\]

where \( \alpha \) is the polarisability as the ability of the material to produce charges at the interface and \( E' \) is the localised electric field near the dipole.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1-2.png}
\caption{a) Electric field representation with \( p \) at origin rotated on the z-axis. b) Field dipole lines representation of two charges with opposite sign}
\end{figure}

From Equation 1-15 the dipole moment per unit volume can be defined by Equation 1-16.

\[
P = n\alpha E' \tag{1-16}
\]
where \( n \) is the number of molecules in the unit volume.

The net charge of the material at the surface can be expressed by the charge density \( \rho \) in Equation 1-17 [1,2,4].

\[
\rho = -\nabla \cdot \mathbf{p}
\]

Equation 1-17

A material with dielectric properties has charges that polarise when an electric field is applied. The dipoles can be permanent (polar material) or induced (non-polar material). Permanent dipoles are due to the asymmetric distribution of polar bonds in a molecule, as for example in water. In a water molecule the distribution of the electrons from the two hydrogen atoms is shared with oxygen. The oxygen becomes negatively charged with an opposite charge (positive charge) at the centre of the two hydrogen atoms. This produces a dipole in the molecule of water as illustrated in Figure 1-3b.

\[\text{Figure 1-3 a) Induced dipole representation on a generic atom. b) Permanent dipole of a water molecule.}\]
Figure 1.3-2 cont. - The oxygen is the centre of the negative charge $Q^-$ and the centre of the positive charge $Q^+$ is between the two hydrogen atoms. The yellow arrow indicates the dipole moment.

Induced dipoles arise when an electric field produces slight perturbations of bound charges that have very limited mobility, such as in ionic solids or for electrons and the nucleus in an atom (Figure 1-3b). The magnitude of this type of dipole is very small as a single entity, but the overall effect of very large numbers can have a significant effect [2]. If we consider a dielectric material not all the charges will be bound; some will be free to move in the applied electrical field. The resulting electrical current density ($J$) can be expressed by Equation 1-18 by the amount of charges that pass the area in a second [1]

\[ J = \rho v_c \]  \hspace{1cm} \text{Equation 1-18}

where $\rho$ is the charge density. The velocity $v_c$ of the charge carrier, that can be expressed by Equation 1-19.

\[ v_c = \mu E \]  \hspace{1cm} \text{Equation 1-19}

where $\mu$ is the mobility of the charge in the applied electrical field. We can now use Ohm’s law to define the term electrical conductivity ($\sigma$) of a material by Equation 1-20 [1,3].

\[ J = \sigma E \]  \hspace{1cm} \text{Equation 1-20}
1.4 Polarisation types

The type of polarisation differs at the atomic level and for a relative macro scale as illustrated in Figure 1-4. Each type has a dependency on the frequency of the field [1,2].

1. Atomic level polarisation
   a. Electron and nucleus reorientation in an applied field (electronic polarisation)
   b. When charges move in a material at opposite locations. (atomic polarisation)

2. For relatively macro scale polarisation
   a. There is orientational polarisation for permanent dipole molecules.
   b. Interfacial polarisation (also known as Maxwell-Wagner polarization) in the case of different materials where the charges accumulate at the interface.

![Figure 1-4](image)

*Figure 1-4* Representative plot of the permittivity ($\varepsilon'$) and dielectric loss ($\varepsilon''$) against frequency.
1.5 Dispersion and relaxation in a dielectric

Two types of dispersion mechanisms are presented here:

1. Debye relaxation that happens in the material.

2. Maxwell-Wagner relaxation that is produced at the interface between two different materials.

The Debye relaxation is derived from the fact that the dipole takes time to orientate in the electric field. This means that the orientation of the charges is not instantaneous after the electric field is applied [1,2]. In addition, there is a time delay for the dielectric to depolarise after the electric field is withdrawn. This time delay in polarisation and depolarisation in the material is called the relaxation time [1]. It is also important to mention that the AC frequency of the field plays a role in polarisation due to the fact that at low frequencies the dipole has time to form as the cycles per unit of time alternate relatively slowly. On the contrary, the dipole does not have time to orientate at high frequencies (e.g., $10^{11}$ Hz for water) because the periodic cycle time of the AC voltage is much faster than the relaxation time of the dipole orientation. This in turn reduces the polarisation.

The Maxwell-Wagner polarisation occurs between two dielectric materials at a shared interface, initially postulated by Maxwell for DC, and refined later by Wagner for the AC case. Figure 1-4 show a schematic representation of the dispersion of the permittivity ($\varepsilon'$) and dielectric loss ($\varepsilon''$) against frequencies. More details are given elsewhere in literature [1,2,4].
1.6 Complex permittivity in AC Field

As a definition the complex permittivity is the response of the dielectric to a frequency dependent AC field [1]. If a potential is applied for a single frequency a harmonic potential can be expressed using phasor² notation [1,4] as:

\[ \phi(x, t) = \text{Re}[\Phi(x)e^{i\omega t}] \]  \hspace{1cm} \text{Equation 1-21}

with \( i = \sqrt{-1} \), \( x \) the position vector, \( \Phi \) as the complex phasor and \( \text{Re}[\cdots] \) as the real part of the complex function. The potential of the electric field can be expressed by

\[ E(x, t) = \text{Re}[\vec{E}(x)e^{i\omega t}] \]  \hspace{1cm} \text{Equation 1-22}

with \( \vec{E} = (-\nabla \Phi) \) as the phasor. We can re-arrange Equation 1-5 (Gauss’s Law) to give:

\[ \nabla \cdot \sigma E = i\omega p_f \rightarrow \nabla \cdot (\varepsilon E) = 0 \]  \hspace{1cm} \text{Equation 1-23}

with

\[ \varepsilon = \varepsilon_0 \varepsilon_r - i \frac{\sigma}{\omega} \]  \hspace{1cm} \text{Equation 1-24}

where \( \omega \) is the angular frequency, \( p_f \) is the free charge density, \( \varepsilon \) is complex permittivity, \( i \) the imaginary part, \( \varepsilon_0 \) permittivity of vacuum and \( \varepsilon_r \) relative permittivity of the material.

Here it is important to note that the complex permittivity is frequency related, so for high frequencies, approaching \( \infty \), the \( -i \frac{\sigma}{\omega} \) term will be close to zero and therefore the permittivity will dominate the equation. The opposite situation it is true when the frequency approaches zero (DC) and therefore the conductivity \( (\sigma) \) will dominate the equation.

² Phasor is a sinusoidal wave with amplitude frequency and phase as a function of time.
1.7 Dipole moment of spherical particles

If we consider an homogeneous dielectric spherical particle with radius \((R)\) with permittivity \((\varepsilon_p)\) in a dielectric homogenous medium with permittivity \((\varepsilon_m)\) with a uniform electric field, \(\vec{E} = E \hat{z}\) in the z-direction as illustrated in Figure 1-5.

![Figure 1-5 Spherical dielectric particle in a homogenous medium.](image)

Satisfying Laplace’s equation for electrical potential and with \(r = R\) the boundary condition, for the particle and medium, using Gauss’s law can be written as [4]

\[
\phi_m(r = R, \theta) - \phi_p(r = R, \theta) = 0 \Rightarrow \varepsilon_m \frac{\partial \phi_p}{\partial r} - \varepsilon_p \frac{\partial \phi_m}{\partial r} = 0 \quad \text{Equation 1-25}
\]
The potential ($\phi$) for the boundary between sphere and medium can be expressed as [1]:

$$\phi_m = ER^3\left(\frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m}\right)\frac{\cos \theta}{r^2} - Er \cos \theta$$  \hspace{1cm} \text{Equation 1-26}

$$\phi_p = -\left(\frac{3\varepsilon_m}{\varepsilon_p + 2\varepsilon_m}\right)Er \cos \theta$$  \hspace{1cm} \text{Equation 1-27}

Equation 1-10 in section 1.3 for the dipole potential can be re-written as:

$$p = 4\pi \varepsilon_m \left(\frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m}\right)R^3 E$$  \hspace{1cm} \text{Equation 1-28}

with $\left(\frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m}\right)$ referred to as the Clausius-Mossotti factor, being a measure of the frequency dependent polarisability of the particle.

$$(f_{CM}) \Rightarrow f_{CM}(\varepsilon_p, \varepsilon_m) = \left(\frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m}\right)$$  \hspace{1cm} \text{Equation 1-29}

The Clausius-Mossotti factor has limits between -0.5 and 1.0.
Chapter 2 Dielectrophoresis

2.1 Introduction

This chapter presents an initial description of electrophoresis (EP), introducing some of the main concepts such as the zeta potential $\zeta$. Basic concepts are then introduced to explain the dielectrophoretic phenomenon with more complex concepts elucidated for biological applications. Initially, a physical dipole is considered with the dipole moment explained. Dielectrophoresis (DEP) for positive and negative DEP is then analysed. Finally, DEP for biological cells is clarified together with its relationship with the cell plasma membrane.

2.2 Electrophoresis (EP)

EP is the induced motion of a particle carrying a net fixed charge when it is suspended in an electrolyte fluid and subjected to an electric field [5,6]. The fixed charges on the particle surface attract counter-charged ions to produce an electrical double layer as shown in Figure 2-1. These counter-ions screen the large electrostatic potential of the charged particles from the bulk electrolyte. The number of counter-ions decreases roughly exponentially with distance from the particle surface, until they equal the number required to maintain electrical neutrality of the bulk electrolyte solution. The electric potential reference is taken as zero in the neutral bulk fluid away from the influence of the charged particle. When an electric field is applied, an electric force acts on both the charged particles and also on the counter-ions in the electrical double layer. The particle moves and carries with it some of the laminar fluid layers close to its surface. The hydrodynamic slip plane defines where the moving particle and its bound layers of counter-ions leave behind the bulk fluid.
The \( \zeta \) potential (zeta potential) is defined as the electric potential at the slip plane [6] as schematically illustrated in Figure 2-1.

![Figure 2-1 Schematic representation of a negative charged particle in a dispersion medium. The negative particle surface, Stern layer and slip plane are indicated schematically by concentric circles. The zeta potential is located at the hydrodynamic shear surface zone between the inner boundaries and the bulk of the dispersion medium.](image)

The electrophoretic velocity of the particle will be dependent, after the initial viscous force is overcome, on the viscosity and the ionic concentration of the surrounding medium and zeta potential [5]. So we can define the electrophoretic mobility \((U_e)\) using Henry Equation 2-1

\[
U_e = \frac{2\varepsilon \kappa f(ka)}{3\eta}
\]

*Equation 2-1*
where $\varepsilon$ is the permittivity of the medium, $\zeta$ zeta potential, $\eta$ the viscosity of the medium and $f(ka)$ is Henry function which is usually approximated for values of 1.5 or 1.0.

The essential feature of EP is that it can only occur for electrically charged particles (see Figure 2-2). If the net polarity of the charge on the particle reverses in sign (e.g., on either side of the isoelectric point) the direction of particle motion will reverse. In addition, if the direction of the applied field reverses, the particle’s motion will reverse. EP can therefore not occur in a rapidly alternating (AC) electric field.

![Figure 2-2 Electrophoresis of a negative charged particle. The particle is negatively charged overall, the net force will move the particle towards the positive electrode ($+V$) in a uniform electrical field produced by two parallel electrodes.](image-url)
2.3 Dielectrophoresis

2.3.1 Small physical dipole

Revisiting Equation 1-9 in section 1.3 and the electric potential $\phi$ in Equation 1-10 we can expand the concepts of electrostatics and consider a dielectric particle in a spatial non-uniform electrical field as shown in Figure 2-3. The particle acquires polarisation and a dipole is formed of opposite charges as illustrated in Figure 2-4.

![Dipole Diagram](image)

*Figure 2-3 A small dipole with zero net charge in a non-uniform electric field forming a net force on the dipole of $p = qd$."

The two charges $q^+$ and $q^-$ illustrated in Figure 2-3 experience different values of the electric field $E$ and therefore the net force acting on the dipole can by expressed as [7]:

$$p = qd$$
\[ F = qE(r + d) - qE(r) \]  \hspace{1cm} \textit{Equation 2-2}

\textit{Equation 2-2} can be simplified, when \( d \) is small compared with the characteristic dimensions of the non-uniform electrical field, using Taylor series expression [8]

\[ E(r + d) = E(r) + d \cdot \nabla E(r) + \cdots \frac{d^n}{n!} \frac{\partial^n E}{\partial x^n} \]  \hspace{1cm} \textit{Equation 2-3}

We will neglect terms \( \frac{d^n}{n!} \frac{\partial^n E}{\partial x^n} \) higher than \( n = 2 \).

\( \nabla E \) is the vector field gradient operator \( \nabla = i \frac{\partial}{\partial x} + j \frac{\partial}{\partial y} + k \frac{\partial}{\partial z} \) and \( E = -\nabla V \) with \( V \) the electric potential.

We can combine \textit{Equation 2-3} with \textit{Equation 2-2} to have the force exerted by the electric field as [4]

\[ F = qd \cdot \nabla E + \cdots \]  \hspace{1cm} \textit{Equation 2-4}

Considering that the dipole moment is \( p = qd \) the force exerted on the dipole can be expressed as [4]

\[ F = p \cdot \nabla E \]  \hspace{1cm} \textit{Equation 2-5}

\textit{Equation 2-5} describes the DEP force as the required energy to move a dipole particle from the field \( E \) to a region with no field.
2.3.2 Effective dipole moment

If we consider a spherical particle, immersed in a dielectric medium, we can produce an equation of the effective dipole moment that gives the same potential outlines of a point dipole as illustrated in Figure 2-4

\[ P_{\text{eff}} = 4\pi \varepsilon_0 \varepsilon_m R^3 f(\varepsilon)E \]  

Equation 2-6

where \( f(\varepsilon) \) is known as the Clausius-Mossotti factor (CM), which represents the effective polarisation of the particle as function of the surrounding medium and particle absolute permittivity\(^3\) as \( \varepsilon_m \) and \( \varepsilon_p \) respectively.

---

\(^3\) Absolute permittivity is the product of the relative permittivity (\( \varepsilon_r \)) and the permittivity in a vacuum

\[ \varepsilon_0 = 8.85 \times 10^{-12} \frac{C^2}{Nm^2} \]
We can use Equation 2-5 and Equation 2-6 to give [4]

\[ F_{\text{DEP}} = 4\pi \varepsilon_m R^3 f(\varepsilon)(E \cdot \nabla)E \]  
\text{Equation 2-7}

The above equation can be re-written as [Prof. Ron Pethig personal communication]:

\[ F_{\text{DEP}} = 4\pi \varepsilon_0 \varepsilon_m R^3 [CM](E \cdot \nabla)E \]  
\text{Equation 2-8}

This equation can be simplified by employing the vector transformation given in standard texts on vector algebra [Prof. Ron Pethig personal communication]:

\[ (A \cdot \nabla)B = \nabla(A \cdot B) - (B \cdot \nabla)A - A \times (\nabla \times B) - B \times (\nabla \times B) \]  
\text{Equation 2-9}

In our case \( A = B = E \). We have defined \( E \) as the gradient of a scalar quantity, namely the gradient of the voltage potential. This is a necessary and sufficient condition to classify \( E \) as an irrotational field, so that the vector curl of \( E \) is zero \((\nabla \times E = 0)\). The vector transformation of \((E \cdot \nabla)E\) thus leads to the identity [Prof. Ron Pethig personal communication]:

\[ 2(E \cdot \nabla)E = \nabla E^2 \]  
\text{Equation 2-10}

The above equation for the dielectrophoretic force can thus be written as:

\[ F_{\text{DEP}} = 2\pi \varepsilon_0 \varepsilon_m R^3 [CM] \nabla E^2 \]  
\text{Equation 2-11}

Because the field is irrotational the dielectrophoretic force acting on a particle can be written as:

\[ F_{\text{DEP}} = 2\pi \varepsilon_m R^3 f_{(CM)} \nabla (E \cdot E) = 2\pi \varepsilon_m R^3 f_{(CM)} \nabla E^2 \]  
\text{Equation 2-12}
The previous equation is denoted as the dipole approximation for DEP [8] For more details and refinement of Equation 2-12 regarding multipoles such as quadrupoles and octopoles can be found elsewhere in the literature [8,9].

By using the Maxwell-Wagner equation to describe the complex permittivity, which is [10]

\[ \varepsilon^* = \varepsilon' - i\varepsilon'' \]

Equation 2-13

with \( \varepsilon'' = \frac{\sigma}{\omega} \)

and \( \varepsilon' \) as the permittivity and \( \sigma \) the conductivity and \( \omega \) the angular frequency.

The Clausius-Mossotti factor can be defined as [4,11]

\[ f_{CM} = \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m} = \frac{(\varepsilon_p - \varepsilon_m) - i(\sigma_p - \sigma_m)}{\omega} \]

Equation 2-14

Considering the two limiting cases as:

1. \( \lim_{\omega \to 0} \text{Re}[f_{CM}] = \frac{\sigma_p - \sigma_m}{\sigma_p + 2\sigma_m} \)

2. \( \lim_{\omega \to \infty} \text{Re}[f_{CM}] = \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m} \)

The first limit gives the magnitude and sign of the Clausius-Mossotti factor as determined by the electrical conductivity at low frequencies. The second, high frequency limit is determined by the permittivity of the particle and medium. Figure 2-5 shows the CM factor curves for spherical homogenous particles using arbitrary parameters for conductivity and permittivity. When the effective polarisability of the particle is the same as that of the medium, then \( \text{Re} [f_{CM}] \) for Equation 2-14 is zero.
The transition when the DEP became positive from negative is called the DEP cross over frequency as illustrated in Figure 2-5.

![Figure 2-5 DEP profiles of homogenous particles with arbitrary assigned medium conductivity (σₚ). The five lines of different colours have different profiles based on the medium conductivity as indicated in the graph. The relative permittivity of the medium was set to 80 (i.e., the value for an aqueous medium) and that of the particle to 3. The graph was produced using MATLAB.](image)

We can define the time average of the DEP force in complex form of the dipole moment and electric field as [1]

\[ F_{DEP(t)} = \frac{1}{2} \text{Re}(P_{eff} \cdot E^*) \]

Equation 2-15
with $E^*$ indicating the complex conjugate and $P_{\text{eff}}$ the complex effective dipole moment.

From the combination of Equation 2-6 and Equation 2-12 into Equation 2-5 we have the DEP force for the time average as:

$$F_{\text{DEP}}(t) = 2\pi \varepsilon_m R^3 \text{Re}(f_{\text{CM}}(\omega)) \nabla E_{\text{rms}}^2$$  \hspace{1cm} \text{Equation 2-16}$$

with $\varepsilon_m$ as the relative permittivity of the fluid, $\omega$ the angular frequency of the AC field and $E_{\text{rms}}$ as the root mean square of the AC field.

From Equation 2-16 we can deduce the following:

- The DEP force is generated in only a non-uniform electric field.

- DEP force is ponderomotive.

- DEP is independent of the polarity of the field.

- DEP force is proportional to particle size/volume.

- The DEP force is dependent on the electrical properties of the medium and particle (permittivity and conductivity of medium and particle).

- The DEP force depends on the Clausius-Mossotti factor for sign and magnitude ($-0.5 < f_{\text{CM}} < 1$)

Equation 2-16 is useful because it shows that the DEP force is proportional to the particle radius cubed. This equation also shows the favourable scaling properties of DEP such as in a microfluidic device the characteristic length $L$ of the electrode and the applied voltage are proportional to the DEP force as:

---

4 Complex conjugate refers to a pair of complex numbers, both having the same real part, with the imaginary parts equal in magnitude but opposite in signs.

5 A time-averaged nonlinear force acting on the particle in the presence of the field.
From Equation 2-17 we can see that the DEP force is inversely proportional to characteristic length \( L \) of the electrode, so with reduced size of the electrodes the DEP force will increase. Also by reduction of the electrode size, the voltage \( V \) can be diminished to produce the same DEP force. This is very important as the voltage can be significantly reduced in micro-devices, avoiding Joule heating effects and/or pH shifts in the surrounding medium.

2.3.3 Types of DEP: Positive (pDEP) and negative (nDEP)

When an electric field is applied, a charged particle will move due to Coulombic forces; however, formation of a dipole in a polarisable particle does not guarantee an associated movement through the electric field. If a uniform electric field is present the polarised particle does not experience a net force since both positive and negative halves of the dipole feel the same force in opposite directions (Figure 2-6 left hand side).

![Charged particle in uniform and non-uniform electric fields. Particle in a uniform electric field, it will experience no net force because the magnitudes of the attractive and repulsive forces are the same. On the right the particle is subjected to a non-uniform electric field with the resultant production of a net force responsible in moving the particle.](image)

\[
F_{DEP} \propto \frac{\phi^2}{L^3}
\]

\textit{Equation 2-17}
However, if we consider a non-uniform electric field each half dipole will experience different forces, this will generate a net force that is commonly called Dielectrophoresis (Figure 2-6 right hand side). Considering a particle in a suspending electrolyte under the influence of an electrical field, the charges present in the particle and in the electrolytic medium will be distributed at the interface between particle and medium.

This capacity of a material to produce charges at the interface between itself and a surrounding medium is called polarisability (see section 1.4 for more details on polarisation). There are two cases: when the polarisability is higher in the medium (lower in the particle) and when it is higher in the particle (lower in the medium). In the first case the charge number will be higher, so more charges accumulate in the medium side; in the second case, the opposite will be true so the charge number will be higher in the particle and therefore more particle will accumulate inside the particle surface. Both cases lead to a non-uniform distribution of charges density on opposite sides of the particle, which generate a dipole aligned to the electric field.

In a non-uniform electrical field, the particle will experience different forces at its ends due to the polarisability of the particle itself, surrounding medium and the induced dipole as illustrated in Figure 2-7. If the particle is more polarisable than the medium, the force will move the particle towards the region of higher electric field strength generating positive DEP (pDEP). When the opposite case is true, higher polarisibility of medium, the force will move the particle in the lowest strength region of the field, negative DEP (nDEP).

Considering DEP implementation in a microfluidic device the ability of repulsion and attraction becomes important. For biological manipulation, nDEP is favoured to reduce any possible physiological harm resulting from exposure to the high field strengths and gradients that occur at electrode edges.

Furthermore the voltage applied should be such as to avoid electroporation (in case of biological cells) and to minimise Joule heating effects [6]. This can be
significantly diminished with AC DEP in comparison to DC DEP where higher voltages are often used [6].

Figure 2-7 Positive and negative DEP representation. On the left hand side (a) the particle is moved in the highest strength region of electric filed, positive DEP (pDEP). On the right hand side (b), the particle is moved in the lowest strength region of the electric field, negative DEP (nDEP).

2.3.4 DEP on biological cells

Biological cells have more complex structures than homogeneous spherical particles. We can modify the expression of the dipole moment and DEP force to account for this increased complexity of the model in biological cells. The approach commonly used is called the multi-shell model [8,12]. In general, we can describe a mammalian cell as composed of a thin plasma membrane, first shell, a cytoplasmic second shell and a nucleus as a third shell. This has been schematically illustrated in Figure 2-8.
Considering that, a mammalian cell has a conductive cytoplasm surrounded by an insulating plasma membrane the Maxwell-Wagner polarisation will be produced at the interfaces of the shells due to differences in dielectric properties of the biological material present. Huang et al [13] have produced details about the mathematical model. The effective complex permittivity value \( \varepsilon_p^* \) can be substituted in the Clausius-Mossotti factor instead of \( \varepsilon_p^* \) to have Equation 2-18 [12]:
\[ e'_p = e_{\text{mem}}^* \left[ \frac{R}{(R-d)^3} \right] + 2 \left( \frac{e^*_{\text{cyto}} - e^*_{\text{mem}}}{e^*_{\text{cyto}} + 2e^*_{\text{mem}}} \right) \]

\[ \frac{R}{(R-d)^3} \left( \frac{e^*_{\text{cyto}} - e^*_{\text{mem}}}{e^*_{\text{cyto}} + 2e^*_{\text{mem}}} \right) \]

Equation 2-18

with \( d \) as the thickness of the cell plasma membrane (few nanometres for mammalian cells), \( e^*_{\text{mem}}, e^*_{\text{cyto}} \) are the complex permittivities of the membrane and cytoplasm respectively and \( R \) is the radius of the cell.

*Figure 2-9* shows a DEP profile of a two-shell model with putative values for conductivity and permittivity of plasma membrane and cytoplasm. It is noticeable that the first cross-over frequency \( f_{xo} \) is influenced by the size of the cell (radius) and the conductivity of the medium and these two parameters are responsible for the shift in the cross-over frequency towards higher values of frequency on the x axis. The second cross-over frequency \( f_{nah} \) is not influenced by cell size or medium conductivity as shown in *Figure 2-9* a and b.

Regarding the first cross-over frequency the plasma membrane of the cell acts as an insulator and so the electrical field will preferentially follow the surrounding electrolyte medium [8] When the frequency is increased (above 1 MHz), the capacitance of the plasma membrane will short circuit the interior of the cells. If the cell interior is more polarisable than the surrounding medium, the electrical field will penetrate the cell membrane and the cell will exhibit positive DEP.
Figure 2-9 DEP plot for cross-over frequencies with different medium conductivity (a) and cell radius (b). In graph a radius of the cells was kept constant and the conductivity of the medium was changed as indicated by the three curves. In graph b the conductivity of the medium was kept constant and the radius of the cells was changed as indicated by the three curves. Both graphs were produced using MatLab.
2.3.5 Cell plasma membrane capacitance

The transition, between nDEP and pDEP, called the DEP cross-over frequency \( f_{xo} \) occurs when the polarisability of the cell and medium are the same. The membrane capacitance can be calculated by performing DEP experiments for different conductivities of the cell suspending medium, as described by Pethig et al.[14]. In this study, cells of measured radii were used with different solution conductivities to determine the linear correlation between \( f_{pK} \), the radius of the cells and conductivity of the medium. From the slope and intercept of the linear curve, the value for the membrane capacitance was elaborated [14,15,16] using the following expression for the cross-over frequency:

\[
 f_{xo} = \frac{\sqrt{2} \sigma_s}{2\pi r C_m} \sqrt{1 - \frac{r G_m^*}{2\sigma_s} - 2 \left( \frac{r G_m^*}{2\sigma_s} \right)^2}
\]

Equation 2-19

with \( \sigma_s \) is the conductivity of the solution, \( C_m \) the membrane capacitance per unit area of the membrane surface, \( r \) as the radius of the cell and \( G_m^* \) as the total effective membrane conductance. \( G_m^* \) can be expressed as:

\[
 G_m^* = \left( \frac{2 K_{ms}}{r^2} + G_m \right)
\]

Equation 2-20

with \( K_{ms} \) as the conductance of the surface of the cell plasma membrane and \( G_m \) as the conductance of the membrane associated with ions transport across the plasma membrane [17]. As describe by Pethig et al [14] a good approximation of Equation 2-19 can be expressed as:

\[
 f_{xo} = \frac{\sqrt{2} \sigma_s}{2\pi r C_m} \cdot \frac{\sqrt{2} G_m^* r}{8\pi C_m} \rightarrow f_{xo} = \frac{\sqrt{2} \sigma_s}{2\pi r C_m} \cdot \frac{\sqrt{2} G_m^*}{8\pi C_m}
\]

Equation 2-21

---

* Conductance is defined as the ability of a material to carry electrical charge; it is measured in Siemens (S).
In Equation 2-21 the second term can be neglected for $G_m^* \ll \frac{4\sigma_s}{r}$ [17] This simplifies Equation 2-21 to:

$$f_{xo} = \frac{\sqrt{2}\sigma_s}{2\pi r C_m} \quad \text{Equation 2-22}$$

Alternatively:

$$C_m = \frac{\sqrt{2}}{2\pi r f_{xo}} \sigma_s \quad \text{Equation 2-23}$$

For a completely smooth spherical cell, the cell membrane capacitance can be expressed as:

$$C_m = \frac{\varepsilon_m \varepsilon_0}{d} \quad \text{Equation 2-24}$$

with $d$ and $\varepsilon_m$ as the thickness and relative permittivity of the membrane respectively and $\varepsilon_0$ as the permittivity of vacuum. The total capacitance ($C_t$) of the cell is defined as [18]:

$$C_t = 4\pi r^2 C_m \quad \text{Equation 2-25}$$

For erythrocytes the values of the plasma membrane capacitance has been extrapolated in several studies as 6–8 mF m⁻²[19,20,21]. The values for $C_m$ have been evaluated in cells presenting projection and other morphological bound extensions on the plasma membrane resulting in higher values [22,23,24]. This demonstrates correlation between the $C_m$ and the overall roughness of the cell plasma membrane and the presence of projection/microvilli. The presence of microvilli is common; with variations in length and number due to cell’s environmental conditions and/or cellular adaptations associated with differentiation/function [17,23,25]. Asami used finite element methods for numerical simulation of changes
during osmotic perturbation\(^7\) of the dielectric properties of bound microvilli in the cell plasma membrane. However, it has also been shown that the presence of proteins of different sizes and that perturbations created by proteins-lipids bilayer interactions may play an important role in membrane capacitance [26,27].

---

\(^7\) Here osmotic perturbation is intended as a disruption of the osmotic equilibrium between the cell internal solvent content and the outside environment.
Chapter 3  Modelling and simulation

3.1 Introduction

In this chapter, the finite element simulation of the microfluidic device for continuous separation of specific mammalian cells is presented. The software used was COMSOL Multiphysics®. Different simulations for some parameters of DEP are presented here in order to simulate possible responses of the cells.

The simulation has been realised on a 3D geometry drawing using AutoCAD® software and it relies on heuristically chosen parameters and characteristics to optimise the computational power. The meshing has been customised to account for the minimum features and to maximise speed of computation for simulation on the most important parts of the main section of the DEP micro channel. Considerations related to fluid, particle/cell size, materials and frequencies have been chosen to maximise simulation, partially modified from the COMSOL library for customisation of this particular study.

The data presented here rely on the results produced by the software, the fluidic mechanic principles are not investigated in detail although some formulas will be presented as a brief reference to the underlining physics.

The DEP chip consists of a main channel with three inlets and three fluid outlets for the introduction and collection of cells from the micro device. In the main channel, there are 60 embedded platinum electrodes at the top and bottom of the channel angled at ~18° degrees to the direction of the fluid flow. These electrodes are grouped in three sets of five that differ in the gaps between the opposite set by 100, 75 and 50 μm distances (Figure 3-1) The AC non-uniform electric field is generated
by these electrodes, arranged in a 3D conformation, ensuring the funnelling of the cells of interest into the central outlet using nDEP.

The chip is able to sort cells by making use of hydrodynamic flow of suspending fluid (medium) and the deflection of the cells by the electrode edges (along their entire length), by nDEP. The chip was microfabricated by photolithographic processes commonly used in Micro-Electro-Mechanical-Systems (MEMS). This was mounted on a custom-made holder that contains the hydraulic and electric connections.

The simulation presented is for one prototype used to separate cells. However, variations of this prototype have been manufactured and used. For brevity of this thesis, only the modelling and simulation of one prototype will be presented.

3.2 Initial considerations

The final internal height of the DEP chamber was 100µm, although other devices were constructed with heights of 40, 60 and 80µm, respectively, with two different central inlet sizes. The two types mainly used for the sorting were the 80 and 100µm heights. It was noticed that by reduction below 80 µm there was probably clogging of the microchannel resulting in difficulties in the re-collection of cells (this will decrease sorting efficiency when DEP is applied). This was verified by microscopy using fluorescent GFP-fibroblasts recuperated after passing them through the device. Cells were counted by fluorescent microscopy for the GFP-fibroblasts before and after passage in the device without the application of any voltage in order to verify possible cell accumulation in the channel.

The placement of 60 electrodes was conceived to extend the area where the cells were subjected to DEP in order to guarantee separation. However, by simulation analysis a lower number of electrodes may achieve the same results by modulation of the inlet fluid velocity and applied electric field. In addition, the thickness of the
electrodes was considered negligible in the 3D simulation to limit the computational power required.

In the simulation the viscosity and density of the medium was approximated to the parameters of 20% sucrose solution. The density of a cell was approximated at 1110 kg/m³ (ρ)⁸.

The initial number of cells in solution for DEP sorting was kept constant at around one million/ml. This number density was chosen with the view that ~10% of the cells, on a per ml basis, would be lost due to the procedure of re-suspension in the DEP medium (before the DEP procedure) and again when re-suspended in flow cytometry buffer after DEP sorting. In addition, this cell concentration was assumed to guarantee that at least 10⁵ cells were collected for analysis by flow cytometry in order to have a significant statistical result⁹.

Because of the microscale of the DEP chamber, the resulting fluid flow can be assumed to be laminar (i.e., low Reynolds number). This means that diffusion will be the main mechanism (in the absence of a DEP force) for cells to cross between adjacent fluid streamlines. However, cells are macroscopic and their diffusion coefficient is very small [29,30]. In the COMSOL simulations the diffusion coefficients for the cells was set to the lowest permitted value of 10⁻⁷ m²/s. The cell separation system uses nDEP to separate cells from the two outer fluid streams by pushing them across laminar flow streams into the central fluid stream for collection at the central exit fluid port. The COMSOL simulation did not model the full length of the DEP chamber, to include the initial mixing of the three fluid flow streams, but concentrated on a section above the electrodes where laminar flow of a parabolic velocity profile was assumed.

---

⁸ Here the density of the cell was approximated at 1110 kg/m³ although, by using a micro cantilever device, values could be higher [28] K. Park, J. Jang, D. Irinia, J. Sturgis, J. Lee, J.P. Robinson, M. Toner, R. Bashir, 'Living cantilever arrays' for characterization of mass of single live cells in fluids, Lab on a Chip 8 (2008) 1034-1041.

⁹ The number of cells collected, mention in the above text, was used as a minimum “rule of thumb” for Flow cytometry in order to have meaningful mathematical analysis of the data.
The simulation used the following parameters: Fluid density of 1000 kg/m³, dynamic viscosity of 0.0015 Pa s, average velocity at the inlets of 330 µm/s, relative permittivity of the fluid of 80.1, solution conductivity of ~120 mS/m, initial concentration of the solute of 1mol/m³ and cell size was set at 6µm radius. Voltage applied varied from 3 to 7 V pk, and CM factor values of -0.5 and -0.25 were used to simulate two levels of nDEP. The boundary conditions at the channel wall were set to fluid non-slip, as is appropriate for laminar flow, and the fluid was assumed to be incompressible.

3.3 Simulation

3.3.1 Geometry

The micro device is illustrated schematically in Figure 3-1 where the main features and domain used in simulation are represented. The term “main channel” is used to describe the part of the micro device that contains the 60 electrodes. There are three inlet and three outlet fluid ports with specific functions in cell separation. The two outer inlets are responsible for driving the buffer medium and cells into the main channel, with the central inlet delivering only buffer medium. The two exit fluid ports were used to collect the fluid medium and unwanted cell types, whilst collection from the central exit port gave the wanted target cells responding to nDEP. The electrodes were orientated at an 18° angle to the direction of the buffer flowing along the channel and were located at the top and bottom of the chamber in order to generate a vertically orientated non-uniform electric field. Each electrode was of width ~15 µm and spaced 500 µm from the next one, with gaps from the corresponding opposite electrode of 100 µm for the first set of five electrodes nearest the entrance fluid ports, 75 µm for the second set of five and 50µm for the last set of five electrodes near the exit fluid ports. (See Figure 3-1 for a visual representation)

---

10 The set of five electrodes modelled were on one side (top or bottom) of the channel. The 3D geometry of this set consisted of 20 electrodes that differed in opposing gaps of either 100, 75 or 50 µm.
Figure 3-1 Schematic illustration of the main channel.
3.3.2 DEP force

The approximation for the DEP force acting on a spherical particle was computed using the effective dipole model as described by Equation 3-1 [4,8,31,32]:

\[
\langle F_{DEP} \rangle = 2\pi r^3 \varepsilon_m \text{Re}(f_{cm}(\omega)) \nabla E_{\text{rms}}^2
\]

Equation 3-1

The above equation describes the time-average DEP force, \( \nabla E_{\text{rms}}^2 \) is the gradient of the square of the electric field (expressed as the root-mean-square value). A particle deflection occurs when the DEP force is greater than the Stokes viscous drag force, a condition given by:

\[
\hat{F}_{DEP} > 6\pi \eta vr \sin \theta
\]

Equation 3-2

This is illustrated by the mechanisms of deflection shown in Figure 3-2 where the DEP force is largest at the edges of the electrodes. The cells responding to nDEP are deflected into the central stream for collection at the central exit fluid port. Variations of this type of ‘chevron’ or ‘herring-bone’ geometry have been described by several groups for different applications [33,34,35,36,37,38].

![Figure 3-2 DEP deflection mechanism. \( F_{DEP} \) is the DEP force created orthogonally to the electrodes, and \( F_{HD} \) is the hydrodynamic viscous drag force that accelerates the particle to the velocity of its laminar flow streamline.](image)
Illustrated in Figure 3-3 are the x and y components of the DEP force values at different heights above the electrode surface, simulated for a CM factor value of -0.25, with an applied voltage of 5Vpk at the electrodes (see Figure 3-4). Here the electrodes were simulated with negligible thickness.

In Figure 3-3 the components of the DEP force (x- along the chamber length, and y- across the chamber width) are shown as a function of height above the electrode plane. The maximum DEP force occurs at an electrode edge and the minimum at the centre mid-line of an electrode’s upper surface. The DEP force at a distance of ~1µm from the electrode edge is approximately 43 nN in the vertical direction. Figure 3-3 show a decrease of the x and y components of the DEP force with increasing distance from the electrode edge. In Figure 3-3 the x and y component of the DEP force is illustrated for distances of 1, 2, 4, 8, 16, 32 and 50 µm from the electrode surface.

Figure 3-5 illustrates the electric field and DEF force in vertical direction of the main channel. In other words, always cells experience DEP force except in the areas between electrodes (500µm gap) and in the central gap narrowing down from 100 to 50µm. The cross-sections were taken arbitrarily for the purpose of illustration. The DEP force is shown as the cross-section of the electrodes at the three gaps of 100, 75 and 50 µm. The DEP force generated is illustrated in log 10 scale for better visualisation of the data in Figure 3-5.
Figure 3-3 DEP force plots for two electrodes at 100 μm apart. The plots represent the force at different heights in the main channel for this cross-line 1D plots.
Figure 3-4 Voltage applications on the electrodes, with vertical section at arbitrary point.
Figure 3.5 DEP force for the three gaps at 100, 75 and 50 μm. Force is expressed in log 10 scale for x and y directions.
3.3.2.1 Modelling the forces acting on the cell

The hydrodynamic drag force for a sphere of radius $r$ has dependency with the velocity of the sphere and fluid medium and can be expressed by modifying the Stoke equation [39,40]:

$$F_{\text{drag}} = 6\pi k\eta r (\vec{v}_m - \vec{v}_{\text{cell}})$$  \hspace{1cm} \text{Equation 3-3}

With $\eta$ as the dynamic viscosity of the fluid and $r$ the radius of the cell, $\vec{v}_m$ and $\vec{v}_{\text{cell}}$ as the velocity vectors of the medium and cell respectively. The factor $k$ (non-dimensional) describe the interactions between the cell and wall of the channel as described by [39]. The maximum values is $-1.7$ for cells contacting the wall [39]. This parameter was not computed in simulation due to the difficulty in quantify the value for the different conditions. Assuming that the flow of the fluid is laminar and parabolic the sedimentation force can be calculated by Equation 3-4 [41].

$$F_{\text{sed}} = \frac{4}{3} \pi r^3 (\rho_m - \rho_{\text{cell}}) g$$  \hspace{1cm} \text{Equation 3-4}

With $r$ as the radius of the cell $\rho_m$ and $\rho_{\text{cell}}$ as the density of the fluid and cell respectively, and $g$ the gravitational constant.

Another aspect to consider is the hydrodynamic lift-off that could be computed by adding the lift-off equation for a non-deformable particle/cell as indicated by [40,42]. This was not included it in the simulation due to the fact that has been shown by [43] that the effects are very small compared with DEP forces and has a very small role in this type of fractionations. However, for completion of the theory behind the model the expression for the hydrodynamic lift is presented here as Equation 3-5 [40].

$$F_{\text{lift}} \approx 0.153 r^3 \eta \frac{1}{(y - r)} \left. \frac{dv_m}{dy} \right|_{y=0}$$  \hspace{1cm} \text{Equation 3-5}

With $y - r$ as the distance of a particle from the bottom of the channel.
In order to determine the trajectory of the cells in the main channel the ordinary differential equations are solved for \( x(t) \) and \( y(t) \) expressed by:

\[
F_x = m \dot{v}_x = F_{DEPx} + 6\pi kr\eta \left[ v_m(y) - x(t) \right] \quad \text{Equation 3-6}
\]

\[
F_y = m \dot{v}_y = F_{DEPy} - 6\pi kr\eta y(t) - \frac{4}{3} \pi r^3 (\rho_{cell} - \rho_m) g \quad \text{Equation 3-7}
\]

With \( x(t) \) and \( y(t) \) for the positions in \( x \) and \( y \) directions which can be solved numerically from the two above equations. Here both \( F_{DEPx} \) and \( F_{DEPy} \) are function of the position \( x \) and \( y \) which are computed by data and mesh points of the software (see figure 33 and 34).

The boundary conditions are described as \( v_y = 0 \) so we assume that the velocity in \( y \) direction is zero after collision with top and bottom of the main channel. In addition, the interactions between particles are neglected in the simulation.

### 3.3.2.2 Inlets velocities and voltage parameters

As indicated in Table 3-1 and Table 3-2 the parameters analysed for the simulation were the voltage and average velocity of the three inlets (Table 3-1) and the CM values (Table 3-2). Here the fluid viscosity was set at 0.0015 Pa*s in order to account of the amount of sugar required in the DEP medium (used as fluid buffer for sorting). Sugars were added to equilibrate the osmolarity resembling more closely the value of ~320 mOsm of the DMEM used in culture. The simulation parameters were kept constant as indicated in the initial consideration paragraph of this chapter.

Starting from CM of -0.25 the different conditions are described in Table 3-1. The relative simulations for each condition are illustrated in figures from one to 28.

For 7V and 5V all the average velocities tested worked to produce movement of the cells in the central stream (nDEP with CM = -0.25). The only exception is when the central inflow increase to 330µm/s and the two outer inlets drop to ~41 µm/s (figure 22). A possible explanation, considering the simulation results, is that with a ratio of
approximately 1:8 in the velocities of central inlet/outer inlets the cells cannot be pushed to penetrate the central stream flow in the main channel and the simulation indicate no trajectory of the cells. Interestingly, in figure 21 can be seen that with a ratio of 1:4 in velocities between central inlet/outer inlets was enough for the cells to reach the first set of electrodes in order to be moved in the central stream accordingly to simulation results.

At 4V the central inlets inflow need to drop to a ratio 1:16 and 1:32 with the two outer inlets in order to generate enough force to move the cells in the central stream (figure 12, 13, 23 and 24). For velocities above these parameters of inflow, there is not movement in the central stream (figure 8 to 11). As described for the condition at 5V when the central inlet increase to 330μm/s and outer inlets drop to ~41μm/s (ratio 1:8) no cells can enter the main channel (figure 25).

At 3V there is not enough DEP force to produce sorting in all the simulations the nDEP at -0.25 is not enough to purify a population of cells (figure 14 to 19 and 26 to 28).

From these first simulations at -0.25 of CM the main important parameter is principally the voltage applied at the electrodes for values above 5V Pk. However, 4V could be used by fine-tuning the inlets velocity to achieve nDEP as demonstrated by simulations in figures 12, 13, 23 and 24.

Here a very small central inlet velocity, in the ratios of 16:1 or 32:1 with the outer inlets, produces separation (figure 12 and 13). In addition, when the central inlets has higher velocity in the ratios 1:2 and 1:4 with the outer inlets separation is simulated successfully as indicated by figure 23 and 24.

The 4V seems the minimum threshold to achieve separation below this value modification of the inlets velocities do not produce separation with contaminations present at the outlets as illustrated by figure 14 to 19 and 26 to 28.
3.3.2.3 **CM simulation values**

The parameters described in the previous chapter were kept constant here in these simulations. The velocity inflow was also kept at $330 \mu m/s$ for all three inlets.

In order to evaluate the effect of the CM on the separation capability of the device, simulations of different conditions are illustrated in figure 29, 30, 31, 32. Figure 29 at CM of zero validate the DEP theory and underline physics. Here no DEP force act on the cells as expected the cells go through the main channel and elute in the two outer outlets.

For positive value CM of 0.25 we have pDEP here the cells are repelled by the electrodes and theoretically should move along with the outer inlet streams of the main channel. This is the case illustrated in figure 30.

With CM of -0.5, the DEP force is maximal for nDEP as illustrate by figure 31. By simulation and as expected the cells are deflect in central stream. Regarding the values of CM of 0.5 there is maximal pDEP and the cells are kept in the two outer streams as illustrated in figure 32.
### 3.4 Simulation parameters table

#### Clausius–Mossotti factor of -0.25

<table>
<thead>
<tr>
<th>Voltage (V-Pk)</th>
<th>Inflow average velocities (µm/s)</th>
<th>No. electrodes required x4</th>
<th>Figure no.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Two outer inlets</td>
<td>One central inlet</td>
<td></td>
</tr>
<tr>
<td>7V</td>
<td>330</td>
<td>330</td>
<td>1</td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>330</td>
<td>14</td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>165</td>
<td>7</td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>82.5</td>
<td>5</td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>41.25</td>
<td>4</td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>20.625</td>
<td>3</td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>10.3125</td>
<td>3</td>
</tr>
<tr>
<td>4V</td>
<td>330</td>
<td>330</td>
<td>0</td>
</tr>
<tr>
<td>4V</td>
<td>330</td>
<td>165</td>
<td>0</td>
</tr>
<tr>
<td>4V</td>
<td>330</td>
<td>82.5</td>
<td>0</td>
</tr>
<tr>
<td>4V</td>
<td>330</td>
<td>41.25</td>
<td>0</td>
</tr>
<tr>
<td>4V</td>
<td>330</td>
<td>20.625</td>
<td>15</td>
</tr>
<tr>
<td>4V</td>
<td>330</td>
<td>10.3125</td>
<td>14</td>
</tr>
<tr>
<td>3V</td>
<td>330</td>
<td>330</td>
<td>0</td>
</tr>
<tr>
<td>3V</td>
<td>330</td>
<td>165</td>
<td>0</td>
</tr>
<tr>
<td>3V</td>
<td>330</td>
<td>82.5</td>
<td>0</td>
</tr>
<tr>
<td>3V</td>
<td>330</td>
<td>41.25</td>
<td>0</td>
</tr>
<tr>
<td>3V</td>
<td>330</td>
<td>20.625</td>
<td>0</td>
</tr>
<tr>
<td>3V</td>
<td>330</td>
<td>10.3125</td>
<td>0</td>
</tr>
<tr>
<td>5V</td>
<td>165</td>
<td>330</td>
<td>3</td>
</tr>
<tr>
<td>5V</td>
<td>82.5</td>
<td>330</td>
<td>1</td>
</tr>
<tr>
<td>5V</td>
<td>41.25</td>
<td>330</td>
<td>0</td>
</tr>
</tbody>
</table>
### Table 3-1 Simulation parameters for -0.25CM

<table>
<thead>
<tr>
<th>Voltage (V-Vpk)</th>
<th>Inflow average velocities (µm/s)</th>
<th>n° electrodes required x4</th>
<th>Figure n°</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Two outer inlets</td>
<td>One central inlet</td>
<td></td>
</tr>
<tr>
<td>4V</td>
<td>165</td>
<td>330</td>
<td>14</td>
</tr>
<tr>
<td>4V</td>
<td>82.5</td>
<td>330</td>
<td>6</td>
</tr>
<tr>
<td>4V</td>
<td>41.25</td>
<td>330</td>
<td>0</td>
</tr>
<tr>
<td>3V</td>
<td>165</td>
<td>330</td>
<td>0</td>
</tr>
<tr>
<td>3V</td>
<td>82.5</td>
<td>330</td>
<td>0</td>
</tr>
<tr>
<td>3V</td>
<td>41.25</td>
<td>330</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 3-2 Simulation parameters for different CM values.

<table>
<thead>
<tr>
<th>Voltage (V-Vpk)</th>
<th>Inflow average velocities (µm/s)</th>
<th>n° electrodes required x4</th>
<th>Figure n°</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Two outer inlets</td>
<td>One central inlet</td>
<td></td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>330</td>
<td>No DEP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clausius–Mossotti factor of +0.25 (pDEP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>330</td>
<td>Positive DEP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clausius–Mossotti factor of -0.5 (max nDEP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>330</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clausius–Mossotti factor of +0.5 (max nDEP)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5V</td>
<td>330</td>
<td>330</td>
<td>Positive DEP</td>
</tr>
</tbody>
</table>
3.5 Modelling outputs

Figure n°1
<table>
<thead>
<tr>
<th>Velocity (µm/s) two outer/central inlets</th>
<th>330/330</th>
<th>330/165</th>
<th>330/82.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure n°2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figure n°3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figure n°4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CM = -0.25

5V
### Velocity (µm/s) two outer/central inlets

<table>
<thead>
<tr>
<th></th>
<th>330/41.25</th>
<th>330/20.625</th>
<th>330/10.3125</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Figure n°5</strong></td>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
<td><img src="image3.png" alt="Diagram" /></td>
</tr>
<tr>
<td><strong>Figure n°6</strong></td>
<td><img src="image4.png" alt="Diagram" /></td>
<td><img src="image5.png" alt="Diagram" /></td>
<td><img src="image6.png" alt="Diagram" /></td>
</tr>
<tr>
<td><strong>Figure n°7</strong></td>
<td><img src="image7.png" alt="Diagram" /></td>
<td><img src="image8.png" alt="Diagram" /></td>
<td><img src="image9.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>
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Velocity (µm/s) two outer/central inlets
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<tr>
<th></th>
<th>165/330</th>
<th>82.5/330</th>
<th>41.25/330</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity (µm/s)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure n°20    Figure n°21    Figure n°22
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<table>
<thead>
<tr>
<th>Velocity (μm/s) two outer/central inlets</th>
</tr>
</thead>
<tbody>
<tr>
<td>330/330</td>
</tr>
<tr>
<td><img src="image1.png" alt="Figure n°8" /></td>
</tr>
</tbody>
</table>

CMI = 0.25
<table>
<thead>
<tr>
<th>Velocity (µm/s) two outer/central inlets</th>
</tr>
</thead>
<tbody>
<tr>
<td>330/41.25</td>
</tr>
<tr>
<td>330/20.625</td>
</tr>
<tr>
<td>330/10.3125</td>
</tr>
</tbody>
</table>

**Figure n°11**  **Figure n°12**  **Figure n°13**

CMI = 0.25
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#### Velocity (μm/s) two outer/central inlets

<table>
<thead>
<tr>
<th></th>
<th>165/330</th>
<th>82.5/330</th>
<th>41.25/330</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure n°23</td>
<td><img src="image1" alt="Figure n°23" /></td>
<td><img src="image2" alt="Figure n°24" /></td>
<td><img src="image3" alt="Figure n°25" /></td>
</tr>
<tr>
<td>CM = 0.25</td>
<td>4V</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Velocity (μm/s) two outer/central inlets</th>
<th>330/330</th>
<th>330/165</th>
<th>330/82.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure n°14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figure n°15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Figure n°16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure n°14, Figure n°15, Figure n°16*
### Velocity (μm/s) two outer/central inlets

<table>
<thead>
<tr>
<th>330/41.25</th>
<th>330/20.625</th>
<th>330/10.3125</th>
</tr>
</thead>
</table>

![Velocity Diagrams](Figure n°17, Figure n°18, Figure n°19)
## Velocity (µm/s) two outer/central inlets

<table>
<thead>
<tr>
<th>Speed</th>
<th>Velocity (µm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>165/330</td>
<td>82.5/330</td>
</tr>
<tr>
<td>82.5/330</td>
<td>41.25/330</td>
</tr>
</tbody>
</table>

**Figure n°26**

**Figure n°27**

**Figure n°28**

CM = 0.25
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Figure n°29" /></td>
<td><img src="image2.png" alt="Figure n°30" /></td>
<td><img src="image3.png" alt="Figure n°31" /></td>
<td><img src="image4.png" alt="Figure n°32" /></td>
</tr>
</tbody>
</table>

- $SV_{CM} = 0$
- $SV_{CM} = 0.25$
- $SV_{CM} = 0.5$
- $SV_{CM} = 0.5$

**Figure n°29**

**Figure n°30**

**Figure n°31**

**Figure n°32**
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3.6 Meshing samples

<table>
<thead>
<tr>
<th>Main Channel meshing</th>
<th>Inlets meshing</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Main Channel meshing" /></td>
<td><img src="image2" alt="Inlets meshing" /></td>
</tr>
</tbody>
</table>

Figure n°33

Figure n°34
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4.1 Introduction

In this chapter, the cell plasma membrane is analysed starting from an overall description in chapter 4.2. Initially, the main components of the plasma membrane are described in the form of the lipids classes and moieties present. Descriptions and chemical illustrations of the main components are reported. Secondly, the initial plasma membrane model of Singer and Nicolson is described, together with the new refinements to this original hypothesis. Thirdly, physical properties of the lipids in the plasma membrane are described, focusing on bilayer aggregation/formation. Finally, a brief explanation of the context of the DEP experiments for cells of similar size/volume is given.

4.2 The lipid bilayer

There are approximately $10^{14}$ cells in a human body with ~200 different types of cells [44]. Each cell is delimited from the external environment by a physical boundary called the plasma membrane [45]. This membrane regulates the passage of material in and out of the cell, isolates the cell interior content and determines the cell's overall stability [45,46,47]. The plasma membrane is constituted mainly of a double bilayer of lipids with polar head and hydrophobic tails. As shown in Figure 4-1 transmission electron microscope image of myoblasts (C2C12) were taken by post-fixation with Osmium Tetroxide and Sodium Cacodylate, stained with Uranyl Acetate and Lead Citrate. The main sub-cellular structure, phospholipids, of the plasma membrane is indicated in Figure 4-1. In this cell component the van der Waals force between the hydrophobic tails is responsible for the assembly of the bilayer [46,47,48]. Phospholipids are assembled in a double layer sheet-like (two leaflets) conformation which are separated by the hydrophobic tails of ~3-4 nm in thickness [47].
Figure 4-1 Transmission Electron Microscopic picture of C2C12 myoblasts plasma membrane. Representation of the plasma membrane, the lipid components and related structures are illustrated on the right top side. The left-top image shows a part of the plasma membrane with the interior dark grey (cytoplasm) and exterior light grey (exterior), scale bar 50nm.

The main functions of the membrane are to constituted a barrier for hydrophilic solutes to cross the membrane and to guarantee overall physical stability of the cell. Proteins present in the membrane are responsible for the passage of water-soluble particles otherwise not possible through the membrane only. The overall membrane bilayer conformation is obtained and preserved by van der Waals and hydrophobic forces between the lipids chains [46,47,48]. Different cells types have different membrane characteristics such as villi and overall shapes [46,47]. For clarity the external bilayer part of the plasma membrane will be defined as exoplasmic (external leaflet exposed to surrounding environment) and an internal cytoplasmic leaflet in contact to the cytoplasm (inside cell).
4.3 Classes and sub-classes of lipids present in the plasma membrane

There are three classes of lipids present in the cell membrane, these are categorised as phosphoglycerides, sphingolipids, and steroids [49] with range of hydrocarbons chain lengths (tails) as illustrated in Table 4-1. All these three classes have a common physical property which is that they are amphipathic\(^\text{11}\) with van der Waals forces responsible for the aggregation of the hydrophobic tails and the hydrophilic head exposed towards water. Although all the three categories of lipids are amphipathic, they present different chemical structures and different functions. The phosphoglycerides are a class of lipids that derive from glycerol-3-phosphate by esterification\(^\text{12}\) of the two OH groups of the phosphate with the two hydrophobic carbon based tails. This does not apply to one subclass, plasmenylethanolamine (plasmalogen) which as esterification in one acyl chain by esterification and the other tail by ether bond\(^\text{13}\) to glycerol as illustrated in Table 4-1a. This lipid represents 20% of the total phospholipids present in humans, but the exact physiological function has not yet fully clarified [50,51]. Although more studies are emerging about correlations with peroxisome\(^\text{14}\) malfunctioning and neurodegenerative diseases such as Alzheimer's [52,53]. Classification of this class is based on chemical moieties in the head group Table 4-1 (in blue) of the lipid, although other differences are also present in other areas of the chemical structure. The subclasses are phosphatidylserine (PS), phosphatidylethanolamine (PE), plasmenylethanolamine (plasmalogen), phosphatidylcholine (PC), and phosphatidylinositol (PI) as illustrated in chemical structures in Table 4-1 (a1-5) The acyl tails of this class vary in length (number of carbon bonds see Table 4-2 ) and saturation (carbon single or double

\(^\text{11}\) A molecule that contains structures with characteristics of both polar (water-soluble) and non-polar (non-water soluble) nature.

\(^\text{12}\) A chemical reaction between an acid and an alcohol which produces the release of water as by-product.

\(^\text{13}\) Ether bond is oxygen attached, in this case, to two C atoms in form of C-O-C. This linkage is between acyl chain and glycerol.

\(^\text{14}\) Peroxisome is an organelle thought to be responsible for synthesis of plasmalogens more details are provided in references 52 and 53.
The most abundant phosphoglycerides in plasma membrane is phosphatidylcholine [47,49]. The second class of lipids are the sphingolipids that are derived from sphingosine (as illustrated in purple in Table 4-1 in b1,s), which is composed of a long chain of hydrocarbons attached to amino alcohol (sphingosine amino group). In this subclass the most abundant substructure in membranes is sphingomyelins with amino group terminal phosphocholine as shown in Table 4-1 b1[54]. However, a second subclass of sphingolipids contains a polar head composed of sugars. These compounds are identified as glycolipids/glycosphingolipids (Table 4-1 b2 and b3). The basic structure of glycolipids is a glucose molecule attached to the sphingosine backbone as indicate in Table 4-1 b2. Gangliosides are another type of subclass similar to cerebrosides with added sugar chains linked to sialic acid as indicated in Table 4-1 b3. These classes of lipids normally associate with themselves, cholesterol, and proteins (glycosyl phosphatidylinositol anchor15) to produce aggregates denoted as “lipids rafts” one subset of this rafts are define as caveolae [48,54,55,56]. Caveolae are invaginations produced by the caveolins proteins that associate with cholesterol [57,58]. The turnover of this membrane sub-domain is fast between formation and dispersion mainly to the chemical saturation of the acyl groups and hydrogen bonds of the sphingolipids [48,56]. The function of these rafts is not fully understood at the present moment, however it is thought that they are playing an important role for cell signalling and nutrient transport across the plasma membrane of the cell [48,56].

The third class of compounds found in membrane are steroids in the form mainly of cholesterol [48,59]. The basic structure is a four ring hydrocarbons, which is highly hydrophobic alone, but with the presence of a hydroxyl group (OH in blue in Table 4-1c makes this compound amphipathic due to the hydroxyl interaction with water. Mammalian plasma membranes are rich in cholesterol [48] but due to its

15 They are proteins that present covalent bonding to the lipids. The tail of the lipid, which is hydrophobic in nature, is localized in one leaflet of the membrane anchoring the protein to the membrane, although the polypeptide structure of the protein does not penetrate the bilayer.
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Hydrophobicity cannot create lipid bilayers on its own without other types of lipids present.

<table>
<thead>
<tr>
<th>Membrane lipids components</th>
<th>Name/Class</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Diagram of Phosphatidylserine" /></td>
<td>Phosphatidylserine (PS) Phosphoglycerides</td>
</tr>
<tr>
<td><img src="image2.png" alt="Diagram of Phosphatidylethanolamine" /></td>
<td>Phosphatidylethanolamine (PE) Phosphoglycerides</td>
</tr>
<tr>
<td><img src="image3.png" alt="Diagram of Plasmalogen" /></td>
<td>Plasmalogen (plasmalogen) Phosphoglycerides</td>
</tr>
<tr>
<td><img src="image4.png" alt="Diagram of Phosphatidylcholine" /></td>
<td>Phosphatidylcholine (PC) Phosphoglycerides</td>
</tr>
</tbody>
</table>

Table 4-1 see page 67 for legend text
### Table 4-1

<table>
<thead>
<tr>
<th>Membrane lipids components</th>
<th>Name/ Class</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="https://example.com/PI.png" alt="Phosphatidylinositol (PI)" /></td>
<td>Phosphatidylinositol (PI) <em>Phosphoglycerides</em></td>
</tr>
<tr>
<td><img src="https://example.com/SM.png" alt="Sphingomyelins (SM)" /></td>
<td>Sphingomyelins (SM) <em>Sphingolipids</em></td>
</tr>
<tr>
<td><img src="https://example.com/Cer.png" alt="Cerebrosides (Cer)" /></td>
<td>Cerebrosides (Cer) <em>Sphingolipids/ GlycoSphingolipids</em></td>
</tr>
</tbody>
</table>

*Table 4-1 continue. See page 67 for legend text*
Table 4-1 Lipids classification present in plasma membrane (from page 65 to 67). The blue colour structures indicates the polar head of the lipid, the red colour is the phosphate link, and the purple colour indicates a common derivative chemical molecules for the specific class. R₁ and R₂ signifies the chain of hydrocarbons (tail of the lipid) attached to the glycerol link when present. a₁₋₅ are the subclasses of lipids derived from phosphoglycerides. b₁₋₃ are the subclasses of lipids derived from sphingolipids and c is the cholesterol derived from the steroid class.
<table>
<thead>
<tr>
<th>Name</th>
<th>Number of carbon atoms</th>
<th>Double bond position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lauric</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Myristic</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>Palmitic</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>Palmitoleic</td>
<td>16</td>
<td>9-cis \footnote{16} see Figure 4-2</td>
</tr>
<tr>
<td>Stearic</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>Oleic</td>
<td>18</td>
<td>9-cis</td>
</tr>
<tr>
<td>Linoleic</td>
<td>18</td>
<td>9-cis, 12-cis</td>
</tr>
<tr>
<td>Arachidonic</td>
<td>20</td>
<td>9-cis, 8-cis, 11-cis and 14-cis</td>
</tr>
</tbody>
</table>

Table 4-2 Fatty acid tails in membrane lipids. The carbon atoms number (first column) indicates the length of the lipid tail (hydrocarbon chain as indicated as R_{12} in Table 4-1 the kink or double bond position on the fatty acid chain is indicated in the second column.

\footnote{16}{Cis conformation indicates that the two hydrogens atoms of adjacent carbon atom are on the same side of the double bond between carbon atoms.}

Figure 4-2 Representation of kink/double bond of palmitoleic acid at 9-cis position of the hydrocarbon chain.
4.4 Cell membrane models and new findings

The “mosaic fluid model” has been adopted for a long time since 1972, when it was first proposed by Singer and Nicolson [60]. They first described the organisation of the cell membrane on a molecular scale with the lipid bilayer as a 2D neutral solvent for the embedded proteins, with minor influences of the proteins itself [56]. More recently, new evidences emerged that the lipids, present in membrane, are in several different physical states (phases) and not only as a fluid disordered liquid phase as proposed by Singer and Nicolson [56,61]. These physical phases comprise liquid-order/disorder and gel (semi-frozen state) to enhance the fluidity of the membrane [56,62]. The exact characterisation of the different phases of lipids in complex cellular structures is still difficult to achieve [56]. From the Singer and Nicolson model new refinements of the plasma membrane have emerged [63]. The density and location of the proteins, present on the plasma membrane, has been redefined [63]. For example, in human erythrocytes the entire inner and outer leaflets are covered in proteins, with transmembrane helical proteins occupying ~23% of the entire plasma membrane core [63,64]. The structural model proposed by Singer and Nicolson also has been revised to encompass the lateral segregation of lipids and protein in microdomains [63].

Research by the early 1990’s showed that cell membrane extractions by detergent (1% Triton X-100 at 4°C) produce detergent-resistant membrane (DRM) compartments enriched in glycosphingolipids and cholesterol [65]. From this result and others the term “lipids rafts” was devised [66]. Theory about “lipid raft” emerged from the studies on epithelial cells [66,67]. The main characteristics of these rafts is the association of cholesterol and sphingolipids in the outer (exoplasmatic) leaflet of the bilayer. The interactions of saturated hydrocarbon chains of the sphingolipids with cholesterol produce a liquid ordered state of the membrane, due to the tight binding of intercalated cholesterol with hydrocarbon tails of the sphingolipids.

17 Many acronyms are used to define DRMs depending on the scientific paper - sometime they are referred as: Detergent Insoluble Glycolipid enriched membrane domain (DIG) or Detergent-Insoluble Membranes (DIMs), lipids rafts and membrane rafts.
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[56,68]. The precise characterisation and interaction between leaflets of the plasma membrane has been argued and several studies have produced different models to address the interactions between sphingolipids and cholesterol [61,68,69]. In addition, the size of the rafts has been reported with variations between studies from 50nm [70,71] to smaller size around 20 nm [70,72]. Other forwarded hypotheses concern possible compartmentalization of these structures within limits related to cytoskeletal meshwork[73]. Studies have used different biochemical techniques to validate the existence and elucidate the biochemistry of the rafts [70,71,74,75] and membrane lateral heterogeneity has been accepted[76]. However debate around the lipids raft is still open at the time of this present work [63,77].

Considering the protein contribution to the raft structure, this includes glycosylphosphatidylinositol also known as GPI anchor protein, acylated18 proteins (Src kinase family), G proteins, Hedgehog and transmembrane proteins (palmitoylated19) [78,79,80]. By using chemical manipulation, such as cholesterol depletion (Methyl-β-cyclodextrin), cholesterol inhibition (Lovastatin), the proteins associated with the raft can be dissociated and studied in vivo [56].

Another important aspect of the rafts in plasma membranes is that they are distributed in relation to the cell type [56,59]. For example, in fibroblasts this type of structures are found all around the cell’s surface when it is considered that 45% of the plasma membrane is made up of sphingolipids [56,66,81]. Sub-domains considered a sub-set of the lipids rafts are caveolae, which could be described as invagination or flask-shaped inclusions of the plasma membrane[57]. These structures are formed by the protein caveolin which tightly binds to cholesterol[57,58]. The caveolae have been associated with cell processes such

---

18 Proteins with an acyl group attached, which are composed of a carbon atom double bonded to oxygen and organic substituent group (organyl)
19 Palmitoylated proteins are proteins with an attached fatty acid (palmitic acid)
endocytosis, cholesterol transport, transcytosis\textsuperscript{20} and calcium regulation in muscle differentiation \cite{82,83}

4.5 Physical properties of the lipids in the plasma membrane and principle of bilayer formation

The lipids comprising the plasma membrane or any other membrane present in the cell are dynamic chemical structures. Considering a two-dimensional plane, thermal forces allow rotation along the axes and lateral diffusion between leaflets of the membrane \cite{84}. Considering that the motions are lateral or rotational, the central core of acyl chains is localised in the hydrophobic region of the bilayer.

The exchange rate of motion of a single lipid is approximately $10^7$ times per second in rotational interchange and the diffusion constant can be in the range of $10^{-8}$ cm$^2$/s \cite{47,59,84}. This diffusion rate is slower in plasma membrane than in synthesised membranes consisting of only phospholipids, suggesting that interaction of lipids with integral proteins may cause more stable aggregation\cite{59}.

Considering the length of the hydrocarbons chains in lipids, we can see a range with distribution around 15 carbon atoms (see Table 4-2 and Figure 4-3) \cite{44}. With shorter chains the bilayer will be not formed and with longer chains the later diffusion is impaired (bilayer too viscous see Figure 4-3) \cite{44}.

Long hydrocarbons chains will have aggregative tendency producing a compact structure as in a gel-like state. The opposite with shorter tails will have less van der Waals interaction and so producing a more fluid membrane as illustrated in Figure 4-3 \cite{44,59}. Another important property is the size of the lipids heads that influence the curvature of the membrane locally \cite{59}. For example phosphatidylcholine with large head group and long tails will produce a cylindrical shape overall (flatter membrane) as oppose to phosphatidylethanolamine with small head group and long

\textsuperscript{20} Transcytosis is the cell process responsible for the transport of macromolecules (such insulin and complex sugars) across the cell.
hydrocarbon chains that will produce a cone shape overall. This combination of these
two overall shapes can play a role in the formation of blebs, microvilli and other
morphological changes of the plasma membrane[59].

Lateral diffusion, in the bilayer, is dependent upon its composition, the hydrocarbons
chains (tails) and temperature as illustrated in Figure 4-3. Since every CH₂ group has
a length of around 0.1 nm the overall size of the hydrocarbon chain is ~ 2nm in each
leaflet of the bilayer [44,85]. This is equal to a total bilayer thickness of ~ 4-5 nm
[44,85]. We need also to consider the presence of cholesterol that can be as much as
17% of the total amount of lipid, as for example in red blood cells [44]. Cholesterol
with much larger proteins, embedded in the bilayer, increase the overall thickness of
the membrane [44].

As we have previously discussed the plasma membrane is composed of
inhomogeneous structures, as the lipid rafts, that determine chemical and spatial
difference of the membrane structure [66]. This entails different level of ordering
between the hydrocarbons chains with separate mechanical properties to
accommodate different type of proteins [44,86].

Using the known values from C-C bond from literature [44,87,88] the volume (V_{hcc})
of a single saturated (no double bonds present in the chain) hydrocarbon chain is
expressed by [44]:

\[ V_{hcc} = 27.4 + 26.9(n_C^2)(10^{-3} nm^3) \]  
\[ \text{Equation 4-1} \]

with \( n_C^2 \) as the number of carbon atoms with maximal hydrocarbon chain length
\( (L_{hcc}) \) as:

\[ L_{hcc} = 0.154 + 0.126(n_C^2) nm \]  
\[ \text{Equation 4-2} \]

In Equation 4-1 and Equation 4-2 increase length of the hydrocarbon chain (more C-
C bonds and so more C atoms) will simplify the two equation as:
\[ V_{hcc} = 26.9(n_c^2)(10^{-3} \text{nm}^3) \]  
\textit{Equation 4-3}

With the constant term neglected

\[ L_{hcc} = 0.126(n_c^2) \text{nm} \]  
\textit{Equation 4-4}

With the constant term neglected

From the simplified expressions, we can derive the effective cross-sectional area \( A_{hcc} \) of the hydrocarbon chain by:

\[ A_{hcc} = \frac{V_{hcc}}{L_{hcc}} \]  
\textit{Equation 4-5}

\textit{Equation 4-5} has been estimated as 0.21 nm\(^2\)[44] for a single hydrocarbon chain. However, in bilayers the head of the lipid present an area greater than the area of a single hydrocarbon chain. The area has been calculate for many head groups (\( A_h \)) of phospholipids to be 0.5 nm\(^2\)[44]. The difference between \( A_h \) and \( A_{hcc} \) (hydrocarbons chains accounting for kinks due to carbon double bond) needs to be consider in order to efficiently pack the lipids.

Now that the area of the head group and the volume of hydrocarbons chains are determined, the total number of molecules in a given area and volume of a sphere (micelle\(^{21}\)) with radius \( R \) can be calculated.

\(^{21}\) Micelles are surfactant (amphiphilic lipids) molecules that aggregate in a liquid colloid (solution with even distributed in solution).
Figure 4-3 Lipids representation in bilayer membrane. a) The gel-phase state is represented with hydrocarbon tail tightly packed by van der Waals interactions. b) The liquid phase state with shorter hydrocarbon tails in the phospholipids bilayer. c) Intercalated cholesterol gives more stability to the bilayer structure. d) Shows more details of the cholesterol position on the phospholipids tails with relative measurements of length between two types of phospholipids (phosphatidylcholine and sphingomyelins) as an example in variation of the membrane thickness. e) Overall shape of two lipids types, which may determine the formation of microvilli and blebs[59]. Note that this is a general representation in order to give a visual reference of the concept described in the chapter.
We can use either the area of the head group or the volume of the hydrocarbon chains by [44]:

\[ N_{\text{mol}} = \frac{4\pi R^2}{A_h} \quad \text{Using the area of the head group} \quad \text{Equation 4-6} \]

\[ N_{\text{mol}} = \frac{4\pi \frac{R^3}{3}}{V_{\text{hcc}}} \quad \text{Using the volume of hydrocarbons tails} \quad \text{Equation 4-7} \]

Combining Equation 4-6 and Equation 4-7 the value of R can be calculated by

\[ \frac{4\pi R^2}{A_h} = \frac{4\pi \frac{R^3}{3}}{V_{\text{hcc}}} \rightarrow R = \frac{3V_{\text{hcc}}}{A_h} \quad \text{Equation 4-8} \]

For spherical structures R has be to be less or equal to the hydrocarbon length \( L_{\text{hcc}} \) so Equation 4-8 can be re-written as:

\[ \frac{V_{\text{hcc}}}{A_h L_{\text{hcc}}} \leq \frac{1}{3} \quad \text{Equation 4-9} \]

The above process can be repeated for cylindrical and bilayer geometry. More details can be found in Boal’s book “Mechanics of the cell”[44]. Since we are here concern with the bilayer, we can express Equation 4-9 between the limits as:

\[ \frac{1}{2} \leq \frac{V_{\text{hcc}}}{A_h L_{\text{hcc}}} \leq 1 \quad \text{Equation 4-10} \]

For lipids aggregation in the cell membrane the head group will have a cross-sectional area of approximately 0.4 nm\(^2\) for phosphatidylethanolamines and 0.5 to 0.7 nm\(^2\) for phosphatidylcholines (as visually depicted in Figure 4-3 e). Therefore, for a double chain hydrocarbon tail the ratio described in Equation 4-10 is \(-0.8\), thus validating the argument that double chain lipids will preferentially form bilayers.
Other properties of the bilayer can be calculated such as elasticity and bending rigidity, which reflects the molecular components present in the membrane. More details can be found in literature [44,89,90].

4.6 Plasma membrane in the context of DEP separation of mammalian cells

Until now, the main characteristics of the plasma membrane and its components have been described. In the context of this thesis, the characteristics of the plasma membrane are important to support the results obtained by DEP separation of cells having similar size/volume in suspension. In addition, visual confirmation of the difference in morphology between cell types will be presented in the form of Transmission Electron Microscopy (TEM) and Scanning Electron Microscopy (SEM).

For a particular field frequency, the DEP response of a cell depends on whether its intrinsic dielectric polarisability is less or greater than that of its surrounding suspending medium. For the range of field frequencies and experimental conditions used in this study, the observed dynamic response is characterised either by the cell moving up a field gradient towards an electrode (positive DEP) or down a field gradient away from an electrode (negative DEP). The transition between these types of DEP response corresponds to where the effective polarisability of the cell equals that of the surrounding medium and occurs at the so-called DEP cross over frequency \( f_{x0} \). For a spherical cell of radius \( r \), this frequency is given to good approximation by \( \text{Equation 2-22} \). In this equation \( Cm \) is the specific capacitance (capacitance per unit area) of the cell membrane, \( \sigma_m \) is the conductivity of the suspending medium, and the assumption is made that the high resistance to passive ion flow across the membrane has not been impaired due to the onset of cell death or physical damage, for example [14].

The protocols for obtaining the cell separations reported here relied on the different cell types (C2C12 myoblasts, myotubes and MRC-5 fibroblasts) exhibiting different
$f_{xo}$ values. This can reflect differences in either or both their average cell size or membrane capacitance. A cell’s plasma membrane acts as a capacitor because it is constructed like one, namely, a thin dielectric shell situated between two conductors (the outer and inner electrolytes). It is customary to employ the low frequency (DC) approximation \[26\] to analyse the dielectric and conductive properties of a cell, so that for a spherical cell of measured radius $r$ the effective permittivity $\varepsilon_{eff}$ of a cell is given by

$$\varepsilon_{eff} = \left(\frac{\varepsilon_0 \varepsilon_m r}{\delta}\right) \phi_m = r C_m$$ \[Equation 4-11\]

where $\delta$ is the membrane thickness, $\varepsilon_0$ is the permittivity of free space, and $\varepsilon_m$ is the mean relative permittivity of the material forming the membrane structure.

The factor $\phi_m$ in $Equation 4-11$ is termed the membrane-folding factor to take into account cell surface features such as folds, microvilli, ruffles, and blebs \[24\].

For a perfectly smooth spherical cell $\phi_m = 1$. The DEP measurements reported here did not extend above 700 kHz, a suspending medium conductivity of 120 mS/m was used, and high cell viabilities were maintained during their DEP separations. Under these conditions, the low-frequency approximation used in $Equation 4-11$ leads to an accurate measurement of the membrane capacitance \[91\].

A study recently reported that the neurogenic potential of human neural stem/progenitor cell populations can be characterised and potentially separated by their $f_{xo}$ and derived capacitance values \[92\].

On the basis of the efficient DEP-based cell separations reported here, the same conclusion may be reached regarding discrimination between stages of C2C12 myoblast cell differentiation.

In the DEP literature \[8,14,24\] it has been assumed that the value of $C_m$ primarily depends on the extent of membrane folding as given by $\phi_m$. One of the objectives of
this work was to investigate to what extent the chemical composition of the membrane might also influence its specific capacitance value. Raman spectroscopy has previously been used to investigate the chemical changes associated with the differentiation of stem cells, [93,94,95] as well as an on-chip detection method for monitoring the DEP separation of bacteria [96]. In this work, we have used Raman spectroscopy to determine how differences in the molecular composition of the membranes of two cell types of similar size, namely, C2C12 myoblasts and GFP-fibroblasts, might correlate with their observed DEP responses and derived $C_m$ values.

As described in this chapter different chemical and physical characteristics are present in the plasma membrane of cells. An exact quantification and characterisation of these properties remain difficult, however DEP may be sensitive enough to detect such differences and be able to separate cells as in the case of myoblasts C2C12 used here.

Although DEP may not give an exact description of the chemistry of the cell but it may be used in sorting cell population for further biochemical assays to elucidate the possible differences and characteristics. This was the main idea behind the implementation of a chemical, non-invasive spectroscopic technique as Raman in order to elucidate possible differences in plasma membranes of different cell type that may be responsible for the high level of separation by DEP.

In the next chapter, an analytical chemical technique in the form of Raman spectroscopy will be discussed in order to investigate the main properties responsible for the DEP results.
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5.1 Introduction

In this chapter, we analyse the basic of Raman spectroscopy as a chemical analytical technique. Although this chapter will examine the Raman technique in detail suitable for an analytical chemical perspective, exhaustive explanation of the physic behind Raman spectroscopy are beyond the scope of this thesis. Comprehensive explanations can be found in the references included in this chapter.

The basic description of the spectral regions in the electromagnetic spectrum will first be briefly reviewed. The theory behind diatomic molecules vibration and the theory for emission and scattering will then be discussed, followed by discussion of the three types of optical spectra in the form of vibrational, rotational and electronic.

The anharmonic oscillator will be introduced with descriptions of the scattering, intensity and polyatomic molecules.

Finally Raman spectra and the Fermi resonance and overtones will be addressed.

5.2 The Spectral regions

In the spectrum of electromagnetic radiation different types of physical phenomena take place as depicted in Figure 5-1. The boundaries between different regions of the spectrum are not exactly defined, different techniques and instrumentations are used to determine the different regions [97]. The lowest part of the spectrum is concerned with radiowaves and is associated with nuclear magnetic resonance transition of the electrons spin [97]. Microwave spectroscopy is associated with electronic spin/rotational change of orientation and overlaps with the upper region of the infra-red [97].
The Raman/infra-red region concerns molecular excitation of rotational and vibrational modes of the spectra relevant to this chapter. The UV/visible spectral region relates to electronic excitations into higher energy levels, with elements of the rotational and vibrational transitions [97]. The x-ray region is associated with transition states of the electrons from the inner atomic energy shells [97]. Finally, the γ-radiation region involves the nuclear rearrangements of the atoms [97].

<table>
<thead>
<tr>
<th>NMR</th>
<th>ERS</th>
<th>Microwave</th>
<th>Raman, infrared</th>
<th>UV/visible</th>
<th>X-rays</th>
<th>γ-rays</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^{-4}</td>
<td>10^{-2}</td>
<td>1</td>
<td>10^{2}</td>
<td>10^{4}</td>
<td>10^{4}</td>
<td>10^{6}</td>
</tr>
<tr>
<td>10^{4}</td>
<td>10^{2}</td>
<td>1</td>
<td>10^{-2}</td>
<td>10^{-4}</td>
<td>10^{-4}</td>
<td>10^{-6}</td>
</tr>
<tr>
<td>3×10^{6}</td>
<td>3×10^{8}</td>
<td>3×10^{10}</td>
<td>3×10^{12}</td>
<td>3×10^{14}</td>
<td>3×10^{16}</td>
<td>3×10^{18}</td>
</tr>
</tbody>
</table>

| Processes | Magnetic field - electron spin | Magnetic field - electron spin | Molecular rotation-change in orientation | Molecular vibration-change in configuration | Transition energy levels-valence | Transition energy level-inner electron | Nuclear rearrangement |

Figure 5-1 Spectrum of electromagnetic radiations with associated wavelengths, frequencies and physical process related to the specific regions. Note that the values refers for pure vibrational frequencies.

### 5.3 Basic theory on electromagnetic radiation

An incident electromagnetic (EM) wave hitting matter will produce scattering of light. This is generated by the EM wave perturbation of the electrons clouds surrounding the atoms/ molecules constituting matter. This perturbation has the same frequency as the electrical field of the incident wave.
The magnetic component of the EM wave will be ignored in this discussion since it is not relevant for Raman spectroscopy [98]. The strength of an electric field can be expressed as:

\[ E = E_{amp} \cos 2\pi vt \]  

Equation 5-1

with \( E_{amp} \) as the vibrational amplitude, \( v \) as the frequency and \( t \) the unit time as illustrated in Figure 5-2. We can start to define some main parameters used for vibrational spectroscopy such as wavelength (\( \lambda \)), frequency (\( v \)) and wavenumber (\( \tilde{v} \)).

The wavelength is illustrated in Figure 5-2 and is defined by distance between two points of the same phase.

The frequency (\( v \)) is defined as the number of waves in the unit of time and can be expressed as:

\[ v = \frac{c}{\lambda} \quad \text{Units Hz} \rightarrow \frac{\text{cm}}{\text{cm}} = \frac{1}{s} = \text{Hz} \]  

Equation 5-2

with \( c \) as the velocity of light (~3x10^{10} cm/s).

The wavenumber is defined by:

\[ \tilde{v} = \frac{v}{c} \rightarrow \tilde{v} = \frac{c}{\lambda} \rightarrow \tilde{v} = \frac{1}{\lambda} \quad \text{Units in cm}^{-1} \rightarrow \frac{1}{\frac{\text{cm}}{s}} = \frac{1}{\text{cm}} = \text{cm}^{-1} \]  

Equation 5-3

Considering a molecule or a chemical compound, subjected to an electromagnetic field, transfer of energy to the molecule will be possible if Planck relation is satisfied as:

\[ \Delta E = h\nu \rightarrow \Delta E = h\frac{c}{\lambda} \rightarrow \Delta E = hc\tilde{v} \]  

Equation 5-4
Figure 5-2 Electromagnetic radiation with electric and magnetic components. Lambda (λ) indicates wavelength, which is the distance between two points having same phase. The electrical component of the electromagnetic wave is displayed on the x axes; the Magnetic component (H) is on the y-axes. Both components are perpendicular to each other[98]

with ΔE as the difference in energy between two energy states, h is the Planck's constant that is 6.62x 10^{-34} Js. As illustrated in Figure 5-3 if ΔE is the difference between E2 (excited state) and E1 (as a ground state). Equation 5-4 can be re-written as:

$$ \Delta E = h c \bar{\nu} = E_2 - E_1 $$

Equation 5-5
5.3.1 Types of optical spectra

The approximation of the total energy in a molecule is the sum of the three types of excitations for rotational, vibrational and electronic levels as:

\[ E_{\text{tot}} = E_{\text{elec}} + E_{\text{vib}} + E_{\text{rot}} \]  

\text{Equation 5-6}

with \( E_{\text{elec}} \), \( E_{\text{vib}} \) and \( E_{\text{rot}} \) as the electronic, vibrational and rotational excitations respectively, as illustrate in Figure 5-4 for two putative electronic states (\( v' \) and \( v'' \)). From these three excitation states, we can define the type of optical spectra that they produce. The first type is the rotational spectra that describes the transition between levels that are defined by the quantum number\(^{22} j \) as illustrated in Figure 5-4. These types of spectra are associated with microwaves/far-infra red region, although they

\(^{22}\) Quantum numbers are discrete numbers, in this case integer; they provide solutions for the Schrödinger equation in term of quantized energies for the wavefunction.
can be also be observed with Raman [97]. The second is the rotational/vibrational spectra. Transitions are between rotational levels, in a specific vibrational state, to another rotational level in another vibrational state (as illustrate in Figure 5-4 by the letter b). In this case, the electronic state does not change and quantum numbers associated with rotational/vibrational spectra are \( j \) and \( v \). The spectra here are important for Raman and infra-red spectroscopy. The last kind of spectra is the electronic spectra that consist in the transition of rotational level, of a vibrational state, to another rotational level of another vibrational state in a different electronic state. This type of spectra is associated mainly with near infra-red/visible region of the spectra (as illustrate in Figure 5-4 by the letter a). It is important to notice that pure vibrational, rotational and electronic transitions are observed in microwaves, infra-red/visible and ultraviolet regions. The combination of rotational and vibrational transitions can be detected by Raman [99,100,101]. In Figure 5-4 not all the transition are allowed between levels - the symmetry of the molecule determine the “selection rule\(^{23} \)” which determine the allowable transitions.

In Equation 5-5, the difference between two states was described. We can now extend this to the rotational, vibrational and electronic energy by:

\[
\tilde{\nu} \hbar c = (E'_\text{elec} - E''_\text{elec}) + (E'_\text{vib} - E''_\text{vib}) + (E'_\text{rot} - E''_\text{rot}) = \\
= \Delta E_{\text{elec}} + \Delta E_{\text{vib}} + \Delta E_{\text{rot}} \quad \text{with} \quad \Delta E_{\text{elec}} \gg \Delta E_{\text{vib}} \gg \Delta E_{\text{rot}} \quad \text{Equation 5-7}
\]

For the purpose of this thesis, vibrational energy will be considered and higher energy levels such electronic transitions and lower rotational transitions are not important in this discussion. Also for the gas states, Raman measurements include vibrational and rotational transition. However in the case of the experiments detailed here non-gas samples were used.

---

\(^{23}\) The selection rule or transition rule is a constrain regarding the available transition (rotational, vibrational and electronic). This is determined by quantum mechanics calculations based on the symmetry of the structure if the value of the integral is equal to zero the transition is not possible.
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Figure 5-4 Rotational and vibrational levels with quantum number \( j' \) and \( v' \) for the two levels in a diatomic molecule. Here these two levels are depicted in for two electronic states as indicated by the brackets on the right hand side. The straight blue, red and black double arrows indicate pure rotational, vibrational and electronic transitions respectively. The box "a", with double colour curved arrow, indicates an electronic transition from rotational levels of different vibrational states to a different rotational and vibrational state in another electronic level. Box "b" indicates rotational/vibrational transition from a rotational state of a specific vibrational state to another vibrational state inside the same electronic state. Note that the spacing in the levels and in between is not accurate to describe the real difference. Here it has been illustrated to clarify the concepts. The red dotted lines indicate the intrinsic vibration of the atoms due to nuclear vibrations for the two electronic levels.
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5.4 Vibrational model, a classical view

5.4.1 A system composed of a single particle as an harmonic oscillator

In order to understand the vibrational nature of the molecules that are responsible for the characteristic vibrational bands in a Raman spectra, consideration on the mechanical models of a single molecule needs to be introduced. If we visualise a particle attached to a spring (with no mass) which has a fixed end to a wall with no effect of gravity on the particle, we can represent this as in Figure 5-5. Here we apply Hooke’s law that states that the force acting on the particle attached to the spring is proportional to the displacement of the spring from the equilibrium position, this can be expressed in an equation as [102]:

\[ f = -k(x - x_0) = -kx \quad \text{with} \quad f \propto x \quad \text{Equation 5-8} \]

The negative sign indicates that the displacement and force directions are opposite from each other. \( k \) represent the force constant which can be expressed as a measure of the stiffness of the spring - \( x_0 \) is the equilibrium position and \( x \) is length of the spring displacement.

If now we use Hooke’s law concerning the displacement of the particle \( dx \), using an applied force \( f_a \) the potential energy \( U \) can be expressed as:

\[ dU = f_a dx \quad \text{Equation 5-9} \]

with \( f_a = -f \) due to the displacement in opposite direction of the force.

Now,

\[ dU = -f dx \rightarrow \frac{dU}{dx} = -f \quad \text{Equation 5-10} \]
By inserting Equation 5-1 and Equation 5-10 we have:

\[
\frac{du}{dx} = kx \quad \text{Note that the negative sign changes by the mathematical substitution.}
\]

From the above equation at equilibrium, we have potential energy as:

\[
U = \frac{1}{2} kx^2 \quad \text{Equation 5-11}
\]

In Equation 5-11 can be illustrated as a parabolic function of the potential energy, which increases at both sides of the point of equilibrium as depicted in Figure 5-5.

Generally, the phrase harmonic oscillator is used to describe the parabolic function to define the chemical bond potential between atoms, as will be described in the next is a system composed of two masses using the principals explained above.
5.4.2 A diatomic molecule

If we take two masses $m_1$ and $m_2$ that are connected by a spring (chemical bond) to model a diatomic molecule, the basics of bands observed in Raman spectra can be explained by classical mechanical physics [103,104]. As illustrated in Figure 5-6 considering two masses, $m_1$ and $m_2$, connected by a spring (massless) with displacements ($x_1$ and $x_2$) from equilibrium along the spring axis. These
displacements are a function of time in a harmonic oscillator and the variation is a sine or cosine function.

Figure 5-6 Harmonic oscillator comprise of \( m_1 \) and \( m_2 \) masses. The displacement for the two masses is indicated by \( x_1 \) and \( x_2 \). The \( r_1 \) and \( r_2 \) distances are from the centre of gravity of the system. The amplitudes of the vibrations are represented by the two vertical red and blue waves. \( k \) is the force constant related to the bound/spring between the two masses.

As described by Equation 5-8 the restoring force here can be expressed by using the two equilibrium positions \( x_1 \) and \( x_2 \) as illustrated in Figure 5-6 by:
\[ f = -k(x_1 + x_2) \quad \text{Equation 5-12} \]

The above expression can be re-arranged to account for the masses and displacements as[98]:

\[ f = -k \left( \frac{m_1 + m_2}{m_1} \right) x_2 \quad \text{or} \quad -k \left( \frac{m_1 + m_2}{m_2} \right) x_1 \quad \text{Equation 5-13} \]

Equation 5-13 can be re-written considering Newton’s equation of \( f = ma \) considering the two masses as:

\[ m_1 \frac{d^2x_1}{dt^2} = -k \left( \frac{m_1 + m_2}{m_2} \right) x_1 \quad \text{Equation 5-14} \]

and

\[ m_2 \frac{d^2x_2}{dt^2} = -k \left( \frac{m_1 + m_2}{m_1} \right) x_2 \quad \text{Equation 5-15} \]

Equation 5-14 and Equation 5-15 can be combined by multiplication of the terms in brackets obtaining:

\[ \frac{m_1 m_2}{m_1 + m_2} \left( \frac{d^2x_1}{dt^2} + \frac{d^2x_2}{dt^2} \right) = -k(x_1 + x_2) \quad \text{Equation 5-16} \]

The reduced mass \( \mu \) can be described as:

\[ \mu = \frac{m_1 m_2}{m_1 + m_2} \quad \text{Equation 5-17} \]

Equation 5-17 can be re-written accounting for the reduced mass and displacement \( q \) (related to the reduced mass) as:
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\[ \frac{d^2q}{dt^2} = -kq \quad \text{Equation 5-18} \]

Equation 5-18 is the differential equation for the harmonic with solution given by sine or cosine functions such that for sine is:

\[ q = q_0 \sin(2\pi v_0 t + \phi) \quad \text{Equation 5-19} \]

with \( q_0 \) as the maximum displacement and \( \phi \) the phase. \( v_0 \) can be expressed as:

\[ v_0 = \frac{1}{2\pi} \sqrt{\frac{k}{\mu}} \quad \text{Equation 5-20} \]

Equation 5-20 can also be expressed in wavenumber units \( \tilde{v} \) as waves per unit length (cm\(^{-1}\)) as:

\[ \tilde{v} = \frac{1}{2\pi c} \sqrt{\frac{k}{\mu}} \quad \text{with c as the speed of light in cm/s} \quad \text{Equation 5-21} \]

In the above equation, the masses (\( \mu \)) are expressed in unified atomic units and \( k \) generally is expressed in millidynes/\( \text{Å} \) (the dyne\(^{24} \) is not an SI unit of force).

The force constant \( k \) for single, double and triple bond is between 3 to 6, 10 to 12 and 15 to 18 millidynes/\( \text{Å} \) respectively [104].

The potential and kinetic energy \( U \) and \( T \) respectively can be written as:

\[ U = \frac{1}{2} kq^2 \quad \text{Equation 5-22} \]

\(^{24}\) One dyne is equal to \( 1 \text{g cm} \frac{\text{cm}}{s^2} = 10^{-5} N \) (SI system)
The total energy $E$ is:

$$E = U + T$$  \hspace{1cm} \text{Equation 5-24}

5.5 Anharmonic oscillator: a quantum mechanics prospective

Until now, we have considered a classical harmonic oscillator from the point of view of classical mechanics. However, a quantum mechanics approach can also be used. Here we will only describe a brief review of the theory - more detailed explanations can be found elsewhere in the literature [99,101,104,105].

The potential energy $U$, as described in Equation 5-22 can be plotted considering the distance between the two masses $m_1$ and $m_2$, such as a parabolic curve as illustrated by Figure 5-7. However in quantum mechanics, the molecule has quantised energy states. This implies that the vibrational energy of the molecule can only take discrete values so that this transition between energy states can be examined by Raman spectroscopy. As illustrated by Figure 5-8 the levels of potential energy are shown for a harmonic oscillator. It is important to note that the potential states are equally separated and have energy $E$ as:

$$E = \left( v_i + \frac{1}{2} \right) \hbar \nu$$  \hspace{1cm} \text{Equation 5-25}

with $v_i$ as the quantum numbers which can change by $\pm 1$ and $\nu$ the vibrational frequency. When $v_i = 0$ the energy $E$ is equal to $\frac{1}{2} \hbar \nu$ and this can be considered as the intrinsic energy of the molecule. This can be illustrated by the so-called

---

25 In quantum mechanics quantized energy states refer to discrete values of energy that the system or molecule can take.
26 These numbers can be only integer changing by only $\pm 1(\Delta v)$
"potential wells" that reflect the probability of finding the particle at a certain position (this is called the Heisenberg’s principle of uncertainty\textsuperscript{27}). Illustrated in Figure 5-7 is the potential well with the probability function (Figure 5-7 a) and the corresponding wave function for the harmonic oscillator (Figure 5-7 b).

\textsuperscript{27} In quantum mechanics, the exact position of the mass cannot be determined, so a probabilistic method needs to be used.
Figure 5-8 Potential energy curve. The red line represents the harmonic oscillator energy potential. Black line refers to the anharmonic oscillator. $D_0$ and $D_e$ are the actual and theoretical dissociation energies respectively. Dissociation is responsible for the breakage of the bond.

Although until now the harmonic oscillator has been described, a more realistic model is in the form of an anharmonic oscillator. Here in this model we account for the change in dipole moment when it is not directly proportional to the coordinate of the nuclear displacement[104]. This is illustrated in Figure 5-8. The anharmonic model shows that the level separations decrease with higher quantum values for the vibrational levels moving toward the dissociation limit. In a harmonic oscillator only transitions with $\Delta v = \pm 1$ are allowed (this is called selection rule). In anharmonic oscillator transitions by the selection rule $\Delta v = \pm 2$, 3, ... is allowed, these are called
overtones which are weaker in intensity and less probable than fundamental transitions ($\Delta v \pm 1$). The energy in anharmonic oscillator can be defined by:

$$E_v = h\nu_e \left( v + \frac{1}{2} \right) - h\chi_e \nu_e \left( v + \frac{1}{2} \right)^2$$  \hspace{1cm} \text{Equation 5-26}$$

with $\nu_e$ and $h\chi_e \nu_e$ representing the wavenumber and magnitude respectively of the harmonicicty.

### 5.6 Raman scattering

Using Equation 5-8 for the incident EM wave and dipol moment, then for a diatomic molecule irradiated by an EM wave inducing the dipole moment is such that:

$$p = \alpha E = \alpha E_0 \cos 2\pi \nu_0 t$$  \hspace{1cm} \text{Equation 5-27}$$

Here we assume that electronic shells of the individual atoms making the molecule vibrate with the same frequency $\nu_0$ of the vector $E$ of the striking light. Here we assume that the molecule is not vibrating at any characteristic vibrational frequency. However, if the molecule is vibrating at one specific frequency the oscillations of the dipole moment will be modulated in amplitude at frequency $\nu_{vib}$. The position of the individual atoms is responsible for the perturbation of the electrons cloud so the polarisability will change as a function of the distances $q$ between vibrating nuclei by:

$$q = q_0 \cos (2\pi \nu_{vib} t)$$  \hspace{1cm} \text{Equation 5-28}$$

with $q$ as the equilibrium position and $q_0$ as the vibrational amplitude. In the case of small amplitude variations$^{28}$ the polarisability $\alpha$ is a linear function of $q$ as:

---

$^{28}$ For example $N_2$ the maximum displacement of the bond length is 10% of the total.
\[ \alpha = \alpha_0 + \left( \frac{\partial \alpha}{\partial q} \right)_0 q_0 + \cdots \]  

Equation 5-29

with \( \alpha_0 \) as the polarisability at equilibrium regarding the position, \( (\partial \alpha / \partial q) \) indicate the rate of change of \( \alpha \) due to changes in \( q \) at equilibrium position.

Combining Equation 5-27, Equation 5-28 and Equation 5-29 we have:

\[ p = aE_0 \cos (2\pi v_0 t) \]

\[ = a_0 E_0 \cos (2\pi v_0 t) + \left( \frac{\partial \alpha}{\partial q} \right)_0 qE_0 \cos (2\pi v_0 t) \]

\[ = a_0 E_0 \cos (2\pi v_0 t) + \left( \frac{\partial \alpha}{\partial q} \right)_0 qE_0 \cos (2\pi v_0 t) \cos (2\pi v_{vib} t) \]

\[ = a_0 E_0 \cos (2\pi v_0 t) + \frac{1}{2} \left( \frac{\partial \alpha}{\partial q} \right)_0 qE_0 \{ \cos [2\pi (v_0 + v_{vib}) t] + \cos [2\pi (v_0 - v_{vib}) t] \} \]

Equation 5-30

In the above expression, the first term is the oscillating dipole that scatters light at frequency of \( v_0 \) (Rayleigh scattering), the second term is the Raman scattering at frequency of \( v_0 + v_{vib} \) (anti-Stokes) and the last term for the Stokes at frequency of \( v_0 - v_{vib} \). This represents the first order Raman effect and with decreasing intensity the Raman effect changes in the form of the second order \( (v_0 \pm 2v_{vib}) \), third order \( (v_0 \pm 3v_{vib}) \) and so on (the term is added to Equation 5-29). It is important to notice that necessary conditions reside in the term \( \left( \frac{\partial \alpha}{\partial q} \right) \) that must be non-zero, so that the change in polarisibility rate of \( \alpha \) associated with the vibration must be not zero. We can interpret this as the displacement of the atoms at a specific vibrational mode that produce changes in polarisability. For example, for a diatomic molecule, the displacement (bond length) can be at equilibrium at minimum length or at maximum length. The perturbation of the electrons cloud by the incident light is dependent on the position of the atom (bond length). At minimum length, the two atoms will be
closer affecting each other regarding electrons cloud interactions. On the other hand, at maximum bond length the electron clouds will not affect each other much so the electrons will be more affected by electric field, increasing the polarisability at this maximum. Considering that \( \left( \frac{\partial q}{\partial q} \right) \) will be non-zero, at equilibrium, the diatomic molecules, here consider, will be Raman active with the generation of inelastic scattering at \( \nu_0 - \nu_{\text{vib}} \) and \( \nu_0 + \nu_{\text{vib}} \) as illustrated in Figure 5-9.

\[\text{Figure 5-9 Raman scattering. The vibrational quantum numbers are indicated by } \nu \text{ and } \nu''.\]
depicts the scattering of a diatomic molecule, here the upward arrow depicts the transition of a photon and molecule to higher energy state which is described as virtual state (different from the excited state of the molecule). The downward arrow indicate the release of a second photon (after very short time in order of $10^{-11}\text{sec}$ [102]).

Considering the Rayleigh scattering$^{29}$ both upward and downward transitions have the same energy (same length in Figure 5-9) but different sign (opposite direction); so here, there is not a change in photon frequency. The Rayleigh scattering is approximately $10^{-3}$ less intense that the incident radiation [104,106].

Considering the anti-Stoke process the transition results in a lower vibrational energy level of the starting level so that the second photon has a frequency of $v_0 + v_{\text{vib}}$ as indicated in Equation 5-30. The opposite is true for the Stoke process so that the resulting vibrational energy level is higher than the starting vibrational energy level with the second photon vibrating at frequency of $v_0 - v_{\text{vib}}$.

Both processes, Stoke and anti-Stoke, conserve the total energy by the molecule gaining energy in the Stoke and lost in the anti-Stoke process. In general, the excitation frequency $v_0$ is chosen so that the energy is below the first electronic excitation state.

From Figure 5-9 the anti-Stoke transition is taking place when the electronic state is greater than zero. This is directed by the Maxwell-Boltzmann distribution law that concern only a small percentage of molecules, which have an initial high vibrational state. We can express number of molecules at $v=1$ and $v=0$ by the ratio expressed by [102]:

$^{29}$Typically the sample will absorbed 90% (in a cm) of the incident light and only 1 on a $10^{10}$ photons will produce Raman scattering [106] R.L. McCreery, Raman Spectroscopy for Chemical Analysis, Wiley, 2005.

\[
\frac{N_1}{N_0} = e^{\frac{hv_{\text{eik}}}{kT}}
\]

with \( N_1 \) and \( N_0 \) as the ratio of molecules at \( \nu = 1 \) and \( \nu = 0 \) respectively, \( h \) as the Planck’s constant, \( k \) the Boltzmann’s constant\(^{31} \) and \( T \) the absolute temperature.

The exponential form of Equation 5-31 shows that the anti-Stokes lines will be significantly less strong than the Stoke in a Raman spectrum. Since both Stoke and anti-Stoke convey the same information, the Stoke is normally measured in Raman spectra. An example of Rayleigh, Stoke and anti-Stoke Raman spectra is provided in Figure 5-10 for carbon tetrachloride (CCl\(_4\)). Notice that this is only a representation of the Raman spectrum for the molecule of CCl\(_4\) to visually clarify the three components of Rayleigh, Stoke and anti-Stoke. The real acquired spectrum may present small differences in peaks conformation from the illustration in Figure 5-10.

In the same figure, a simplified version of the setup used for Raman spectroscopy in this thesis is illustrated.

\(^{31}\) Boltzmann’s constant is equal to \(1.3807 \times 10^{-16}\) erg/degree
Figure 5-10 Raman spectra of carbon tetrachloride with associated set-up for spectrum acquisition. Note that the spectrum is for clarify the concepts only it is not an actual spectrum.
5.7 Raman intensity

As described in the previous section the Raman scattering is composed of Stoke and anti-Stoke. In general, the intensity of Raman peaks is dependent on the polarisability and concentration of the compound but also dependent on the source of intensity. The intensity of Raman scattering can be expressed as:

\[ I_r \propto \nu^4 I_0 N \left( \frac{\partial \alpha}{\partial Q} \right)^2 \]  

Equation 5-32

with \( I_r \) as the Raman intensity, \( \nu \) the frequency of the laser source, \( I_0 \) the intensity of the laser source, \( N \) the number of molecules scattered, \( \alpha \) polarisability of the molecule and \( Q \) the vibrational amplitude.

Equation 5-32 shows a very important characteristics of Raman spectroscopy for biochemical applications. Firstly, the intensity of the peaks in a Raman spectrum are strictly related to the concentration of the sample - so quantification and comparison of the sample can be implemented. Secondly, the Raman intensity can be increased by increasing the power of the excitation laser or by using short wavelengths. This second point is important when complex chemical structures are analysed, so by tuning the power of the laser source a better chemical picture of the analysed compound can be investigated. Equation 5-32 tells us that only molecule vibrations that produce changes in polarisability are Raman active. Therefore, the Raman intensity is proportional to the \( \left( \frac{\partial \alpha}{\partial Q} \right)^2 \) term in Equation 5-32 with \( \left( \frac{\partial \alpha}{\partial Q} \right) \neq 0 \).

5.8 Polyatomic molecules and degrees of freedom

Molecular vibration results from a degree of freedom of the atoms present in the molecule. A rule of thumb is known as \( 3n-5 \) and \( 3n-6 \) for linear and non-linear molecules respectively. The term \( n \) represents the number of atom present in the
molecule which has 3 degree of freedom of motion in the x, y and z-axis. For example in water (non-linear) the degrees of freedom of three is obtain by 3(3)-6=3, in oxygen (O2-linear) is 3(2)-5=1 degree of freedom. The vibration term is used to describe deformation/bending, stretching, in and out of plane vibrations of the atoms/bonds in the molecule as illustrated in Table 5-1 for carbon dioxide (CO2). In this example it is assumed that the displacement change with the same frequency without rotation of the molecule and maintaining the same centre of mass. Considering a harmonic oscillator the atomic displacement can be represented as a sinusoidal wave as function of time as illustrated in Figure 5-7.

<table>
<thead>
<tr>
<th>Stretching/Out of plane</th>
<th>Stretching/In plane Deformation/Bending</th>
<th>Deformation</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Stretching/Out of plane" /></td>
<td><img src="image2" alt="Stretching/In plane Deformation/Bending" /></td>
<td><img src="image3" alt="Deformation" /></td>
</tr>
</tbody>
</table>

*Table 5-1* Degrees of freedom of polyatomic carbon dioxide and water. The plus and minus indicates that the nuclei move upwards and downwards perpendicularly to the paper.

In diatomic molecules as we discussed previously the vibration occurred only on the chemical bond between nuclei. In the polyatomic situation, the complexity increases because each nucleus produces its own harmonic oscillation. However, the complexity in polyatomic molecules can be broken down by considering the superimposition of the all vibrations present in the system, which are independent from one to another. Detailed information on the subject regarding the physic of
vibrational motion of polyatomic molecules is contained in the references related to this chapter.

5.9 Raman spectra, overtones and Fermi resonance: practical examples

The analysis of a Raman spectrum shows the presence of bands that are produced by anharmonic oscillation as described previously. We can say that the approximation of harmonicity, where the potential energy \( U \) is proportional to displacement squared as expressed by Equation 5-11 does not fully reflect the vibrational nature of the system. In order to express a more realistic situation regarding the potential energy the Morse equation needs to be introduced. The equation describes the vibrational motions of a particular system and accounts for the anharmonicity component of the molecule as expressed below.

\[
U = D_e \left(1 - e^{-\beta q}\right)^2 \tag*{Equation 5-33}
\]

with \( D_e \) as the energy required to separate the nuclei (see Figure 5-8) \( \beta \) is a measure of the curvature of the potential well depicted in Figure 5-8 and \( q \) account for the distance between nuclei.

In Equation 5-33 when the value of \( q \) is large we need to account for anharmonicity of the nuclei motion. Therefore, the vibrational transitions (overtones) can occur when \( \Delta v > \pm 1 \) although less probable. This is represented in Raman spectra by peaks less intense around the fundamental transitions (\( \Delta v = \pm 1 \)). The molecule of \( \beta \)-carotene illustrates an example in Figure 5-11. Here Raman spectrum have been taken from the literature [107] to demonstrate some of the concepts before mentioned. The stretching of the carbon double bond produces an intense peak (in a Raman spectrum) at \(-1520 \text{ cm}^{-1}\) (Raman shift in Figure 5-11 indicated by \( v_1 \)) due to transitions from \( v = 0 \) to \( v = 1 \). In addition, the stretching of single bond carbon (C-C) is present at \(-1150 \text{ cm}^{-1}\) (Figure 5-11 indicated by \( v_2 \)) and C-H in plane bending
at ~1000 cm\(^{-1}\) (Figure 5-11 indicated by \(v_3\)). Here we can notice also an overtones transitions from \(v = 0\) to \(v = 2\) that produce a peaks at 3040 cm\(^{-1}\) (Figure 5-11 indicated by \(2v_1\)) and ~2300 cm\(^{-1}\) (Figure 5-11 indicated by \(2v_2\)). Anharmonicity can also produce weak "combination bands" that reflect the sum of fundamental bands, in the case of \(\beta\)-carotene this arise by the sum of \(v_1 + v_2\) and \(v_1 + v_3\) in the Raman shift region of 2674 and 2525 cm\(^{-1}\) respectively as indicated in Figure 5-11. The anharmonicity of a molecule can also be responsible for the occurrence of the so-called "Fermi resonance". In this case, the overtones and/or combination bands have very similar frequencies of the fundamental bands producing two intense peaks where a fundamental peak was supposed to be seen. An example is the side chain of the amino acid tyrosine comprise of an aromatic ring with attached a methyl group (CH\(_3\)) and a hydroxyl group that can be protonated\(^{32}\). This forms a "Fermi doublet" peak at around 830 and 850 cm\(^{-1}\).

![Raman spectrum of \(\beta\)-carotene at different temperatures. The fundamental bands are indicated by \(v_1\), \(v_2\) and \(v_3\). The overtones are at \(2v_1\) and \(2v_2\) with the combination bands indicated by \(v_1 + v_2\) and \(v_1 + v_3\). The number in different temperatures are 323K, 253K, 233K, 213K, 203K, 163K, 123K, and 83K.](image)

\(^{32}\) Changes in the hydroxyl group (OH) determine the shape of the Fermi doublet at ~850 cm\(^{-1}\).
colours on the right hand side indicate the absolute temperature at the time of acquisition of the spectra. Picture from [107].
Chapter 6 Materials and Methods

6.1 Introduction

This chapter describes the biochemical, biological and microfabrication methods and materials used for the experiments presented in this thesis. In the microfabrication section, the prototypes implemented for the final cell separation device will be presented.

Initially, the culture conditions used to grow the different cell types are presented. Secondly, the biochemical techniques to process the cells are explained. These techniques were implemented not only to process the cells but more importantly to validate the results from the DEP experiments and Raman analysis.

Thirdly, the statistical analysis of Raman data in the form of Principal Component Analysis (PCA) and Partial Least Squares (PLS) are explained.

The last section regards the engineering techniques in the form of microfabrication for the design and manufacture of the dielectrophoretic device for cell sorting and analysis.

6.2 Biochemical/biological method

All chemical and reagents were purchased from Sigma Aldrich (Poole UK) unless otherwise stated.

6.2.1 Cell culture

6.2.1.1 Mouse myoblast cell line

Dr. Vlastimil Srsen donated C2C12 cell line. Cells at high passage number (>70) were seeded at a starting density of 3000 cells/cm² and grown in high glucose
DMEM growth medium (GM) supplemented with 10% FBS (HyClone), 2 mM of L-glutamine, 100 units/ml of penicillin and 100 µg/ml streptomycin sulphate (Invitrogen Carlsbad, CA, USA). Cells were passaged while at low confluence and induced to myogenic differentiation when above 90% confluence. The differentiation medium (DM), changed every other day, comprised high glucose DMEM, 0.1% FBS (Hyclone), 100 units/ml of penicillin and 100 µg/ml streptomycin sulphate (Invitrogen Carlsbad, CA, USA), 5 µg/ml transferrin and 10 µg/ml insulin. All cultures were maintained at 37°C with 5% CO2. Competency of differentiation was assessed by the visual presence of myotubes or adipocytes (Oil red O staining) by light microscopy.

6.2.1.2 **MRC-5 (GFP-fibroblast cell line)**

The cells were cultured in the same GM as C2C12 and were further supplemented with 2 µg/ml puromycin to maintain selection pressure, as well as green fluorescent protein (GFP) expression. The cells were passaged every two days at a ratio of 1:4 all cultures were maintained at 37°C with 5% CO2. No alterations in phenotype, morphology or anomalies in expression of embryonic myosin were seen in the C2C12 cultures exposed to this concentration of puromycin.

6.2.1.3 **Co-culture of C2C12 and GFP-fibroblast**

To characterise the DEP properties of cells of a similar size, MRC-5-GFP fibroblasts were used as a feeder layer for co-culturing C2C12 myoblasts. The medium for both cell types was GM supplemented with 2 lg/ml of puromycin (to select for GFP expression) and cultured for a week before analysis.

Because of the GFP (green fluorescent protein) expression, the MRC-5-GFP fibroblasts and C2C12 myoblasts could readily be identified by flow cytometry.

6.2.1.4 **Human primary fibroblasts cell culture**

Primary human fibroblasts were obtained from Coriell Cell repository, the Huntington’s Disease (HD) fibroblasts were GM04281 from a 20 years old female
and the control fibroblasts (90011801,1BR3) were from ECACC collection. HD fibroblasts were maintained in Eagle’s Minimum Essential Medium (EMEM) with Earle’s salts and non-essential amino acids (NEAA) with 15% Fetal Bovine Serum (FBS-Perbio Science UK Ltd.) supplemented with 2 mM l-glutamine. For Raman spectra acquisition and membrane extractions, the passage number was kept below 15. Control fibroblasts were maintained in EMEM with Earle’s salts and NEAA with 2 mM l-glutamine with 15% FBS (Perbio Science UK Ltd.). All the cultures were kept in an incubator at 37°C with 5% CO2.

6.3 Biochemical techniques

6.3.1 Western blot

Myoblasts and myotubes were mixed populations prior to sorting. Using the DEP device the separated cell fractions were collected for Western blot analysis. Cells were centrifuged at 250 g and re-suspended in cold PBS. The suspension was centrifuged at 350 g for three min and the pellet was re-suspended in three parts of distilled water and one part of 4XNuPAGE-SDS sample buffer (Invitrogen Carlsbad, CA, USA) supplemented with 10% of b-Mercaptoethanol. The samples were denatured by boiling for 6 min. Proteins were resolved by 6% SDS-PAGE and transferred to a nitrocellulose membrane (LI-COR Bioscience). The membrane was blocked in 5% milk in Tris-buffered saline (TBS) containing 0.1% Tween 20 overnight.

The blocking procedure was followed by 1 h incubation with antibodies against embryonic myosin (EMHC, clone F1.652, developed by Helen Blau, University of Iowa) diluted 1:1000 and anti-a tubulin antibody diluted 1:5000 (clone B-5-1-2 Sigma). The primary antibody was detected with secondary IR800 conjugated goat anti-mouse antibody (LI-COR Bioscience) at room temperature for 2 h. Visualisation of the signal was performed using a LI-COR Odyssey near-infrared scanner and ODYSSEY 3.0,16 software with median background subtraction.
6.3.2 Immunofluorescence spectroscopy for cell cycle analysis

Cells were fixed in 3.7% formaldehyde. Then washed three times for five minutes each in TBS washing solution composed of Tris 50mM, NaCl 150mM and 0.1% Tween 20 at pH 7.4. Ki-67 (BDbiosciences) were added in blocking solution composed of TBS, 0.1% Tween-20 and 0.9% Fish gelatine. After incubation at room temperature (RT) for an hour, cells were washed in TBS solution three times for five minutes each. Secondary antibodies diluted in blocking buffer were added for one hour at RT. Secondary antibodies used were: for C2C12 and myotubes Alexa Fluor 488 was used and Alexa Fluor 568 for GFP+ Fibroblasts. Cells were washed twice for five minutes each in washing solution before addition of DAPI or Hoechst nuclear dye for ten minutes at 37° C. Finally, cells were washed in PBS twice for five minutes each and the slides were mounted using Vectashield mounting medium. Cover slips were sealed and imaged with fluorescent microscope.

6.3.3 Oil red O staining

Adipocytes inducing medium composition:

Cells at ~70% confluence were cultured with DMEM supplemented with 10% FBS, 0.5 mM isobutyl-methylxanthine, 1 µM dexamethasone, and 10 µg/ml insulin.

Oil red O stock solution:

I. 300mg of Oil Red O powder and adding this to 100 mL of 99% isopropanol. In the fume hood, mix three parts of Oil Red O stock solution with two parts DI water. Incubate 10 minutes at room temperature. This working solution is only stable for 2 hours.

II. Place a piece of Whatman filter paper in a funnel above a vessel. Filter the Oil Red O working solution completely through the filter funnel. The collected solution is used for cell staining.
Cells were cultured in six well plates. Each well was washed in PBS (Phosphate Buffer Solution) for 5 minutes and 2ml 10% formalin solution was added in each well and incubated for 40 minutes at RT. Formalin was removed and cells gently rinsed with 2ml of DI water per well. A solution of 60% isopropanol was added in each well for 5 minutes.

The 60% isopropanol solution was removed and 2 mL Oil Red O working solution was added to each well and incubated for 5 minutes at room temperature.

Oil Red O solution was removed and cells rinsed under tap water at room temperature until the water rinsed off clear. Cells were analysed under light microscope for red straining of lipids droplets in the cytoplasmic portion of the cells.

6.3.4 Cell membrane extractions I

Twelve samples (six for each cell type) of Huntington’s disease (HD) and control fibroblasts were used to extract cell membranes with approximately 15 million cells per sample. All the procedures were performed at 4°C and on ice. The cells were washed and harvested prior to centrifugation at 259 g for 5min. The pellet was suspended in extraction buffer composed of 1mM EDTA, 20mM tricine and 0.25M sucrose equilibrated at pH of 7.8. The mixture was centrifuged at 1400 g for 5min and re-suspended in extraction buffer. Homogenization was performed by a pre-chilled dounce and pestle with approximately 20 strokes and cell breakage was estimated by analysing aliquots under a light microscope.

The subsequent suspension was centrifuged at 1000 g for 10min and the supernatant was stored on ice. The pellet was homogenized and centrifuged again as previously described and the combined supernatants were layered on a 30% Percoll solution of the extraction buffer before centrifugation at 85,000 g for 30 min. The membranes were collected and the Percoll removed by two subsequent centrifugations at 100,000 g for 90 min. Raman analysis was performed immediately after extraction to minimize any possible degradation. The membranes were all analyzed the same day.
of the extraction and from the time of extraction to the time of the Raman analysis, the membranes were kept under liquid nitrogen.

6.3.5 Cell membrane extractions II

The protocol relies on the two-phase partition process [108,109]. Briefly, the cell populations were collected and centrifuged at 405g for 7 min at 4°C. Cells were re-suspended in 0.2 mM EDTA in 1 mM NaHCO₃ with incubation on ice for 30 min to swell the cells. Homogenization was carried out with a dounce and pestle pre-chilled at -20°C. Cell breakage was estimated by analysing aliquots under a light microscope, counting the nuclei and unbroken cells ratio. Approximately 90% cell breakage was determined. Unbroken cells and nuclei were extracted from homogenate with centrifugation at 175g at 4°C for ten minutes. The resulting supernatant was further centrifuged at 25 000 g for 30 minutes at 4°C. The resulting pellet was re-suspended in 0.2 M potassium phosphate buffer (pH 7.2). The suspension was loaded on the two phase system composed of 6.6% Dextran T500, 6.6% (w/w) poly-ethylene glycol (PEG) 3350, 0.2 M potassium phosphate, pH 7.2 and 0.25 M sucrose. The phases were mixed by 40 inversions at 4°C. Separation of the upper phases was achieved by centrifugation at 1200 g for 5 minutes at 4°C. The upper phase was diluted in 1mM bicarbonate and collected by centrifugation.

6.3.6 Flow cytometry analysis

6.3.6.1 DEP sorting validation

Samples were analysed using a LSRII flow cytometer (Beckton Dickinson Immunocytome-try Systems, UK) running BD FACSDIVA v6 Software. An electronic acquisition gate was applied to the forward/side scatter (FSC/SSC) plot to exclude debris from intact material and typically more than 50 000 events were acquired in this gate. GFP or Alexa Fluor® 488-conjugated secondary antibody binding was detected using 488 nm laser excitation and a recording of fluorescence
in the range 500-550 nm. Analysis was performed using FLOWJO software (Tree Star, USA). Debris was excluded through FSC/SSC profile gating before applying electronic gates to assess green fluorescence. Sort purity was calculated through gating based on profiles from each cell type as controls. For analysis of myotubes, cells were collected separately from the central and outer exit ports of the DEP chamber and washed in phosphate buffered saline (PBS) (Mg$^{2+}$, Ca$^{2+}$ free) supplemented with 0.1% bovine serum albumin (BSA) fraction V and 0.1% NaN$_3$. The cells were centrifuged at 350 g for 5 min and the pellet was re-suspended and fixed in 2% formaldehyde solution for 10 min at room temperature. The fixed cells were washed in permeabilisation buffer (PB) composed of PBS (Mg$^{2+}$, Ca$^{2+}$-free) supplemented with 0.1% BSA V, 0.1% NaN$_3$ and 0.1% saponin (S-7900). Primary antibodies for embryonic myosin (specific for myotubes) were diluted in 100 µl of PB for incubation with the cell samples for 90 min at 4°C. After primary antibody incubation cells were centrifuged and washed in a single large volume (3 ml) of PB. Secondary antibodies, conjugated with Alexa Fluor 488, were added to cells suspended in PB and incubated for another 90 min at 4°C. Finally, cells were re-suspended in 400 µl of F-PBS and flow cytometry analysis performed.

For C2C12 myoblasts co-cultured with MRC-5-GFP fibroblasts, the separation performance by DEP was assessed by flow cytometry. The cells were collected separately from the two exit ports of the DEP chamber and washed in Flow-PBS (F-PBS) composed of PBS (Mg$^{2+}$, Ca$^{2+}$ free) supplemented with 0.1% NaN$_3$ and 0.2% BSA V prior to acquisition.

Propidium iodide (PI), which is membrane impermeable and excluded from viable cells, was used as a fluorescent DNA stain to evaluate cell viability after DEP separation. Immediately prior to cell acquisition for viability, 10 µl PI solution (50 µg/ml PI +100 µg/ml RNase in PBS) was added directly to sample tubes and staining detected using 488 nm laser excitation and recording of fluorescence in the range 633-677 nm. Viability was calculated through gating based on profiles from unstained samples. The DEP separation and analysis by flow cytometry was
performed for 13 separate samples of each paired combination of the three cell types, with the results expressed as percentages of cells that were determined by flow cytometry to be positive for GFP or Alexa Fluor 488, or fluorescence negative.

6.3.6.2 Flow cytometry for cell cycle

For cell cycle analysis cells sorted by DEP were washed in Flow permeabilisation buffer (F-PBS) composed of phosphate buffer solution (PBS Mg\(^{2+}\), Ca\(^{2+}\)-free) supplemented with 0.1% BSA V and 0.1% NaN\(_3\) azide. Cells were permeabilised by addition of an equal volume of cold 70% ethanol solution followed vortexing. After overnight incubation at -20° C, cells were pelleted and then washed twice by centrifugation at 2000 rpm for 5 minutes, before the addition of RNase (100μg/ml). Cells were incubated for one hour at room temperature and finally Propidium Iodine (PI) was added at concentration of 50μl/ml.

Samples were analysed using a LSRII flow cytometer (Beckton Dickinson Immunocytometry Systems, UK) running BD FACSDiva v6 Software. An electronic acquisition gate was applied to the forward/side scatter (FSC/SSC) plot to exclude debris from intact material and typically more than 50,000 events were acquired in this gate. Analysis was performed using FlowJo software (Tree Star, USA). Debris was excluded through FSC/SSC profile gating before applying electronic gates to assess green fluorescence. Sort purity was calculated by application of gates generated using profiles from each cell type alone as controls.

6.3.7 Microscopy techniques

6.3.7.1 Immunofluorescent staining for cell suspensions count

Cells were collected by trypsin and washed three times in PBS (by centrifugation) before adding CellTracker™ Green CMFDA (Invitrogen Carlsbad, CA, USA) at concentration of 5μM for 30 minutes with a further addition of Hoechst nuclear dye (Invitrogen Carlsbad, CA, USA) for 20 minutes. Cells were washed in PBS and re-suspended in 3.7% formaldehyde. The suspension was lightly smeared on
microscope slides and mounted using Vectashield (Vectorlabs) medium for fluorescence microscopy.

6.3.7.2 *Scanning electron microscopy (SEM)*

Samples of individual cell types were fixed in a solution of 3% glutaraldehyde in 0.1 M sodium cacodylate buffer (pH 7.3) for 2 hours before washing in three changes of 0.1 M sodium cacodylate buffer, each for 10 minutes. Samples were then postfixed in 1% osmium tetroxide in 0.1 M sodium cacodylate buffer for 45 minutes. A further 3 x 10 minute washes were performed in 0.1 M sodium cacodylate buffer. Dehydration in graded concentrations of acetone (50%, 70%, 90%, and 3 x 100%) for 10 minutes each was followed by critical point drying using liquid carbon dioxide. After mounting on aluminium stubs with carbon tabs attached, the specimens were sputter coated with 20 nm gold palladium and viewed using a Hitachi S-4700 scanning electron microscope. Images were colour-enhanced to highlight differences in the microvilli structure between cell types.

6.3.7.3 *Transmission electron microscopy (TEM)*

For Transmission Electron Microscopy (TEM), all samples were fixed in 3% glutaraldehyde in 0.1M Sodium Cacodylate buffer, pH 7.3, for 2 hours then washed in three 10 minute changes of 0.1M Sodium Cacodylate. Specimens were then post-fixed in 1% Osmium Tetroxide in 0.1M Sodium Cacodylate for 45 minutes, then washed in three 10 minute changes of 0.1M Sodium Cacodylate buffer.

These samples were then dehydrated in 50%, 70%, 90% and 100% normal grade acetones for 10 minutes each, then for a further two 10-minute changes in acetone analaR. Samples were then embedded in Araldite resin. Sections, 1µm thick were cut on a Reichert OMU4 ultramicrotome, stained with Toluidine Blue, and viewed in a light microscope to select suitable areas for investigation. Ultrathin sections, 60nm thick were cut from selected areas, stained in Uranyl Acetate and Lead Citrate then viewed in a Philips CM120 Transmission electron microscope. Images were taken on a Gatan Orius CCD camera.
6.4 Chemical methods

6.4.1 Raman spectroscopy

6.4.1.1 Raman spectroscopy data acquisition

Raman spectra acquisition was obtained by a Renishaw Via Raman microscope (785 nm near-IR laser excitation, 40 mW at sample) with a 40× objective lens and 0.75 numerical aperture. The membranes were dried under a stream of nitrogen and deposited onto a quartz substrate (SPI Supplies). The quartz was positioned on the inverted stage of the microscope and each spectrum was acquired over approximately 2 min for six samples obtained from the membranes of the C2C12 myoblasts, myotubes and MRC-5-GFP fibroblasts (as described in section 2.2.2.4). Principal component analyses (PCA) were performed for six separate spectra obtained from the membranes of each of the three cell types (C2C12 myoblasts, myotubes and MRC-5-GFP fibroblasts). For HD fibroblasts and controls 12 samples (six for each cell type) were used to extract cell membranes (as described in section 2.2.2.5) with approximately 15 million cells per sample. Partial Least Squares (PLS) analysis was performed on the spectral data. Spectra were acquired in the 200–3200 cm⁻¹ range with 1.9 cm⁻¹ spectral resolution.

6.4.1.2 Spectra pre-analysis processes

Cubic spline curves were chosen by trial and error for baseline subtraction. For the HD fibroblasts and controls, the nodes numbers were 12 for low wavenumber region (400–1800 cm⁻¹) and six for high wavenumber region (2700–3200 cm⁻¹). For myoblast, myotubes and GFP-fibroblast the nodes numbers were 12 for low wavenumber region (200–1800 cm⁻¹) and six for high wavenumber region (2700–3200 cm⁻¹). The data were filtered by smoothing at 9 points with polynomial of five by Savitzky–Golay function to decrease the signal-to-noise ratio. Spectra were mean and centered for PLS analysis. Statistical analysis was performed using JMP software (JMP, SAS Institute Inc., Cary, NC). Additional graphs are presented here using Origin software (OriginLab, Northampton, MA).
6.4.1.3 Principal component analysis (PCA)

Principal component analysis is a way to identify patterns in data sets in order to find similarity or differences. This technique not only is used to recognize data but it compressed it to reduce the dimensions, without losing the intrinsic information that the data has. More information about the details of this mathematical technique can be found in literature [110,111,112,113].

In general, the process behind principal component analysis can be simply performed by steps such that:

- In a data set of \( n \) dimensions, the mean across each dimension is subtracted from each dimension producing an average of zero.

- The covariance matrix of the data is calculated and the eigenvalue and eigenvector are extrapolated from the covariant. By plotting the data and the eigenvectors visually can be shown the possible correlations between the data and each eigenvector (as the eigenvectors as lines of best fit of the data with each eigenvector perpendicular to each other). This correlation between eigenvectors and data point is important because the eigenvectors (different “lines of fit”) characterize the data sets.

- Now the data can be compressed by analyzing the eigenvalues. Each eigenvalue of the corresponding eigenvector has a “component value” that is ranked from the highest to the lower. This determines the Principal Component “level of significance” for each specific eigenvalue. Therefore, the highest component carries more information about the data and the least amount of information about the data.

- By choosing the amount of information to retain (how many components to use to describe the data), we can construct a new matrix (often called feature matrix) with only the most important.
The final process is to combine the original data sets with the feature matrix in order to derive a new data set based off the eigenvector that have more significance. The data set is not anymore expressed in terms of the $x$ and $y$ axis but by the eigenvectors. In addition, the dimensionality of the original data is reduced by using only the most significant eigenvectors to compose the new data set.

In general, we have started with sets of data and we have mathematically extrapolated patterns that correspond to lines that describe the relationships between the data.

PCA can be used to visualise correlations between variables and data whereas PLS is used to model regression for $X$ and $Y$ matrixes so that $X$ can be predicted from $Y$, as illustrate in Figure 6-1.
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6.4.1.4 Partial Least Squares analysis (PLS)

PLS is a form of statistical regression technique that correlates information in an X data set matrix to the matrix of a Y data. PLS reduces the dimensionality of the data similarly to Principal Component Analysis (PCA) although PCA address the information contained in a single X data matrix. PLS is also designed to deal with multicollinearity amongst the data and in conditions where there are a small number of samples. The PLS model for analysis is illustrated in Figure 6-2.

---

This is a phenomenon where two or more variables are highly correlated. This is a problem when the study needs to establish the contribution of the independent variable to dependent variable.
The matrix for this study was constructed by assigning the membrane type in a binary classification for positive or negative for HD on the Y response and the vibrational frequencies as X factors. In order to give an overview on how PLS is implemented a description of the mathematical algorithm that is involved in the computation and analysis of the data is provided with more details available in literature [114,115,116]. The Nonlinear Iterative Partial Least Squares (NIPALS) algorithm start with data sets organized in X matrix ($X_{n \times m}$) and a Y matrix ($Y_{n \times k}$) with scores (projections of the data on a weighted vector) $t$ for X and $u$ for Y, the dimensions of the vectors are depicted in Figure 6-3 and the matrices are described in equations 1 and 2:

$$X = TP^t + E \quad (1)$$

$$Y = UQ^t + F \quad (2)$$

The T and U are the matrices of the scores, P and Q are expressive of the loading (a measure of contribution of T and U to X and Y) of the matrices and E and F the residuals matrix. Considering the mean centered block variable matrices $X_{n \times m}$ and...
the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm is used in decomposition of the matrices for X and Y as follows:

Initially the algorithm finds the $u$ score ($Y$ matrix) and projects it onto the $w$ vector to produce the score vector $t$, $c$, and $u$ in steps described in equation 1 to 4:

$$w = \left( \frac{X^T u}{u^T u} \right) \text{ with w scaled to 1} \quad (1)$$

$$t = Xw \quad (2)$$

$$c = \left( \frac{Y^T t}{t^T t} \right) \text{ with c scaled to 1} \quad (3)$$

$$u = \left( \frac{Y^T c}{c^T c} \right) \quad (4)$$

The above steps are created to maximize covariance between $t$ and $u$; this allows predictions of the score value from $Y$ to $X$.

The algorithm proceeds by creating the loading for $X$ and $Y$ by equations 5 and 6:

$$p = \left( \frac{X^T t}{t^T t} \right) \text{ X-loading} \quad (5)$$

$$q = \left( \frac{Y^T u}{u^T u} \right) \text{ Y-loading} \quad (6)$$

Consequently the regression factor $b$ of $u$ on $t$ is created by equation 7:

$$b = \left( \frac{u^T t}{t^T t} \right) \quad (7)$$
Finally X is deflated by $tp^T$ and Y by $btc^T$, from here a new $w$ is generated to continue the process.

**Variables Importance in the Projection (VIP)**

VIP can be described as a measure of the contribution for each variable to the projections of the PLS model.

VIP was used in this study to define the most important vibrational band associated with the separation between the two types of membranes: HD and control.

The formula for VIP is described in equation 8.

$$VIP_j = \sqrt{\frac{\sum_{m=1}^{M} W_{jm}^2 [SS(b_{m}t_{m})]}{\sum_{m=1}^{M} SS(b_{m}t_{m})}}$$

(8)

With $p$ as the variables number, $M$ the latent variables and $W_{jm}$ as the weight of the $j^{th}$ variable for the $m^{th}$ variable $X$. $SS(b_{m}t_{m})$ is the proportion of $y$ explained by the $m^{th}$ latent variable. Wold [116,117] suggested a VIP value greater than 0.8 as a relevant indicator and important predictor. In this study VIP values >0.8 were used as indicators.

**6.5 Microfabrication methods**

**6.5.1 Device manufacture**

The device was fabricated by standard microfabrication methods for MEMS using three main steps:

1. Deposition of the electrodes on glass substrate.

2. Polyimide channel fabrication on glass substrate.
3. Bonding of the two glass substrates.

More detailed steps for manufacture the DEP device are illustrated schematically in Figure 6-4. Top and bottom electrodes were patterned on top of 4" glass wafers by e-beam deposition of 10 nm titanium (Ti) as bonding layer and 200 nm platinum (Pt).

Polyimide was spun on top of the glass substrates and the microchannel was defined by photolithographic processes. Polyimide layer was subsequently developed and vias for the fluidic inlets and outlets were micro drilled as well as dicing the two glass wafers to measure. The two glass substrates were aligned and the polyimide was cured at 350° C for 30 minutes and bonded at 350° C for 10 minutes in N₂ environment.

The microchannel was mounted on a holder that contained all the fluidics and electric connections as illustrated in Figure 6-5 and Figure 6-6 with the sorting set-up using DEP is illustrated in Figure 6-7.
Figure 6-4 Micro fabrication steps.
Figure 6-5 Details of the device and main features. Large red arrows indicate the electrodes. The electrical connections are indicated on top on the right hand side. The clamping mechanism is indicated on the right hand side bottom part.
Figure 6-6 Details of the holder for electric and fluid connections
Figure 6-7 Set-up for DEP sorting of cells
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7.1 Introduction

In this chapter are presented the results for DEP, Raman spectroscopy and other spectroscopic and biochemical techniques. The chapter is divided as follows:

1. Myoblasts investigation regarding pluripotency:
   a. Myoblast differentiation into myotubes and adipocytes.
   b. Ability to retain multipotency upon increased passage number.
   c. Plasma membrane extraction.

2. DEP sorting and flow cytometry results validation.
   a. DEP sorting efficiency for C2C12, GFP-fibroblasts and myotubes.
   b. Western blots and further validation for the purity of myotubes.
   c. DEP sorting with associated cell cycle investigation.
   d. Immunofluorescence microscopy for Ki-67.
   e. Cell size analysis for cell in aqueous suspension.

3. Raman spectroscopy analysis of the plasma membranes in the three cell types: myoblasts, GFP-fibroblasts and differentiated myoblastic myotubes.
   a. PCA analysis of the plasma membrane differences between the three types of cells.

4. Plasma membrane characteristics that could be amenable for DEP sorting in Huntington’s peripheral fibroblastic cells analysed by Raman spectroscopy.
   a. PLS analysis of the differences in the plasma membrane composition in cells affected by the Huntington’s disease and normal peripheral fibroblastic controls.
5. Microscopy analysis in the form of SEM and TEM to address the overall plasma membrane characteristics of the three types of cells used for DEP sorting.

7.2 Myoblasts pluripotency

7.2.1 Myoblast differentiation in myotubes and adipocytes

Myoblasts C2C12 (donated by Dr Vlastimil Sresn) were plated at density between 3000/6000 cell/cm² approximately. The passage number of cells used in these experiments was above 50 and the rate of conversion was between 40/50% from the initial population number. The process of differentiation is briefly illustrated in Figure 7-1. Samples of the phenotype of C2C12 are shown in Figure 7-2.
Figure 7-1 C2C12 differentiation process. Black arrows points at myotubes.
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Figure 7-2 C2C12 cultures before induction to differentiate. Top cells were stained with Cell-tracker to delimit the cell boundaries and nucleus was stained with DAPI as reference point for the viewer. Bottom another example of C2C12 using Differential Interference Contrast (DIC) and DAPI to highlight the shape and nuclear positioning in the cell.
7.2.2 Ability to retain multipotency upon increased passage number

Myoblasts C2C12 (donated by Dr Vlastimil Sresn) were differentiated in myotubes and adipocytes as explained in the section Materials and Methods. The cells were plated at density between 3000/6000 cell/cm² approximately. Regarding conversion into different cell types, these cells showed capabilities to differentiate and display pluripotent characteristics. As shown in Figure 7-3 and Figure 7-4 after approximately ten days from the day of induction to myotubes the cultures have a mixed population of myoblasts (C2C12) and myotubes. This was the case for all C2C12 populations regardless the time that they been left in inducing medium. The percentage of myotube formation was in approximately between 40 to 50% from the initial population starting from 50 as passage number. The trend of decreased conversion rate in myotube was dependent on myoblasts passage number. However even with low passage number, approximately 10, we were only able to convert at best ~65% of the C2C12 population in myotubes using the differentiation medium described in materials and methods.

The myotubes formed by seventh/tenth day were able to survive for an additional week. However, for prolonged periods above 12 days, the undifferentiated C2C12 overcrowded the culture flask with a corresponding decrease in myotubes viability.

The conversion of C2C12 in adipocytes was also undertaken to verify multipotency of these cells as shown in Figure 7-5. The method for adipocytes assessment was by Oil red O staining as a reliable analytical technique [118,119].

Adipocytes were not used for experiments with DEP or Raman analysis rather to verify the "stem cells like" multipotent capability of the myoblasts.
Figure 7-3 C2C12 differentiation in myotubes. The yellow arrow shows the C2C12 and the red line the myotubes.
Figure 7-4 Another example of C2C12 differentiation in myotubes as previously described in Figure 7-3.
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Figure 7-5 C2C12 differentiation in adipocytes. The red arrow shows the lipids globules stained by Oil red.
7.2.3 Plasma membrane extraction

As described in the Materials and Methods section two techniques were used to extract plasma membranes and associated biological structure. Although both techniques are established and reported in literature, the first extraction method in our case has produced results that are more consistent. In addition, ultracentrifugation extraction was tried but the length of the procedure and smaller yield favoured the use of the two methods before mention.

The plasma membranes were extracted from C2C12 myoblats, GFP-fibroblasts and myotubes for the DEP experiments. The Human fibroblasts and Human HD fibroblast membranes were used only for Raman analysis. In Figure 7-6 are illustrated the intact nuclei separated from the cells as an intermediate step of the plasma membrane purification.

The cell populations were sorted by DEP and the resultant cells were used for membrane extraction. The technique using Percoll was easier to implement and number of intact nuclei was higher than the second technique (materials and methods “cell membrane extraction II”). The calculated number of cell disruption was approximately around 90%. The membrane were harvested and analysed by Raman spectroscopy.
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Figure 7-6 Plasma membrane extraction. Nuclei shown by light microscope images and by Hoechst staining (blue on the bottom). The cellular debris corresponds to the cytoplasmic part of the cell.
7.3 DEP sorting and flow cytometry results validation.

7.3.1 DEP sorting efficiency in C2C12, GFP-fibroblasts and myotubes

Cells were re-suspended in DEP medium with conductivity of approximately 120 mS/m and osmolarity of ~330 mOsm/kg. The cells were subsequently introduced in the DEP device for separation and collection with a flow rate of ~120 μl/h. Purity of cells sub-population was assessed by the use of positive GFP expression in fibroblasts cells.

This was the starting point to determine the experimental cross-over frequency of the cells. In addition, the specific protein embryonic myosin, only expressed in myotubes, was used for flow cytometry to validate the DEP results in myotubes populations. In these populations, the secondary antibody with Alexa fluor 488 was conjugated to embryonic myosin for cytometric assessments as illustrated in Figure 7-7. The DEP separation was performed and analysed by flow cytometry on 13 separate samples of each paired combination of the three cell types (C2C12, GFP-fibroblasts and myotubes). The results expressed the percentage of cell that were determined by flow cytometry positive for the markers GFP or Alexa fluor 488 and the counterpart negativity for these two markers.

The mix population of cells was introduced in the microdevice by the two external inlets. The central inlet was reserved for fluid medium only. When the cells experience nDEP they were moved towards the central fluidic stream and collected in the central outlet. For cells experiencing pDEP, that were kept in outer fluidic stream and collected in outer outlets by the opposite mechanisms.

As illustrated in Figure 7-7 the results validated the sorting capability of DEP for these three cells types. In absence of DEP the cells populations have almost an equal percentage distribution at the three outlets as indicated by the control on the bottom of Figure 7-7.
The average purity of the cell sub-population was between C2C12 and myotubes approximately 96% and 98% between C2C12 and GFP-fibroblasts. The frequency related to the Clausius-Mossotti function $Re(CM)$ for the three cell types was derived based on the estimation DEP cross-over ($f_{c0}$) values. The $Re(CM)$ modelling was performed using MATLAB (The Maths Works Inc.) as illustrated in Figure 7-8.
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Figure 7-7 DEP sorting validate by flow cytometry analysis. The cells were collected at the three outlets to determine the presence of the two markers GFP and Alexa fluor 488 in the three types of cells.
7.3.2 Western blot further validation for myotubes population purity.

To further validate the results regarding DEP separation between C2C12 and myotubes, Western blotting for the marker embryonic myosin was used. The mixture of C2C12 and induced myotubes (present in the same culture vessel) were sorted by DEP to determine the presence of the specific marker embryonic myosin in myotubes (as illustrate in Figure 7-9). In Figure 7-9 α-tubulin was used as a reference for embryonic myosin. Figure 7-9 shows clearly the absence of embryonic myosin in C2C12 (left hand side upper part) validating the high purity achieved by DEP sorting.
7.3.3 DEP sorting with associated cell cycle investigation

A second set of results is here presented. After the cells were harvested they were re-suspended in DEP-medium and loaded into the syringe pump for DEP-sorting. Purity and identity of the recovered sub-populations was assessed by flow cytometry, based on GFP-positivity (fibroblasts), the presence of embryonic myosin (C2C12 differentiated myotubes: secondary Alexa-Fluor 488) or non-fluorescence (C2C12 undifferentiated myoblasts). Representative results are shown in Figure 7-10. Cytometry plots in column one illustrate separation at 98% purity, following one round of DEP-sorting, of co-cultured GFP-positive fibroblasts from undifferentiated C2C12 myoblasts. At high passage number (>50) only a small percentage of C2C12 myoblasts will differentiate to myotubes. Following induction of C2C12 into myotubes the cells were DEP-sorted. The purity of the sorted myotubes from C2C12 was ~96% as illustrated by flow cytometry results in the second column in Figure 7-10.
Having successfully DEP-sorted C2C12 myoblasts from both fibroblasts and myotubes to high purity, we applied DEP-sorting to separation of fibroblasts and myotubes.

Co-cultures of fibroblasts and C2C12 myoblasts or cultures of differentiated C2C12 cells (containing myoblasts and myotubes) were each subjected to a first round of DEP-sorting to separate C2C12 from other cell type. After the first collection, fibroblasts and myotubes were mixed and a second round of DEP sorting was used to collect separate cell population of myotubes (from several cultures) or fibroblasts. Purity of recovered cells was assessed using GFP to identify fibroblasts as illustrated by the flow cytometry results in third column of Figure 7-10.
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Fibroblasts. Event count: 86950

Myotubes. Event count: 51218

Two DEP-sorts

C2C12 Event count: 404

C2C12 Event count: 544

Fibroblasts. Event count: 387

Myotubes Event count: 507081
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Figure 7-10 Flow cytometry profiles of DEP-sorted C2C12, Fibroblasts GFP+ and myotubes. The first row (top in colors) indicates the percentage of intact cells processed by flow cytometry. The first bottom row shows the percentages of purity achieved by DEP sorting, the actual numbers of cells are shown on the second and third row from the bottom. Each vertical rectangle specifies the cell type collected at the central outlet. The left column shows an example of the level of separation between C2C12 and fibroblasts co-cultured after DEP sorting. For all the experiments (triplicates for 13 separate samples), the mean level of purity for these two cell types was ~98%. Middle column shows an example of the level of separation between C2C12 and Myotubes from a mixed (co-culture) and induced population after DEP sorting; for all the experiments (triplicates for 13 separate samples) the mean level of purity for these two cell types was ~96%. Right column shows the level of separation between Myotubes and fibroblast after an initial sorting of both cell types from C2C12. The cells were sorted twice from several mixed populations.

The second part of the study examined the possibility that the separation of the cells correlate with cell cycle, since DEP has been used to sort cells based on their cell cycle stage [120]. The flow cytometry results are illustrated in Figure 7-11, by histograms showing the intact cells collected in G0/G1, S and G2/M phase. All cultures analyzed showed a very similar profile before and after DEP sorting for C2C12 and GFP-fibroblasts as shown in Figure 7-11. C2C12-derived myotubes, as expected, showed a synchronicity in G1 phase, due to the fact that these cells are differentiated and therefore they withdraw from the cell cycle [121,122,123] as shown in histograms in Figure 7-11. In Figure 7-11 it is possible to see that there is very little difference in the cell cycle stages before and after DEP. C2C12 and GFP-fibroblasts showed an average profile for cells that are in the cell cycle milieu and actively developing. Note that these histograms results rely on the permeabilisation of the cells and the quantification of the DNA amount by PI staining. Specific characterization of cell cycle stage may require the use of a variety of markers although even then a precise determination of the cell stage may be debatable. For further characterization of cell cycle activity, we have used Ki-67, as the results will be presented in the next section.
Figure 7-11 Flow cytometry analysis of the cell cycle of the three cell types before and after DEP sorting. The three colors indicated in the legend box have been associated with letters (A, B and C) in order to avoid confusions between the three colors bars. Notice that the bars represent the percentages of cells in the three cell cycle phases (G0/G1, S and G2/M) the difference between cells sorted by DEP and control (not sorted) regarding the cell cycle is minimal.
7.3.4 Immunofluorescence microscopy for Ki-67

To further validate cell cycle results by DEP cells were stained with Ki-67 to determine cell cycling activity, as illustrated in Figure 7-12. Both C2C12 and fibroblasts were positive for Ki-67 (Figure 7-12 first two row from bottom) with myotubes negative as indicated in Figure 7-12 (picture 3a). To determine size differences between the three cell types we used Hoechst nuclear dye with contrast microscopy as shown in Figure 7-14. The size validation between C2C12 and GFP-fibroblasts was important to determine if the DEP capability for sorting cells was solely dependent on cell size or if plasma membrane conformation was also responsible. It is evident in Figure 7-14 that the C2C12-derive myotubes are much larger and are multinucleated in comparison to both C2C12 and GFP-fibroblasts. In Figure 7-13 some C2C12 were imaged during what may be anaphase of the cell cycle.
<table>
<thead>
<tr>
<th>Ki-67</th>
<th>DAPI</th>
<th>Overlay DAPI/Ki67</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Myotubes (X40)" /></td>
<td><img src="image2" alt="DAPI" /></td>
<td><img src="image3" alt="Overlay" /></td>
</tr>
<tr>
<td><img src="image4" alt="MRC-5 (X100)" /></td>
<td><img src="image5" alt="DAPI" /></td>
<td><img src="image6" alt="Overlay" /></td>
</tr>
<tr>
<td><img src="image7" alt="C2C12 (X100)" /></td>
<td><img src="image8" alt="DAPI" /></td>
<td><img src="image9" alt="Overlay" /></td>
</tr>
</tbody>
</table>

Figure 7-12 Immunostaining for Ki-67 for cell cycling. DAPI nuclear stain was used as reference for better visualization. Both C2C12 and fibroblast are positive for Ki-67 (cell cycle active 1a and 2a) where myotubes are negative (top row 3a). Third column is an overlay of Ki-67 and DAPI staining.


<table>
<thead>
<tr>
<th>C2C12 (X63)</th>
<th>GFP-fibroblasts (X63)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Light contrast images" /></td>
<td><img src="image2" alt="Light contrast images" /></td>
</tr>
<tr>
<td><img src="image3" alt="DAPI staining" /></td>
<td><img src="image4" alt="DAPI staining" /></td>
</tr>
</tbody>
</table>

Anaphase present from nuclear DAPI staining  
Anaphase present from nuclear DAPI staining

Figure 7-13 C2C12 and GFP-fibroblast in suspension captured in possibly anaphase during mitosis. 1a and 2a) Light contrast images of C2C12 and GFP-fibroblast 1b and 2b details of the nucleus at possibly anaphase DAPI stained for better visualisation.
7.3.5 Size Analysis

Fluorescent and phase contrast pictures of attached cells and in suspension were collected using an Axioscope Zeiss microscope with Photometrics camera. For each cell type in suspension 60 pictures containing an average of 30 cells were collected and repeated for 12 times. This for a total of approximately 21600 cells images per type regarding C2C12 and GFP- Fibroblast. Myotubes were not analysed at any great number (not statistically relevant in compare with the other cell types) due to the fact that the differentiation of myoblasts produced very low number of myotubes in the order of 40% by visual assessment with a light microscope of the total population of myoblasts. The final number counted by immunofluorescent analysis was even lower and only 524 myotubes were counted. Images were collected of these two cell types in suspension and ImageJ software (USA, http://imagej.nih.gov/ij/, 1997-2012) was used to determine size differences as illustrated in Figure 7-14 and Figure 7-15. GFP-Fibroblasts were easy to assess because they expressed GFP, for C2C12 CMFDA tracker dye was used.

It is important to notice that the count of the three cells types was done in 3.7% formalin/PBS medium therefore, osmotic pressure may have been not optimal.

The averages for C2C12 myoblast was 18.6μm ± 5.8 SD in diameter and fibroblasts 18.9 μm ± 7.4 SD in diameter (42000 cells were counted between C2C12 and GFP-fibroblasts only 500 myotubes). In Appendix B a sample of 1500 cells for each type and for 200 myotubes are shown.

Size was also assessed by flow cytometry using three size reference beads as indicated in Figure 7-16. Note that the scatter is not linear to size. The dependency is approximated to near linear in order to extract reference value for size of the cell types.
<table>
<thead>
<tr>
<th></th>
<th>X40</th>
<th>X20</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Myotubes in suspension</strong></td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>3a</td>
<td>3b</td>
</tr>
<tr>
<td><strong>Fibroblasts in suspension</strong></td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>2a</td>
<td>2b</td>
</tr>
<tr>
<td><strong>C2C12 in suspension</strong></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td></td>
<td>1a</td>
<td>1b</td>
</tr>
</tbody>
</table>

Figure 7-14 An example of cell size when in suspension by contrast microscopy images using Hoechst nuclear dye for localization of the nucleus. Both C2C12 and fibroblasts showed similar size in suspension (first two rows from the bottom). 1a and 1b shows C2C12 in suspension at different magnification (as indicate on the top header). 2a and 2b are GFP-fibroblasts at different magnification (as indicate on the top header). Top row myotube in suspension, the polymuclear characteristic of the myotube is evident in picture 3a and 3b.
<table>
<thead>
<tr>
<th>Sample 1 GFP Fibroblasts (X10 and X40)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Image of Sample 1 GFP Fibroblasts (X10)" /></td>
</tr>
<tr>
<td><img src="image3" alt="Image of Sample 1 GFP Fibroblasts (X10)" /></td>
</tr>
<tr>
<td><img src="image5" alt="Image of Sample 1 GFP Fibroblasts (X10)" /></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample 2 C2C12 (X10 and X40)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image7" alt="Image of Sample 2 C2C12 (X10)" /></td>
</tr>
<tr>
<td><img src="image9" alt="Image of Sample 2 C2C12 (X10)" /></td>
</tr>
<tr>
<td><img src="image11" alt="Image of Sample 2 C2C12 (X10)" /></td>
</tr>
</tbody>
</table>

*Figure 7-15 Cell count for cell size determination in suspension. A sample is showed here for C2C12 and GFP-fibroblast*
Figure 7-16 Size analysis for the three cell types a) Cells side scatter with beads as a comparison. The diameter of the beads is indicated on the right hand side of the scatter plots. b) Due to the large difference in size, only C2C12 and GFP-fibroblast were further analysed. They show a similar distribution in size as indicated by the plot B, the two curves overlap almost completely in regard to the forward scatter (FSC-A).
7.4 Raman spectroscopy

7.4.1 Membrane extraction

Membrane were extracted as described in Materials and Methods (Cell membrane extractions II). A sample showing the first stage of separation of the plasma membrane is shown in Figure 7-6.

7.4.2 PCA analysis of the extracted plasma membranes Raman spectra

Principal Component analysis suggested that differences from membrane types were present in these cells as illustrated in Figure 7-17. The method of membrane extraction was described in Materials and Method section as well as the second method for cell membrane extraction. This method was used initially as an initial quantification of possible differences in the membrane composition of these cells.

The Raman spectra may show that the GFP-fibroblasts have a different plasma membrane composition contributing for a higher membrane capacitance compared with C2C12. Myotubes difference remained difficult to assess due to the fact the these cells present very different sizes compared with the C2C12 and GFP-fibroblasts. In other words DEP sorting for myotubes is assumed to rely on the cell size only, whereas for cells of the same size the composition of the plasma membrane could play a role.
Figure 7.17 Principal component analyses for C2C12, GFP-fibroblasts and myotubes. The total variance for PC2 and PC3 account for ~25% of the total variance between the three cell types. The region between 2800 and 3000 cm⁻¹ shows a possible lower level of lipids saturation in GFP-fibroblasts.
7.5 Plasma membrane characteristics in Huntington's peripheral fibroblastic cells analysed by Raman spectroscopy

Membranes were extracted as described in Materials and Methods extraction I. The cells were counted by aliquots for viability before cell membrane extraction. For all the 12 experiments approximately 15 million cells per sample were used and viability was assessed prior to membrane extraction by Trypan Blue staining.

The results of the first stage of extraction regarding nuclear separation from membranes are shown in Figure 7-6.

7.5.1 Low wavenumber region from 400 to 1800 cm⁻¹

The spectral areas chosen were in the fingerprint region for biological samples between 400 and 1800 cm⁻¹. The results of the PLS analysis are displayed in Figure 7-18 to demonstrate the level of discrimination for the first two factors. The PLS model reduced the number of factors to five in total with minimum root mean PRESS (Prediction Residual Sum of Squares) of 0.41. The cumulative variation explained by X and Y for the first factor was respectively ~60% and ~90%. This factor showed the most separation between membrane types as indicated in Figure 7-19d. The predicted model and Hotelling's (T2) plots, generated by PLS, are shown in Figure 7-19a and b as a visual mean of interpretation of how well the model fitted the actual data. All the samples fitted the model with only one Huntington's disease (HD) membrane as a borderline value shown in Figure 7-19b (HD-mem2). From the model the VIP values were generated as shown in Figure 7-19c and the threshold level was established at 0.8 as suggested by literature. Although more recently some authors [124,125,126,127] have indicated that values between 0.83 and 1.21 are more suitable indicators but we used 0.8 as a conservative approach. Note that the VIP values are associated with all the vibrational frequencies in the spectrum from 400 to 1800 cm⁻¹ regardless of the presence or absence of peaks in the region.
The VIP values, irrespective of the specific peak assignment, can be used as quantitative indication of specific frequency areas important to discriminate between membrane types. This was in association with a high level of variation for the first PLS factor making this type of information important for the classification of the membranes. For peak assignments, comparisons were made with the means of the two membrane types for the total of the 12 experiments. Six samples each from the two types of membranes were extracted from 12 separate cell populations with approximately 15 million cells per sample. The averages with the standard deviations are shown in Figure 7-20a. The differences between membranes are more evident in Figure 7-20b. Here differences between membranes with standard deviation are shown even though overlapping standard deviations made a visual assessment difficult. It is important to note that even if putative assignments based on available literature as shown in Table 7-1 can be made, due to the complexity of the sample; specific identification of specific sub-cellular biochemical components remain difficult. There are also some vibrational overlapping between proteins and lipids and related molecules which further contribute to the complexity of the data. In order to quantify the possible changes between membranes the assigned peaks were integrated to determine the area under the curves as shown in Figure 7-21a and Figure 7-21b. The peaks were further compared with the respective VIP values to determine the level of contribution in discrimination of the membranes by the PLS model. As described in the experimental section only peaks above a VIP value of 0.8 were considered as shown in Figure 7-21c. Only the peak at 576 cm\(^{-1}\) for HD membranes was below the threshold and was therefore not considered. The main membrane differences are related to the region from 428 to 701 cm\(^{-1}\) which includes putative peak assignments for cholesterol and cholesterol esters. There are also peaks for phosphatidylinositol, glycogen, and C-S and C-C bonds associated with protein structures. A second region comprises peaks from 1020 to 1300 cm\(^{-1}\) with the most relevant differences at 1045, 1073 and 1130 cm\(^{-1}\) which include putative peaks for triglycerides, phospholipids, fatty acids, phosphate groups and proteins. The bands at 548, 1331 and 1685 cm\(^{-1}\) were missing in HD membranes.
These bands are putatively associated respectively with cholesterol, phospholipids and proteins in the form of Amide type I and unsaturated fatty acids with carbon-carbon double bond. Several minor shifts were also noticed in peaks between membrane types as illustrated in the histograms in Figure 7-21a and b. These are peaks associated with the same biochemical components that were shifted in the two membrane types as shown in the first column by the annotation in brackets of Table 7-1. Regarding the HD overall it has a lower Raman intensity across the spectrum, the only exception was a peak at 1056 cm\(^{-1}\) putatively associated with lipids which was present only for fibroblast control membranes. There are also peaks at 810 and 811 for Fibroblast and HD membranes respectively, which are reported in literature as C-C and C-O-C stretching of collagen type IV backbone as indicated in Table 7-1. These are very intense peaks at 810 and 811 cm\(^{-1}\) that may be present due to the type of fibroblastic cells used in the study. However, there is a possibility of RNA contamination since these peaks are also strongly associated with phosphodiester Z-marker for RNA although no associated RNA peaks at ~1240 cm\(^{-1}\) were present.
Figure 7-18 PLS analysis scores plot for the first two factors. Fibroblast (●) and HD (▲) membranes with grouping ellipses to define the two membrane types for the low wavenumber region.
Figure 7-19 Fibroblast (○) and HD (▲). a) Predicted versus actual graph for the PLS model. b) $T^2$ test for PLS model c) VIP values plot for the 400 to 1800 cm$^{-1}$ range with 0.8 VIP thresholds. d) First factor scores plot. The percentage of variation is illustrated in brackets. All graphs refer to the low wavenumber region.
Figure 7-20 a) Averages spectra for the two membrane types with associated standard deviations (shaded area). The graph on the left indicates the fibroblast control and graph on the right the HD. b) Difference spectra between cell membranes the shaded area indicate the standard deviation. Both graphs refer to the low wavenumber region.
<table>
<thead>
<tr>
<th>Raman shift (cm⁻¹)</th>
<th>Assignment</th>
<th>VIP value</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>428(f) and 429(HD)</td>
<td>Cholesterol/cholesterol esters</td>
<td>1.17 and 1.30</td>
<td>[128,129]</td>
</tr>
<tr>
<td>484(f) and 490(HD)</td>
<td>Glycogen</td>
<td>0.85 and 1.08</td>
<td></td>
</tr>
<tr>
<td>524(HD/f)</td>
<td>Phosphatidylcholine</td>
<td>0.94</td>
<td>[128,129]</td>
</tr>
<tr>
<td>548(f)</td>
<td>Cholesterol</td>
<td>0.99</td>
<td>[128,129]</td>
</tr>
<tr>
<td>574(f), 576(HD) and 595(HD/f)</td>
<td>Phosphatidylcholine</td>
<td>0.99, 0.61 and 1.01</td>
<td>[128,129]</td>
</tr>
<tr>
<td>646(HD/f)</td>
<td>C-C twisting (tyrosine)</td>
<td>1.08</td>
<td>[129]</td>
</tr>
<tr>
<td>701(HD/f)</td>
<td>cholesterol</td>
<td>1.03</td>
<td>[128]</td>
</tr>
<tr>
<td>726(HD/f)</td>
<td>proteins C-S</td>
<td>1.09</td>
<td>[129]</td>
</tr>
<tr>
<td>733(HD/f)</td>
<td>phosphatidylserine</td>
<td>1.19</td>
<td>[128]</td>
</tr>
<tr>
<td>756(HD/f)</td>
<td>Tryptophane</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>810(f) and 811(HD)</td>
<td>v(C-O-C) and (C-C) collagen backbone</td>
<td>1.12 and 1.10</td>
<td>[130,131,132]</td>
</tr>
<tr>
<td>843(f) and 844(HD)</td>
<td>Glucose</td>
<td>1.16 and 1.14</td>
<td>[129]</td>
</tr>
<tr>
<td>877(HD) and 878(f)</td>
<td>Phosphatidylcholine N+(CH3)3 and saturated lipids bonds with N+</td>
<td>1.17 and 1.15</td>
<td>[128]</td>
</tr>
<tr>
<td>927(HD) and 929(f)</td>
<td>Proteins proline valine</td>
<td>1.13 and 1.13</td>
<td>[129]</td>
</tr>
<tr>
<td>981(HD/f)</td>
<td>B-sheet proteins / saturated =CH lipids</td>
<td>1.05</td>
<td>[129]</td>
</tr>
<tr>
<td>1020(HD/f)</td>
<td>glyocogen</td>
<td>0.93</td>
<td>[129]</td>
</tr>
<tr>
<td>1043(HD) and 1045(f)</td>
<td>Carbohydrates, phosphates P0₄³⁻ proline collagen I</td>
<td>1.24 and 1.11</td>
<td>[129]</td>
</tr>
<tr>
<td>1056(HD)</td>
<td>Lipids, v(C-C) and δ(COH)</td>
<td>1.08</td>
<td>[129,133]</td>
</tr>
<tr>
<td>1073(HD/f)</td>
<td>Triglycerides</td>
<td>1.07</td>
<td>[129]</td>
</tr>
<tr>
<td>1105(HD/f)</td>
<td>Phenylalanine v(C-C) and C-O stretching of carbohydrates</td>
<td>1.11</td>
<td>[129]</td>
</tr>
<tr>
<td>1130(HD/f)</td>
<td>fatty acids</td>
<td>1.09</td>
<td>[128]</td>
</tr>
<tr>
<td>1170(HD) and 1172(f)</td>
<td>tyrosine</td>
<td>0.96 and 0.98</td>
<td>[134]</td>
</tr>
<tr>
<td>1199(HD) and 1200(f)</td>
<td>Amide III</td>
<td>0.82 and 0.92</td>
<td>[129]</td>
</tr>
<tr>
<td>1217(HD) and 1219(f)</td>
<td>C-N stretching/amide III</td>
<td>0.84 and 0.84</td>
<td>[129]</td>
</tr>
<tr>
<td>Raman shift (cm(^{-1}))</td>
<td>Assignment</td>
<td>VIP value</td>
<td>References</td>
</tr>
<tr>
<td>--------------------------</td>
<td>------------</td>
<td>-----------</td>
<td>------------</td>
</tr>
<tr>
<td>1255(HD/f)</td>
<td>Lipids and amide III</td>
<td>1.10</td>
<td>[134,135]</td>
</tr>
<tr>
<td>1300(HD/f)</td>
<td>fatty acids and lipids CH and CH(_2) twisting</td>
<td>1.11</td>
<td>[136,137]</td>
</tr>
<tr>
<td>1331(f)</td>
<td>Phospholipids</td>
<td>1.05</td>
<td>[129]</td>
</tr>
<tr>
<td>1453(HD) and 1454(f)</td>
<td>CH(_2) stretching and scissoring, CH(_3) asymmetric deformation and bending associated with Phospholipids, C-H bending structural proteins</td>
<td>1.10 and 1.12</td>
<td>[129]</td>
</tr>
<tr>
<td>1470(HD) and 1472(f)</td>
<td>C=N</td>
<td>1.11 and 1.12</td>
<td>[129]</td>
</tr>
<tr>
<td>1586(HD/f)</td>
<td>Phenylalanine</td>
<td>0.97</td>
<td>[129]</td>
</tr>
<tr>
<td>1616(HD) and 1618(f)</td>
<td>tyrosine and tryptophan</td>
<td>1.08 and 1.06</td>
<td>[129,134]</td>
</tr>
<tr>
<td>1659(HD), 1660(f) and 1685(f)</td>
<td>Amide I and unsaturated (C=C) trans and cis independent fatty acids</td>
<td>1.30, 1.30 and 0.97</td>
<td>[128,134,136,138,139]</td>
</tr>
<tr>
<td>2715(HD/f)</td>
<td>CH, NH and OH for lipids and proteins</td>
<td>0.70</td>
<td>[129]</td>
</tr>
<tr>
<td>2790(HD/f)</td>
<td>CH, NH and OH for lipids and proteins</td>
<td>0.70</td>
<td>[129]</td>
</tr>
<tr>
<td>2884(HD/f)</td>
<td>(\nu(CH_3)) lipids and fatty acids</td>
<td>1.10</td>
<td>[129]</td>
</tr>
<tr>
<td>2909(HD/f)</td>
<td>CH lipids and proteins</td>
<td>1.10</td>
<td>[129]</td>
</tr>
<tr>
<td>2955(HD/f)</td>
<td>CH(_3) asymmetric stretches/ fatty acids</td>
<td>1.10</td>
<td>[129,137]</td>
</tr>
<tr>
<td>3074(HD/f)</td>
<td>(\nu(=CH)) lipids</td>
<td>1.0</td>
<td>[129,130]</td>
</tr>
</tbody>
</table>

Table 7-1 Raman shift putative assignments with associated VIP values. The notation HD and f in brackets in the first column refers to HD and fibroblasts control membranes. The third column describes the VIP values for the two types of membranes, underlined bold values were below the 0.8 threshold limit. \(\nu\) stretching deformation and \(\delta\) vibrational deformations.
Figure 7-21 a) Histogram for vibrational Raman shift (first number on each column) and corresponding integrated area (second number on each column) for HD. b) Histogram for vibrational Raman shift (first number on each column) and
corresponding integrated area (second number on each column) for fibroblasts. c) VIP values scatter plot for assigned peaks, note that only 576 cm\(^{-1}\) (italic and underlined) peak was below threshold of 0.8. All graphs refer to the low wavenumber region.

7.5.2 High wavenumber region from 2700 to 3200 cm\(^{-1}\)

Although high wavenumber regions have a less informative nature for biological samples\[128\] a spectral analysis was included for the 2700 to 3200 cm\(^{-1}\) region for completion and to determine possible difference in lipids structures. PLS analysis was carried out as described in Materials and Methods. The first two factors are shown in Figure 7-22a. The PLS model in total reduced the number of factors to five with minimum root mean PRESS of 0.77. The cumulative variation explained by X and Y were lower than the low wavenumber region with ~47% and ~48% for X and Y respectively for the first factor which showed most separation. This indicated that this region is less suited in discrimination between membrane types. The predicted model is shown in Figure 7-22b. The fit to the predicted values by the actual data is less precise than the low wavenumber region although the Hotelling's \((T^2)\) doesn't show any outliers in Figure 7-22c. The VIPs values are indicated in Figure 7-22d. The differences between the average spectra of the two membrane types are even less pronounced in this high region as illustrated by Figure 7-23a and Figure 7-23b. The peak assignments were mostly due to contributions of CH, CH\(_3\), NH, and OH stretches for lipids and proteins as described in Table 7-1. The 2715 and 2790 cm\(^{-1}\) vibrational frequencies and associated peaks presented a VIP of 0.7 indicating that these peaks have little contributions in membrane discrimination at levels indicated by the first factor in Figure 7-22a. The main difference between membranes in this region was the increased integrated intensity area for HD membranes of the peak at 2909 cm\(^{-1}\) as shown in Figure 7-23c and d.

While the assignment is for CH stretches putatively assigned to lipid and proteins this gives very little information about specific bio-molecules that could contribute to separation between membranes. Overall this region was less informative as expected
compared with the 400 to 1800 cm$^{-1}$ lower analysis. The level of separation by PLS is also higher in the lower wavenumber region compared with the high wavenumber region.

Figure 7-22 a) High wavenumber PLS analysis scores for the first two factors. Fibroblast (○) and HD (▲) membranes with grouping ellipses to define the two membrane types for the high wavenumber region. b) Predicted versus actual for PLS model in the 2700 to 3200 cm$^{-1}$. c) $T^2$ test for PLS model. d) VIP values plot for the 2700 to 3200 cm$^{-1}$ range with 0.8 VIP thresholds.
Figure 7-23 a) Averages spectra for the two membrane types with standard deviation (shaded area). The graph on the left refers to fibroblast membranes and the graph on
the right refers to HD membranes. b) Difference spectra between cell membranes. Shaded area indicates the standard deviation. c) Histogram for Raman shift (first number of each column) and corresponding integrated area (second number on each column) for fibroblasts. d) Histogram for Raman shift (first number of each column) and corresponding integrated area (second number on each column) for HD. All graphs refer to the high wavenumber region.

7.6 Microscopy analysis for cell membrane conformation with SEM and TEM

C2C12 and GFP-fibroblast were analysed in suspension and in attached state to determine difference in plasma membrane conformation between cells.

Initially SEM pictures were taken of suspended cells to determine plasma membrane conformation/geometry. Subsequently TEM sections were analysed to determine changes in plasma membrane thickness and/or structure.

7.6.1 SEM results

In figure 7.4 C2C12 and GFP-fibroblasts are shown in suspension state. To verify structural differences of microvilli between cells of similar size (C2C12 myoblasts and fibroblasts) SEM microscopy was used. Results are shown in Figure 7-24 and Figure 7-25. In Figure 7-24 image of cells in suspension as they would be during DEP sorting are shown. As can be seen C2C12 myoblasts have an apparently less elaborate microvilli structure compared with fibroblast. The images have been color enhanced to highlight the differences in the quantity and conformation of microvilli in the two cell types.

To further compare the two cell types SEM images of attached cells, as they will be during culture, as shown in Figure 7-25. Here in low magnification images (left column Figure 7-25) the microvilli structure was difficult to assess although a clear difference in phenotypical shape is present in these two cell types when attached. At higher magnification, Figure 7-25 (in suspension) right column, it is possible to see
differences in plasma membrane structure between C2C12 (bottom) and fibroblasts (top). C2C12 myoblasts are apparently smoother than fibroblasts.

As illustrated in Figure 7-26 high magnification pictures were taken of villi structure in GFP-fibroblast (left column) to compare with the sparse presence of villi in C2C12 (right column). Although variations existed in the two type of cells what is illustrated here is representative of what has been seen during the experiments using SEM. The overall morphology of GFP-fibroblasts plasma membrane seems on average more convoluted than the C2C12 counterpart.
Figure 7-24 SEM images of C2C12 (blue-red) and fibroblasts (green-red). The colors have been enhanced for better visualization. The microvilli are coloured in red and the underlying surface is coloured in blue for C2C12 and green for GFP-fibroblast. The quantities and conformation of the microvilli are more pronounced on GFP-fibroblast.
Figure 7-25 C2C12 myoblasts (bottom row) and GFP-fibroblasts (top row) overall view of attached cells (left) and in suspension (right) by SEM microscopy. The fibroblasts on the top row show more microvilli structure compared with a less villi/more smooth morphology of C2C12 overall.
Figure 7-26 High magnification of microvilli structure in GFP-fibroblast (left.) C2C12 myoblasts (right) pictures are taken to compare them against highly complex GFP-fibroblast structure
7.6.2 TEM results

The TEM images of C2C12 plasma membranes are shown in Figure 7-27. This picture shows the thickness of a sample of the plasma membrane of C2C12. As illustrated the thickness has been determined by software in two random points on the plasma membrane section. A higher level of resolution may be achieved with other methods of preparation for the cell with TEM. However, for the TEM resolution capabilities and the preparation procedure described in the Materials and Methods, no major differences were not found in membrane thickness between C2C12 and GFP-fibroblasts. Although as indicated in Figure 7-27 a local variation in thickness is present in the plasma membrane.

An important consideration about these pictures is the fact that these are 60 nm thick cut of the cell; this implies that microvilli structures may appear as detached globules outside the plasma membrane as illustrated in Figure 7-28. At higher resolution and by imaging a different point in the membrane the folding is evident by TEM as illustrate by Figure 7-29.

Images of potential myotubes are illustrated by Figure 7-30. The presence of two nuclei surrounded by an enclosed membrane is shown in Figure 7-30 by red arrows.
Figure 7-27 C2C12 plasma membrane thickness by TEM (above picture)

Figure 7-28 GFP-fibroblasts section by TEM. Red arrows illustrate the microvilli structure, as detached globules due to the cut thickness need it for the preparation and imaging of the cells.
Figure 7-29 Plasma membrane fold of GFP-fibroblasts as indicated by red circle on the TEM image.
Figure 7-30 Possible myotube section 60nm thick. The presence of two darker areas in the centre suggests the poly nuclear conformation characteristic in myotubes.
Chapter 8 Discussions and conclusions

8.1 Introduction

This chapter presents the conclusion and discussions of the results shown in Chapter 7. Results.

The results gathered from the separation by DEP, Raman spectroscopic analysis and plasma membrane characterisation are discussed in detail.

The structure of the chapter is divided in these main areas:

1) Myoblasts pluripotency.

2) DEP sorting results.
   a) The cytometric results analysis of DEP sorting.
   b) Markers for differentiation and cell cycle
      i) Embryonic myosin
      ii) Ki-67

3) Raman analysis
   a) C2C12 myoblasts and GFP-fibroblasts
   b) Huntington’s fibroblastic cells

4) SEM and TEM analysis
8.2 Myoblast pluripotency

C2C12 myoblasts are well-studied and characterised progenitor cells used for muscle differentiation [140]. When growth factors are kept at high concentration myoblasts maintain an homogenous and proliferative state [141]. By manipulating the composition of the culture medium, C2C12 can differentiate in several cell lineages such as myotubes, adipocytes, osteoblasts and neuron like cells [141,142,143].

In addition, by using small chemical molecules such as Reversine and Neurodazine, these cells can de-differentiate from their terminal differentiated state back to their progenitor state. [118,143]. In Appendix C, C2C12 were first differentiated in adipocytes by chemical modification in the composition of the culture medium. Subsequently adipocytes were treated with 1µM of Reversine in order to de-differentiate them back to C2C12. In Appendix C notice that the morphology of the cells changed and the DNA structure seemed to be altered. From available literature the process of de-differentiation seems related to histone modifications [118] but also to the inhibition of Aurora B kinase [144].

Mesenchymal precursor cells such as C2C12 are model cells for regenerative studies due to their ability to differentiate into different cell types by means of chemical cues and/or growth factors present in the culture medium [118,145,146]. C2C12 myoblasts represent a valuable system in studies investigating stem cell plasticity [141]. Plasticity has been shown to be related to cell age (passage number/senescence) [123,147,148]. These properties were exploited for studies in animal models in cardiac grafts and cardiac cells transplantation [149,150] as well as other biomedical applications [26,141]. Altogether these results are very encouraging however the homogeneity and differentiation status of the cell population for regeneration remains problematic[151].

The dependency between the passage/senescence stage and the ability to differentiate has been noticed and verified in the experiments carried out for this thesis. The results are illustrated in Figure 7-1, Figure 7-3 and Figure 7-4 in the Results chapter.
Differentiation from C2C12 to myotubes is variable and the efficiency decrease quite significantly with the time of the cells in culture as indicated in literature [123,147,148] and in our experience working with C2C12 myoblats. With cells above 50 passages the rate of conversion in myotubes was approximately 40/45% of the total number of cells in the population by analysis with a haemocytometer. Although lower passages have been used initially to assess the level of maximal conversion no higher than 65% (from the initial C2C12 population) have been achieved with passages of ~15.

Dielectrophoresis (DEP) has been used for several biochemical and biomedical applications in order to fractionate and purify cells of interest from population of cells [24,26,152]. This technique has the advantage that it does not rely on any biological tag for cell separation and this absence of any biological manipulation is ideal for preserving the normal physiological conditions of the cells.

In the results here reported, the level of purification between C2C12 and myotubes was very high (above 96% for one cell type) using DEP. This level of purity represents an enrichment of 56% in purity in C2C12 culture of above 50 passages. Also in contrast to tag dependent techniques such as flow cytometry, the purity achieved by DEP is completely independent of any biological tag, making the implementation amenable where the end results is to purify cells that maintained a physiological homogenous state for further biomedical applications. This has very important implications in research for stem cells where the purity, viability of cells retaining certain regenerative characteristics is of primary importance in pre-clinical applications [153]. This implies a biological pure population of cells with at least phenotypical synchronicity and uniformity that more resembles the normal physiological state of the cell population.

8.3 DEP sorting and flow cytometry analysis

The frequency dependencies of the Clausius-Mossotti polarizability functions $Re(CM)$ for the three cell types can be derived, based on their estimated DEP cross-
over \(f_{xo}\) values. Using the standard form of \(Re(CM)\) [8,24] modelling was performed using MATLAB (The Maths Works Inc.) and the results are shown in Figure 7-8. \(Re(CM)\) curves), limited to the region around the range of \(f_{xo}\) values for the three cell types, help us understand the frequency dependencies and DEP separations shown in Figure 7-7 and Figure 7-10. The difference between the average \(f_{xo}\) values for the C2C12 myoblasts, myotubes and feeder GFP cells, would have been a factor leading to their efficient separation by DEP. The fact that good separations were also obtained for mixtures of myotubes and GFP fibroblasts suggests that there was a negligible overlap of their \(f_{xo}\) distributions about their mean values of around 400 kHz and 500 kHz respectively.

The C2C12 myoblasts and GFP-fibroblasts were observed, using a microscope to have roughly equal diameter as indicated in Figure 7-14, and Figure 7-15. As shown in Figure 7-16 these two cell types exhibited closely matching flow cytometry forward scatter plots, indicating that their size distributions were similar. From these results, the diameters of the C2C12 myoblasts and GFP fibroblasts can be estimated as approximately 10 ± 3.1 µm and 9.4 ± 3.3 µm, respectively. Based on a medium conductivity of 120 mS/m (see Appendix E) and their estimated \(f_{xo}\) values of 700 kHz and 500 kHz respectively, membrane capacitance values of 7.3 ± 3.0 mF/m² and 11.5 ± 5.3 mF/m² can be estimated for the C2C12 myoblasts and GFP fibroblasts, respectively. This suggests that the DEP separation of the similar sized C2C12 and GFP fibroblasts cells was mainly associated with the difference in their membrane capacitance. The myotubes were of an elongated and convoluted shape, roughly three-times larger in volume than the C2C12 and MRC-5- GFP cells. The derivation of the membrane capacitance using \(Equation 2-22\) (section 2.3.5) is only valid for spherical cells [8]. Whereas the polarizability of ellipsoids and truncated cylinders can be determined [154], the ill-defined shape of the myotubes prevents an estimation to be made of their membrane capacitance.

As shown in Figure 7-10 (top row) there was presence of cellular debris that were excluded by the gating in the flow cytometry analysis. This can be attributed to the
manipulations associated with cell preparation for cytometric analysis; on average (for all the experiments) approximately 80/85% of the cells collected by DEP sorting were intact. Although extreme care was taken in the handling of the cells for cytometric analysis but a ~10/15% loss in cell number was unavoidable.

As shown in Figure 7-14 the sphericity of the cells may be assumed for C2C12 and GFP-fibroblasts, although variation exist especially if the number of counted cells is increased to statistically relevant levels comparable to flow cytometry standards. Here cells were counted by taking pictures of cells in suspension and by analysing the pictures with ImageJ software (USA, http://imagej.nih.gov/ij/, 1997-2012) to determine the average diameter of C2C12 and fibroblasts in suspension as illustrated in Figure 7-14 and Figure 7-15.

In addition, in order to better interpret the flow cytometry results (Figure 7-16) for cell size, the partial linear correlation between the scatter and the size of cells need to be considered. As shown in Figure 7-16a even the beads present a side scatter spread due to the fact that are not completely smooth on the surface. In other words, the size is not proportionally related to the size scatter so by doubling the size of the bead there is not a double increase in side scatter although this is very close. With this taken in consideration the flow cytometry results give a good estimation of the cell size and therefore a quite accurate estimation of the membrane capacitance.

### 8.3.1 Western blot analysis

As indicated in Figure 7-9 the embryonic myosin marker is completely absent in C2C12 cells sorted by DEP. The marker was chosen to validate the DEP sorting efficiency between C2C12 and induced myotubes from the same culture preparation. As shown in Figure 7-9 embryonic myosin is completely absent in C2C12 but present in only myotubes cells. Since this marker is specific for myotubes these results further validate the purity of the sample.

These results further validated the level of purity of the cell population sorted by DEP. Although this was not the main goal of the Western blot analysis, an
unexpected indirect correlation between this intracellular protein and DEP can be assumed. By separating cells by DEP, assessment in expression levels of (at least embryonic myosin) intracellular markers could be made indirectly. This may be important in validating the state of differentiation of the population sorted by DEP but could also be further exploited for research in pre-clinical applications by validation of specific intracellular markers intrinsically related to differentiation.

8.3.2 DEP sorting associated with cell cycle investigation.

A second set of DEP experiments (Figure 7-10) was performed with C2C12, myotubes and GFP-fibroblasts in order to determine if there was a correlation with the sorting ability of DEP and the determination of the cell cycle stages of the cells.

This was mainly to assess if DEP sorting of C2C12 and GFP-fibroblasts was due to possible changes in volume for cells in M phase of the cycle. Although literature has reported DEP sorting of cells based on stages of the cell cycle [120] there are certain important considerations to address.

Firstly, there is a long disputed argument about cell cycle regulation and size control in mammalian cells [155,156]. Although the association between cell cycle regulation and cell size have been elucidated in yeast [155,157,158] and Drosophila [159,160] the same is not fully clarified in mammalian cells. For mammalian cells, as used in the experiments here, there is not a clear correlation between the cell cycle stage and total increase in volume of the cell [155,156,161,162].

Secondly, based on literature consensus variation in size may exist transitorily during the cell cycle but these variations are regulated by a longer or shorter transition of the cell in a particular stages of the cell cycle [155,163]. For smaller size cell there is an increased transition time through the G1 phase. The opposite situation applies to larger cells that have a shorter time transition through G1 phase as reported in literature [155,163]. In other words, there is a certain “conservation of mass” with transitory variations along the cell cycle (although how long these transitory states exist has not been elucidated in literature to the best of our knowledge).
The two above mentioned points are important to consider in DEP sorting. Since the cell size seems regulated between stages of the cell cycle, the overall size/volume is constant with transitory variations during proliferation. However, considering the M phase of the cell cycle, where the DNA is duplicated, variation in size may occur in relation to the ratio between nucleus and cytoplasm [164] rather than the overall size of the cell. This implies that if there was a significant difference in cell’s size during the cell cycle, population of cells could be sorted base on their cell cycle stage. This will produce different flow cytometry profiles for cells sorted by DEP and cell just eluted from the micro channel. Therefore, C2C12 and GFP-fibroblasts sorted by DEP will present synchronicity at a particular stage of the cell cycle with a cytometric profile similar to myotubes as shown in Figure 7-11 and Figure 7-12. This was not the case in the results presented here therefore it may be assumed that the separation of similar cell size is based mainly on plasma membrane characteristics and capacitance rather than size associated with cell cycle stage. Figure 7-11 illustrate that the cytometric profile between cells sorted by DEP and cells just eluted (no DEP) from the main channel. These do not present any significant variations associated with the cell cycle phases. In Figure 7-13, there are two pictures of cells captured during what is possibly anaphase among a population of cells with probably mixed cell stage. Figure 7-11 also shows that the myotubes are mainly in the G0/G1 phase of the cell cycle. This was expected for these differentiated cells because when terminal differentiation is achieved the cells withdraw from the cell cycle [121,122,123].

Although in the results here no correlation has been shown between the cell cycle and size of the cell with the sorting ability of DEP there are some more important details to consider. The method for assessing the cell cycle stage relies on permeabilized cells and PI staining as described in Materials and Methods (6.3.6.2). The cytometric gating\textsuperscript{34} of the profile generated by the cell containing PI gives an estimation of the stage of the cell cycle based on the amount of DNA present the cell.

\textsuperscript{34} Gating refers to a selection of subsets events collected by cytometric analysis. This subsets of data can be analysed statistically for data interpretation.
due to the fact that PI intercalate between DNA strands in permeabilized cells. The implications are that during the cell cycle the amount of DNA change in mitotic competent cells from G0 to M phase of the cell cycle. This because, in the M phase, there is twice as much DNA that needs to be divided between mother and daughters cells. As before mentioned there is variation in M phase between the ratio of the nucleus and the cytoplasm but this variation may not be displayed significantly on the overall size of the cell. Therefore, the use of PI gives an assessment mainly of the amount of DNA present with arguable relevance regarding the cell size. More assessments of specific markers such as Ki-67, cyclins and other may be more appropriated to define the stages of the cell cycle. Since a precise estimation and correlation between the cell cycle and size of the cell is problematic with just PI staining procedure, an assessment of mitotic competence (if cells are in the cell cycle or not) has been validated by Ki-67. The marker was evaluated as illustrated in Figure 7-12. Ki-67 was chosen because it is widely used in assessing mitotic competence of cells [165]. As shown in Figure 7-12 both C2C12 and GFP-fibroblasts were positive for Ki-67 and as expected, myotubes were negative due to being withdraw from the cells cycle.

8.3.3 Cell size analysis

As described in section 8.3 the flow cytometry profiles indicated a cell diameter of approximately 10 ± 3.1 µm and 9.4 ± 3.3 µm, for C2C12 myoblasts and GFP fibroblasts respectively (as illustrate in Figure 7-16). This relays on the cytometric profiles with the calibration beads. In a second set of experiments the cell sizes was estimated visually by staining the cells and count them using ImageJ software. (USA, http://imagej.nih.gov/ij/, 1997-2012) as illustrated in Figure 7-15 and as a sample in Figure 7-14 (see also Appendix B). Here the values of the diameters were higher (the averages for C2C12 myoblast was 18.6µm ±5.8 SD and fibroblasts 18.9 µm ± 7.4 SD) compared with the flow analysis against the calibration beads as shown in Figure 7-16a. Therefore, the value of cell membrane capacitance may be higher than what has been estimated in chapter 8.3 (DEP sorting and flow cytometry analysis).
However, similar size distribution between C2C12 and GFP-fibroblasts can be deduced by both results with flow cytometry and cell counts.

Considering the flow cytometry results more accurate in determine cell diameter a precise estimation of the diameter by cell counting has been proven difficult. This may be attributed to the procedure adopted for counting the cells as describe in Materials and Methods (6.3.7.1). This procedure may have produce osmotic variability because of the suspending solution, composed of PBS and formaldehyde, had been used to fix the cells. Here osmotic equilibration may have needed more time before imaging or other fixation methods may be more appropriated. However, the goal here was to validate DEP separation between similar size cells, as shown in Figure 7-10. If osmotic equilibrium was the problem, it was constant across all the sample and experiments. In addition, the implementation of cell counting with ImageJ software (USA, http://imagej.nih.gov/ij/, 1997-2012) has been proven a useful methodology in counting high number of cells. High number of cells could be counted quickly and accurately producing results, in terms of number of cells, comparable to the flow cytometry results. The high number count was paramount for statistical relevance.

8.4 Raman spectroscopic analysis of similar size cells (C2C12 and GFP-fibroblasts)

An initial evaluation of the plasma membrane characteristics to explain DEP separation of similar size cells was carried out by an analytical chemical technique in the form of Raman spectroscopy. Figure 6-1 shows the statistical method used to evaluate statistical significant differences between cell types in the form of Principal Component Analysis (PCA). As shown in Figure 7-17 the three cell types cover separated area of the plotted Components 2 and 3. This implies that for these two components, PC2 and PC3, there are differences in the plasma membrane chemistry. PC2 and PC3 account for approximately 30% of the differences between cell membranes. In Figure 7-17 the region between 2800 and 3000 cm⁻¹ shows the higher
level of difference between C2C12 and GFP-fibroblasts. As indicated by Table 7-1 this can be putatively attributed to saturated hydrocarbons chains and related proteins present in the plasma membrane of these two cell types. The GFP-fibroblasts contained a lower proportion of saturated hydrocarbon bonds than those of the C2C12 membranes.

Lipid bilayers formed of saturated “rigid” hydrocarbon chains will be thicker than those composed of unsaturated “kinked” chains. Several explanations of the differences found in membrane chemistry are possible but for this initial analysis we can speculated changes in permittivity of the plasma membrane due to the different level of lipids saturation[166]. If the Raman data are interpreted as the GFP-fibroblasts cells membranes having the thinner membrane, then based on Equation 4-11 this would contribute to the finding that the GFP-fibroblasts cells possessed the larger membrane capacitance. Also, the relative permittivity of fatty acids decreases with increasing saturation [166]. This again could contribute to the GFP fibroblasts exhibiting a larger membrane capacitance compared with the C2C12 myoblasts. Therefore, membrane capacitance values derived from DEP experiments should be considered to reflect both the membrane chemistry (with interpretations regarding membrane thickness and dielectric polarizability), as well as a measure of the relative value of the membrane-folding factor \( \phi_m \) in Equation 4-11.

8.5 Plasma membrane analysis by Raman spectroscopy in Huntington’s disease affected cells.

In the previous section, the Raman results and DEP sorting showed that DEP could sort cells of similar size if there are differences in the plasma membrane capacitance associated with the chemical composition. This prompt the investigation in finding suitable cells associated to a pathology that reflects in the plasma membrane as a possible target for DEP sorting.

Markers for the detection and possibly early identification of the onset of HD would represent an important development in the treatment and therapy of the disease[167].
Studies have shown that the toxicity of the Htt protein affects several sub-cellular structures associated with the plasma membrane including endocytic recycling associated with Rab11 [168] and GM1 ganglioside synthesis [169] rendering cells more susceptible to apoptosis. It also produces disruptive associations with membranes phospholipids [170,171,172] although this may not only be confined to the plasma membrane but also to mitochondria membranes.

There is evidence that Htt could interact with proteins of the cysteine proteases family [173] regulating the levels of Ca^{2+} ions for membranes polarization and depolarization as well as dysregulating the glutamate receptor signalling [173]. These results suggest that HD may have an effect on cell membrane biochemistry and structure making it a possible interesting sub-cellular biomarker amenable for investigation in the studies of HD pathology [174].

Although the majorities of the studies both *in vitro* and *in vivo* concern neurons and mouse models it is also important to notice that peripheral fibroblasts cells have been used extensively [169,170,175,176] as a model due to their forecasting capability in neurons. Due to this knowledge, the initial hypothesis states that the cell membrane disruption could be a possible indirect effect of the presence of the disease, which could be detected and analyzed by Raman spectroscopy.

Several studies have shown the capabilities and validity of this type of spectroscopy with associated chemometric analysis in the form of PLS, Principal Component Analysis (PCA) and other multivariate statistics in detecting, classifying, and identifying underlying differences between biological and biochemical samples [177,178,179,180,181,182]. This spectrometric analysis is also well suited for this type of investigation as it gives a mean of discrimination between sample types as well as gives information of the underlying characteristics on a molecular level. PLS is also useful to address the problems of multicollinearity associated with complex biological data when the number of predictors is much larger than the number of samples [183,184] in tall or wide data sets.
This study faced a similar situation where the number of samples was limited, due to the membrane extraction procedure that required large amounts of cells, in comparison to the number of predictive vibrational bands measured. Considering these factors PLS was a better option to other types of multivariate analysis [183,184]. Moreover a statistical method of reduction, classification and analysis was needed to determine the most relevant vibrational bands responsible for cell discrimination, that were not readily identifiable by visual inspection of the Raman data only. PLS analysis was used to extrapolate information from the Raman spectra in order to confirm discrimination between HD positive and negative cells.

Several studies have used Raman spectroscopy with chemometric multivariate statistical analysis for biological samples to detect diseases such as cancer [178,179,185], both in vitro and ex vivo [185,186], for forensic science in detection of body fluids[187,188], to examine components and attributes of biological relevance[128,189,190] and to determine changes and status of mammalian cells [180,191] of the whole cell and nuclei. However, the plasma membrane has not been investigated as a specific sub-cellular biomarker and its potential discriminatory attributes for detection of a specific disease. Moreover, a marker that could identify the presence of the disease will be a valuable tool for further in vitro research with possible applications for in vivo studies on animal models.

This study has used peripheral fibroblastic cells that have the advantage of being easily accessible and easy to culture compared with neurons or mouse models. The study presented here showed that extracted plasma membranes could be a useful biomarker, in conjunction with spectroscopic Raman analysis, for HD discrimination in peripheral cells as illustrated Figure 7-18. The implementation of PLS analysis was well suited for this study due to its intrinsic ability to discriminate small number of samples with a relative assessment of the percentage of variances between membrane types. This is important in evaluating the robustness of the model and in future predictivity. The implementation of the VIP values allowed further refinement and confidence in selecting the most suitable components, in this case vibrational
frequencies that most contributed to membrane discrimination by the PLS model. Within the VIP parameters the peaks were assigned on available literature. The PLS model showed clear separation between HD and control fibroblast as depicted in Figure 7-19, Figure 7-20 and Figure 7-21 for the low wavenumber region and in a lesser extent in Figure 7-22 and Figure 7-23 for the high wavenumber region. Also the PLS model fit very well the actual data as shown by Figure 7-19a (low wavenumber region) validating Raman spectroscopy as a suitable technique in HD discrimination based on cell membrane biochemical changes. The main biochemical differences were mainly present between 400 and 1800 cm\(^{-1}\) with related putatively assigned peaks as described in Table 7-1 based on the VIP values. Control fibroblasts presented an overall higher Raman intensity in the 400 to 1800 cm\(^{-1}\) region and peaks were putatively assigned to characterize the differences between membranes. These differences were putatively associated for this initial investigation to cholesterol, phosphatidylinositol and phospholipids with possible contributions of proteins containing tyrosine. The peak at 548 cm\(^{-1}\) was only present in control membranes and overall the region from 428 to 701 cm\(^{-1}\) presented a higher Raman intensity for control fibroblast. The peak at ~810 cm\(^{-1}\) was very strong in intensity for both membrane types, this may be due to the fact that fibroblastic cells were used. These cells produce collagen between 5 to 10% of the total amount of protein[192] and the presence of such strong peaks may be justified. Furthermore, in the case of RNA contamination a distinctive peak at 1240 cm\(^{-1}\) should be present and this was not the case here. Nevertheless, a contamination of cytoplasmatic residues during the extraction process by phosphate group from RNA and RNA itself can be possible. While this seems unlikely the use of RNase, a ribonuclease inhibitor, as an aggregating compound for precipitation in the extraction procedure may solve these peaks and/or extraction solely based on differential centrifugation without Percoll could be tried to fully resolve the assignments. Differential centrifugation will however significantly increase the required time for extraction and possibly not yield very highly purified membranes. The other main differences between membranes for the low wavenumber region were putatively assigned to triglycerides with a peak at
1073 cm\(^{-1}\) and fatty acids at 1130 cm\(^{-1}\) with an increased Raman intensity for control membranes. The peak at 1331 cm\(^{-1}\) associated to phospholipids was missing in HD membranes with an increased intensity at 1454 cm\(^{-1}\) for the control possibly corroborating the hypothesis of phospholipids dysregulation in HD membranes. Regarding protein bands there was not a very pronounced difference in amides type III, but for amide type I the overall intensity in the 1610 to 1690 cm\(^{-1}\) region was increased for control fibroblast. There was also a peak for type I at 1685 cm\(^{-1}\) in control membranes and this peak was not present in HD membranes. Overall in this low wavenumber region the control fibroblast membranes present higher Raman intensity across the spectrum with peaks putatively associated to cholesterol, phospholipids and proteins in the form of amide type I with a possible triglycerides contribution. The higher wavenumber region, from 2700 to 3200 cm\(^{-1}\), was less informative in terms of discrimination between the two membranes. The PLS model presented a low percentage of discrimination between membrane types and the assignment of the peaks was less elucidating in determining attributes specifically related to sub-cellular structures related to two membranes.

### 8.6 Microscopy analysis of C2C12 and GFP-fibroblast plasma membrane.

#### 8.6.1 SEM analysis of plasma membranes

In order to explain the dielectric separation between cells of similar size C2C12 and GFP-fibroblasts were analysed by SEM microscopy. The analysis by SEM microscopy revealed a quite significant difference between the plasma membrane structure and microvillation between C2C12 and GFP-fibroblasts.

The images were taken as described in Materials and Methods and they were post processed to enhance the colour of the microvilli. C2C12 were colourised in blue and GFP-fibroblast in green with red microvilli structures for both cell types. In Figure 7-24 C2C12 and GFP-fibroblasts are shown with the same reference scale of 5μm in order to present the visible difference in the microvilli landscape between these two
cell types. In *Figure 7-25* (left hand side) SEM pictures were taken of C2C12 and GFP-fibroblast in attached state on coverslips glass in order to appreciate differences in phenotype between the two cells types. More details about the microvilli in GFP-fibroblast and C2C12 are shown in *Figure 7-26* at a higher magnification.

Regarding the cell size the SEM pictures confirmed the results shown by flow cytometry as indicated in section 8.3. The diameter was determined to be on average very similar between C2C12 and GFP-fibroblast in suspension. This was an important confirmation of cell size and plasma membrane landscape due to the microvilli present on the cell. In contrast, cells measured in aqueous suspension have larger diameter as reported in section 8.3.3. This presents an important point regarding careful consideration of the osmolarity of the suspending medium for not only counting cells but also more importantly for DEP sorting.

On average, the microvilli structures were more pronounced in GFP-fibroblasts than in C2C12 by visual analysis of the SEM pictures collected for this analysis. This implies that the folding factor $\phi_m$ in *Equation 4-11* will be different between the two cells types with correlated differences in permittivity of the plasma membrane. This visual assessment of the smoothness of the cells could be used tentatively to assign values of $\phi_m$. As shown in *Figure 7-26* the microvilli are more elongated in GFP-fibroblasts than in C2C12, with the plasma membrane smoother with few spherical protrusions in C2C12. Although a precise estimate of the folding factor, $\phi_m$, remains difficult, a variation in the surface area to volume ratio is apparent. GFP-fibroblasts present more surface area of C2C12 due their microvilli landscape. A more precise simulation regarding the presence of microvilli on the cell plasma membrane is provided by Asami [18]. These results in conjunction with the Raman results further validate the hypothesis of changes in membrane capacitance due to the folding factor and permittivity. These probably are the major causative factors for differences in cross-over frequencies between C2C12 and GFP-fibroblasts as indicated by MATLAB modelling *Figure 7-8*. 
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8.6.2 TEM analysis of plasma membranes

Figure 7-27 shows a representative image of the thickness of the plasma membrane in C2C12, with a range between approximately 5 to 8 nm. The resolution may be improved with a more powerful microscope and different staining procedure however, this range thickness was present in all the batches of C2C12 and GFP-fibroblasts examined.

As describe in section 2.3.5 and 4.6, the thickness of the plasma membrane may vary due to the presence of cholesterol and proteins but this variation maybe too small to by microscopically analysed by TEM. Although differences are present on an atomic level due to saturation of the lipids content, as indicated by the Raman results, an exact quantification of the thickness remain difficult by TEM analysis.

Microvilli presence and structure are further confirmed in Figure 7-28 (red arrows) by detached entities/structures due to the cutting procedure for imaging as describe in Materials and Methods. Folding is also evident in the plasma membrane in Figure 7-29 by the red dotted circle in GFP-fibroblasts.

The last cell type examined were myotubes as indicated in Figure 7-30. Here it is noticeable that a double nuclear envelop is present and this is due to the polynuclear nature of the myotubes and the 60nm cutting of the sample. The plasma membrane thickness in this cell type, for the all experiment was very similar to the range thickness of the C2C12 and GFP-fibroblasts.

From the results here presented, it can be hypothesised that variations of plasma membrane thickness exist due to the levels of lipids saturation, which relate to the permittivity ($\varepsilon_m$) of the plasma membrane. TEM analysis enable to further verify the microvilli structure of the cell’s plasma membrane however, visual assessment of the membrane thickness has been proven difficult (see Appendix D) for other experiments).
8.7 Final conclusions and further work

This thesis has presented a novel application of a dielectrophoretic micro system and the implementations of a chemical analytical technique in the form of Raman spectroscopy for biomedical and biochemical cell based applications. The implementation of these technology and techniques involves the solving of several technical and biochemical issues. As results, the work here presented, has used a multidisciplinary approach in studying and applying DEP and Raman spectroscopy within the field of biochemistry and regenerative medicine.

The results showed high levels of separation in mixed cultures of C2C12 myoblast and terminal differentiated myotubes. The same high levels of purity were achieved by DEP separation in similar sized cells such as C2C12 and GFP-fibroblasts when co-cultured. In order to further investigate the reasons for DEP separation of similar size cells chemical analysis of the plasma membrane was performed in extracted plasma membranes from C2C12 and GFP-fibroblasts. This showed a difference in the level of lipids saturation between the two cell types. These results have implications regarding the thickness and permittivity of the plasma membrane that determine differences in membrane capacitance between C2C12 and GFP-fibroblasts.

The chemical analysis of the plasma membrane prompted the investigation of the membrane characteristics in other cells types that could be amenable for DEP sorting. This led to the chemical Raman analysis of the plasma membrane in Huntington affected peripheral fibroblastic cells. The results from this investigation showed that the plasma membrane of peripheral fibroblastic cells is a novel biomarker for the disease. However, for the time allocated for this work, DEP experiments could not be carried out with fibroblasts affected by Huntington’s disease but the possibility to separate these cells by DEP is feasible.

The work here presented may set a starting point for possible further research in the characterisation of amenable cell properties that could be further exploited using DEP with important implication in several fields of biological research.
Due to their non-invasive and tag free nature, DEP and Raman spectroscopy present interesting capabilities in exploring biological and biochemical problems. By combining DEP and Raman analysis, as forms of biophysical techniques in characterisation and purification of cells affected by Huntington's disease or other neuropathology, is possible to envisage further work within the field of neurobiology and medicine.

Specifically is the author interest to develop a Lab-on-chip system for neuronal micropatterning to gather electrophysiological response of neurons affected by neurodegenerative diseases. Preliminary results has been already gather (not presented in the thesis) in pheochromocytoma cells regarding clues about the electrical signal carrying mechanisms due to possible changes in biochemical characteristics between normal and cells affected by neurodegeneration. DEP is here envisage as a biophysical tool to purify mix populations of cells that present variations in there dielectric response due to change in polarisability and chemical conformation. Purification of cells, from a mixed population, that present very similar characteristics, may be very advantageous in addressing biochemical and chemical characteristics of the cells that can give more clues about the physiology of cells affected by neurodegeneration. This in conjunction with a spectroscopic Raman analysis may produce some new founding on the biochemistry of neurodegeneration.

In conclusion, the application of DEP with the increase accessibility and cost efficiency of Lab-on-chip device represent a very interesting technology with a multitude of possible applications in biology and medicine.
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Appendix B Cell counts

Myotubes (200 cells counted)

Cell diameter (µm)

Number of cells counted

C2C12 set one (500 cells counted)

C2C12 set two (500 cells counted)

C2C12 set three (500 cells counted)

GFP-fibro set one (500 cells counted)

GFP-fibro set two (500 cells counted)

GFP-fibro set three (500 cells counted)

Cell diameter (µm)

Number of cells counted
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Appendix B Cell counts. Representative counts for C2C12 GFP-fibroblasts and myotubes. The average and standard deviations are shown in table below.

<table>
<thead>
<tr>
<th>Cell count for suspensions</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>SD</td>
<td>Average</td>
</tr>
<tr>
<td>C2C12</td>
<td>18.5</td>
<td>5.8</td>
<td>18.7</td>
</tr>
<tr>
<td>GFP-fibroblasts</td>
<td>21.7</td>
<td>14.0</td>
<td>18.9</td>
</tr>
<tr>
<td>Myotubes</td>
<td>39.3</td>
<td>12.6</td>
<td></td>
</tr>
</tbody>
</table>
Appendix C Reversine treatments

Appendix C. C2C12 differentiation and de-differentiation using 1μM Reversine. a) indicate the C2C12 culture before induction in adipocytes (as described in Materials
and Methods) b) The induced adipocytes with lipids vesicles/droplets inside cytoplasm indicated by yellow arrows. c) Adipocytes after treatment with 1μM Reversine (7 days treatment) the morphology of the cells is indicated by red dotted shapes and yellow arrows indicate the position of the cell. The phenotype is changed in a wide spread shapes d) Nuclear morphology changed in de-differentiated C2C12 also indicated in figure e. f) C2C12 controls treated with DMSO instead of 1μM Reverine the shape is characteristic of C2C12 and the nucleus present normal morphology (picture g).
Appendix D Freeze fracture

Appendix D Several attempt in verify membrane thickness were made in particular SEM freeze fracture was tried in two occasions but in both instances there was not
clear breakage that could be image by SEM as shown in picture a and b. The pellet containing cells is shown in a and b at low magnification with the cutting planes exposed. Picture c shows the endoplasmic reticulum (indicated by red arrows) of GFP-fibroblasts using TEM. Although was possible to visualise the endoplasmic reticulum with the staining procedure described in Materials and Methods the thickness of the plasma membrane remained difficult to evaluate.
Appendix E Cell viability

Customised DEP medium was formulated to account for 330 mOsm/kg in osmolarity and 120 mS/m conductivity. To verify viability of cells in the DEP medium cell were cultured for three days. The initial number of cells was verified by haemocytometer and aliquots were counted every approximately six hours for viability over three days period. The total lost in three days period was, from the initial population, of 21.5% and 16.0% for C2C12 and GFP-fibroblasts respectively as indicated in graph below.

Appendix E Cell count for viability in DEP medium over 72 hours (three days period)
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