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Quantitative Cone-Beam Computed Tomography Reconstruction for Radiotherapy Planning
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Abstract

Radiotherapy planning involves the calculation of dose deposition throughout the patient, based upon quantitative electron density images from computed tomography (CT) scans taken before treatment. Cone beam CT (CBCT), consisting of a point source and flat panel detector, is often built onto radiotherapy delivery machines and used during a treatment session to ensure alignment of the patient to the plan. If the plan could be recalculated throughout the course of treatment, then margins of uncertainty and toxicity to healthy tissues could be reduced. CBCT reconstructions are normally too poor to be used as the basis of planning however, due to their insufficient sampling, beam hardening and high level of scatter. In this work, we investigate reconstruction techniques to enable dose calculation from CBCT. Firstly, we develop an iterative method for directly inferring electron density from the raw X-ray measurements, which is robust to both low doses and polyenergetic artefacts from hard bone and metallic implants. Secondly, we supplement this with a fast integrated scatter model, also able to take into account the polyenergetic nature of the diagnostic X-ray source. Finally, we demonstrate the ability to provide accurate dose calculation using our methodology from numerical and physical experiments. Not only does this unlock the capability to perform CBCT radiotherapy planning, offering more targeted and less toxic treatment, but the developed techniques are also applicable and beneficial for many other CT applications.
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1.1 Project Motivation and Scope

There are over 350,000 new cases of cancer each year in the UK alone [13], of which 50% are fatal. Radiotherapy is the use of high energy electromagnetic radiation or particles to irradiate the cancerous tissue, with the aim of destroying it or impeding its growth, and is currently used in 27% of cancer cases in the UK [14]. If the efficacy of radiotherapy could be enhanced, then its success rate and the mitigation of complications is likely to be improved.

Radiotherapy planning involves designing the delivery of radiation to have maximum effect on the cancerous tissue, whilst sparing healthy organs that are at risk of becoming damaged or may develop secondary cancer from the ionising beam. The delivery itself is commonly fractionated over as many as 50 days, which gives healthy tissue the chance to recover from the effects of radiation [15]. In order to inform this planning procedure, medical imaging is used to get structural and physical information about the patient’s body. In particular, X-ray computed tomography (CT) is an integral part of this process.

CT is the process of gathering sets of X-ray transmission images of a specimen of interest, and combining them to infer its spatial material properties. CT imaging is very complementary to the planning process, since the mechanisms of image contrast are the same as the tissue’s interaction with the radiotherapy beam. With this, it can used to calculate the dose deposition and allows the optimisation of the plans. Therefore, CT imaging offers both structural information about organ size, shape and location, and a quantitative map for the purpose of planning.

The quantity that is most prevalent in this process is the electron density, as it is electrons that account for the interaction and energy absorption of the treatment beam, especially in the case of high energy electromagnetic radiation — also known as photon therapy. The
mapping from a collection of X-ray measurements to electron density is most commonly performed in three distinct steps. First is the linearisation of the measurements, involving the correction of effects such as non-linearity from the spectrally diverse source and X-ray scatter contamination, and conversion to a projection of attenuation. Next, these linear projections are inverted to form a 3D map of X-ray attenuation, known as reconstruction. Finally, the reconstructed images are non-linearly converted to electron density through a calibration process. The treatment calculation itself is often performed only once at the start of treatment, with the use of an enclosed gantry fan-beam CT, which is regarded as a fast and accurate CT geometry. This means that the time between the planning and delivery will be between days and several weeks throughout the course of treatment, and the inevitable movement and changes in organ shape and position must be accounted for by adding significant margins of error around the treatment target. Therefore, these margins form part of the treatment prescription [16, 17], though at the expense of the surrounding healthy tissue.

Figure 1.1: Photograph of photon therapy unit with CBCT imaging system. The line in dark red indicates the axis of gantry rotation, with an anticlockwise rotation shown with the light red arrow.

The cone-beam CT (CBCT) geometry consists of a divergent source and planar detector,
which are often circularly rotated around the patient, although any smooth movement of the source is also possible. CBCT has extensive use during radiotherapy, since it has a large field of view, has the potential to be portable, or can be directly mounted onto the treatment hardware. An example of a CBCT system mounted onto a radiotherapy device is shown in Figure 1.1. Despite its popularity, it also suffers from several fundamental limitations. Firstly, the circular scan that is most commonly used, has a sampling deficit away from the centre of rotation [18], that means that fully accurate imaging is not possible without additional constraints. There are also prevalent physical artefacts: non-linearity of the X-ray attenuation due to polyenergetic source and energy indiscriminant detectors; and large amounts of object scatter contamination due to the large field of view. On top of this, there are mechanical difficulties due to the movement of the heavy imaging components through rotation.

Due to these limitations in CBCT, although systems are often employed for tracking structural changes and aligning a planning CT from an enclosed gantry fan-beam system, they are not currently used for the basis of treatment dose calculation [19, 21]. If their quality could be sufficiently enhanced however, then this may offer large clinical advantages. As the plan could be updated to more accurately capture the current anatomical structure, the margins of error around the target could be reduced, which will reduce the toxicity to the surrounding healthy tissues. With the potential for more targeted treatment, the plans may also be modified to deliver higher doses over fewer fractions, and could ultimately enable a higher throughput of patients for a given radiotherapy resource. In order to realise this potential, a technological gap must be closed, which is the ability to perform quantitatively accurate imaging with CBCT, ideally making it comparable to traditional enclosed gantry fan-beam CT. This is the goal of this project.

In this work, we will attempt to correct for the most significant deficits in CBCT, to improve its quantitative accuracy. At the core of this, we will employ statistical reconstruction with sparsity promoting regularisation to compensate for the sampling deficit. Into this, we will develop a model for accounting for the non-linearity of the attenuation from a polyenergetic source, and actively model the scatter contamination. Ultimately, we wish to have a model that is able to take a set of ‘raw’ contaminated X-ray measurements from CBCT, and directly infer the spatial quantitative electron density of the specimen, to an accuracy adequate for dose calculation. Ideally, the method would facilitate on-line adaptive planning whilst the patient is lying on the couch, so speed
is also a key consideration, and we must be conscious of the computational cost of our methodology.

1.2 Main Contributions

This thesis proposes a methodology for direct and accurate quantitative CBCT reconstruction. We identify the main contributions of this work as:

1. Introducing a method for modelling the polyenergetic attenuation of biological tissues and metallic implants in terms of physical quantities, and using this as the basis for the direct inference of electron density through statistical reconstruction — we have coined this method Polyquant.

2. Developing iterative algorithms exploiting the Polyquant model, able to incorporate sparse regularisation functions. This includes a forward-backward splitting algorithm inspired by the iPiano method for nonconvex objective functions \cite{22}, and a greatly accelerated variant employing ‘ordered subsets with momentum’ of \cite{23}.

3. Introducing a new convolutional scatter model, dependent on the polyenergetic and electron density information available at each iteration, which we denote PolySKS. We then fuse this model into an iterative Polyquant reconstruction, denoted Polyquant–PolySKS, which provides adaptive scatter compensation with minimal additional computational cost.

4. Demonstration through numerical ground truth experiments and real phantom data that these methods are able to provide superior electron density estimation over competing approaches.

5. Through both diverse numerical experiments from several different anatomical sites and radiation types, and against physical measurements from a real clinical radiotherapy machine, we show the enhancement in dose calculation accuracy with these methods. In the real data case, we demonstrate we are not only able to greatly outperform the accuracy from the commercial CBCT techniques, but also images from enclosed gantry fan-beam CT — generated using traditional reconstruction.
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Chapter 1 Introduction

1.3 Thesis Organisation

This thesis begins with background material in Chapter 2. This includes: an overview of the role of imaging in radiotherapy planning; fundamental information on the physics relevant for CT imaging; a description of the CBCT system hardware; the mathematics of CT imaging, with a review of reconstruction techniques and artefact correction approaches; and finally, a description of the numerical simulation of CT systems as is used extensively throughout this work.

In Chapter 3, we present the Polyquant method for direct quantitative inference from a polyenergetic source. Since this concept transcends CBCT and electron density imaging, we also actively evaluate other applications such as a fan-beam CT geometries and mass density imaging. In this chapter, we introduce a statistical iterative reconstruction algorithm and its accelerated variant. This approach is justified through extensive evaluations of the model, numerical ground truth reconstructions, and with real CBCT data.

Chapter 4 then sees the introduction of our polyenergetic scatter model, which we develop with reference to an alternative approach to estimating scatter during preprocessing. We provide details on the integration of the model into Polyquant, giving the proposed Polyquant–PolySKS method. As in Chapter 3 this is then tested through numerical and real data experiments.

We then put the developed methods to the test for our application in Chapter 5, where we evaluate their accuracy in dose calculation against a host of competing techniques, and in a range of different radiotherapy settings.

Finally, we provide conclusions in Chapter 6, along with an extensive discussion on future work and the applicability of the developed methods within and outside of radiotherapy. Since this work is designed eventually with medical use in mind, we will give special attention to the gap between the developed techniques and their possible use in a clinical setting.
1.4 Notation

Due to the various types of functions and variables used throughout this thesis, a clear and consistent notation convention is important.

Firstly, we will denote scalar variables in normal weight and discrete vectors in bold weight. For example, we could define

\[
\mathbf{a} = \begin{bmatrix}
    a_1 \\
    a_2 \\
    \vdots \\
    a_n
\end{bmatrix},
\]

for the column vector \( \mathbf{a} \in \mathbb{R}^n \). As is used in (1.1), subscripts indicate the index within the vector. The text weighting also applies for functions, where \( f(a) \) and \( f(\mathbf{a}) \) both return scalars, and \( \mathbf{f}(a) \) and \( \mathbf{f}(\mathbf{a}) \) return discrete vectors. Where possible, matrices will be denoted in both upper case and bold weight such as \( \mathbf{A} \in \mathbb{R}^{m \times n} \). The elements within a matrix are also indexed with subscripts such as \( A_{2,4} \) being the 4th column of the 2nd row of \( \mathbf{A} \).

For algebraic convenience, all discrete variables will be column vectors as (1.1). Since the application is imaging however, these vectors will have important spatial arrangement, so extra notation is useful for describing their organisation in space. The two spaces of relevance in CT imaging are volumetric space and measurement space.

Measurement space for CBCT is a stack of 2D images, which we denote as a column vector such as \( \mathbf{p} \in \mathbb{R}^{N_{\text{ray}}} \), where \( N_{\text{ray}} \) is the number of measurements. We will also use the spatially meaningful indexing \( \mathbf{p}\{i\} \), where \( i \) is the index of a projection, and selects all indexes of the column vector corresponding to that projection. On top of this, where indexing within a given projection itself is appropriate, we use the notation \( \mathbf{p}\{i\}(u,v) \), where \((u,v)\) are the 2D Cartesian coordinates of the detector plane for the \( i \)th projection.

Discrete volumetric space is defined in 3D, though again we will algebraically represent this with column vectors \( \mathbf{v} \in \mathbb{R}^{N_{\text{vox}}} \), with \( N_{\text{vox}} \) the number of volumetric elements or ‘voxels’. Where appropriate, we will refer to a function at a physical location as \( v(x,y,z) \).
Wherever a product between vectors or matrices is shown such as $b^T a$ or $Ab$, then this represents the matrix product, where $^T$ is the transpose operation. Element-wise multiplication is denoted with $\odot$ such as $A \odot B$, and the symbol $\oslash$ is used for element-wise division.

In some areas, we will refer to the continuous space rather than discrete, particularly in the volumetric space. Here, we are only dealing with scalar fields, which we will denote in regular weight, and will use either $g(a)$ or $g(x,y,z)$ as appropriate. We will strive to make the distinction between continuous and discrete variables clear.

One final comment on notation is in the use of superscripts, which will serve two roles. One of which is to represent powers, for example $a^2 \equiv aa$. Powers are also always represented as element-wise operations, so $a^2 \equiv a \odot a$. The other use of superscripts is for the indexing of iterative methods, such as

$$a^{k+1} := a^k + 1,$$

which increments the scalar $a$ by 1, and the symbol $:= \equiv$ is used to show this is an iterative update. Since this notation is overloaded, there are cases where one must be careful to avoid ambiguity. Wherever both a power and iterative index are used in conjunction, we will use parentheses, where for example

$$a^{k+1} := (a^k)^2,$$

iteratively squares the scalar $a$. The other potential problem may be if one wanted to use the iterative index $k$ to raise a variable to a power. Since we will never do this however, this can be ignored for this work.
In this chapter, we will present an overview on CBCT imaging for radiotherapy. This will begin with the role of general CT imaging in radiotherapy in Section 2.1 with a typical work-flow and an introduction to the dose calculation procedure. We also provide a description of various forms of radiation used in cancer control, which we will later use to evaluate our developed methodology in Chapter 5.

Next, we will present the physics relevant for digital X-ray imaging in Section 2.2 describing the mechanisms of generation, attenuation within the patient, and detection through scintillation and photo-detection. These will then be built upon in our description of CT and CBCT systems in Section 2.3 with definitions of the measurement and noise properties that will be used extensively in Chapter 3 and Chapter 4.

The review on CT reconstruction then comes in two parts: Section 2.4 describes fundamentals of image formation, including classical methods such as filtered backprojection and algebraic iterative reconstruction, and discretisation schemes; Section 2.5 then establishes the concept of model based reconstruction, and reviews recent developments in this area. The methods we later develop can themselves be considered model based iterative algorithms, so we will build upon the work presented here, especially in Chapter 3 and use the reviewed techniques as bases of comparison.

Section 2.6 provides a review of simple beam hardening and scatter correction approaches, that we will build upon in Chapter 3 and Chapter 4 respectively.

Finally, we provide a description of the simulation tool we use extensively for numerical ground truth experiments in Section 2.7. This consists of a suite of freely available software packages, and we detail our configuration to produce useful data for CBCT reconstruction testing.
2.1 The Role of Computed Tomography in Radiotherapy

Figure 2.1: Radiotherapy flow diagram: the black arrows show a basic planning and treatment procedure; green arrows show additional modalities that may enhance localisation; and pink arrows show potential for adaptation from CBCT images. Images were obtained from the Cancer Image Archive [1,2].

A flow diagram of a radiotherapy planning and treatment procedure is shown in Figure 2.1. At the beginning, a CT scan is acquired of the region of interest — the neck in the case illustrated. From this CT image, known as the planning CT, organs at risk (OAR) and the planning target volume (PTV) are identified. Due to its relatively low tissue contrast, this may be supplemented with other imaging modalities that offer additional structural or functional information, such as magnetic resonance imaging (MRI), ultrasound or positron emission tomography (PET) [15].

With the structures of interest identified within the image, the treatment plan is then made to satisfy a prescribed dose [16] [17], whilst sparing sensitive tissues, such as the spinal cord. CT is almost uniquely used for the basis of this planning, since it may be mapped into electron density, which determines the amount of interaction from the treatment beam.

At the time of treatment, which will likely be several days since the planning scans were taken, some degree of alignment is required to ensure the designed dose will be deposited into the correct region. It is at this point that CBCT is most commonly employed, where it can be used to register the planning CT to the patient’s current position on the treatment couch. After satisfactory alignment, the treatment will then be delivered, and
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will commonly be reapplied many times over the course of several weeks, all according to the initial plan \[15\] — this is illustrated with path A in Figure 2.1. This splitting of the delivery into many sessions is known as fractionation, and a typical treatment could be over 40 fractions or more \[15\].

The potential of the CBCT imaging information may influence the adaptation in several ways. Firstly, any change in anatomical structure between planning CT and CBCT, may be used to adapt the image localisation and hence dose calculation. This compensation may be made by some non-rigid registration of the planning CT, either between subsequent scans or at the time of treatment, shown respectively as paths B and C in Figure 2.1.

Another potential approach is to perform the adaptation and recalculation directly on the CBCT itself. The goal of this work is to unlock this potential, by sufficiently enhancing the quantitative accuracy of CBCT.

2.1.1 Basic Physics of Radiotherapy

Radiotherapy, as with X-rays used for the purposes of imaging, causes damage to tissues through ionisation. Ionisation is the creation of a charged atom or ion, due to the removal of its negatively charged electrons. When the atom is part of a molecule, this ionisation has the potential to alter the chemical bonds, and denature its structure. With DNA molecules, this can lead to the breaking of their strands, and ultimately cell death \[24\]. DNA can also be damaged through indirect mechanisms, whereby ionised water molecules denature it through interactions. When this occurs in a cancerous tumour, it can impede its reproduction or lead to its extinction.

There are several sources of ionising radiation that are used for cancer therapy. In Chapter 5 we will analyse three: high energy electromagnetic radiation (photons), hydrogen nuclei (protons), and carbon ions. Representative dose deposition characteristics for these three types are shown in Figure 2.2 through high density polyethylene (HDPE) — having a similar density to human soft tissues (0.98 g/cm\(^3\)). To generate these curves, particle data was obtained from the NASA Space Radiation Laboratory \[25\], and photon data was simulated in the software package Gate \[26\].

Firstly, photon therapy is the most common form of treatment radiation, and is also generated by accelerating electrons into a heavy metal target. These electrons typically
have energy in the range 4–25 MeV, where the unit electron volt (eV) is equivalent to $1.602 \times 10^{-19}$ Joules. To achieve these high energies, a linear accelerating wave-guide is employed before collision \[27\]. The profile shown in Figure 2.2 is generated from 6 MeV electrons, which gives rise to a polyenergetic spectrum after collision with a target. Although the absorption of these high energy photons is low, as they propagate through an object, they undergo Compton scatter events that will lower their energy and increase the probability of interactions. This is why the dose deposition initially rises in Figure 2.2 before slowly diminishing as the photons are attenuated. Apart from the initial rise, it can be seen that the dose deposition is reasonable constant throughout the material with photons.

Another class of radiation is ions, like the carbon and protons shown in Figure 2.2 which are accelerated directly into the specimen. From the dose deposition profiles, these clearly exhibit a significantly different interaction than from photons. They maintain a low entry dose for some distance into the object, before rising sharply in a peak, and falling rapidly to almost zero. This characteristic – known as the Bragg peak – arises since the interaction probability rises with a decrease in particle energy and this energy loss is inversely proportional to its velocity squared \[28\]. Therefore, the particles will rapidly come to rest and deposit most of their energy at some point as they are slowed along their trajectory. The mechanism of particle interaction with matter is primarily from Coulombic events, whereby electrons are ejected from atoms by the high energy particles, which themselves undergo small deflections. This is similar to Compton events described...
in Section 2.2.2.

The location of the Bragg peak is dependent on both the atomic mass and the energy of the particle, which can be tuned to carefully deposit this energy into a target. Particle beams of varying energy can be superimposed to cover the whole tumour area [28]. The potential advantage of ions over photons, is that the dose can be much more localised, and healthy tissues, especially behind the tumour, will receive considerably less toxic radiation.

### 2.1.2 Computed Tomography for Treatment Plan Calculation

Unlike other medical imaging modalities, CT images have a unique role in, since they can be used as the basis for treatment planning calculation. This involves computing, through simulation, how the energy of the beam will be deposited in the specimen. This connection is intuitive, since the reconstructed image can be considered a 3D map of the attenuation strength of high energy electromagnetic radiation, and the basis for interactive calculation is exactly how the higher energy radiation will be absorbed by the specimen.

For photon therapy, the quantity to enable planning is the density of electrons, since they are the particles responsible for interaction with the treatment beam. For particle therapy, one instead uses the stopping power ratio (SPR) for the particle, which has a dependency on the atomic numbers of the material [29]. Although SPR is not equivalent to electron density, the two are very closely related [30]. From the CT reconstruction in terms of linear attenuation, the mapping into either electron density or SPR can be performed through a non-linear mapping. In practice, piecewise linear calibration curves are used for this process [30].

The calculation of the photon interaction itself is then done broadly by two techniques: convolution and Monte Carlo. In the case of Monte Carlo, individual photons are physically simulated through the specimen, whose interaction is probabilistically modelled from detailed interactive data, repeated for many photons, and the net energy deposition calculated as the superposition of all these events. The simulation is usually stopped at the point where the variance in regions of interest falls below some tolerance, but will typically require a huge amount of computational power. Popular examples of code for modelling physical interaction are PENELPE [31] and Geant4 [32], which are both open source tools from the particle physics community. These codes are then exploited in
software giving interfaces for radiotherapy planning such as PRIMO \cite{33} or GATE \cite{26} respectively. A commercial example of Monte Carlo treatment calculation software are Elekta Monaco.

The other broad method of dose calculation relies on convolution, where appropriate point spread functions are applied to the primary beam within the specimen. These approaches are normally significantly faster than physical simulation, but suffer inaccuracies from spatially invariant assumptions of the convolution, though these can be reduced with heuristic perturbations. A particularly popular commercial convolutional method for photons is the Varian analytical anisotropic algorithm (AAA) \cite{34}, that will later be used for our real data dose experiment in Chapter 5. An open source package is then the matRad MATLAB toolbox \cite{35}, which allows the calculation for protons and carbon ions, and we will use this for the numerical dose testing in Chapter 5.

After calculation of the dose with a given beam set-up and intensity, the plan will then be checked to see if it satisfies constraints in terms of delivering a prescribed energy to the tumour, and limiting the dose to OAR \cite{15,16}. If not, then adjustments or compromises are made before recalculation. This process can be generalised as a constrained optimisation procedure, and can be performed with mathematical techniques such as linear programming \cite{36}.

\section{The Physics of Digital X-ray Imaging}

X-rays are characterised as electromagnetic radiation with an energy ranging from 100 eV to 100 keV \cite{37}. The formation of images from X-rays fundamentally depends on the physical interaction between electromagnetic radiation and matter, and its contrast can convey information about the object of interest. In order to probe these interactions, one requires a controlled method for the generation and detection of X-rays, which are also fundamentally dependent on interactions between radiation and matter.

The energy of an electromagnetic photon, which we will refer to throughout this section, is defined as

\[ \xi = \frac{hc}{\lambda}, \]  

where \( \xi \) is its energy in eV, \( h = 4.136 \times 10^{-15} \) eVs is the Planck constant, and \( c = 3.00 \times 10^8 \)
m/s is the speed of light, and \( \lambda \) is the wavelength of the radiation in meters. Since \( hc \) is a constant, the energy is uniquely determined by its wavelength.

In this section, we will describe the life of X-rays as is relevant for commercial medical CT systems: through generation at the source, attenuation in the specimen, and finally the detection through scintillation and photo-absorption for measurement.

### 2.2.1 X-ray Generation

A simplified diagram of an X-ray source is shown in Figure 2.3.

![Diagram of X-ray tube with heated cathode element and tungsten anode target.](image)

Figure 2.3: Diagram of X-ray tube with heated cathode element and tungsten anode target.

The assembly of the source is within a vacuum chamber, containing a heated cathode to produce electrons by thermionic emission, and an anode target. Due to the potential between the electrodes — rectified AC in the range of 70–140 kVp (indicating the peak voltage value) \[37\] — electrons are rapidly accelerated into the target material. To mitigate the large amount of heat generated at the anode, many commercial systems employ a rotating target \[37\], unlike the static system shown in Figure 2.3. With the exception of mammography, where molybdenum is used for the anode surface material \[38\], tungsten is the most common target material for X-ray imaging sources, since it has good X-ray generation efficiency and integrity at high temperatures.

Of relevance to CT imaging are the processes of interaction between the electrons upon impact against the target, giving rise to the energy spectrum of the source. The two processes resulting in the production of X-rays are bremsstrahlung and characteristic radiation. Firstly, bremsstrahlung taking its name from ‘braking radiation’ in German, is an interaction where the negatively charged electrons are deflected from their trajectory by the positively charged nuclei of the tungsten atoms \[37\]. These deflections usually
result in a reduction in kinetic energy, with the change in energy being emitted as a photon of radiation. With reference to Figure 2.4 showing a typical source spectrum from a potential of 120 kVp, the bremsstrahlung radiation is responsible for the continuous broadband hump profile. The intensity of this radiation is inversely proportional to the photon energy, up to a maximum value equal to the source potential. Since the lower energy photons are easily attenuated by the source window and filtration however, one sees a roll off in intensity for these energies, as is illustrated below 50 keV in Figure 2.4.

![Figure 2.4: Spectrum of 120 kVp X-ray source from tungsten anode and 2mm aluminium filtration.](image)

A second type of physical process leading to the generation of X-ray photons is characteristic radiation. This occurs when an electron collides with a low energy bound electron in the K-shell of a tungsten atom, causing it to be ejected. In this event, higher energy electrons readily transition to the vacant position, with the excess energy being released as a photon. As a quantum process, the energy of these photons can be only one of a few possibilities, with a value determined from the difference in energies between the quantum states. For example, the difference between L-shell and K-shell electrons in tungsten are 57.9 keV and 59.9 keV, giving rise to the first double peak in Figure 2.4. The other peaks are due to transitions from the M shell at 67.2 keV and 69 keV [37].

Along with the tube potential, which will determine the spectrum of the source, another factor is the tube current exposure. By adjusting the current in the heated element in Figure 2.3, the heating and therefore flux of electrons through thermionic emission is changed. To deliver a desired exposure, usually measured in mAs, one can both adjust this current, or operate the source in a pulsed manner.
2.2.2 X-ray Attenuation

Processes of attenuation that are relevant at the energies used in medical imaging are photoelectric and scattering events. In Figure 2.5 simplified illustrations of these processes are shown.

![Simplified illustrations of X-ray attenuation mechanisms.](image)

With reference to Figure 2.5, the various interactive mechanisms of X-ray radiation are defined as:

- **Coherent scatter**: analogous to elastic collisions in classical mechanics. The process involves an incident radiation causing excitation in a target atom, followed by the emission of radiation of the same wavelength $\lambda_1$, as the atom returns to a state of rest. Two variants of coherent scatter are Thompson and Rayleigh effects, where the excitation involves a single electron and all electrons in the target atom respectively [37].

- **Compton scatter**: also known as ‘incoherent scattering’ is typically a greater attenuation effect than coherent scatter [39]. It corresponds to an ejection of an electron from the atom, and the deflection of the incident photon. This scattered
radiation has a smaller energy (longer wavelength), since a portion is transferred to the kinetic energy of the electron. The angular distribution of Compton scatter is dependent on the incident photon energy and can be found from the Klein–Nishina formula [40].

- **Photoelectric effect**: is the absorption of the photon and ejection of one of the innermost (K shell) bound electrons in the target atom. Although not shown diagrammatically in Figure 2.5, this electron shell vacancy will subsequently be occupied by a higher energy electron, causing the release of characteristic radiation [37] as described in Section 2.2.1.

- **Higher energy events**: there are other mechanisms of electromagnetic radiation attenuation such as pair production, the annihilation of a photon and creation of an electron–positron pair, and photo-nuclear events, which involve the ejection of particles from a nucleus [37]. Since these only start to occur above energies of several MeV, they do not play a role for imaging X-rays, but can become active from the radiotherapy beam.

### Material dependent X-ray attenuation

The mechanism that allows various regions in a heterogeneous specimen to be differentiated is their relative degree of X-ray attenuation. For biological tissues irradiated with a diagnostic X-ray source, the attenuating phenomena are the photoelectric and scattering effects [37], as illustrated in Figure 2.5. The combined attenuation strength of a given material can be quantified as [39]

\[
\mu(\xi) = \rho N_g(\sigma_{pe}(\xi) + \sigma_{incoh}(\xi) + \sigma_{coh}(\xi)),
\]

(2.2)

where \(\xi\) is the energy of the incident radiation, \(\sigma_{pe}\), \(\sigma_{incoh}\), and \(\sigma_{coh}\) represent the interactive cross sections — quantifying the probability of interaction — of photoelectric, incoherent (Compton) and coherent (Rayleigh and Thompson) effects, \(\rho\) is the mass density, and \(N_g\) is the number of electrons per unit volume defined as

\[
N_g = N_A \sum_i \frac{\omega_i Z_i}{A_i},
\]

(2.3)
where $N_A$ is Avagadro’s constant ($6.022 \times 10^{23}$), and $Z_i$, $A_i$, $\omega_i$ are atomic number, atomic weight and relative fraction by mass of a material’s constituent elements [30].

A convenient parameter to use is the relative electron density, which is [30]

$$\rho_e = \frac{\rho N_g}{\rho_{\text{water}} N_{g,\text{water}}},$$

where $N_{g,\text{water}}$ is the absolute electron density of water and $\rho_{\text{water}}$ its mass density, having a value of almost exactly $\rho_{\text{water}} = 1 \text{ g/cm}^3$ at room temperature and pressure.

Examples of the X-ray attenuation from the various physical processes for water and bone are shown in Figure 2.6. As can be seen, the attenuation profiles are both nonlinear with X-ray energy, and vary considerably between water and bone, which will commonly both be present in a medical scan.

From (2.2), (2.3) and (2.4), one may model this nonlinear attenuation through the energy independent mass density or relative electron density — $\rho$ and $\rho_e$ respectively — given knowledge of the energy dependent interactive cross sections. This is possible by parameterising these processes, which is described in the next section.

A more common approach is to treat the attenuation as linear during the reconstruction process. This can be done either by ignoring the nonlinearity arising from the energy dependence of attenuation, or by compensating for it to some degree through calibration, which we will demonstrate in Section 2.6. This linear attenuation is often quantified.
relative to water using Hounsfield units (HU) defined as

\[ \text{HU} = 1000 \frac{\mu - \mu_{\text{water}}}{\mu_{\text{water}} - \mu_{\text{air}}} \]  

(2.5)

The HU are not physically quantitative, as they will depend on the spectrum of the source and linearisation method applied. Nevertheless, conversion can be performed by generating a calibration table from scanning various known materials. Examples of calibration curves are shown in Figure 2.7. The calibration curves in Figure 2.7 are generated from 52 human tissues defined in [3] and used in [41], according to a monoenergetic X-ray source at 60 keV. As in [30], the curves are piecewise linear, with 4 breakpoints at lung tissue, adipose tissue and around soft tissues, although some of these are difficult to discern in Figure 2.7.

It can be observed that most tissues have very similar relative electron density and mass density, which deviates more significantly with higher attenuating materials, such as bone or metallic implants.

Existing Physical Parameterisations

Due to each cross-section in (2.2) being a non-linear function of energy and material, as shown in Figure 2.6, the total attenuation of a tissue is complicated and difficult to quantify exactly. However, this can be modelled given an accurate parameterisation of
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For example, Alvarez and Macovski [42] use the following model

\[ \mu(\xi) = K_1 \rho_e Z_{\text{eff}}^{2.94 \xi^{-3}} + K_2 \rho_e f_{\text{KN}}(\xi), \] (2.6)

where \( f_{\text{KN}}(\cdot) \) is the Klein–Nishina function [40] defined analytically in terms of energy as

\[ f_{\text{KN}}(\xi) = \frac{1 + \alpha}{\alpha^2} \left[ \frac{2(1 + \alpha)}{1 + 2\alpha} - \frac{1}{\alpha} \log(1 + 2\alpha) \right] + \frac{1}{\alpha} \log(1 + 2\alpha) - \frac{1 + 3\alpha}{(1 + 2\alpha)^2}, \] (2.7)

where \( \alpha = \xi/510.975 \) keV. It describes the probability of Compton scatter for a single unbound electron in free space, though this will change for electrons in atoms [43]. \( K_1 \) and \( K_2 \) are scalar parameters to fit the model to data. It should be noted that the coherent scattering events are not explicitly modelled, though their contribution is low at the energies of interest [39].

\( Z_{\text{eff}} \) is the effective atomic number for a composite material [44], which is calculated as

\[ Z_{\text{eff}}^{2.94} = \sum_i \omega_i Z_i^{2.94}. \] (2.8)

It can be interpreted as the equivalent average atom that a photon ‘sees’ during interaction with a mixture. For a single atomic species, (2.8) is the number of protons in its nucleus, or \( Z_{\text{eff}} = Z \). There is not necessarily any relationship between \( \rho_e \) and \( Z_{\text{eff}} \), but in general materials with a higher atomic number allow for a higher packing density of electrons.

According to (2.6), the energy dependent attenuation of any material may be parameterised by its effective atomic number and electron density. Several examples of these parameters for a range of differing material types are plotted in Figure 2.8a. Although there is clearly a strong correlation between the relative electron density \( \rho_e \) and effective atomic number \( Z_{\text{eff}} \), in order to unambiguously model all classes of materials, at least two spectral measurements must be taken to separate the contribution from the two terms in (2.6) — since there is no one-to-one mapping from \( \rho_e \) to \( Z_{\text{eff}} \). This is the basis of a ‘dual-energy’ CT technique, where from the model in (2.6) and measurements from two distinct X-ray spectra, the attenuation can be decomposed into photoelectric and Compton contributions, from which \( \rho_e \) could be unambiguously calculated [42].

In [11], the authors use a piecewise-linear fit from a monoenergetic equivalent attenuation to both of the energy independent factors in (2.6): \( K_1 \rho_e Z_{\text{eff}}^{2.94} \) for photoelectric attenuation;
Figure 2.8: (a) Plot of effective atomic number against relative electron density for a materials of: tissues from [3], plastics, water and metals; (b) relation between relative electron density and mass density for tissue, plastics and water, with unity line shown for illustration.

and $K_2\rho_e$ for Compton scatter. This fitting allows reconstruction from a single polyenergetic source. Due to the degradation of the energy dependent modelling in (2.6) at higher effective atomic number or higher energy however [39], this will not be quantitatively consistent in $\rho_e$ between hard and soft materials; the model is also shown not to be consistent between synthetic and biological materials [11].

Another idea is to use physical materials as basis functions. For example, for biological specimens, water and bone may be considered [45]. The attenuation is then

$$
\mu(\xi) = a_1 \mu_{\text{water}}(\xi) + a_2 \mu_{\text{bone}}(\xi) = \rho \left( a_1 m_{\text{water}}(\xi) + a_2 m_{\text{bone}}(\xi) \right),
$$

(2.9)

where $\rho$ is the mass density, $m_{\text{water}}(\xi)$ and $m_{\text{bone}}(\xi)$ are the energy dependent mass attenuation coefficients, and $a_1$ and $a_2$ can be binary [46] or water–bone fractions [47].

One may calculate $\rho$ and map into $\rho_e$ through a non-linear calibration if desired. The relation between mass and electron density is shown in Figure 2.8b. Although higher density materials deviate from that of water, as long as one can generate an estimate of the mass density, then the trend shown in Figure 2.8b can be approximated as piecewise-linear and conversion to electron density is possible, which is similar to the HU against density plot shown in Figure 2.7. A possible weakness of this model is the inaccuracies that will occur when tissues have a dissimilar mass-attenuation profile to both water or hard bone, such as adipose tissue [30].
2.2.3 X-ray Detection

Figure 2.9: Simplified diagram of X-ray photodetector, with layer of scintillation material and array of detector elements.

After transmission through the specimen, the intensity of the X-rays must be digitally measured. To do this, a common approach is to position an array of photodetectors — usually either CCD or CMOS [48] [49] — behind a layer of scintillation material that re-emits absorbed X-ray photons as light. This light can then be absorbed by a photodetector and create a conduction electron, which can be measured through electronic amplification and analogue–to–digital converter (ADC).

For this type of detector, its response to various energies of X-ray photon can be modelled by considering the energy absorption of the scintillation material. To estimate this, we note the flux not absorbed by the scintillation is given as

\[ I_{\text{out}} = I_{\text{in}} \exp(-d\mu(\xi)), \]

where \( d \) is the thickness of the scintillator, and \( \mu(\xi) \) is its attenuation coefficient. With this, the quantity of photons having been absorbed by the material is

\[ I_{\text{out}} - I_{\text{in}} = I_{\text{in}} \{ \exp(-d\mu(\xi)) - 1 \}. \]

The response function of the detector may now be derived as the photons absorbed by the scintillator, multiplied by their energy, and multiplied by some scalar constant relating the conversion from X-ray energy to a bit on the ADC. Finally, this can be expressed as \[50\]

\[ R(\xi) = K \xi \frac{\mu_{\text{en}}(\xi)}{\mu(\xi)} \{ \exp(-d\mu(\xi)) - 1 \}, \]

(2.10)

where \( \mu_{\text{en}}(\xi) \) is the energy absorption coefficient of the scintillator.
Examples of detector response functions calculated according to (2.10) for different thicknesses of scintillator is plotted in Figure 2.10.

The model for (2.10) is not exact for a true detector, since in reality there exists an angle dependence in CBCT, which will vary as one changes the angle of the ray. These effects may also be incorporated in an analytic model [51]. A more accurate model still, would include the mechanism of scintillation and photo-absorption and their spectral, angular and spatial dependencies.

2.3 Computed Tomography System Overview

The first commercially viable CT system was invented by Sir Godfrey Hounsfield in 1967, whilst working at EMI [52]. This first version consisted in a single source and detector, that were first translated laterally to form one projection, then rotated throughout 180° [53]. This system can be referred to as a single slice parallel beam CT. To reduce the scanning time, fan-beam systems were then developed, with an array of detector elements, which could acquire an entire projection without having to translate the source. The most common geometry used in medicine today is multi-slice fan-beam CT, where the detector is a 2D array of elements, allowing the acquisition of multiple axial slices in a single rotation of the gantry. With their enclosed gantry, multi-slice systems can rotate safely very quickly, typically ~0.5 seconds per cycle for popular commercial systems [54]. To cover larger regions along the patient’s body, helical scans can be taken [55].

CBCT can therefore be considered an instance of multi-slice fan-beam CT. However, they are usually distinguished by having an exposed gantry, flat panel detector, and will
normally cover the entire field of view within a single acquisition. The first CBCT system for use in radiotherapy was developed by Jaffray and Siewerdsen in 2000 [56]. Due to the hazards from the heavy rotating components, the rotation times of clinical systems is usually \( \sim 1 \) minute, so considerably slower than enclosed gantry systems.

![Diagram of CBCT geometry with offset detector, bowtie and beam hardening filters.](image)

Figure 2.11: Profile view of CBCT geometry with offset detector, bowtie and beam hardening filters.

The geometry of a CBCT system is shown in Figure 2.11; a photograph of a clinical system is shown in Figure 1.1. In this case, the detector is a plane on the opposite side of the specimen to the source, which both rotate around the specimen with a fixed relative position. Due to the limited size of the detector, it is common practice to operate a scanner with an offset detector position, which effectively extends the size of the field of view, whilst allowing reasonable sampling throughout a 360° rotation [57].

Common elements of the beam path are hardware filters, such as the hardening and bowtie filters shown in Figure 2.11. Firstly, the hardening filter is a thin sheet of metal such as aluminium or titanium. Its effect is to remove many of the low energy photons from the spectrum of the source. This has the advantages of limiting the dose to the patient’s skin, where the majority of these would otherwise be absorbed, and by improving the linearity of the X-ray attenuation [37]. Secondly, another very common element is known as a bowtie filter, which has the effect of shaping the source flux into the specimen. Examples of typical profiles from such filters are shown in Figure 2.12 — these are taken from the calibration images of a Varian TrueBeam On-Board Imager, and show the spatial variation in intensity as received at the detector plane.
Bowtie filters are very useful in CBCT. They have the effect of putting a significantly higher flux into the centre of the specimen, which achieves a more uniform SNR across a projection. This is valid for the typical structure of the anatomical sites treated in medical imaging, which for sections of the human body such as pelvis or chest, are well approximated as elliptical tubes. This has advantages of reducing the dose to the skin, and reducing the amount of scatter contaminating regions with the lowest SNR.

Another component that is used in some commercial CBCT systems is a scatter grid. These are positioned just in front of the detector panel, and consist of an array of thin lead strips orientated parallel to the source focal point. This has the effect of attenuating photons with different trajectories than the line-of-sight arising from scatter. A potential limitation of these is that in order to allow for offsetting the detector in a half fan mode, one can only collimate in one detector direction. On top of this, it has been shown that their use in CBCT may reduce tissue contrast, due to their inevitable attenuation of the signal of interest, which must be compensated through a higher radiation dose \[58\].

In X-ray CT, one is able to infer a specimen’s attenuation through the drop in radiation intensity after transmission. The magnitude of this is found from the Beer–Lambert law, given for a monoenergetic beam as

\[
I_{\text{out}} = I_{\text{in}} \exp \left( -\int_L \mu(\ell) d\ell \right), \tag{2.11}
\]

where \( I_{\text{in}} \) is the incident intensity, \( L \) is the line-of-sight path of the beam through the specimen, \( \ell \) is the vector pointing along \( L \), \( I_{\text{out}} \) is the output intensity one is able to measure. Since in practice, \( \mu \) is energy dependent and typically the source is polyenergetic,
the output intensity becomes

\[ I_{\text{out}} = \int_E I_{\text{in}}(\xi) \exp \left( - \int_L \mu(\ell, \xi) \, d\ell \right) \, d\xi. \tag{2.12} \]

For a finite number of photons, the measured intensity will be probabilistic with a Poisson distribution, which may be expressed as

\[ y_i \sim \text{Poisson} \left\{ \int_E b_i(\xi) \exp \left( - \int_{L_i} \mu(\ell, \xi) \, d\ell \right) \, d\xi + s_i \right\} \text{ for } i = 1, \ldots, N_{\text{ray}}, \tag{2.13} \]

where \( E \) is the energy spectrum, \( N_{\text{ray}} \) is the number of CT measurements, and \( s \in \mathbb{R}^{N_{\text{ray}}} \) is the expectation of the scatter or other background noise reaching the detector.

Although (2.13) would be accurate if the detectors measured individual X-rays hitting the detector, most commercial detectors as that described in Section 2.2.3, employ scintillators. Here, the detected optical photons take the form

\[ y_{\text{det}} = A \sum_{n=1}^{y_i} z_n, \tag{2.14} \]

where \( y_{\text{det}} \) is the detected optical photons, \( A \) is the efficiency of the detector’s ADC, and \( z_n \) are the number of optical photons generated from each of the \( y_i \) X-ray photons. Since both \( y_i \) and \( z_n \) are Poisson distributed, it follows that the \( y_{\text{det}} \) follows a compound distribution.

Instead of adopting the compound Poisson model, a common approximation is to instead use \( y_i \) in place of \( y_{\text{det}} \). In this case, the effect of the detector response and resolution of the ADC can be encapsulated in the term \( b(\xi) = R(\xi) I_{\text{in}}(\xi) \).

Although we have shown the scatter term \( s \) as a scalar without statistical dependence, in practice it is highly dependent on the attenuation field \( \mu \), the source \( b \) and also the line of sight paths \( L \). Another factor to consider, especially relevant in CBCT systems with a bowtie filter such as those shown in Figure 2.12, is the spectral and spatial variation of the source flux, though this may be represented with the scalar field \( b_i(\xi) \).

The measurement and noise model in (2.13) is commonly used in modelling for reconstruction \([11,46]\), and is what we will treat throughout this work. Although the noise is modelled solely as Poisson, in reality the electronics will contribute Johnson thermal noise — well approximated as additive white Gaussian — and the ADC will inevitably
result in quantisation noise \[59\]. Whilst this approximation may be reasonable \[60\], considering more accurate noise models could be an area of future extension.

### 2.4 Fundamentals of CBCT Reconstruction

In this section, we will cover some fundamentals of CBCT reconstruction. We will give details on the sampling from CBCT measurements, and filtered backprojection (FBP) technique, which is currently the dominant method employed in commercial systems \[61\]. We will use FBP as a basis of comparison in both Chapter 3 and Chapter 5.

Additionally, we will describe the discretisation of the specimen, which is a critical element for implementing any reconstruction on digital hardware. This will include the discretised version of the measurement model in \[2.13\], that we will use throughout all the experimental works in this thesis.

#### 2.4.1 Cone-beam Sampling Insufficiency

The formation of CBCT projections can be considered as a mapping from the object to measurement space, and reconstruction is its inversion. Ideally, we would like this process to be both unambiguous and stable. For unambiguity, one requires that the measurements fully sample the entire object.

The sufficiency condition for reconstruction from cone-beam measurements was given by Tuy \[18\] and Smith \[62\], which refer to the sampling along source trajectories for a given object. This condition for the flat panel scan geometry of Figure 2.11 is:

_Every plane through the object must intercept the source trajectory curve at least once._

There are many possible source trajectories for which this condition is satisfied, such as the helical scan used in multi-slice enclosed gantry CT, two adjacent circles, or a circle–plus–line. However, for the circular scan we treat in this thesis, this condition is violated, since many planes through a 3D object do not intersect the trajectory. This would imply that exact reconstruction of any 3D object is not possible.

A geometrical interpretation of this deficit was given by Grangeat \[63\], who presented an inversion formula for arbitrary source trajectories, by relating the projections to the so-
called Radon domain of the object. In this space, each projection onto a planar detector can be mapped to a hollow sphere, and the sampling from a continuous circular scan fills a torus. This is shown illustratively in Figure 2.13.

In Figure 2.13, it can be seen that above and below the central slice, there is a progressively large hole in the sampled Radon space. How this deficit manifests itself in terms of the images was demonstrated in [64] as missing cones of data in the local Fourier transform of the object.

### 2.4.2 Filtered Backprojection

The filtered backprojection (FBP) technique is an efficient mapping between CT projections and an image. It is illustrated in 2D in Figure 2.14 and described in detail in [55, 65].

The FBP method is active on linearised projections of the object, which can be found from X-ray measurements in the monoenergetic case as 

\[ p_i = \log\left(\frac{I_{in}}{I_{out}}\right). \]

As the name suggests, these projections are firstly high-pass filtered, then backprojected along the trajectories of incident photons at each angle. This may be expressed for the 2D case shown in Figure 2.14 as

\[
\mu(x, y) = \int_{-\infty}^{\infty} \int_{0}^{\pi} P(w, \theta)|w| \exp(j2\pi wt) \, dw \, d\theta, \tag{2.15}
\]

where \( P(w, \theta) \) is the Fourier transform of a projection. The inner integral applies the ramp filter in the Fourier space, whilst the outer integral performs the backprojection. For this
Figure 2.14: Diagrammatic representation of filtered back-projection process.

2D case, (2.15) is exact.

For 3D circular scanned CBCT, Feldkamp–Davis–Kress (FDK) successfully applied FBP, with a modification to appropriately weight both the length and magnification of each ray. However, due to the fundamental insufficiency of this scan geometry, this approach is not exact, even for an infinite number of projections. It has been shown that FDK is exact for the interior of the torus in Radon space in Figure 2.13 and an extension has been made to also include data on its shell.

Despite the known deficit of circular scan CBCT and FDK, it still produces reasonable images in practice.

2.4.3 Discretisation Schemes

In order to use data from the CT system with a computer, discretisation is required. Since there are finite detector elements, and finite projection angles, the measurements are already discretised. On the other hand, one requires a representation of the underlying specimen in discrete space. For CT this is of critical importance as it dictates the form
Background

of the projection operators, against which both the accuracy and computational cost are very sensitive \[67\].

Let us consider this discretisation of the continuous attenuation function \( \mu \) in 3D as \[55\]

\[
\mu(x, y, z) \approx \sum_{j=1}^{N_{\text{vox}}} \mu_j b_j(x, y, z), \quad (2.16)
\]

where \( b_j(x, y, z) \) represents the system basis functions associated with individual voxels, and \( \mu_j \) is the discrete attenuation coefficient at the \( j \)th voxel location, which is assumed constant over the area covered by the basis function. For cuboidal voxels, as is most common, this basis function has the form

\[
b_j(x, y, z) = \text{rect} \left( \frac{x - \tilde{x}_j}{\Delta x} \right) \text{rect} \left( \frac{y - \tilde{y}_j}{\Delta y} \right) \text{rect} \left( \frac{z - \tilde{z}_j}{\Delta z} \right) \quad \text{for } j = 1, \ldots, N_{\text{vox}}, \quad (2.17)
\]

where \( (\tilde{x}_j, \tilde{y}_j, \tilde{z}_j) \) are the coordinates of the centre of the \( j \)th voxel, and \( \Delta x, \Delta y, \Delta z \) are the physical dimensions of a volumetric element. Another choice for basis function is to use radial blob functions, that exhibit a rotational invariance \[68\].

From the basis function discretisation, one finds a projection may be expressed as

\[
p_i = \int_{L_i} \mu(x, y, z) \, d\ell = \sum_{j=1}^{N_{\text{vox}}} \phi_{i,j} \mu_j, \quad (2.18)
\]

where we have that

\[
\phi_{ij} = \int_{L_i} b_j(x, y, z) \, d\ell = [\Phi]_{i,j}. \quad (2.19)
\]

From this, we have a connection between the continuous space and the discrete domain, allowing us to rewrite the X-ray measurement model from \[2.13\] as

\[
y_i \sim \text{Poisson} \left\{ \sum_{j=1}^{N_\ell} b_i(\xi_j) \exp \left( -[\Phi \mu(\xi_j)]_i \right) + s_i \right\} \quad \text{for } i = 1, \ldots, N_{\text{ray}}, \quad (2.20)
\]

where \( N_\ell \) are the number of discrete energies used, of which both incident intensity and attenuation coefficient are a function.

A consequence of using cuboidal basis functions for discretisation is that in practice, calculating the entries of the matrix exactly as in \[2.19\] results in undesirable artefacts \[69\], which becomes particularly apparent in iterative reconstruction \[67\]. For this reason,
approaches that instead calculate the project matrices considering the finite detector size as in [70] offer significantly better performance.

In CBCT, both $N_{\text{ray}}$ and $N_{\text{vox}}$ can be of the order of $1 \times 10^6$. With this, $\Phi$ is infeasibly large for storage in computer memory. Therefore, in practice $\Phi x$ and $\Phi^T p$ are performed with functional operators, with their results calculated on the fly.

Another key consideration for numerically testing discretised systems, is to avoid committing the ‘inverse crime’ [71, 72]. This is when the operator used to synthesise the measurements $\Phi$, is the same as that used during reconstruction. Since any physically underlying object will instead be continuous, this will ignore the approximation from the discrete conversion, and tested methods are likely to perform unreasonably well. Techniques to avoid this include either synthesising from a higher resolution specimen than that used during reconstruction, or using a highly detailed physical model, such as that we detail in Section 2.7.

2.5 Model Based Computed Tomography Reconstruction

From the fundamentals of reconstruction, we can now explore physical model based iterative reconstruction. By attempting to better model practical systems, they have the potential to operate a lower doses, produce more accurate images, or compensate for potential artefacts [59]. In recent years, most CT manufacturers have introduced methods of this type [73].

After providing a motivation for these methods, we will explore typical optimisation approaches that are used, and describe various regularisation techniques to enhance their performance for certain scenarios.

2.5.1 Motivation for Model Based Techniques and Low Dose Imaging

The techniques described in Section 2.4, such as the FBP and algebraic iterative methods, are solutions to an idealised X-ray system. Although we have briefly described the implications of additive noise, one could in principle overcome this by acquiring a sufficient number of very high flux measurements. Since an imaging X-ray is ionising radiation, as with the radiotherapy beam, there is strong motivation to operate at a lower dose.
The amount of radiation can be quantified as the effective dose in units of sievert (Sv), representing the average health risk from ionising sources. An exposure of 1 Sv presents a 5.5% of causing cancer \cite{74}. On average, people receive 2.4 mSv from the atmosphere \cite{75}. Alaei and Spezi \cite{76} reviewed the effective dose from standard protocol CBCT acquisitions, which was found to be as high as 24 mSv for a single pelvis scan. With this, each acquisition is equivalent to 10 years of normal environmental radiation exposure, and if such a CBCT were taken at each of 40 fractions, then one could expect more than 1 in 20 patients to develop a secondary cancer from the imaging alone. It is therefore preferable to perform the scanning at a significantly reduced dose, if their use is to be increased.

As well as operating scanners at a low exposure, there may also be cases where collecting limited numbers of projections could be beneficial: to avoid collisions with the couch in ‘non-coplanar’ radiotherapy \cite{77}; to enable the use of CBCT during image guided surgery \cite{78}; and when the projections are temporally resolved for dynamic imaging \cite{79}. Additionally, fixed gantry systems offer the potential to greatly improve the temporal resolution, but often result in a reduced number of projections than rotated systems \cite{80}.

Although a low dose is desirable, the FBP and algebraic reconstruction techniques will suffer in this case \cite{81}, since they rely on idealised assumptions that no longer hold. Instead of trying to exactly invert a measurement system, a more robust approach is to seek a solution that is optimal, given a detailed physical model for the noise in the system, and incorporating appropriate prior information one may have.

### 2.5.2 Iterative Reconstruction for Noisy Measurements

Instead of trying to exactly invert a linear system of equations, one could minimise a cost function incorporating an appropriate noise model. A general form of this may be expressed as

$$\arg\min_{\mu} D(\mu, y),$$

where $D(\cdot, \cdot)$ is some objective function evaluating the mismatch between image $\mu$ and measurements $y$. A straightforward way to minimise (2.21) is through gradient descent as

$$\mu^{k+1} := \mu^k - \lambda \nabla D(\mu^k, y)$$

(2.22)
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The simplest approach of this type is to model the noise as additive white Gaussian, in which case an appropriate cost function is the least squares as

$$\arg\min_\mu \frac{1}{2} \| \Phi \mu - p \|^2. \tag{2.23}$$

The objective function in (2.23) may then be minimised through many well established optimisation algorithms such as gradient descent, conjugate gradient descent, coordinate descent, or quasi-newton methods such as limited memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) [82], all of which have been applied for CT reconstruction [83] [84]. The gradient descent optimisation of (2.23) is expressed as

$$\mu^{k+1} = \mu^k - \lambda \Phi^T (\Phi \mu^k - p). \tag{2.24}$$

In the CT field this algorithm is commonly known as the simultaneous iterative reconstruction technique (SIRT) [65], which has a reputation for being very slow to converge. For the algorithm in (2.24), one requires a step size of $\lambda < 2/\sigma_{\max}(\Phi)$ to guarantee convergence, where $\sigma_{\max}(\cdot)$ is the maximum singular value of the system matrix.

For typical CT matrices, this step size becomes extremely small, though preconditioning may be employed to improve upon this [85].

Since the noise is better modelled as Poisson as in (2.20), the Gaussian model on the log of the measurements implied in (2.23), will degrade performance for noise limited scans [60]. One can instead consider the underlying noise model to maximise a likelihood function with respect to $\mu$. From the discretised independent Poisson measurements model in (2.20), the log-likelihood function can be expressed as

$$L(\mu; y) = \sum_{i=1}^{N_{\text{ray}}} y_i \log \left[ \sum_{j=1}^{N_\xi} b_i(\xi_j) \exp (-[\Phi \mu(\xi_j)]_i) + s_i \right] - \sum_{j=1}^{N_\xi} b_i(\xi_j) \exp (-[\Phi \mu(\xi_j)]_i) - s_i. \tag{2.25}$$

Making a monoenergetic approximation, the negative log-likelihood (NLL) can be expressed as

$$- L(\mu; y) = \sum_{i=1}^{N_{\text{ray}}} b_i \exp (-[\Phi \mu]_i) + s_i - y_i \log [b_i \exp (-[\Phi \mu]_i) + s_i]. \tag{2.26}$$
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This function is now continuous and differentiable with derivative

$$\nabla L(\mu, y) = \Phi^T \{ b \odot \exp(-\Phi \mu) \odot [y \odot (b \odot \exp(-\Phi \mu) + s) - 1]\}, \quad (2.27)$$

which can be used as the basis of a gradient descent based optimisation, to maximise the likelihood of the underlying Poisson model. One feature of (2.26) however, is that the function is non-convex for non zero \( s \) \[86\]. In \[86\], the authors present a monotonically decreasing algorithm for minimising (2.26) despite this non-convexity. Although we have shown here the monoenergetic NLL, several extensions using the polyenergetic parameterisations from Section 2.2.2, such as the water–bone or photoelectric–Compton approximations have been made \[11,46,47\]. We will evaluate these methods in Chapter 3.

In an attempt to preserve convexity, an alternative approach is to opt for a weighted least squares objective function, which is a second order Taylor expansion approximation of the NLL in (2.26) \[46\]. This gives an objective function of the form

$$\arg\min_{\mu} \frac{1}{2} \| \Phi \mu - p \|_W^2 \equiv \frac{1}{2} (\Phi \mu - p)^T W (\Phi \mu - p), \quad (2.28)$$

where \( W \) is a diagonal weighting matrix having entries

$$W_{ii} = \frac{(y_i - s_i)^2}{y_i}. \quad (2.29)$$

This has also been extended beyond the idealised Poisson model to approximate the addition of electronic noise \[60\], and the effect of beam hardening correction \[87\]. The derivative of the objective in (2.28) is then

$$\nabla D(\mu^k, y) = \Phi^T W (\Phi \mu^k - p). \quad (2.30)$$

**Regularisation**

Thus far, the optimisation based reconstruction methods presented, such as the gradient descent on the LS, WLS, or NLL objective functions, attempt to find a solution that is the best fit to the measurements. Taking a Bayesian interpretation, these can be considered as maximum likelihood (ML) approaches. To achieve better statistical performance, and avoid over-fitting, one often wishes to incorporate a prior distribution of the parameter to be estimated. For example, one could consider a maximum a posteriori (MAP)
estimation [88], which is achieved in practice by regularising the ML. A general form of this modifies the objective function to

$$\arg\min_{\mu} D(\mu, y) + R(\mu),$$  \hspace{1cm} (2.31)

where $R$ is some regularisation function that is active on the image. If the regularisation function is differentiable, then reconstruction can still be performed through gradient descent, which has the form

$$\mu^{k+1} := \mu^k - \lambda \left( \nabla D(\mu^k, y) + \nabla R(\mu) \right).$$  \hspace{1cm} (2.32)

Classical choices for the regularisation is some penalty function between neighbouring pixels to promote smoothness, whilst attempting to preserve edges. A generic formula for this is

$$R(\mu) = \sum_{j=1}^{N_{\text{vox}}} \sum_{k \in N_j} \Psi(\mu_j - \mu_k),$$  \hspace{1cm} (2.33)

where choices for $\Psi$ could be a simple quadratic, the pseudo-Huber loss [89, 90] and hyperbolic function [91], and $N_j$ represents a neighbourhood of pixels.

### 2.5.3 Sparsity Based Regularisation

After the seminal work by Candes et al. and Donoho [92, 93] in 2006, a great deal of interest grew around the field of compressed sensing. Here, it was shown that from incoherent measurements, one can guarantee (with very high probability) to exactly reconstruct a sparse signal from very few samples. This was of great interest to CT, since it offered the potential to perform CT reconstruction from few projections. Additionally, it highlighted the benefit of non-differentiable regularisation to promote sparsity. Although CT measurement matrices do not strictly follow the required structure for compressed sensing, they have been demonstrated to have similar properties in some cases [94]. Nevertheless, the same algorithms have been employed with success in CT.

To motivate the use of sparsity for reconstruction, Figure 2.15 shows a high quality image from a CT scan of a male abdomen region. Although this image contains a good deal of structure, there appear to be only a few distinct grey levels, and there are significantly large regions of homogeneous intensity, corresponding to organs. This piecewise homogeneity
means that the spatial variation, shown as a discrete gradient in Figure 2.15b, has a much lower proportion of significant values. On the other hand, from a poor quality parallel FBP reconstruction with only 36 projections shown in Figure 2.15c, the gradient in Figure 2.15d becomes highly structured. Therefore, if both Figure 2.15a and Figure 2.15b provided similar fits to the measured data, then selecting the candidate with the highest degree of sparsity in its spatial gradient would result in a far more desirable image.

A general form of sparsity based regularisation applicable to CT reconstruction addresses the unconstrained optimisation problem such as

\[
\text{argmin}_{\mu} \mathcal{D}(\mu, y) + \alpha \| \mathcal{U}(\mu) \|_1, \tag{2.34}
\]
where $\| \cdot \|_1$ represents the $L^1$-norm equivalent to the sum of all elements; $D(\cdot, \cdot)$ is a differentiable data fidelity term such as the WLS in (2.28); $U(\cdot)$ is some operator to transform the image into some domain in which it is sparse; and $\alpha$ is a regularisation constant to appropriately weight each of the terms.

Typical sparsity promoting transforms that have gained popularity in imaging are the image gradient, discrete wavelet transformations such as Haar \[95\] or Daubechies \[96\], and a learnt ‘dictionary’ \[97\]. Of these, the $L^1$-norm of the image gradient, known as total variation (TV) \[98\] has proved particularly popular, where one isotropic definition in 2D is given as

$$\| U(\mu) \|_1 = \text{TV}(\mu) \equiv \sum_{x,y} \sqrt{(\mu(x,y) - \mu(x-1,y))^2 + (\mu(x,y) - \mu(x,y-1))^2}. \quad (2.35)$$

The reasoning behind this choice is that for homogeneous slabs of tissue with constant attenuation, the image is well approximated as being piecewise constant, which will have a high level of sparsity in the gradient space — as was illustrated in Figure 2.15. It has been shown that the level of gradient sparsity is linearly related to the number of required measurements for TV reconstruction \[99\]. Unlike classical regularisation, TV as in (2.35) is non-differentiable, so it cannot be solved with the gradient descent as given in (2.32).

One work that capitalised from the emergence of compressed sensing was that by Sidky et al. \[100\], where they attempted to regularise CT reconstruction with TV. The authors in this case used a differentiable approximation to the TV as in \[101\], making it admissible to the classical algorithm in (2.32).

Proximal Gradient Descent

More recently, general techniques have been developed to account for convex but non-differentiable regularisation functions, such as TV. One such method is proximal gradient descent, which may be expressed as

$$\mu^{k+1} := \text{prox}_{\lambda^{-1}R} \left( \mu^k - \lambda \nabla D(\mu^k, y) \right), \quad (2.36)$$
where $\text{prox}_{\lambda^{-1}R}(\cdot)$ is the proximal operator is defined as

$$\text{prox}_{\lambda^{-1}R}(z) = \arg\min_{\mu} \frac{\lambda}{2} \| z - \mu \|^2 + R(\mu).$$

(2.37)

The effect of the proximal operator is therefore returning a point that minimises the regularisation function, whilst not moving too far from the starting location \[102\]. Further insight can be made through the fact that a solution $z^*$ to (2.37) may be written as

$$(z^* - \mu) + \lambda \hat{R}(z^*) = 0,$$

(2.38)

where $\hat{R}(\cdot)$ is the sub-gradient of the potentially non-differentiable regularisation function. Through rearrangement, this can be viewed as a sub-gradient descent, though with respect to the final value $z^*$, and hence considered a ‘backward step’. In combination 2.36 can be viewed as a gradient descent followed by a backward sub-gradient descent, so is commonly referred to as ‘forward–backward splitting’ \[102\].

A key feature of proximal gradient descent is that convergence is guaranteed for step-sizes of

$$\gamma < \frac{2}{L(\nabla D)},$$

(2.39)

where $L(\nabla D)$ is the Lipschitz constant of the gradient. Therefore, convergence is independent of the choice of regularisation function.

A popular approach for solving (2.37) in practice is that by Chambolle \[103\], which was accelerated considerably in \[104\], and applied to CBCT reconstruction along with a generalisation to other regularisation in \[105\].

**Prior Regularisation**

In the context of CT for radiotherapy, where any patient will receive a number of scans, one can exploit information between these to either reduce the amount of new measurements required or enhance the quality of the follow up scans. To illustrate this concept, Figure 2.16 shows 4 CT scans of a bladder patient over a 16 day period. The similarities between these successive images is clear, with the bones have practically identical structure in each image. The differences between the scans are slight deviations in body position, and critically for this application, the size and shape of the bladder and rectum at the
centre of the image. Since the differences between these successive scans is small, when compared to the total information in any single acquisition, one could exploit this sparsity against a prior image to regularise a model based reconstruction.

A general form of sparsity promoting prior regularisation is the solution of

$$\arg\min_{\mu} \mathcal{D}(\mu, y) + \alpha \|\mathcal{U}(\mu, \mu_{\text{prior}})\|_1,$$

where $\alpha \|\mathcal{U}(\mu, \mu_{\text{prior}})\|_1$ is some sparsity promoting regularisation function on a single or series of prior images $\mu_{\text{prior}}$. One example of this was introduced as the prior image constrained compressed sensing (PICCS) [12], combining regularisation on the difference to another image and spatially within the same image. This allows one to still exploit the structure, such as sparse gradient in the image itself, whilst also incorporating redundancy from previous scans. A general form of PICCS is

$$\|\mathcal{U}(\mu, \mu_{\text{prior}})\|_1 = \beta \|\mathcal{U}_1(\mu - \mu_{\text{prior}})\|_1 + (1 - \beta) \|\mathcal{U}_2(\mu)\|_1,$$

where $\beta$ is a scalar in the range $[0, 1]$ to set the relative weighting of the two regularisation
functions. An example of this is when both regularisers are TV functions, where the expression becomes

\[ \|U(\mu, \mu_{\text{prior}})\|_1 = \beta \text{TV}(\mu - \mu_{\text{prior}}) + (1 - \beta) \text{TV}(\mu), \]  

(2.42)

One could instead consider combining the two regularisation functions into a single TV term that treats the prior image or images as an extra dimension, given in 2D as

\[ \text{TV}_p(\mu, \mu_{\text{prior}}) = \sum_{x,y} \sqrt{(\mu(x, y) - \mu(x - 1, y))^2 + (\mu(x, y) - \mu(x, y - 1))^2 + \beta(\mu(x, y) - \mu_{\text{prior}}(x, y))^2}. \]  

(2.43)

This is now equivalent to the spatial–temporal regularisation in [106].

The justification for employing some regularisation such as TV against a prior image is that if there is some small change between scans, such as the growth of a tumour, then this will be a piecewise constant difference having a sparse gradient. One critical factor however is the alignment of the images. Unless the consistent structures are spatially matched, such as the bones in Figure 2.16 then the difference between the images will also include redundant information. In order to overcome this problem, authors in [107] proposed the PIRPLE framework, where the registration of the prior image is updated as the reconstruction iterations progress. This was then extended in [108] from rigid to non-rigid deformations of the prior.

Another interpretation of the prior regularisation is that one forgoes the redundancy between scans by only finding the difference image. One could be explicit with this by writing the objective function as

\[ \arg\min_{\mu} D(d, y) + \alpha \|U(d - \mu_{\text{prior}}, d)\|_1, \]  

(2.44)

where \( d \) is the difference image simply defined as \( \mu - \mu_{\text{prior}} \). This concept was denoted as the reconstruction of difference (RoD) in [109]. Although it is equivalent to the original PICCS for a full scan, the concept allows one to reconstruct only a small region of interest where any differences are expected to occur, offering a considerable computational speed-up.
2.5.4 Accelerated Iterative Reconstruction

Although employing iterative reconstruction offers the benefit of better noise modelling and regularisation, it usually comes at a cost, which is a huge computational expense. A reason for this is clear from the PWLS algorithm in (2.32). As opposed to FDK with a fast filtering followed by a single backprojection, a single iteration requires both a forward and backprojection. Since CT matrices are typically very poorly conditioned, the allowable step-size for convergence becomes very small, and many iterations are required for convergence. With this, the computation of an iterative method can easily become several orders of magnitude greater than that of FDK [110]. There are however several approaches to lessen this gap.

Preconditioning

A natural approach to increasing the convergence rate is by improving the conditioning of the objective function through preconditioning. The most straightforward instance of such is with diagonal preconditioning, where each gradient term is scaled prior to backprojection. A popular instance of diagonal preconditioning is known as separable paraboloid surrogates (SPS) — also known as quadratic majorisation — which was introduced in [86] to provide a monotonic decrease of the NLL function for CT. This was later generalised and theoretically analysed in [111] for nonsmooth regularisation functions such as TV. In [46], SPS was also shown to be applicable for both PWLS and a polyenergetic statistical reconstruction method. This approach only offers modest acceleration however, as it does not fully exploit the structure of system matrix $\Phi$.

Another approach that in some cases offers more dramatic acceleration is spectral preconditioning, as analysed for tomographic reconstruction in [85]. For the least-squares objective function in (2.23) with associated gradient step in (2.24), this attempts to compensate for the blur introduced by the application of $\Phi^T \Phi$. This is achieved through

$$\mu^{k+1} := \mu^k - \lambda \mathcal{F}^{-1} \left( \mathcal{F}(\Phi^T (\Phi \mu^k - p)) \otimes [\mathcal{F}(\Phi^T \Phi \delta) + \nu] \right),$$

(2.45)

where $\mathcal{F}(\cdot)$ and $\mathcal{F}^{-1}(\cdot)$ are 2D FFT and IFFT operations respectively, $\delta$ is an ‘impulse’ that can be generated in practice by setting only the central most pixel to 1, and $\nu$ is a factor that should be increased in noisy scenarios for stability. Therefore, $\Phi^T \Phi \delta$ represents
the point spread function (PSF) for the system operator. One potential limitation of this approach is that it assumes spatial invariance. This would restrict the application of weighting terms of PWLS for example, although Ramani and Fessler [112] showed through splitting the noise model from the system operator, that spectral preconditioning can be applied for CT. In CBCT, there is also high spatial variability throughout the image slices, where the PSF will only cover the central slice. Therefore, it is unlikely spectral preconditioning could be directly used [112].

**Subset Gradient Descent**

Another approach for acceleration is through calculating the gradient only with a subset of the data. This potentially leads to a natural speed up by a multiple of the down sampling factor, but will introduce some level of error, since one is approximating the true gradient. In machine learning, stochastic gradient descent methods are very commonly employed for their speed, where the subset is randomly selected from an often huge training set [113]. In CT, one often opts for deterministic selection schemes however, since they may lend themselves to more efficient computational implementation, and can even be superior to stochastic selection [7, 23]. This deterministic scheme is known as ‘ordered subsets’, and has been applied to the SPS for CT NLL in [114], to greatly enhanced its empirical performance.

One can write a prototypical subset gradient descent method as

\[ \mu^{k+1} := \mu^k - \lambda \nabla D(\mu^k, y, S^k), \]

(2.46)

where \( S^k \subset [1, \ldots, N_{\text{ray}}] \) is the set of measurements used in each subset. Taking equally spaced projections is denoted

\[ \iota^k = [l^k : N_{\text{split}} : (N_{\text{proj}} - N_{\text{split}} + l^k)], \]

(2.47)

where \( \iota \) is a vector containing the equally spaced projection indices, \( l^k \) is a scalar index in the range \( l \in [1, \ldots, N_{\text{split}}] \), and \( N_{\text{split}} \) is the number of projection divisions. This projection index may then select a subset as

\[ \hat{y}_j = [y(\iota^k)]_j \text{ for } j = 1, \ldots, \frac{N_{\text{proj}}}{N_{\text{split}}}, \]

(2.48)
where \( \hat{y} \) is the subset of the full set of measurements \( y \). It is usually assumed \( N_{\text{split}} \) is a factor of \( N_{\text{proj}} \), so that \( N_{\text{proj}} \mod N_{\text{split}} = 0 \). With this, a simple consecutive ordered selection of the subsets can be performed as \( l_k = (k \mod N_{\text{split}}) + 1 \). Selection of \( l_k \) has been shown to have impact on the robustness of these types of approaches however [23], where one can adopt the ‘bit reversal ordering’ of [7]. This has the effect of reducing the correlation and error accumulation between consecutive iterations, and interestingly outperforms a random selection [23].

Two potential issues with subset gradient descent methods are that there will be some estimation bias between their estimate and the final reconstruction [115], they will not converge to a fixed point, and they may well diverge [23]. To address these points, Ahn and Fessler [116] introduced a method that progressively relaxes the step-size, which may be updated as

\[
\lambda_{k+1} = \frac{\lambda_0}{\gamma(k - 1) + 1},
\]

(2.49)

where \( \lambda_0 \) is the initial step-size, and \( \gamma \) is a scalar factor to set the rate at which the steps diminish. The tendency to divergence may be reduced by increasing the size of the subsets, but this will ultimately limit the acceleration potential [23].

**Momentum**

The concept of momentum in the context of gradient descent methods, is supplementing the direction of travel with information from previous updates. This has the effect of aggressively increasing the rate of convergence.

An analogy to descent can be made through considering a ball rolling down a hill to the bottom of a valley. Polyak [117] used this physical interpretation to provide an acceleration strategy, where one considers the momentum of a heavy ball rolling down a hill, which causes it to descend very quickly. Applying Newton’s laws to an object in a 1D gravitational potential well can be described as [22]

\[
\ddot{x}(t) + a\dot{x}(x) + b\nabla f(x(t)) = 0,
\]

(2.50)

where \( a > 0 \) is the friction and \( b \) is the gravitational force. In discrete variables and after
rearrangement this may be written as

\[ x^{k+1} := x^k - \lambda \nabla f(x^k) + \beta(x^k - x^{k-1}), \]  

(2.51)

where \( \alpha \) is the step size and \( \beta \) is the term for the ‘inertia’. More recently, the model has been extended to a proximal algorithm to incorporate nonsmooth regularisation as

\[ \mu^{k+1} := \text{prox}_{\lambda^{-1}R} \left( \mu^k - \lambda \nabla D(z^k, y) + \beta \left( \mu^k - \mu^{k-1} \right) \right). \]  

(2.52)

The algorithm in (2.52) is known as the inertial proximal algorithm for nonconvex optimisation (iPiano) [22], which as the name suggests, makes it applicable also for nonconvex objective functions such as the NLL in CT.

Another similar acceleration strategy was proposed by Nesterov [118], which was algebraically derived rather than motivated from physics as in the heavy ball. Probably the most popular instance of Nesterov’s acceleration is known as the fast iterative shrinkage-thresholding algorithm for linear inverse problems (FISTA) [10], which is given as

\[ \mu^k := \text{prox}_{\lambda^{-1}R} \left( z^k - \lambda \nabla D(z^k, y) \right), \]  

(2.53)

which is dependent on the intermediate parameter \( z \) updated as

\[ z^{k+1} := \mu^k + \frac{t^k - 1}{t^k + 1} \left( \mu^k - \mu^{k-1} \right), \]  

(2.54)

with the factor \( t \) updated as

\[ t^{k+1} := \frac{1 + \sqrt{1 + 4(t^k)^2}}{2}. \]  

(2.55)

When developing a fast reconstruction algorithm, one may wish to combine preconditioning, subset gradients and momentum. This was investigated by Kim et al. in [23] and later demonstrated by Wang et al. [119] to provide an acceleration factor of almost 50\times over a full (diagonally preconditioned) gradient method for CBCT. This effectively reduced a reconstruction time from over an hour to within 2 minutes for real head data.
Hardware Acceleration

So far, we have discussed algorithmic acceleration strategies to improve the convergence rate of gradient-based reconstruction. In practice, any algorithm will only be as fast as the hardware it is running on, so this is another critical consideration for fast techniques.

During reconstruction, presuming the regularisation function is cheap to compute, the brunt of the computational load will be in calculating the forward and backprojection operations $\Phi$ and $\Phi^T$. As linear operations, they can be subject to mass parallelisation, since each ray can be treated as independent. Particularly well suited hardware to this type of operation are graphics processing units (GPUs) that can nowadays contain thousands of parallel processing units — a recent review on GPU usage for CT reconstruction was conducted in [120]. Along with GPUs, other parallel architectures such as field programmable gate arrays (FPGAs) or cell broadband engine architecture (CBEA) have also been evaluated for CBCT reconstruction [121].

Of CBCT reconstruction methods reviewed, the FDK is likely be the most amenable to acceleration through GPU implementation, since the bulk of the computational load is in a single backprojection, that in theory can be performed entirely in parallel. Lesser et al. [122] reported a GPU FDK offering a $200\times$ speed up over multi-core CPU implementation, for example. On the other hand, the iterative subset gradient descent approaches are inherently sequential, and complete parallelisation is not so straightforward [123]. Nevertheless, the authors in [124] have demonstrated TV regularised proximal gradient descent reconstruction within 2 minutes on GPU hardware, albeit from very few projections.

2.6 Mathematical Artefact Correction

In this section, we describe two common artefact correction methods: beam hardening correction; and scatter compensation. We will expand on these ideas in Chapter 3 and Chapter 5 respectively, where we will use the techniques discussed here as bases for comparison.
2.6.1 Beam Hardening Correction

Beam hardening is an effect arising from the spectral dependency of X-ray attenuation. By observing the approximate parametrisation for photoelectric effect from (2.6), where its interactive cross section falls as $\xi^{-3}$, the lower energy photons are very easily attenuated along the trajectory. This in itself naturally leads to a beam hardening. The effect is however much more dramatic after materials with a high $Z_{\text{eff}}$ such as bone or metal, where almost all of the low energy photons will be lost.

The consequence of the hardening of the beam is that the attenuation is nonlinear, and there are inconsistencies between different rays if this fact is ignored. To illustrate this effect, we have shown a simple numerical specimen in Figure 2.17a, corresponding of a circular region of water and two hard bone structures. From a set of linear parallel projections, we are able to faithfully reconstruct to a reasonable accuracy with FBP, which is shown in Figure 2.17b. The problem arises when the specimen is instead irradiated by polyenergetic radiation from a broad spectrum such is shown in Figure 2.18. One can see that through the different paths indicated in Figure 2.17a, there is a noticeable beam hardening effect in the spectra, especially through the bone inserts, where only the highest energy photons survive the trajectory. With these measurements, if the linear model is still enforced, then the resulting reconstruction from FBP in Figure 2.17c shows shading towards its centre and a dark streak between the two bone inserts — these are typical artefacts from the beam hardening effect \[125\].

![Figure 2.17](image)

Figure 2.17: Illustration of beam hardening effect for numerical phantom: (a) shows the numerical specimen with line profiles indicating rays for spectrum analysis; (b) shows reconstruction through FBP with a monoenergetic source; (c) is uncorrected reconstruction from a polyenergetic source; (d) is FBP reconstruction after LUT beam hardening correction.

A simple method for correcting the non-linearity of beam-hardening is by making the assumption that everything in the specimen has a mass attenuation coefficient of water.
This may be done by writing the linearisation of a polyenergetic beam on water in the discretised setting as

\[ p_{\text{poly}} = \log \left( I_0 \otimes \left[ \sum_{j=1}^{N_\xi} b(\xi_j) \otimes \exp \left( -m_{\text{water}}(\xi_j) \Phi \rho \right) \right] \right), \]  

(2.56)

where we define the total incident flux \( I_0 \) as

\[ I_0 = \sum_{j=1}^{N_\xi} b(\xi_j). \]  

(2.57)

We would then like to calibrate this to a monoenergetic attenuation as

\[ p_{\text{mono}}(\xi_0) = \log \left( I_0 \otimes \left[ I_0 \otimes \exp \left( -m_{\text{water}}(\xi_0) \Phi \rho \right) \right] \right) = m_{\text{water}}(\xi_0) \Phi \rho. \]  

(2.58)

By combining (2.58) with (2.56), one can rewrite this as

\[ p_{\text{poly}} = h(p_{\text{mono}}(\xi_0)), \]  

(2.59)

with the function

\[ h(z) = \log \left( I_0 \otimes \left[ \sum_{j=1}^{N_\xi} b(\xi_j) \otimes \exp \left( -\frac{m_{\text{water}}(\xi_j)}{m_{\text{water}}(\xi_0)} z \right) \right] \right). \]  

(2.60)

Standard beam hardening correction can then be seen as calculating this function’s inverse \( h^{-1}(p_{\text{poly}}) \). This is usually done through means of forming a look up table [126] or by
We applied this approach for $\xi_0 = 60$ keV, and the resulting reconstruction is shown in Figure 2.17d. Clearly, this simple calibration has corrected the intensity error to some degree, but a streak artefact between the bony structures is still visible.

Another approach is to account for the effect of beam hardening through a polyenergetic statistical model. Two such techniques are Poly-SIR \cite{46} and IMPACT \cite{11}, which use the water–bone and photoelectric–Compton models in (2.6) and (2.9) respectively. We will evaluate the effectiveness of these approaches against our developed Polyquant model in Chapter 3.

2.6.2 Scatter Correction

Scatter contamination, arising from deflected Compton and coherent scattered photons reaching the detector, can be a significant source of errors in CT. This leads to corruption, since the line-of-sight measurements are overestimated, ultimately leading to an underestimation in the attenuation or ‘shading artefacts’ \cite{125}.

The correction of scatter is often regarded in a two step process: estimation \cite{128} and compensation \cite{129}. For the compensation of scatter, a simplistic approach may be to subtract a given estimate from the measured intensities as

$$y_{SC} = y - \tilde{s},$$

(2.61)

where $y_{SC} \in \mathbb{R}^{N_{ray}}$ are the corrected measurements and $\tilde{s} \in \mathbb{R}^{N_{ray}}$ is the estimate of scatter. There are potential problems with this subtractive approach, especially when the estimate of scatter is larger than the measured intensity — leading to physically impossible negative values in $y_{SC}$. This becomes particularly critical when these are later linearised to projections, as in many common approaches such as FDK or PWLS, where the logarithm taken will become undefined. One approach to overcome this is to employ a thresholding function on the subtractive estimate as \cite{130}

$$\tilde{s}'_i = \begin{cases} 
0 & \text{if } \tilde{s}_i \leq 0 \\
\tilde{s}_i & \text{if } 0 < \tilde{s}_i < \beta y_i \\
y_i + (\beta - 1)y_i \exp\left(\frac{\tilde{s}_i - \beta y_i}{1 - \beta y_i}\right) & \text{if } \tilde{s}_i \geq \beta y_i,
\end{cases}$$

(2.62)
where $\beta \in (0, 1)$ is a factor to set the level of thresholding, and can be set to be high when one is confident in the scatter accuracy. In [130], the authors experimentally use $\beta = 0.99$. The function in (2.62) can be seen as a soft thresholding function, which ensures that both the scatter remains non-negative and that $s_i < y_i \forall i$, whilst smoothing the transition for very high scatter.

Another common approach is to use a multiplicative factor rather than subtractive compensation. In this case, the measurements are instead corrected as [8,131]

$$y_{SC} = y(1 - \gamma),$$

where $\gamma$ is a compensation factor that can be calculated as [8]

$$\gamma = \begin{cases} 
\beta & \text{if } \tilde{s}_i \geq \beta y_i \\
\frac{\tilde{s}_i}{y_i} & \text{otherwise}
\end{cases}$$

(2.64)

where like in (2.62) $\beta \in (0, 1)$ is a thresholding factor, and the authors in [8] use $\beta = 0.95$.

It should be noted that when the gradient of the NLL is used directly for reconstruction as in (2.27) then compensation is not necessary, and one only needs to acquire an estimate $\tilde{s}$. In any case, one requires some means to estimate the scatter, and we broadly classify this process as either ‘image based’ and ‘convolutional based’ — also known as scatter kernel superposition (SKS) [8].

**Image Based Estimation**

In image based estimation, one tries to physically model the scatter through a reconstructed volume. Needless to say, a dependency problem arises in generating this reconstruction, as the measurements are contaminated by the scatter we wish to estimate. Empirical iterative approaches have been proposed to partially mitigate this effect [129]. Despite this, given that one does possess a decent representation of the underlying object, then in theory one can analytically calculate the expectation of scatter, by evaluating the coherent and Compton scatter probabilities along all the possible scatter paths for a known source. In practice, such a detailed approach is computationally infeasible, and one must employ some degree of approximation to realise these methods.
One such approximation technique is known as Monte Carlo modelling, which is a concept we will explore again for measurement synthesis in Section 2.7 and dose calculation in Chapter 5. In essence, one has a highly detailed model for X-ray interaction with matter, which is probabilistically sampled for a finite number of photons. An expectation can be estimated from these single instances of scatter, by combining them and then using some degree of smoothing. Examples of Monte Carlo scatter estimation implementations for CBCT are [131–134].

Another approach is to derive a practical analytic scatter model, by using strong approximations of the true scattering properties. For example, in [135] the authors derive a ‘single scatter model’, which models scatter as having only undergone a maximum of one interaction. A single scatter model can be formulated in a simple manner: by first projecting the source into the specimen for each gantry angle and recording the received X-ray intensity at each voxel location; then projecting from each voxel location onto the detector, weighted by the scatter probability for a given solid angle from the Klein–Nishina formula [40]. Despite this perceived simplicity, this is still a very expensive process, since the number of required projection operations is $N_{\text{proj}}(N_{\text{vox}} + 1)$. Therefore, for its expense to be comparable to the cost of reconstruction, heavily sub-sampling both the object and detector are likely required. One will then incur losses from both neglecting multiple scatter events, and the loss of image structure through this sub-sampling.

**Convolutional Scatter Estimation**

![Convolutional Scatter Estimation Diagram]

Figure 2.19: Scatter diagram showing homogeneous slab media and coordinate systems of object and detector along with point scatter distribution for forward scatter derivation.

A simple form of an SKS convolutional scatter model, as proposed by Ohnesorge et
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al. [136], is represented in the discrete domain as

\[ s\{k\}(u,v) = p\{k\}(u,v) \ast g(u,v) \text{ for } k = 1,\ldots,N_{\text{proj}}, \]  

(2.65)

where we use the notation \( \{k\}(u,v) \) to indicate the \( k \)th projection, with coordinates in the 2D detector plane \((u,v)\) as in Figure 2.19. \( N_{\text{proj}} \) is the number of projections, and \( \ast \) represents a 2D convolution across the \((u,v)\) dimensions. With this, the scatter is modelled as some intensity function \( p \) filtered by a spatially invariant kernel \( g \). The assumption implied by this spatial invariance is that the scatter paths are through some homogeneous slab media, instead of the true inhomogeneous object, as is illustrated in Figure 2.19.

The scatter kernel function \( g \) in (2.65) often takes the form of the sum of two 2D Gaussian functions [8,136], which offer a close empirical fit to real profiles, as

\[ g(u,v) = a_N \exp\left(-\frac{(u-u_0)^2 + (v-v_0)^2}{c_N^2}\right) + a_B \exp\left(-\frac{(u-u_0)^2 + (v-v_0)^2}{c_B^2}\right), \]  

(2.66)

where \((u_0,v_0)\) are the coordinates at the centre of the detection plane, and \( a \) and \( c \) are the amplitude and width of the two Gaussian functions. We use the subscripts \( N \) and \( B \) to indicate the narrow and broad functions respectively.

The scatter intensity function \( p \) in (2.65) has some physical meaning, as it is the amount of scattered photons arriving along the initial trajectory of the ray. With reference to Figure 2.19, the derivation of this factor according to [136] may be made in the continuous domain for a monoenergetic beam and ignoring multiple scattering. To begin with, the photon flux at point \( U \) after travelling through the object is expressed as

\[ I_U = I_O \exp\left(-\int_O^U \mu(\ell) \, d\ell\right). \]  

(2.67)

At this point, photons will have a probability of being scattered at any angle by electrons in the object. We will denote the proportion of photons scattered at an angle of 0° as \( K\mu(U) \), which is assumed proportional to the attenuation coefficient at that point. In reality, there will be a dependence on the spectrum of the source and the electron density, and we will explore this when developing the PolySKS model in Section 4.2.1. For this to be detected at the point \( D \), with coordinates \((u_0,v_0)\) in this case, it must travel through
the rest of the object. The expectation of scatter from this single point is therefore

\[ I_D = I_U K \mu(U) \exp \left(- \int_U^D \mu(\ell) \, d\ell \right). \]  

(2.68)

The total scatter factor is the summation of all the individual scatter factors from \( O \) to \( D \), which can be expressed as

\[
p = \int_O^D I_O \exp \left(- \int_O^{U'} \mu(\ell) \, d\ell \right) K \mu(U') \exp \left(- \int_{U'}^D \mu(\ell) \, d\ell \right) \, dU'
\]

\[ = I_O \exp \left(- \int_O^D \mu(\ell) \, d\ell \right) K \int_O^D \mu(\ell) \, d\ell. \]  

(2.69)

By now adopting discrete notation, this may be expressed with respect to the system matrix \( \Phi \) as

\[ p_i = K I_{in} \exp(\Phi \mu)_i \left[ \Phi \mu \right]_i \text{ for } i = 1, ..., N_{ray}, \]  

(2.70)

where \( I_{in} = \sum_{j=1}^{N_k} b(\xi) \) is the total incident flux of the source. Now with (2.70), it is possible to calculate the scatter factor at each iteration according to this monoenergetic model, and we will explore this concept with the Int-fASKS method tested in the experimental section of Chapter 4. In practice however, one often performs the estimation as a preprocessing operation before reconstruction, when one has no knowledge of \( \mu \). By assuming the linearity from a monoenergetic source, an estimate is possible through calculating

\[ p_i = K y_i^{h_1} \left[ - \log \left( \frac{y_i}{I_{in}} \right) \right]^{h_2} \text{ for } i = 1, ..., N_{ray}, \]  

(2.71)

where the parameters \( h_1 \) and \( h_2 \) are heuristic and provide a better fit to a real source, and selected to match observation [136]. They may be fitted by using a non-linear least squares approach such as Newton’s method to experimental or simulated kernels. The effect of these parameters may compensate for some of the approximations including: the monoenergetic model, and only single scattering events from the forward scatter model.

Along with the before-mentioned approximations of this model, there are a couple of limitations in calculating forward scatter using (2.71) instead of (2.70). Firstly, it is calculated using the physical measurements \( y \), which will themselves be contaminated by the scatter one is attempting to estimate, and will lead to a biased estimate. In an attempt to mitigate this, scatter estimation may be performed iteratively, where \( y \) is first corrected for scatter, then used as the basis for the next estimate as in [8]. This process then acts as
a deconvolution, which is known to be non-exact with the presence of noise. This iterative correction also presents a second problem in cases when the scatter expectation is larger than the measurements themselves, which is possible with CBCT [137], and where the log(·) will be undefined. Applying thresholding to the corrected \( s \) to ensure it remains positive as in [8,60] will allow the calculation of (2.71), but at the expense of introducing a bias.

Due to the high dimensionality of the CBCT measurements, one can perform the convolution in (2.65) efficiently through use of the FFT. With this, the order of complexity can be reduced from \( \mathcal{O}(N_{\text{proj}}N_u^2N_v^2) \) to \( \mathcal{O}(N_{\text{proj}}N_uN_v \log(N_uN_v)) \) for a detector with dimensions \( N_u \times N_v \). The re-expression of (2.65) employing FFT operations is

\[
s\{k\}(u,v) = F^{-1}[F(p\{k\}(u,v)) \odot F(g(u,v))] \quad \text{for } i = 1,\ldots,N_{\text{proj}},
\]

(2.72)

where \( F[\cdot] \) and \( F^{-1}[\cdot] \) are FFT and inverse FFT (IFFT) operations. To avoid aliasing and to allow an efficient FFT decomposition, some degree of zero padding is necessary, which may typically double the effective number of samples.

It was demonstrated in [8] that even for homogeneous slabs of water, both the parameters of the forward scatter calculation \( K, h_1 \) and \( h_2 \), and the width of the Gaussian kernels \( c_N \) and \( c_B \) are dependent on the thickness of the slab for a typical energy spectrum. To account for this and still enable fast convolution, they decomposed the projection into several thickness groups, each with a different set of parameters. On top of this, they also include a factor to account for inhomogeneities at edges, and linearly modulate the kernel amplitude with the object thickness to approximate more realistic scatter media. In combination, this is known as the fast adaptive SKS (fASKS) and can be expressed as [8]

\[
s\{k\}(u,v) = \\
(1 - \gamma \tau\{k\}(u,v)) \odot F^{-1} \left[ \sum_{j} F(R_j\{k\}(u,v) \odot c_j\{k\}(u,v) \odot p_j\{k\}(u,v) \odot F(g_j(u,v))) \right] \\
+ \gamma F^{-1} \left[ \sum_{j} F(\tau\{k\}(u,v) \odot R_j\{k\}(u,v) \odot c_j\{k\}(u,v) \odot p_j\{k\}(u,v) \odot F(g_j(u,v))) \right]
\]

(2.73)
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where $N_R$ are the number of thickness groups, $R_j \{k\}(u,v)$ are binary masking functions to isolate the projection elements belonging to the appropriate thickness interval, $c_j \{k\}(u,v)$ are factors to linearly attenuate the scatter kernels close to edges, $\gamma$ is a scalar constant to weight the strength of the thickness modulation, and $\tau \{k\}(u,v)$ is the water equivalent thickness of the projection given as

$$\tau \{k\}(u,v) = -\frac{1}{m_w} \log \left( y \{k\}(u,v) \odot I_{\text{in}} \{k\}(u,v) \right) \text{ for } i = 1, \ldots, N_{\text{proj}}, \quad (2.74)$$

where $m_w$ is the mass attenuation coefficient of water at some nominal photon energy, and $\odot$ denotes the element-wise division.

Due to the adoption of several heuristics in order to get a convolutional scatter model to perform well in practice, it leads one to wonder if a transformation could instead be somehow ‘learnt’ from a set of scatter images. A similar concept was investigated as early as 1993 [138], using an artificial neural network for estimating scatter from chest scans. More recently, deep convolutional neural networks have been applied to the forward scatter factor in (2.70), and may offer promising performance [139].

2.7 Accurate Computer Simulation of X-ray Computed Tomography

Although CT scanners are physical tools, and any reconstruction method should ultimately be evaluated through physical experiment, one seldom has ground truth information against which to compare their performance. An exception to this is with synthetic phantoms, of which one usually has very well defined structural and chemical information to form the basis of a gold standard. To evaluate more complex structures, generate auxiliary information not available from real scanners, and generate novel or extreme scanning situations, simulation tools are valuable.

In this section, we describe the simulation of CT systems, and how this can be used for low-dose reconstruction testing. As well as general modelling considerations, we will detail the specific combination of software tools, which we have used to generate synthetic CT data for numerical results throughout this thesis. At its core, this is using the Gate Monte Carlo software [26]. This approach was presented in [140].
2.7.1 Monte Carlo Simulation of X-ray Interaction

Monte Carlo simulators allow accurate physical modelling of the X-ray interactions with matter. They work by propagating some number of photons through a discretised specimen, and probabilistically modelling the interactions along their path.

![Illustration of probabilistic interaction event modelled through physical simulation.](image)

To illustrate this concept, Figure 2.20 shows an X-ray photon of energy $h\nu_1$ entering a volume $Q$. At this point certain interaction events may occur, or the photon may go undisturbed and continue on its trajectory. For the energies in the spectrum of a typical X-ray source, these interactions are: photoelectric effect and the ejection of an electron; Compton scattering leading to a change in photon energy to $h\nu_2$ and ejection of an electron; or elastic scattering. The probability of any given interaction to occur will depend on the interaction cross section, which are well documented for all relevant elements and energies such as in [141]. One then requires a pseudo random number generator such as the Mersenne Twister [142], to select an interactive instance.

After the interaction at a given site, the photon is then tracked as it propagates through the rest of the specimen, before finally being deflected into empty space, attenuating within the specimen or hitting the detector, where it contributes to a measurement.

2.7.2 Modelling the X-ray Source

With a general method for simulating the interaction of any particles, one must then construct realistic elements as part of this simulation. Firstly, a realistic X-ray source is
critical for getting the desired interactions and responses. The approach we take for this is to mimic the spatial and spectral profile of a commercial source, though without having to model the interactions leading to these, to increase the efficiency.

To derive a simulated source, we generate an appropriate spectrum using an analytic approximation to a typical diagnostic X-ray source with software package SpekCalc [143]. Along with modelling the expected spectrum from the bremsstrahlung and characteristic radiation of an angled tungsten anode as shown in Figure 2.3, this also includes a titanium beam hardening filter and aluminium equivalent attenuation of the window and other components in the X-ray path, all according to the specifications of a commercial CBCT system as illustrated in Figure 2.11.

Another important feature to model is the flux resulting from the bow-tie filters, shown in Figure 2.12. With this, not only does one need a spatial variation in intensity but also in spectrum. To model this element, we made an approximation amounting to taking the mean thickness of bow-tie allowing for a single spectrum. The flux however from a commercial system was replicated by taking the flat field image from a scanner, and setting this as the source intensity.

To model a divergent source for the CBCT, we mirrored the fluence image and set it on the opposite side of a single focus point. This has the effect of reproducing the desired intensity at the detector — this method is illustrated in Figure 2.21.

2.7.3 Modelling the Detector and Collimator

A cross section of a modelled detector with focused collimator in shown in Figure 2.22. In this illustration, several photon trajectories are shown whose direction is from top to
bottom. With reference to the diagram, one can see how trajectories parallel to the strips such as those in region A pass through the detection plane where they are accumulated, and photons from scattered trajectories such as those in region B are attenuated by the collimator.

### 2.7.4 Modelling the Specimen and its Rotation

The interaction of X-ray radiation with the specimen of interest is characterised with the attenuation coefficient \( \mu(\xi) \) for a polyenergetic source. In order to model the interactions through Monte Carlo simulation, one requires the chemical composition and density of these materials, which in turn will characterise the attenuation. One such data set is the adult reference computational phantom (ARCP) \([41]\), of which a slice of the chest is shown in Figure 2.23a, along with the pelvis in Figure 2.23b. In this work, we are concerned with the electron densities, which can be analytically calculated from the chemical properties according to \([2.4]\), providing us with ground-truth information.

The acquisition of CT data involves the rotation of the source and detector around the specimen, whilst collecting projections. For simulation, we perform this process by instead rotating the specimen by discrete angles after a set number of photons. Examples of this along with an illustration of X-ray flight paths for 100 photons is illustrated in Figures 2.24a and 2.24b.
2.7.5 Computational Implementation and Usage

Realising a computationally efficient implementation of a Monte Carlo simulation is critical for making it feasible. One convenient feature is that each photon track may be considered as independent, allowing the calculation to be split into many parts, before accumulating the result to form the complete system. This makes the calculation available for parallel hardware such as a CPU cluster, or GPU.

An example script to perform CBCT simulation according to the method described in this section is given in Appendix B. This is a complete simulation, which should be split and ran in parallel.

In our implementation, we utilised the Eddie Mark 3 cluster at the University of Edinburgh’s Compute and Data Facility. This is a shared computational resource consisting in over 7000 Intel Xeon cores. In order to utilise the CPU cluster, we executed...
subsets of the simulated particles on separate machines. Doing this splitting of a simulation is functionality now built into the Gate software [26]. We then concatenate all the separate simulations in MATLAB ahead of its use in reconstruction.

In Chapter 3 we use this simulation approach to generate the numerical fan-beam chest and metal hip implant data. We also use this tool extensively for scatter modelling for Chapter 4. Firstly, we simulate the scattering through water slabs in order to fit and analyse our estimation method. We also synthesise CBCT head of head and pelvis regions in the numerical reconstruction section. Finally, we then reuse this CBCT for the dose calculation validation study in Chapter 5.
3.1 Introduction

Physically quantifying reconstructions from CT is highly valuable in some medical practices. In radiation therapy for example, as is the focus of this work, the electron density inferred from CT images of the patient allows the dose deposition from the treatment beam to be accurately modelled \cite{144}. Additionally, quantifying the bone mineral density allows osteoporosis to be characterised and the risk of bone fractures to be assessed \cite{145}. Due to the non-linear energy-dependence of X-ray attenuation however, mapping from a set of raw measurements to a consistent physically quantitative reconstruction is not straightforward, and requires both actively accounting for the polyenergetic effects such as beam hardening, and establishing a relation to the quantity of interest.

Mapping from CT to physical density is usually treated as a several step process: linearising the measurements by correcting for scatter, as covered in Section \ref{sec:scatter_correction}; taking the logarithm \cite{60} and non-linearly calibrating from a polyenergetic to approximate monoenergetic source \cite{45}, as covered in Section \ref{sec:monoenergetic_approximation}; inverting the linearised projections with analytic or iterative reconstruction algorithms \cite{55}, as covered in Section \ref{sec:analytic_reconstruction} and Section \ref{sec:iterative_reconstruction} respectively; then finally applying a non-linear calibration to mass or electron density \cite{30}, using calibration curves shown in Figure \ref{fig:calibration_curves}.

In general, the mapping from a single polyenergetic to a monoenergetic measurement is an ill-posed problem, since the spectral information of the irradiated material is lost with the standard energy integrating detectors \cite{37}. Whilst imaging the human body however, most tissues may be reasonably modelled with few distinct materials: namely water and bone as in \cite{45}, which is shown in \ref{fig:water_bone_model}. If the amount of each material in a projection is known a priori from a water–bone segmentation, then it is possible to approximately reverse the polyenergetic effects through polynomial fitting or with a look up table. For more
accuracy, this may also be brought into the reconstruction model, where [46] demonstrate statistical quantitative imaging of mass density, with the water–bone assumption. Given that the composition is itself highly correlated with density, then the prior segmentation may not be necessary, but estimated during reconstruction [47].

Another approach is to model the attenuation explicitly in terms of physical processes, given quantitative physical parameters of interest. One such choice is to model the photoelectric and Compton effects in terms of relative atomic number and electron density as shown in (2.6), which is reasonably accurate for relevant elements and energies [39, 43, 44]. Given measurements from two sufficiently different spectra—a technique known as dual-energy CT (DECT)—a projection of Compton attenuation can be uniquely determined [42], of which electron density is an analytic function [40]. This DECT technique effectively bypasses the need for assumptions such as water–bone compositions, so should be applicable to a wider range in materials, although one faces practical difficulties in generating the two spectra [146]. Additionally, one will expect a loss in accuracy between significantly different elemental compositions, such as soft tissues, bone and metallic implants, since the two parameter model is not consistent over a wide range in atomic species [39].

In [11], the authors introduce an iterative maximum-likelihood polychromatic algorithm for CT (IMPACT), which models the energy independent factors in the photoelectric–Compton model from [42] as piecewise-linear functions of monoenergetic attenuation, allowing reconstruction from a single source. This method does not require any prior segmentation, and is reported on a wide range of materials including metallic implants. By imposing the energy dependence of the two parameter model however, the physical consistency will also degrade throughout diverse material types, due to the inconsistency of these parameterisations in effective atomic number and electron density [39].

The second conversion from either reconstructed attenuation in Hounsfield units (HU) in [11, 45] or mass density in [46, 47] to electron density is also an ill-posed problem. This is because X-ray interaction depends on the environment of the electrons as well as their density, and will vary considerably with atomic number for imaging energy ranges [37, 39]. Although, again given the fact that most human tissues have similar properties, a single piecewise linear fitting is reasonably accurate in practice [147], though it will not be consistent with synthetic materials such as some plastics [30]. Typical attenuation to
density calibration curves are shown in Figure 2.7.

In both the photoelectric–Compton and a material decomposition such as the water–bone model, there is some degree of fitting to materials and energies of interest. Instead, one could use a purely data-centric approach. Here, given a representative set of substances, one could use a model that accurately parameterises the energy dependent attenuation in terms of the quantity of interest, without necessarily any physical justification. One such method is to model the energy dependent attenuation as a piecewise-linear function of quantitative density, which may be fit to a set of materials of interest. When the transitions between linear sections are independent of energy we also get the nice property that the computation order in an iterative method is independent of the number of energies considered.

In this chapter, we will study in detail the piecewise linear quantitative model for CT, and will show how it may be incorporated in a regularised iterative reconstruction algorithm. Specifically, this provides a generalised method for directly quantifying the electron or mass density of a heterogeneous specimen, and is also able to model hard metallic structures without any prior segmentation. In [148] we presented a preliminary study using this idea for the specific case of calculating electron density for radiotherapy planning. The complete method, as presented in this chapter, was then published in [149].

During the development of this work, we became aware of the commercial method DirectDensity from Siemens Healthineers [150], which reports direct reconstruction into relative electron density from a single polyenergetic source. This is a preprocessing technique combining bone detection with a projection-based material decomposition similar to [45]. In this article we compare against the water–bone model of [46], which has been shown to itself provide superior performance to that of [45].

### 3.2 General Model for Polyenergetic Parameterisation

We propose to take a data centric rather than a physical approach to parameterising the X-ray attenuation. To motivate our choice for this, we have plotted the relative attenuation coefficient against electron and mass density for 52 biological tissues in [3] at a number of energies in Figure 3.1. We have normalised the attenuation to the maximum for an energy—the tooth in each case—simply to allow visualisation on a single graph.
Figure 3.1: Relation between energy dependent attenuation and relative electron and mass density for biological tissues from [3]. The attenuation in each case is normalised to that of tooth, to allow visualisation on a single graph.

It appears from Figure 3.1 that the chosen biological tissues approximately follow an energy dependent two part linear fit in both electron and mass density. We have superimposed such a fit onto each plot in Figure 3.1 where the transition point \( k \) is fixed to be the same for each energy and set to minimise the norm of the residual through all the data. Imposing a constant \( k \) throughout will motivate computational efficiency outlined in the following section. One interpretation of this parameterisation is taking the inverse of HU to density shown in Figure 2.7 and incorporating a dependency on energy.

A key consideration of these observed trends are that they are purely empirical and do not necessarily have connection to a physical model. Additionally, it is not clear how this would have any connection to the approximate parameterisation in (2.6). This can be demonstrated by re-writing (2.6) as

\[
\mu(\xi) = (K_1Z_{\text{eff}}^2\xi^{-3} + K_2f_{KN}(\xi))\rho_e.
\]  

(3.1)

Since there are no constant terms in (3.1), it follows that the zero offset in the linear trend
after the knee position in Figure 3.1 must have some non-trivial dependence on $Z_{\text{eff}}$ is this model were to be used. Since it has been shown, however, that (3.1) is indeed not accurate for diverse materials \cite{43,39}, we will not attempt to make this connection.

Generalising the piecewise linear fit motivated from the data in Figure 2.8b may be written as

$$\hat{\mu}(x, \xi) = \sum_{i=l}^{N_f} f_i \odot (\alpha_l(\xi) x + \beta_l(\xi)),$$

where $N_f$ is the number of linear fits, $f_i$ is a class indicator function for materials belonging to the $l^{\text{th}}$ class, and $x \in \mathbb{R}^{N_{\text{vox}}}$ is the physical parameter one wishes to fit to—electron density or mass density for example. The class indicator functions are defined as

$$f_{l,i} = \begin{cases} 1 & \text{if } k_{l-1} \leq \rho_{e,i} < k_l \\ 0 & \text{otherwise} \end{cases} \quad \text{for } l = 1, \ldots, N_f; \text{ for } i = 1, \ldots, N_{\text{ray}},$$

where $k_l$ is the ‘knee’ between the $l^{\text{th}}$ and $(l + 1)^{\text{th}}$ linear fits, with $k_0 = 0$. To ensure connected fits, we may also enforce the constraints

$$\alpha_l k_l + \beta_l = \alpha_{l+1} k_l + \beta_{l+1}.$$ \hspace{1cm} (3.4)

We also have $k_{N_f} = 0$ and $\beta_1 = 0$, which ensures that a vacuum has no attenuation.

Following on from the connection to the decomposed inverse of calibration in Figure 2.7, this general model would indeed allow several breakpoints around different tissue classes as in \cite{30}, but here we focus on two or three for computational simplicity.

**Special Cases and Connections to Existing Models**

We now give several interesting special cases and connections to existing models:

- An example of (3.2) may be used for parameterising the attenuation of biological tissues as a function of relative electron density, which was the singular case studied in \cite{148}, and allows the fitting in Figure 3.1. For this we have $N_f = 2$, $x = \rho_e$ and $k = 1.0064$, which may be written as

$$\hat{\mu}(\rho_e, \xi) = f_1(\rho_e) \odot \alpha_1(\xi) \rho_e + f_2(\rho_e) \odot [\alpha_2(\xi) \rho_e + \beta_2(\xi)].$$

\hspace{1cm} (3.5)
This is the instance we study, along with an equivalent fit for mass density.

- The model above may also include highly dense materials, such as titanium metallic implants with a mass density of $\rho = 4.5 \text{ g/cm}^3$. To include this, a second knee point may be inserted between bone and metal, and one would have $N_f = 3$. We also study this in our numerical experiment with hip implants.

- Another interesting special case with (3.2) is when all $b_i$ are set to 0, $x = \rho$, $N_f = 2$, $\alpha_1(\xi)$ and $\alpha_2(\xi)$ are mass attenuation coefficients for water and bone, and the continuity constraints are ignored. This yields (2.9), with a density dependent threshold, and is equivalent to the formulation in [47] without smoothing. The consequence of ignoring the continuity in (3.4) will be a step at the ‘knee’ points.

- In a similar manner to the water–bone model utilised in [47], the IMPACT model in [11] may also be expressed as a special case of our general fitting model in (3.2). We note that adopting the same notation, the model may be written as

$$\hat{\mu}(x, \xi) = \sum_{i=1}^{N_f} f_i \odot \left( \left[ \frac{\alpha_i}{\xi^3} + \gamma_i f_{KN}(\xi) \right] x + \frac{\beta_i}{\xi^3} + \delta_i f_{KN}(\xi) \right),$$  

(3.6)

where $\alpha_i$, $\beta_i$, $\gamma_i$ and $\delta_i$ are the coefficients or photoelectric and Compton linear fits, and $x$ is a monoenergetic equivalent attenuation. A key difference between (3.6) and (3.2) is the energy dependence of coefficients and number of parameters. Whilst our model has $2N_fN_\xi - 1$ free parameters, (3.6) has $4N_f$, which is likely to be less, therefore our model offers increased model flexibility but, as we will see in the next section, at no additional computational cost.

- We could also use (3.2) to predict the reconstruction of a monoenergetic equivalent image—in DECT this is known as ‘quasi monoenergetic’ reconstruction [146]. This is possible since the imposition of a constant ‘knee’ position across energies allows any monoenergetic attenuation to be predicted using an equivalent piecewise linear function. The relation to the IMPACT model in this case is that the energy dependence is fitted from the data instead of implied from the photoelectric–Compton model in (2.6).

- Although not evaluated in this chapter, since the shape of HU to proton stopping power ratio (SPR) in [30] is extremely similar to the relative electron density curve observed in Figure 2.7, we suggest our model should be very applicable for SPR
calibration also.

### 3.3 Polyquant Method for Density Reconstruction

The Polyquant model introduced in Section 3.2 describes the forward mapping from physical quantity to attenuation. We now show how this may be combined with the statistical CT measurement model in (2.13), to allow direct statistical inference of mass or electron density.

Combining (3.2) with (2.13) results in the relation

$$
\sum_{j=1}^{N_\xi} b_i(\xi_j) \exp \left( -\Phi(\mu(\xi_j)) \right) = \sum_{j=1}^{N_\xi} b_i(\xi_j) \exp \left( -\Phi(\hat{\mu}(x, \xi_j)) \right) \quad \text{for} \quad i = 1, \ldots, N_{\text{ray}}.
$$

(3.7)

If we introduce a function $\psi(\cdot, \cdot)$ to simplify notation as

$$
\psi_i(x, \xi) \equiv b_i(\xi) \exp \left( -\Phi(\hat{\mu}(x, \xi)) \right) \quad \text{for} \quad i = 1, \ldots, N_{\text{ray}},
$$

(3.8)

we can write the negative log-likelihood (NLL) for the Poisson model as

$$
\text{NLL}(x; y) = \sum_{i=1}^{N_{\text{ray}}} \sum_{j=1}^{N_\xi} \psi_i(x, \xi_j) + s_i - y_i \log \left( \sum_{j=1}^{N_\xi} \psi_i(x, \xi_j) + s_i \right),
$$

(3.9)

where we note that this function is non-convex as with similar CT NLL functions in [60,86].

![Figure 3.2: Objective function against central electron density value for chest data in Section 3.4.2](image)
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Figure 3.2: Objective function against central electron density value for chest data in Section 3.4.2. (a) is the case where all other pixels are set to 0; (b) is the case where all other pixels are set to the oracle values.

The demonstrate this non-convexity, we have included Figure 3.2. These were generated
by calculating the NLL as in (3.9), and varying the electron density for the central pixel. In the first case in Figure 3.2a, all other pixels are set to 0. Here, discontinuities at the knee positions are clear, with the second discontinuity due to a third piecewise linear interval for metal. Additionally, since the function will lie above a chord between points on different linear sections, this demonstrates non-convexity. On the other hand, around the oracle point, the NLL does appear to be both convex in this region, and minimised around the true value of $\rho_e = 1.1$. Due to this, care must be taken in minimising (3.9).

Reconstruction of the quantitative density map can be performed by finding an $x$ that minimises (3.9). We will look at gradient descent methods, for which we require an expression for the derivative of NLL. If we simplify notation with the following

$$d(x) = y \odot \left( \sum_{j=1}^{N_\xi} \psi(x, \xi_j) + s \right) - 1,$$  \hspace{1cm} (3.10)

where $\odot$ represents component-wise division. An expression for the derivative is then

$$\nabla \text{NLL}(x; y) \approx \sum_{i=1}^{N_f} f_i(x) \odot \Phi^T \left[ \sum_{j=1}^{N_\xi} \alpha_i(\xi_j) \psi(x, \xi_j) \odot d(x) \right],$$  \hspace{1cm} (3.11)

where $\Phi^T$ represents a transpose of the system matrix or ‘back-projection’, and $\odot$ is component-wise multiplication. We have shown this derivative as an approximation “$\approx$” in testament to the fact that there are discontinuities in the gradient at the ‘knee’ positions, where the gradient is not defined. Although in [148], we invoked the logistic function to mitigate this effect, we have found better empirical performance by instead using (3.11) directly.

Before we proceed, we note that (3.11) only has a single backprojection operation $\Phi^T$ per linear fit, so the number of these operations is independent of the number of energies $N_\xi$. This is only possible due to constant ‘knee’ positions $k$ for each energy. Calculating $\Phi \hat{\mu}(x, \xi)$ is also independent on $N_\xi$, and can be evaluated with $2N_f - 1$ applications of $\Phi$, where one fewer is a consequence of the assumption that $\beta_1 = 0$. For example, applying the method for electron density reconstruction of tissues using (3.5), one would expect a computation cost of three forward- and two backprojections.

Although one may obtain a quantitative density reconstruction through maximum likelihood estimation, by iteratively minimising (3.9) through gradient descent with
Incorporation of prior regularisation will typically improve statistical performance, especially as the noise increases or when few measurements are taken. Incorporating regularisation now gives the penalised log-likelihood or maximum a posteriori estimate as

$$\hat{x} = \arg\min_{x \in C} \text{NLL}(x; y) + \lambda R(x),$$

where $R(\cdot)$ is some regularisation function, and $C$ is a set of box constraints on $x$ so that $0 \leq x_i \leq \zeta$ for $i = 1, \ldots, N_{\text{vox}}$, where $\zeta$ is the maximum allowable density value, and the constraint set ensures non-negative density values.

The choice of $R(\cdot)$ in (3.12) will vary on the imaging application, but some possibilities are generalised Gaussian Markov random field (GGMRF) [151], TV [98] or wavelet sparsity [152]. We opt in our experimental section for TV, since it promotes piecewise flat images, which we expect from homogeneous slabs of tissue.

Algorithm Design

Although there are many approaches for evaluating (3.12), we will detail here the algorithm we have used in our numerical experiments, which we give in Algorithm 1. In Section 3.5, we will present and analyse accelerated variants of this, which will become valuable later for real CBCT data experiments.

Algorithm 1 Prox-Polyquant

**Initialization:** Regularisation constant $\lambda$, Lipschitz approximation $L_0$, number of iterations $N_{\text{iter}}$, inertia factor $\gamma \in [0, 1)$, and starting point $x^0$.

1. $x^0 \leftarrow 1$
2. $\delta \leftarrow 1.9(1 - \gamma)/L_0$
3. $x^1 \leftarrow x^0$
4. for $k = 1, 2, \ldots, N_{\text{iter}}$ do
5. $x^{k+1} \leftarrow \text{prox}_{\delta R}(x^k - \delta \nabla \text{NLL}(x^k; y) + \gamma(x^k - x^{k-1}))$
6. end for

We note that Algorithm 1 is an instance of the iPiano [22], although we have made some slight changes, where we chose this method due to its analysis with non-convex objective functions as we have in (3.9). It has been shown in [22] that iPiano will converge to a stationary point. However, due to its non-convexity, there is no guarantee that this will be a global minima. The parameter $\delta$ is the step size, which scales with a factor of $L_0$. 
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which we define as

\[ L_0 = \left\| \Phi^T \left[ \sum_{j=1}^{N_x} \alpha_j^2 (\xi_j) b(\xi_j) \right] \otimes \Phi \right\|_{\infty}, \tag{3.13} \]

where \( \| \cdot \|_\infty \) is the maximum norm of the vector. \( L_0 \) represents the maximum in the diagonal of the Hessian of (3.11) at the point 0, and may be considered as a crude estimate of the global Lipschitz constant, \( L \). We note that this step size is likely to be very conservative in practice. The parameter \( \gamma \) sets the ‘inertia’ of the method, where we used \( \gamma = 0.8 \) as it resulted in the fastest performance in [22]. Finally, \( \text{prox}_{\delta R} \) is the proximity operator defined as

\[ \text{prox}_{\delta R}(z) = \arg\min_{\rho \in C} \frac{1}{2} \| z - \rho \|_2^2 + \delta \lambda R(\rho). \tag{3.14} \]

In our experimental section, we use the TV [98] as a regularisation function \( R \), in which case (3.14) may be evaluated as in [104].

To illustrate the convergence properties of our method, and investigate its robustness to more aggressive step sizes, we applied Algorithm 1 to the chest data detailed in Section 3.4.2, and plotted the evolution of the NLL through iterates in Figure 3.3, for different step size multiplication factors. It follows that using \( \delta \) is indeed very pessimistic, and one observes convergence in this case even with \( 128\delta \), where convergence is achieved around 100 iterations. For factors larger than 128, we have found the method fails to converge, and it can be seen than the objective does not decrease monotonically for more aggressive step sizes. This analysis suggests that the local Lipschitz constant of the gradient through iterations is normally significantly less than the global maximum, or indeed the approximation with \( L_0 \). Adaptive step size schemes could exploit this fact,

![Figure 3.3: Convergence analysis for various step size multiplication factors without regularisation applied to the chest data detailed in Section 3.4.2. Each NLL here has a constant value added to it to aid visualisation.](image)
such as the backtracking line-search in [22], but one should be aware that evaluating the
cost function in (3.12) will be more than half the cost of calculating a new gradient, so
each backtrack evaluation will increase the iteration cost significantly.

A remaining issue is the selection of $N_{\text{iter}}$ in practice. One option is to set $N_{\text{iter}}$ to the
maximum allowable running time of the method, which will depend on the hardware and
the imaging workflow. Another, is to terminate the algorithm once the residual, defined
as the norm of the gradient, drops to some fraction of its initial size [102]. In this thesis
however, we will be terminating the method at a point where the quality metric decreases
by some amount smaller than the reported precision.

## 3.4 Evaluation from Simulation

### 3.4.1 Polyquant Model Evaluation

To investigate the accuracy of our proposed attenuation model, and its comparison to
the other parameterisations given in Section 2.2.2, we calculated the predicted linear
attenuation coefficient for a number of representative tissues from ICRP 89 [3]: adipose
tissue, muscle bone, spongy tissue (upper femoral spongiosa), and hard bone.

For the DECT model in (2.6), we optimised the three scalar parameters $K_1$, $K_2$ and $n$ for
best fit to all materials in the ICRP 89—shown in Figure 3.1. We also fitted our piecewise
linear Polyquant model in Section 3.2 for both relative electron density and monoenergetic
attenuation at 60 keV to the same data. Similarly, we evaluated the accuracy of the
IMPACT parameterisation in [11] to monoenergetic attenuation, again using the same
fitting data from ICRP 89. These are plotted along with water and bone attenuation
models in Figure 3.4 and the residual norms are tabulated in Table 3.1.

An observation that can be made from the plots in Figure 3.4 and results in Table 3.1 is that
both IMPACT and our Polyquant models are very accurate over all materials. Fitting from
monoenergetic attenuation as in IMPACT or ‘Polyquant-tissue-$\mu_{\text{mono}}$’ is understandably
more accurate than $\rho_c$, due to its closer similarity to other monoenergetic attenuations,
and one will inevitably lose this accuracy if one later calibrates to $\rho_c$ or $\rho$ using the trend
in Figure 2.7. We note that using our energy dependent fitting strategy in the case of
monoenergetic attenuation consistently outperforms IMPACT, and this difference is an
Figure 3.4: Model fitting results for tissue materials: adipose tissue, muscle tissue, spongy bone (upper femoral spongiosa), and hard (cortical) bone.

Table 3.1: Residual norm for various models fitted to various tissue materials.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>adipose tissue</th>
<th>muscle tissue</th>
<th>spongy bone</th>
<th>hard bone</th>
</tr>
</thead>
<tbody>
<tr>
<td>DECT</td>
<td>0.15</td>
<td>0.28</td>
<td>0.047</td>
<td>0.97</td>
</tr>
<tr>
<td>Water</td>
<td>0.27</td>
<td>0.015</td>
<td>0.12</td>
<td>6.9</td>
</tr>
<tr>
<td>Bone</td>
<td>3.7</td>
<td>3.8</td>
<td>3.7</td>
<td>0.0</td>
</tr>
<tr>
<td>IMPACT</td>
<td>0.029</td>
<td>0.011</td>
<td>0.038</td>
<td>0.15</td>
</tr>
<tr>
<td>Polyquant-tissue-$\rho_e$</td>
<td>0.011</td>
<td>0.018</td>
<td>0.11</td>
<td>0.031</td>
</tr>
<tr>
<td>Polyquant-tissue-$\mu_{mono}$</td>
<td><strong>0.010</strong></td>
<td><strong>0.0016</strong></td>
<td><strong>0.037</strong></td>
<td><strong>0.0080</strong></td>
</tr>
</tbody>
</table>

order of magnitude for the case of hard bone.

Another feature of the numerical results in Table 3.1 is that explicitly using the photoelectric–Compton relation in (2.6) as in DECT is less accurate than fitting it to biological materials as in IMPACT. This highlights that the physical photoelectric–Compton model is not very accurate over a wide range of material types, but also that one should not expect the fitted parameters from IMPACT to necessarily be physically meaningful in terms of $\rho_e$ and $Z_{eff}$.

Finally, the water model is reasonably accurate for the soft tissues and spongy bone and not hard bone, and the bone model conversely so, which suggests the component-wise model in (2.9) is sensible. However, even if one selected the best cases from bone or water, as is the essence of [45–47], then the error would still be considerably higher than either
IMPACT or our proposed approach.

To demonstrate that these fitted parameters are not universal, we also ran the same models with the same fitted parameters on two synthetic plastic materials: polymethyl methacrylate (PMMA) and polytetrafluoroethylene (PTFE). These are interesting materials since they have similar electron densities to muscle and bone respectively but significantly different attenuation. In order to extend these models to include metallic implants, we also looked at how well they may model the attenuation of solid Titanium, where both IMPACT and Polyquant included a second ‘knee’ point to incorporate its attenuation also.

![Figure 3.5: Model fitting results for synthetic plastic materials: PMMA and PTFE.](image)

**Table 3.2: Residual norm for various models fitted to PMMA and PTFE.**

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Plexiglass</th>
<th>Teflon</th>
<th>Titanium</th>
</tr>
</thead>
<tbody>
<tr>
<td>DECT</td>
<td>0.24</td>
<td>1.3</td>
<td>79</td>
</tr>
<tr>
<td>Water</td>
<td>0.35</td>
<td>0.40</td>
<td>82</td>
</tr>
<tr>
<td>Bone</td>
<td>4.6</td>
<td>7.5</td>
<td>66</td>
</tr>
<tr>
<td>IMPACT</td>
<td>1.5</td>
<td>14</td>
<td>1.9</td>
</tr>
<tr>
<td>Polyquant-tissue-$\rho_e$</td>
<td>1.3</td>
<td>7.2</td>
<td>0.032</td>
</tr>
<tr>
<td>Polyquant-tissue-$\mu_{\text{mono}}$</td>
<td>1.5</td>
<td>14</td>
<td><strong>0.0076</strong></td>
</tr>
<tr>
<td>Polyquant-plastic-$\rho_e$</td>
<td><strong>0.020</strong></td>
<td><strong>0.0028</strong></td>
<td>84</td>
</tr>
</tbody>
</table>

From the plots in Figure 3.4 and results in Table 3.1, it is apparent that our proposed model is not universal across material types. Indeed, a water model is the best performing upon the specific plastic case, and the DECT is the best universal model, though this is also to be expected given the data in Figure 2.8 since it uses a two-dimensional parameterisation.

For the metallic implants, we note how the DECT, water and bone models are very inaccurate. IMPACT also shows significant errors, despite fitting the photoelectric–
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Compton model directly to Titanium, which provides further evidence that the energy dependence model is not universal. On the other hand, by imposing no physical model, our Polyquant approaches are able to capture the attenuating profile of the implant material very closely.

The implications from the model experiment is that although our model is able to fit very closely to both tissue materials and metallic implants, once these parameters are fitted, they are inaccurate in synthetic plastic materials. An explanation for this mismatch is due to the fact that the correlation between electron density and attenuation coefficient is significantly different with tissues and synthetic materials [30]. With this, although parameterising the mass attenuation coefficient with water and bone gives more consistent predictions across material types, if one wishes to map into electron density for radiation therapy applications, then one must also take care to fit to the appropriate class of materials.

![Figure 3.6](image_url)

Figure 3.6: Relation between mass and electron density for a collection of synthetic materials. As with Figure 3.1, the attenuation has been normalised to the maximum attenuating material—Teflon in this case—to allow visualisation on a single graph.

We finally note that our model is still able to account for plastic materials, and the ‘Polyquant-plastic-$\rho_e$’ in Table 3.2 is a result of fitting to a family of polymers—we used PTFE, polyoxymethylene (POM), PMMA, polystyrene, low-density polyethylene (LDPE) and polymethylpentene (PMP)—and the resulting accuracy is notably very high. We also show the relationship to attenuation for these materials in the graphs in Figure 3.6, which confirms that plastics interestingly follow a similar piecewise trend of their own, though this clearly does not extend to Titanium. If one wishes to quantify the attenuation of a mixture of both synthetic and biological tissues, then it seems that no single energy parameterisation would be consistent. One may opt for DECT measurements, but at the cost of requiring two diverse spectral sources.
3.4.2 Low Dose Numerical Reconstruction Test

The data we used for our numerical reconstruction test were derived from the Adult Reference Computational Phantom [41], which is a segmented image of defined density and chemical composition to represent real tissues. To investigate the ability to image metal implants, we inserted a pair of prosthetic hip joints (marked in green) with a solid titanium pin and shell. The slices through the chest and pelvis—which are the images we selected for testing—are shown in Figure 3.7. The resolution is $299 \times 137$.

![Figure 3.7: Experimental data used: (a) is the oracle chest electron density; and (b) is the oracle pelvis electron density; both have a with display window of $[0.8,1.2]$](image)

The system geometry used for testing was a flat detector fan-beam CT, which was modelled in the Monte Carlo package Gate [26] as outlined Section 2.7. We included a focused lead strip collimator to mitigate scatter, a 0.6 mm thick CsI scintillator, a shaped source to put more photons into the centre of the specimen, and generated spectra using SpekCalc [143]: 6 mm aluminium filtration at 120 kVp. We simulated a total of $3 \times 10^9$ photons into 512 detection elements over 360 projections in $1^\circ$ increments, which represented a low dose acquisition. Although the spectrum used to generate the measurements was sampled at 1 keV increments, for reconstruction we used $N_\xi = 21$, which was deemed a sufficient number in [11], and corresponded to our sampling of mass attenuation coefficients.

The implementation of all methods was in MATLAB, where we used separable footprint operators [70] from the Michigan Image Reconstruction Toolbox [153] for $\Phi$ and $\Phi^T$.

Reconstruction Methods Under Test

Most of the methods we tested are iterative reconstructions, with some degree of polyenergetic modelling. For fairness, we used TV regularisation for each [98], and selected the regularisation parameter giving the highest performance in each case — curves showing
the influence of these parameters are shown in Figure 3.9. All iterative methods were run for 2000 iterations, which resulted in empirical convergence in each case, after which the figure of merit did not change by more than the reported precision.

Details of the methods under test are:

- **FBP**: Filtered backprojection (FBP) is a popular reconstruction algorithm, that ‘analytically’ approximates the inverse of linearised CT projections \[55\]. In our implementation: we take the logarithm of raw measurements; correct for beam hardening with a water only polynomial fitting \[45\]; apply a ramp filter with Hann windowing, with cut-off frequency optimised to give maximum performance; and finally apply a single backprojection operation \[\Phi^T\]. To map to density from attenuation coefficient, we use the calibration curve in Figure 2.7 and detailed in \[30\]. We included FBP as a crude baseline and to indicate the level of noise in our system, but we expect it to perform significantly worse than other competitive approaches under test due to the low dose.

- **PWLS**: Penalised weighted-least-squares (PWLS) approximates the CT model as linear by taking the logarithm of the raw measurements \[60\], calibrating them to correct for beam-hardening artefacts for the polyenergetic source \[45\], and includes a statistical weighting to approximate the Poisson noise in \(\mu_{\text{mono}}\). The objective function is then

\[
\mu_{\text{mono}} = \arg\min_\mu (\Phi \mu - l)^T W (\Phi \mu - l) + \lambda R(\mu),
\]

where \(W\) is a diagonal statistical weighting matrix with entries \(W_{ii} = (y_i - s_i)^2 / y_i\), and \(l\) is the collection of linearised monoenergetic projections \[60\]. Converting \(\mu_{\text{mono}}\) to electron density is then done through a nonlinear calibration according to \[30\], as with the FBP. It should be noted that we are not actively modelling the metal implant in this case.

- **Poly-SIR**: Polyenergetic statistical iterative reconstruction (Poly-SIR) is the segmented water–bone model from \[2.9\] \[46\]. As this requires prior knowledge on material classes, we give it the oracle segmentation of the hard bone structures, and it treats everything else as water. In the pelvis case, we also pass the oracle segmentation of the metal implants, with corresponding mass attenuation.
coefficients. Since the physical model gives the mass density, we convert to relative electron density where appropriate using the curve shown in Figure 2.8d.

- **IMPACT**: We implement the IMPACT model of [11] as a special case of our generalised fitting in (3.6). This allows us to use the same algorithm as presented in Section 3.3 for its minimisation. We use a three component piecewise-linear fitting from monoenergetic attenuation at 60 keV to energy dependent attenuation, which accounts for metal implants as well as biological tissues. We then use the same post-processing calibration technique as with FBP and PWLS to convert to either mass or relative electron densities.

- **Polyquant**: In our proposed model, we use the piece-wise linear fitting in Section 3.2 and reconstruction strategy in Section 3.3. We use Algorithm 1 but with 10δ which from Figure 3.3 is still rather conservative, but exhibited a monotonic decrease in the objective function. For the pelvis case, we extend the model with a second ‘knee’ point and linear section to include the attenuation of solid titanium according to the generalisation in (3.2). We used separate fittings to electron and mass density shown in top and middle graphs in Figure 3.1 to demonstrate the ability to reconstruct directly into either quantity, where each mapping was a least-squares fitting to the materials in ICRP 89 [3]. The resulting parameters for the relative electron density fitting are given in Appendix A.

**Quality Assessment Metric**

The metric for quantifying the accuracy of the various methods under test is the root-mean-squared-error (RMSE) in relative electron and mass density, calculated as

$$\sqrt{\frac{1}{N_{\text{vox}}} \sum_{i=1}^{N_{\text{vox}}} (\hat{\rho}_i - \rho_i)^2},$$

(3.16)

where $\hat{\rho} \in \mathcal{R}^{N_{\text{vox}}}$ is the estimated mass or electron density of a tested method, and $\rho$ is the ground-truth. As an error, the lower the score represents a higher quantitative accuracy.

**Reconstruction Results**

The results from our reconstruction test are illustrated in Figure 3.8 and Table 3.3.
In terms of both electron density and mass density accuracy, our proposed method is the best performing method under test. The lack in estimation accuracy in using the water–bone model with Poly-SIR is likely to be due to discrepancies in adipose and spongy bone tissues from water, which were illustrated in Figure 3.4. We note that Poly-SIR is second
Figure 3.9: Curves of electron density RMSE against regularisation parameter for iterative methods under test in chest and pelvis data sets. The minima from each curve is selected in each case given the reconstructions shown in Figure 3.8 and quantitatively assessed in Table 3.3

Table 3.3: Quantitative results: relative electron density ($\rho_e$) and mass density ($\rho$) RMSE

<table>
<thead>
<tr>
<th>Scheme</th>
<th>$\rho_e$ RMSE</th>
<th>$\rho$ RMSE</th>
<th>$\rho_e$ RMSE</th>
<th>$\rho$ RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FBP</td>
<td>0.136</td>
<td>0.140</td>
<td>0.201</td>
<td>0.226</td>
</tr>
<tr>
<td>PWLS</td>
<td>0.0389</td>
<td>0.0426</td>
<td>0.133</td>
<td>0.166</td>
</tr>
<tr>
<td>Poly-SIR</td>
<td>0.0363</td>
<td>0.0385</td>
<td>0.0839</td>
<td>0.101</td>
</tr>
<tr>
<td>IMPACT</td>
<td>0.0307</td>
<td>0.0326</td>
<td>0.133</td>
<td>0.159</td>
</tr>
<tr>
<td>Polyquant</td>
<td><strong>0.0298</strong></td>
<td><strong>0.0316</strong></td>
<td><strong>0.0513</strong></td>
<td><strong>0.0746</strong></td>
</tr>
</tbody>
</table>

best performing in the pelvis case, but it was provided with oracle information on the implant and hard bone, which would be difficult to segment in practice from a preliminary reconstruction such as FBP due to its high noise. IMPACT is understandably very closely performing to our method in the chest case, as these performed similarly in the model test, but the advantage of fitting at each energy is clear in the case of the metal implant, where the IMPACT performance is similar to that of PWLS.

The relationship between regularisation strength and quantitative performance of the iterative methods are shown in Figure 3.9. In both cases, this demonstrates that the Polyquant not only reaches the best performance, especially in the pelvis case, but its numerical accuracy is reasonably robust to the setting of this parameter. The difference in the location of the minima between methods may be accounted for by the different scales in image parameter — for example IMPACT uses the monoenergetic attenuation at 60 keV, whereas Polyquant uses the physical density, and these have a relative difference in intensities. Another implication from these curves is that although the Polyquant chest
image in Figure 3.8i exhibits a higher level of intratissue variation than IMPACT, this will be mitigated by increasing the regularisation parameter, which can increase by over 40% whilst maintaining the best numerical performance.

Another interesting feature of the results is the difference between electron and mass density scores. Although it may seem counter-intuitive that the Poly-SIR for example would have a higher error before calibration than after, this is due to the RMSE being absolute and not relative. Since from Figures 2.8b and 3.1 the mass densities of materials are on average higher than relative electron density, this should account for the difference.

3.5 Accelerating the Prox-polyquant Algorithm

The algorithm given in Algorithm 1 performs reconstruction through gradient descent optimisation of the Polyquant objective function. Although this appears robust in empirical convergence even under aggressive step-size multiplication factors, as shown in Figure 3.3 each iteration is potentially expensive to compute, as it requires several full projection and back-projection calculations. For the numerical experiment in Section 3.4.2 with single slice fan-beam CT, this cost was reasonable, but for CBCT data it is likely to be considerably higher in both memory and computation. For this reason, we next investigate and analyse algorithmic acceleration strategies that will be employed in the following experimental section.

As was outlined in Section 2.5.4, one can realise acceleration through calculating the gradient on a subset of the measurements. One method therefore, is to apply Prox-polyquant as given in Algorithm 2, with each iteration only a acting on a subset of the full NLL. Adopting the same notation as the prototypical subset gradient method in (2.46), this NLL can be expressed as

$$\text{NLL}(x^k; y, S^k) = \sum_{i \in S^k} \sum_{j=1}^{N_i} \psi_i(x, \xi_j) + s_i - y_i \log \left( \sum_{j=1}^{N_i} \psi_i(x, \xi_j) + s_i \right)$$

given some subset $S^k \subseteq [1, \ldots, N_{\text{ray}}]$. As in (2.47), the projection indices array is defined as

$$\iota^k = [l^k : N_{\text{split}} : (N_{\text{proj}} - N_{\text{split}} + l^k)]$$

(3.17)
where $\iota$ is a subset index array that selects a subset as

$$\hat{y}_j = [y_{\iota_k}]_j \text{ for } j = 1, \ldots, \frac{N_{\text{proj}}}{N_{\text{split}}}$$ (3.18)

where $\hat{y}$ is the subset of the full set of measurements $y$. From this, a subset variant of the Prox-polyquant is given in Algorithm 2.

**Algorithm 2** Fast-Polyquant 1: heavy ball momentum

**Initialization**: Subset selection scheme for $S^k$, regularisation constant $\lambda$, Lipschitz approximation $L_0$, number of iterations $N_{\text{iter}}$, number of subset divisions $N_{\text{split}}$, inertia factor $\gamma \in [0, 1)$, and starting point $x^0$.

1. $x^0 \leftarrow 1$
2. $\delta \leftarrow 1.9(1 - \gamma)/L_0$
3. $x^1 \leftarrow x^0$

for $k = 1, 2, \ldots$ do

$$x^k \leftarrow \text{prox}_{\delta R} (x^k - \delta \nabla NLL(x^k; y, S^k) + \gamma(x^k - x^{k-1}))$$

end for

In other ordered subset realisations as in [23, 114, 119], the authors employ diagonal preconditioning on the objective function, which is the precomputed diagonal of the Hessian at point $x = 0$ in those cases. With the non-convex NLL of CT, these precomputed preconditioning do not guarantee a monotonic algorithm, although Erdogan and Fessler [114] demonstrate that it performs well empirically. We can use this same concept also, by defining a factor

$$p = \Phi^T \left[ \sum_{j=1}^{N_{\xi}} \alpha_1^2(\xi_j) b(\xi_j) \right] \odot \Phi 1,$$ (3.19)

It can be seen that the parameter $L_0$ in (3.13) is the maximum of this vector. To apply this, the scalar step-size factor $\delta$ is replaced by

$$\delta = 1.9(1 - \gamma) \odot p,$$ (3.20)

which is now a vector that individually weights each element of the gradient. This changes the gradient step calculation by

$$\delta \nabla \text{NLL}(x^k; y, S^k) \rightarrow \delta \odot \nabla \text{NLL}(x^k; y, S^k).$$ (3.21)

By including preconditioning on forward–backward splitting, the proximal term should also be modified to account for this [111]. We will analyse if this diagonal preconditioning offers any gain in performance, though only with non-negativity constraints, whereby the
proximal operator need not be changed.

We also wish to compare the ‘heavy ball’ inspired acceleration [22,117] against the Nesterov momentum [118] used in FISTA [10] shown in (2.53). This combination of Nesterov momentum and subset gradient descent was analysed in [23] and demonstrated in [119] for CBCT reconstruction. This combination applied to our objective function results in Algorithm 3.

**Algorithm 3** Fast-Polyquant 2: FISTA acceleration

**Initialization:** Subset selection scheme for $S^k$, regularisation constant $\lambda$, Lipschitz approximation $L_0$, number of iterations $N_{\text{iter}}$, number of subset divisions $N_{\text{split}}$, and starting point $x^1$.

\[
x^1 \leftarrow 1
\]
\[
z^0 \leftarrow x^1
\]
\[
\delta \leftarrow 1.9N_s/L_0
\]

for $k = 1, 2, \ldots$ do

\[
z^k \leftarrow \text{prox}_{\delta R}(x^k - \delta \nabla \text{NLL}(x^k; y, S^k))
\]
\[
k^{k+1} \leftarrow \frac{1+\sqrt{1+4(t^k)^2}}{2}
\]
\[
\rho x^{k+1} \leftarrow z^k + \left(\frac{k^{k-1}}{t^{k+1}}\right)(z^k - z^{k-1})
\]

end for

Finally, an element that proved to have a significant impact on the stability of these types of methods is the ordering of the subsets [23]. The best performing method that we observed was the ‘bit-reversal’ (BR) ordering of [7]. To illustrate this, Figure 3.10 shows a BR selection for $N_{\text{split}} = 32$. It can be seen that each subsequent index is a large distance from the last.

![Figure 3.10: Demonstration of ‘bit-reversal’ ordering scheme applied to $N_{\text{split}} = 32$: the red line marked with * shows sequential ordering; the blue line marked with shows the BR ordering from [7].](image-url)
3.5.1 Analysis and Validation

To analyse the relative performance of the various elements of algorithm acceleration, we devised a benchmark to evaluate the speed of convergence in each case. As with the convergence curves plotted in Figure 3.3, this will compare speed under different step-size multiplication factors, but also different subset divisions, and with no regularisation. This is distinct from the analysis in [23], where only different subset sizes were compared.

The data used for this investigation was the numerical chest data as used in Section 3.4.2. We characterised a method as being successful, if it could achieve an objective function value less than $9.5 \times 10^4$ — selected from the final values achieved in Figure 3.3 — within 2000 iterations, $N_{\text{iter}}$. The results from this test are illustrated in Figure 3.11.

We evaluated: Fast-polyquant 1 (F-P 1) as given in Algorithm 2; Fast-polyquant 1 with diagonal preconditioning from (3.19); and Fast-polyquant 2 (F-P 2) as given in Algorithm 3 with both sequential and BR subset selection. Methods that successfully achieved an objective value less than $9.5 \times 10^4$ are shown in blue, along with the time in seconds they took to reach this, with methods that failed to converge due to either instability or slowness in yellow. We highlight that the original Prox-polyquant (P-P) in Algorithm 1 is represented as the first column in Figure 3.11a.

For analysis purposes, we calculated the full NLL at each iteration in every case. Since calculation of this full objective function requires $2N_f - 1$ applications of $\Phi$, this corresponds to a huge cost, which is more than the expense of calculating a full gradient. In practice, the objective function would not be evaluated in subset techniques, as this would negate any speed increase. Therefore, in the calculation of the execution times in Figure 3.11, we have subtracted this objective calculation time.

There are many interesting trends that can be found from Figure 3.11. Firstly, there is a consistent relationship between stability, step-size factor, and subset divisions. In can be seen that as one increases the step-size factor, that the maximum successful subset splitting factor decreases. One marked difference between the two acceleration variants, is the F-P 1 from Algorithm 2 appears active at considerably higher step-sizes than the FISTA variant of Algorithm 3. This could well be related to the step-size scaling factor of $(1 - \gamma)$ in the former case, where we used $\gamma = 0.8$. Although this was required to prove convergence in [22], these results suggest that this may not be necessary in practice. A
similar effect was also observed in Figure 3.3, where convergence was observed for very high step-size scaling factors. The reason the lowest step-sizes are represented in yellow as a failure in Figure 3.3a and Figure 3.3b, was simply that they were too slow to reach the desired objective value within the 2000 iterations.

By comparing the results between Figure 3.3a and Figure 3.3b, this suggests that using diagonal preconditioning is not effective for our objective function. Although its inclusion does offer significant acceleration factors for the full gradient with \( N_{\text{split}} = 1 \), this begins to diminish as the subset divisions are increased. For the most aggressive acceleration factors, the preconditioning even becomes detrimental.
The effect of using BR ordering can be seen by comparing Figure 3.3c with Figure 3.3d. Up to \( N_{\text{split}} = 8 \) there is no practical difference between the ordering strategies, with each giving identical performance. What BR appears to offer over sequential ordering however, is stability with much more aggressive subset divisions.

Between the acceleration strategies, although both have similar properties, the FISTA momentum of Prox-polyquant 2 does appear to exhibit higher stability, and it is likely easier to select an appropriate step-size multiplication factor for this in practice — even using \( 10^1 \) offers a better performance than any of the tested cases of Prox-polyquant 1.

Figure 3.12: Curves showing objective function against effective data passes (epochs) for various algorithm types on the numerical chest data. All are run until their termination for NLL value of \( 9.5 \times 10^4 \).

To see if either of the acceleration strategies, F-P 1 or F-P 2, began to diverge after many iterations, we ran select examples for \( N_{\text{iter}} = 2000 \). We selected: F-P 1 with 8 subset divisions and step-size factor of 120 that reached NLL = \( 9.5 \times 10^4 \) in 42 seconds at \( N_{\text{iter}} = 215 \) in Figure 3.11a; F-P 2 with 15 subset divisions and step-size factor of 8 that reached termination in 22 seconds at \( N_{\text{iter}} = 178 \) in Figure 3.11c; we also used a representative full Prox-polyquant implementation with step-size multiplication factor of 30, giving a monotonically decrease in objective function, and termination with 685 iterations in 895 seconds in Figure 3.11a. The curves for each case for \( N_{\text{iter}} = 2000 \) are shown in Figure 3.12 with the data pass where each method was terminated in Figure 3.11 also shown.

From Figure 3.12 neither of the methods appear to diverge in terms of objective function, even after many iterations with this case of no regularisation. As a more practical
experiment, we also analysed the relative reconstruction performance, with the addition of TV regularisation. Here we ran each of the three selected methods from Figure 3.12, both for the number of iterations that achieved termination with $\text{NLL} = 9.4 \times 10^4$, and for 2000 iterations. The resulting reconstructions are shown in Figure 3.13.

The regularised reconstruction results in Figure 3.13 highlight some interesting properties. Firstly, at the points of NLL termination in Figure 3.11, which is equivalent to $N_{\text{epoch}} = 685, 27, 11$ respectively, all three methods exhibit similar levels of artefacts and structure preservation. At this point F-P 2 also interestingly has significantly the lowest RMSE. At $N_{\text{iter}} = 2000$ however, a different pattern emerges. Whilst Prox-polyquant and F-P 1 achieve similar levels of image structure and RMSE, F-P 2 shows considerable artefacts in the lower and upper right sections. This may either be an effect of the nonconvexity of the objective function, where this method may be stuck in a local minima, or an effect of the regularisation function. In any case, we are yet to confirm that F-P 1 is generally less prone to these artefacts, and this would have to be the subject of further study.

There are a couple of conclusions that can be drawn from this section. Firstly, subset
3.6 Physical Phantom Validation

To validate our method, we also tested its ability to perform quantitative reconstruction from real X-ray CBCT measurements. For this, we acquired a scan with a Varian TrueBeam On-Board Imager of two anthropomorphic phantoms: an SK200 Sectional Chest Phantom manufactured by the Phantom Laboratory, incorporated; and a CIRS STEEV head phantom.

The SK200 consists of a real human skeleton cast in a synthetic resin and a textured synthetic lung material. Since the resin material has a measured mass density, we will assess the accuracy of reconstruction into this. Secondly, the CIRS STEEV phantom similarly consists of synthetic materials, but which are manufactured to match the relative electron densities of human tissue. Therefore, we are able to quantify the relative electron density accuracy in this case.

3.6.1 SK200 Chest Phantom

SK200 Data Processing

Our CBCT acquisition consists of 888 projections at a 125 kVp tube potential and 15 mA current for 20 mSec on each. The system also included a Titanium beam hardening filter, a bow-tie filter, a scatter collimation grid, and a Cesium Iodine scintillator.
raw measurements were all pre-corrected for detector responses, and the effect of bow-tie shifting with gantry rotation, with default TrueBeam\textsuperscript{TM} corrections to give \( y \) in (2.13). The scatter estimate \( s \) in (2.13) was also taken from the Varian system’s default scatter correction. For testing the FBP—realised with the Feldkamp–Davis–Kress method \cite{9}—and PWLS, we took the linearised projection vector \( l \) in (3.15) after the system’s beam hardening correction and logarithm.

In the case of the fully polyenergetic reconstruction methods Poly-SIR, IMPACT and Polyquant, we require knowledge of the X-ray spectrum \( b_i(\xi) \) in (2.13). Due to the variable thickness of Aluminium in the bow-tie filter, this will be spatially varying, and we calculated it analytically from the appropriate spectrum in the system’s calibration parameters, and the spectral response of the various metal filters and scintillator. As in our other experimental sections, we discretised the spectrum into 21 energies, and used the same parameters as were fitted in Section 3.4.1 for the ICRP biological tissues.

**SK200 Reconstruction**

For reconstruction, we mapped into a resolution of \( 256 \times 256 \times 96 \), and used each method as detailed in Section 3.4.2. In each case, we used offset detector weighting as in \cite{57}—although this should not be necessary for iterative methods, we noted it mitigated artefacts in the centre of these reconstructions. We ran each iterative method for 200 iterations. With lack of ground-truth data to inform its optimisation, we heuristically used \( 0.2 \lambda_{\text{chest}} \), where \( \lambda_{\text{chest}} \) were the same TV regularisation parameters from the digital chest experiment, and gave good empirical performance on the CBCT data. Finally, for the bone segmentation required for Poly-SIR, we applied a threshold of \( \rho > 1.5 \text{ g/cm}^3 \) to the FBP reconstruction, which empirically isolated the hard structures in the image, and assigned these voxels as bone.

Reconstructions of the 57\textsuperscript{th} slice from the CBCT data are shown in Figure 3.14. We note that each image looks rather similar structurally, due to a high number of measurements, and larger relative dose in comparison to our numerical experiment in Section 3.4.2. To illustrate relative differences, we have also shown the isolated region around a bone in Figure 3.14f. Here, the Polyquant result shows the lowest distortion around the bone. There are still visible artefacts in the soft tissues in this case, and this may be improved further with more accurate scatter estimation or spectrum modelling. On the other hand,
Figure 3.14: Results from mass density reconstruction from real CBCT data, where each is shown with display window $[0,1.5]$.

The FBP does exhibit a drop in intensity in Figure 3.14(f) that may be attributed to the insufficient data sampling with CBCT [18].

Figure 3.15: (a) Mask corresponding to muscle-like resin in the 57th slice, from segmentation; (b) Expanded views of bone structure within arm, with display window $[0.8,1.2]$ to highlight artefacts.

To evaluate the quantitative accuracy of each reconstruction, we isolated voxels in the 57th slice corresponding to the muscle-like resin. This is shown in Figure 3.15 where there are 8024 voxels here. The RMSE and standard deviation of these voxels to the manufacturer’s...
quoted mass density of 1.01 g/cm$^3$ are tabulated in Table 3.4.

Table 3.4: Quantitative CBCT results: root-mean-squared-error (RMSE) between tissue voxels and measured mass density of 1.01 g/cm$^3$, and corresponding standard deviation (std).

<table>
<thead>
<tr>
<th>Scheme</th>
<th>FBP</th>
<th>PWLS</th>
<th>Poly-SIR</th>
<th>IMPACT</th>
<th>Polyquant</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.127</td>
<td>0.0396</td>
<td>0.0403</td>
<td>0.0269</td>
<td>0.0244</td>
</tr>
<tr>
<td>std</td>
<td>0.0460</td>
<td>0.0357</td>
<td>0.0265</td>
<td>0.0250</td>
<td>0.0239</td>
</tr>
</tbody>
</table>

From Table 3.4 we note that our proposed model is nearly 10% more accurate than the next best method under test. Additionally, the variation of our method is also the lowest, which should be indicative of less soft-tissue distortion from insufficient modelling of bone attenuation.

3.6.2 STEEV Head Phantom

The CIRS STEEV phantom consists of synthetic resins to mimic the attenuating properties of human tissues, allowing quantitative assessment of relative electron density accuracy. There was also a metal structure in the centre of the phantom, consisting of the plug section from a PTW PinPoint ionisation chamber, allowing us to investigate the mitigation of metal induced artefacts.

STEEV Data Processing

Our CBCT acquisition consists of 499 projections at a 100 kVp tube potential and 20 mA current for 15 mSec on each, which were the default settings for a head acquisition. Compared to the numerical test, the relative X-ray flux was roughly $2.5 \times$ higher, which coupled with the smaller specimen volume and larger number of projections, implies that this test was at a significantly higher dose.

As in our other experimental sections, we discretised the spectrum into 21 energies, and used the same parameters as were fitted in Section 3.4.1 for the ICRP biological tissues, but supplemented by the mass attenuation of the metal implant according to information provided by the manufacturer.
For reconstruction, we mapped into a resolution of $512 \times 512 \times 144$, and used each method as detailed in Section 3.4.2. We ran each iterative method for 500 iterations. For the regularisation parameter, we heuristically used $0.5\lambda_{\text{pelvis}}$, where $\lambda_{\text{pelvis}}$ were the same TV regularisation parameters from the digital pelvis experiment, and gave good empirical performance on the CBCT data. Finally, for the bone and metal segmentations required for Poly-SIR, we obtained these through applying thresholds on the FBP and PWLS separately. To illustrate the critical role of this step, we have shown both images in Figures 3.16c and 3.16d.

Reconstructions of the 83rd slice from the CBCT data are shown in Figure 3.16, along with a region from the 91st slice containing a higher mass of metal in Figure 3.17. Although the FBP appears to suffer strongly from the presence of the metal structure, most of the iterative methods mitigate its effect considerably, with the PWLS showing a more pronounce dark region in the soft tissue. The Poly-SIR based on a segmentation from the FBP does suffer from its streaking as shown in Figure 3.16d. Although a better performance is achieved through segmenting from the PWLS as in Figure 3.16d, this will have a considerably higher total computational cost; the Poly-SIR region in Figure 3.17c is based on this PWLS initialisation. The preservation of bone structure appears to be similar between all the iterative methods. The Polyquant method appears to have the smoothest regions around the metal implant, whilst maintaining the same level of structure in the bone and objects surrounding the phantom.

To evaluate the quantitative accuracy of each reconstruction, we isolated regions of interest (ROI) in the 83rd slice located in soft tissue and spongy bone — these are shown in Figure 3.16a. The RMSE of these regions are calculated relative to the electron density of the soft tissue and bone equivalent resins, and shown in Table 3.5.

Table 3.5: Quantitative CBCT results: RMSE of relative electron density in regions shown in Figure 3.16a

<table>
<thead>
<tr>
<th>RMSE</th>
<th>FBP</th>
<th>PWLS</th>
<th>Poly-SIR</th>
<th>IMPACT</th>
<th>Polyquant</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROI 1</td>
<td>0.0583</td>
<td>0.0170</td>
<td>0.0200</td>
<td>0.0154</td>
<td>0.0100</td>
</tr>
<tr>
<td>ROI 2</td>
<td>0.231</td>
<td>0.0235</td>
<td>0.0256</td>
<td>0.0199</td>
<td>0.0166</td>
</tr>
<tr>
<td>ROI 3</td>
<td>0.0342</td>
<td>0.0376</td>
<td>0.0333</td>
<td>0.0178</td>
<td>0.0128</td>
</tr>
</tbody>
</table>
Figure 3.16: Results from electron density reconstruction from real CBCT data showing slice 83, where each is shown with display window [0.7,1.4]: (c) is Poly-SIR given a bone and metal segmentation derived from the FBP; (d) uses a segmentation derived from the PWLS.

From Table 3.5 we note that our proposed model is the most accurate method under test by at least 16% over other approaches in all regions.
3.7 Discussion

Aspects of our method we have not evaluated in this study are its robustness, and the practicality of its computational implementation, though these are both worth discussing. In the first case, we have noted that due to the discontinuous gradient from the piecewise linear fitting, there is no theoretical guarantees for convergence. Two approaches we have adopted in implementations are using a smooth function for $f(x)$ in (3.5) such as a generalised logistic, and connecting the two linear fits with a quadratic function for some interval around the ‘knee’. However both options increase the computational cost of the gradient term in (3.11) considerably, and we have found neither give any empirical advantage in convergence or accuracy over just using the non-smooth version. Since it is common in CT reconstruction to use empirically well performing methods that have no convergence guarantees such as pre-computed curvatures in separable paraboloid surrogates [86] or ordered subsets [114], we believe this is reasonable. We also highlight, that from Figure 3.3, our method does empirically appear to converge even for very aggressive step size multiplication factors.

Another potential robustness issue with any polyenergetic model are partial volume effects, where a discretised voxel contains different classes of material. Due to its linearity, given that the two materials belong to the same fit interval, such as lung and fat or muscle and bone as in Figure 3.11, then our model would correctly estimate the attenuation from these materials. If a voxel contains materials from different intervals however, such as fat and muscle or metal and bone, then our model will overestimate the density, according to the
trends in Figure 3.1. Although we have not evaluated the degree of this effect, we note it will be in common with other approaches [11, 46, 47], and may be mitigated by increasing the resolution of reconstruction.

The performance of iterative methods under a low dose acquisition is an important consideration for reducing the amount of ionising radiation delivered to the patient. By performing our numerical test at a low dose, we demonstrated the method is relatively robust in this setting. Between the iterative methods tested, PWLS is expected to suffer the most from a low dose, due to its approximation to the noise model, and linearisation of the projections that become unstable for very low photon fluxes [60], and has been shown to perform worse at low doses than ‘pre-log’ methods such as Polyquant, Poly-SIR and IMPACT [154]. Between these three methods, whether there exists a relative change of interplay between partial volume effect photon flux and accuracy is yet to be determined, although Polyquant is likely to benefit from its superior attenuation modelling.

In terms of computational cost, our method is comparable to other iterative methods. Given that the bottleneck is in calculating the forward- and back-projection operators $\Phi$ and $\Phi^T$, then we note that each gradient step in (3.11) may be implemented with 3 forward and 2 backward evaluations, for biological materials, which represents a 2.5× larger cost than PWLS — this is the same cost as our implementation of IMPACT. Comparatively, Poly-SIR has a 2× larger cost than PWLS, which given the consistent accuracy advantage of our model, is unlikely to be worth this slight speed advantage. By employing accelerated algorithms, described in Algorithm 2 and Algorithm 3, we have demonstrated dramatic speed increases of up to 30×. If these methods were implemented on parallel hardware, such as GPUs, then we believe they would be feasible for on-line reconstruction, whilst the patient is lying on the couch.

### 3.8 Conclusions

We have introduced a general quantitative attenuation model, which allows direct inference of mass or electron density from raw CT measurements with a single polyenergetic source. Not only have we demonstrated this allows more accurate modelling than explicit physical models such as water–bone or photoelectric–Compton, but have shown how it may be exploited in a flexible reconstruction algorithm that allows accurate quantitative medical...
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imaging, even with metal implants and real CBCT data. As with other single source methods, we have highlighted its inconsistency between synthetic and biological tissues, but this may not be of relevance for medical imaging, in which opting for the more general DECT model is significantly less accurate over materials of interest. Since our method has a similar computational cost to other iterative approaches, but offers markedly higher accuracy, it offers both a practical and beneficial approach to CT imaging.
Chapter 4
Quantitative Reconstruction with Scatter Model Fusion

4.1 Introduction

X-ray scatter is a large source of errors in CT, where scattered X-rays corrupt the line of sight attenuation models used during reconstruction. In CBCT, due to its large field of view, the magnitude of these interfering X-rays is commonly of the same order of magnitude as the signal of interest and can even be considerably higher \[137\]. With this, artefacts and inaccuracies in the reconstruction are inevitable unless it can be correctly compensated. In Chapter \[3\], we introduced a polyenergetic quantitative reconstruction technique allowing the direct inference of electron density — known as Polyquant. This method can incorporate a prior estimate of the additive scatter, but this does not exploit any of the polyenergetic information or indeed the electron density available during iterations.

The problem then remains of how one should generate this estimate of scatter, which is an active area of research with many possible approaches \[128\]. A fundamental reason why estimating scatter is difficult is that unlike modelling attenuation, requiring a single path from source to detector for each measurement, one must consider every possible path a photon can take through various numbers of scattering events to get the full picture. This will therefore not only be dependent on the attenuating materials and intensity along a single pencil beam, but it will be dependent on the full projection fluence and the complete structure of the specimen. Not only would calculating all these paths be computationally exhaustive, but one does not even have knowledge of the structure of the specimen prior to reconstruction, since this is the task of the reconstruction itself. This therefore presents a dependency problem, where one requires the image to estimate scatter, but cannot form the image accurately because of scatter contamination.
To overcome this limitation, a compelling approach is to integrate the scatter estimation and reconstruction processes, so that they are performed simultaneously. This notion is exploited to some degree by efficient Monte Carlo scatter estimation methods such as \[131-134\], where one requires a preliminary reconstruction to estimate the scatter, which can then be iteratively refined. Another approach in \[135\] used an analytic single scatter model to generate scatter estimates during reconstruction. A drawback of either Monte Carlo or analytic scatter models is their computational cost, which would make the already high cost of iterative reconstruction huge.

Another family of scatter estimation approaches that are purely measurement based are convolutional methods, as were described in Section 2.6.2, known as scatter kernel superposition (SKS) \[8\] or beam scatter kernels (BSK) \[128\]. Here the scatter is estimated as a convolution between a stationary point spread function, usually calculated or measured for a slab of material, and a forward scatter factor \[136\] derived from the small angle scatter magnitude hitting the line-of-sight detector element. SKS methods are typically very fast, due to their ability to exploit the fast Fourier transform (FFT) based calculation of convolution, but are naturally limited in their inability to account for inhomogeneities in the scatter paths. These methods may however be supplemented with heuristic perturbations to compensate for the most significant inhomogeneous effects such as fringing \[155\], varying thickness \[8\], effects at the edge of an object \[8\], scatter from the couch \[156\], and more general spatial inhomogeneities \[157\].

From a preliminary study comparing scatter estimation methods when used with statistical iterative reconstruction \[158\], we found that SKS approaches matched the performance of sub-sampled Monte Carlo estimates, whilst being significantly faster. For this reason, we focus on the integration of SKS models into the polyenergetic reconstruction algorithm, Polyquant, and see if their performance can be enhanced further from information available during the iterations.

In this work, we derive a polyenergetic SKS (PolySKS) model in terms of attenuation and electron density projections, include perturbations to account for the specimen position and inhomogeneities in scatter paths, and integrate this into the Polyquant framework. We denote this integrated reconstruction method as Polyquant–PolySKS. We then propose a fast algorithm for its implementation using accelerated ordered subsets as in \[23\], able to include sparsity exploiting regularisation such as total variation (TV). Finally,
we demonstrate the method on both numerical and real CBCT data, and analyse its performance in terms of relative electron density accuracy.

4.2 Methodology

4.2.1 Polyenergetic Scatter Modelling

Polyenergetic Forward Scatter Derivation

The derivation of the forward scatter factor for SKS for preprocessed estimation in Section 2.6.2 made the assumption that the incident beam was monoenergetic, and was in terms of just the linearised attenuation coefficient $\mu$. However, one can derive this in a more accurate polyenergetic fashion, where the proportion of scattered X-ray at the point $D$ in Figure 2.19 at a given energy $\xi$ is

$$I_D(\xi) = I_U(\xi)K(\xi)\rho_e(U)\exp\left(-\int_U^D \mu(\xi, \ell) \, d\ell\right).$$  \hspace{1cm} (4.1)

There are a couple of differences here from (2.68). These are the explicit dependence on source energy $\xi$, and the dependence on the energy independent electron density $\rho_e$. The reason for this is that the attenuation through scattering events may be expressed in terms of the associated interactive cross sections as

$$\mu_{\text{scatter}}(\xi) = \rho N_g(\sigma_{\text{incoh}}(\xi) + \sigma_{\text{coh}}(\xi)),$$  \hspace{1cm} (4.2)

where $\sigma_{\text{incoh}}(\xi)$ is incoherent Compton scatter, and $\sigma_{\text{coh}}(\xi)$ are coherent scatter events. From the definition of relative electron density in (2.4) the proportionality to relative electron density can be seen. Furthermore, one can find the scalar constant $K(\xi)$ is related to the physics as

$$K(\xi) \propto \frac{\sigma_{\text{incoh}}(\xi) + \sigma_{\text{coh}}(\xi)}{\rho_{\text{water}}N_g,\text{water}},$$  \hspace{1cm} (4.3)

with the constant of proportionality being related to the size and position of the detector element. With this, having the scatter intensity proportional to $\mu$ as in (2.68) can be seen as an approximation and will implicitly include the non-scattering photoelectric interactions.
Similarly to the monoenergetic derivation in (2.69), the forward scatter factor can be calculated by integrating all the individual scatter factors from $O$ to $D$, which can be expressed as

$$p(\xi) = \int_O^D I_O(\xi) \exp \left( - \int_O^{U'} \mu(\xi, \ell) \, d\ell \right) K(\xi) \rho_e(U') \exp \left( - \int_{U'}^D \mu(\xi, \ell) \, d\ell \right) dU'$$

$$= I_O(\xi) \exp \left( - \int_O^D \mu(\xi, \ell) \, d\ell \right) K(\xi) \int_O^D \rho_e(\ell) \, d\ell,$$

(4.4)

where the combination of the two attenuation integrals can only be made since photons do not change energy with scattering events with no deflection [39, 159]. Since in practice one will have a finite detector size, there will be some small change in photon energy from Compton scatter, but the approximation in (4.4) is still reasonable since the angles will be small. In any case, the energy dependency of the scatter factor $K(\xi)$ is retained to allow any compensation for this, despite the zero angle scattering not having a dependency on energy [40].

As in (2.70), one can express this in a discretized setting for all measurements as

$$p_i(\xi) = K(\xi) b_i(\xi) \exp \left( - [\Phi \mu(\xi)]_i [\Phi \rho_e]_i \right) \text{ for } i = 1, \ldots, N_{\text{ray}}.$$

(4.5)

A convenient property of (4.5) when used within Polyquant reconstruction is that the energy dependent attenuation $\mu(\xi)$ and the electron density $\rho_e$ are readily available at each iteration without need for further computation. With this, given that scatter kernels are consistent within a given energy, then the same scatter model will be able to be used for any spectrum, given that is it known.

As with the conventional SKS derivation, (4.5) does ignore multiple scattering that rejoins the line–of–sight path, and we will analyse in the next section how well this assumption holds.

### Polyenergetic Water Kernel Analysis

To build a convolutional model to utilise the polyenergetic scatter decomposition in (4.5), we must investigate the nature of kernels from different energy sources. For this, we used the Monte Carlo particle simulation toolbox Gate [26], to calculate scatter profiles.
through slabs water of varying thickness but uniform cross sectional size of 80 × 80 cm. We positioned slab 50 cm from the planar detector and 100 cm from the point source. Some examples of these kernels are shown in Figure 4.1.

![Graphs](image)

(a) 10 cm water slab kernels for different energies
(b) 60 keV scatter kernel for different slab thickness

Figure 4.1: Examples of water slab scatter kernels from simulation plotted as detection intensity after detector response function and ADC (arb. units) against detector location (cm) along the u dimension as shown in Figure 2.19.

Initial observations from Figure 4.1 are that there is indeed a strong link between the shape of the scatter profile and energy of the photon, and it appears that the width of the kernel decreases with an increase in energy as in Figure 4.1a. As expected, there is also a strong link between thickness and kernel shape as shown in Figure 4.1b, though it appears the width is roughly preserved. This suggests that instead of using a multi thickness decomposition for different kernel shapes as in (2.73), one could instead decompose in terms of energy. This would fit with the polyenergetic forward model derived in (4.5).

We have also plotted the relationship between the amplitude of the measured scatter kernels and the polyenergetic scatter factor with $K = 1$ as calculated in (4.5), which are shown in Figure 4.2. These are shown as scatter plots for an increasing thickness of material, where one would expect a perfect match to the model as a straight line through the origin.

It is clear from Figure 4.2a that our analytic model fits extremely well to the narrow Gaussian, where one can perform fitting by simply finding an appropriate proportionality constant $K(\xi)$. On the other hand, it does not agree entirely with the broad Gaussian as shown in Figure 4.2b.

However, by employing the same adjustment parameters $h_1, h_2$ as in classical scatter factor calculation in (2.71) [136], we are able to obtain a very good linear fit also, which is shown
Due to properties of exponentials, this may be rewritten as

$$p_{B,i}(\xi) = K(\xi)b_i(\xi) \exp(-[\Phi\mu(\xi)]_i h_1 [\Phi\rho_e]_i^{h_2} + h_2 \log[\Phi\rho_e]_i) \quad \text{for} \quad i = 1, \ldots, N_{ray},$$

(4.7)

where the parameters become scaling factors, lending itself to faster computational implementation. The fact that our derived single scatter forward model fits so well to the narrow Gaussian amplitude may be indicative that these result from single scatter events, whilst the broad signal is attributed to multiple scatters. However, through analysing the scattering order from our simulations, we have found this not to hold entirely, with single scatter also contributing significantly to the broad peak.

With these and other observations, we note that double Gaussian kernels from various energies and thickness of slab have the following properties:

- The double Gaussian decomposition fits well for each energy and water thickness.
- The narrow field has a width that is dependent on the energy of the incident photons, and an amplitude that is directly proportional to the polyenergetic forward scatter factor in (4.5).
- The broad field has a width which is independent of photon energy, and is proportional to the polyenergetic forward scatter factor in (4.5) with appropriate...
fitting parameters $h_1, h_2$.

- With the above factors taken into account, there appears no additional dependence on thickness, suggesting the polyenergetic decomposition takes account for the change in shape observed in [8].

These observations are key to the implementation details of our scatter model given in the next section.

**Basic Polyenergetic Convolutional Model**

Using the polyenergetic forward model in (4.5) and separate narrow and broad components, a basic form of double Gaussian polyenergetic scatter kernel accurate for a static slab may be written as

\[
\mathbf{s}\{k\}(u,v) = \sum_{j=1}^{N_\xi} \mathbf{p}_N\{k\}(u,v,\xi_j) \ast \mathbf{g}_N(u,v,\xi_j) + \mathbf{p}_B\{k\}(u,v,\xi_j) \ast \mathbf{g}_B(u,v,\xi_j).
\]

Since we have found that the broad field is roughly independent of energy, this may be simplified to

\[
\mathbf{s}_B\{k\}(u,v) = \left( \sum_{j=1}^{N_\xi} \mathbf{p}_B\{k\}(u,v,\xi_j) \right) \ast \mathbf{g}_B(u,v),
\]

which requires only a single convolution.

As with the pre calculated SKS, the convolution operations may be replaced by point-wise multiplication in the spatial frequency domain, whereby the calculation of scatter may be made as follows

\[
\mathbf{s}\{k\}(u,v) = \mathcal{F}^{-1} \left[ \mathbf{S}_N\{k\}(\omega_u,\omega_v) + \mathbf{S}_B\{k\}(\omega_u,\omega_v) \right] \text{ for } i = 1, \ldots, N_{\text{proj}},
\]

where $(\omega_u,\omega_v)$ are the spatial frequencies along the dimensions of the detector plane $(u,v)$, and

\[
\mathbf{S}_N\{k\}(\omega_u,\omega_v) = \sum_{j=1}^{N_\xi} \mathcal{F} \left[ \mathbf{p}_N\{k\}(u,v,\xi_j) \right] \odot \mathcal{F} \left[ \mathbf{g}_N(u,v,\xi_j) \right],
\]

\[
\mathbf{S}_B\{k\}(\omega_u,\omega_v) = \left( \sum_{j=1}^{N_\xi} \mathbf{p}_B\{k\}(u,v,\xi_j) \right) \odot \mathcal{F} \left[ \mathbf{g}_B(u,v,\xi_j) \right].
\]
and
\[ S_{B\{k\}}(\omega_u, \omega_v) = \mathcal{F}\left[ \sum_{j=1}^{N_\xi} p_{B\{k\}}(u, v, \xi_j) \right] \odot \mathcal{F}[g_B(u, v)]. \] (4.13)

We note that with this, the computational cost of a full scatter estimate involves \( N_{proj} \) IFFT operations and \( N_{proj}(N_\xi + 1) \) FFT operations, since the Fourier transform of the Gaussian kernels need not be explicitly computed.

### 4.2.2 Accounting for Detector Distance

We already highlighted the fact that the forward scatter scalar constant \( K(\xi) \) will in practice depend on the distance to the detector due to a finite detector size. On top of this, the width of the kernels will also vary as the distance to detector is varied, due to the magnification effect. In traditional preprocessing scatter calculation such as fASKS, these factors cannot be easily accounted for, since one does not know the position of the object. In our proposed integrated model however, this information is available from the current iterate, and may be exploited to further enhance the estimation accuracy.

With reference to Figure 4.3, we can derive these correction factors based on the relative location of the object’s centre of mass. This makes the assumption that the mean scatter originates from the centre of mass, which implies independence on the position of the source. As the object moves closer to the detector, we expect a decrease in Gaussian width, and an increase in amplitude due to the increase in area covered by the central

![Figure 4.3: Scatter shift diagram illustrating magnification effect assuming the scattered photons originate from the centre of the specimen.](image)
pixel. By introducing a magnification factor $\zeta$, defined as

$$\zeta = \frac{\ell_{OD} - \ell_s}{\ell_{OD}}, \quad (4.14)$$

one would expect the width to change by a factor of $\zeta$, and the amplitude by a factor of $1/\zeta^2$. In practice, this shift distance $\ell_s$ will vary depending on the projection angle due to the change in scatter direction relative to the fixed coordinate system of the specimen. This can be compensated for, by rotating the coordinate system as

$$\ell_s = x_0 \cos \theta - y_0 \sin \theta, \quad (4.15)$$

where $(x_0, y_0)$ are the coordinates of the centre of mass of the specimen and $\theta$ is the angle of the gantry.

To test if this model holds, we evaluated the change in scatter width and forward scatter factors for the narrow and broad components. The experiment consisted of the Monte Carlo simulation of a 10 cm slab of water shifted axially from its original position 50 cm away from the detector. We have plotted the resulting factors in Figure 4.4 for a 60 keV source, and have found the same trend holds throughout other energies.

![Shift amplitude factors](image1)
![Shift width factors](image2)

Figure 4.4: Shift amplitude and width factors for 10 cm water slab with 60 keV source.

It can be observed from Figure 4.4 that the amplitudes of both a narrow and broad Gaussian scatter components indeed fit $1/\zeta^2$ very well. The narrow Gaussian width factor also follows the expected value very well, though the broad factor appears to have a weaker dependence on shifts in the object. We note, however, that it empirically fits well to a modified factor of $\sqrt{\zeta}$, which we adopt in practice.
4.2.3 Compensation for Object Edges

A critical effect from inhomogeneous objects is the reduction of the scatter magnitude towards edges, as observed in [8,128,155]. This occurs since photons scattered away from an edge into a lower attenuating material such as air are far less likely to undergo further scattering events. Using a slab model such as SKS at the edges leads to an overestimation of scatter behind the thicker parts of the object, which will typically have the highest scatter to primary ratio. The consequences of this are not only that the attenuation through the line-of-sight measurements will be overestimated, but photon starvation and streak artefacts are likely to occur in the reconstruction after its compensation.

In the fASKS work of [8], the authors observe an exponential drop in kernel magnitude towards an edge, which they approximate with the linear weighting factor $c(k)(u,v)$ that can be applied between interfaces of thickness groups.

We employ a similar mechanism for use in our polyenergetic scatter model that instead produces a continuous modification of the kernel amplitude. From simulations on water slabs and elliptical tubes, we have found that the reduction in kernel amplitude is only significant on the broad Gaussian, which takes the following exponential form

$$\tilde{p}_B = p_B \exp \left( -\frac{t_u^2 + t_v^2}{c_B^2} \right), \quad (4.16)$$

where $t_u$ and $t_v$ are continuous edge weights in the detector plane coordinates, and $\tilde{p}_B$ is the compensated broad forward scatter factor.

In Figure 4.5, we have shown the least squares fitting for $t_u$ according to the model in (4.16). The data was generated from Monte Carlo simulations of an elliptical tube with semi-major axis of 15 cm semi-minor axis of 7.5 cm and length of 80 cm, where in each run the object was laterally shifted relative to the detector plane axis $u$. We are interested in the elliptical tube object since it crudely approximates the shape of a human body lying on a couch. With this, we also plotted the factor $c(k)(u,v)$ as given in [8], though within the exponential model of (4.16).

From the nature of the kernel factors as observed in Figure 4.5, the increasing kernel attenuation factor towards the edge of the elliptical object can be seen. While this trend is somewhat caught by the linear edge factor, $c(k)(u,v)$ from [8], it does not capture the
Figure 4.5: Broad kernel scatter shifts from simulated elliptical tube object fitted through nonlinear least squares at various source energies.

right functional form. Other observations from Figure 4.5 are that there is not a strong dependence on the incident energy, that there is a very small deviation from the slab model at the centre of the object, and the trend in $t_u$ is approximately linear.

Motivated by this linear trend, we opt to use the following edge weighting function

$$t_u \{k\} (u, v) = k_{\text{edge}} \tau_e \{k\} (u, v) \frac{\partial \tau_e \{k\} (u, v)}{\partial u}, \quad (4.17)$$

where $\tau_e$ is the electron density projection as $\tau_e = \Phi \rho_e$, and $\frac{\partial \tau_e \{k\} (u, v)}{\partial u}$ is the spatial derivative of the electron density projection that can be calculated in practice as a discrete gradient. The factor $k_{\text{edge}}$ is a scalar parameter to set the strength of the edge compensation effect. For isotropy, the factor $t_v \{k\} (u, v)$ is calculated in the same way but with the derivative with respect to $v$.

Figure 4.6: Diagram of ellipse for edge factor derivation.

It is easy to show that for a simple ellipse model, the scatter estimate in (4.17) gives the correct linear trend observed in Figure 4.5. Figure 4.6 shows an ellipse with major and minor semi axes lengths of $a$ and $b$ on $x$ and $y$ respectively. The thickness at a given point along $x$ is denoted by $\tau(x)$. It can be shown that the variation in thickness with respect to $x$ is expressed as

$$\frac{d\tau(x)}{dx} = -\frac{b^2 x}{a^2 \tau(x)}, \quad (4.18)$$
Using the form of (4.17) in this case becomes
\[ k_{\text{edge}} \tau(x) \frac{d\tau(x)}{dx} \propto \frac{b^2}{a^2} x, \]
(4.19)
which is now linear with the distance towards the edge, and dependent on the squared ratio between height and width of the ellipse. This second feature is also consistent with the experimental observation in [8], where they find an increase in edge effect with thicker objects.

To provide robustness of this method to rapidly varying projections, we found smoothing the electron density thickness \( \tau_e \{ k \} (u,v) \) is beneficial. In the experimental sections, we employ a 2D Gaussian filter with standard deviation 1.5 cm. This smoothing also allows the edge compensation to be active towards sharp edges.

### 4.2.4 Complete Polyenergetic Scatter Estimation Model and Fitting

Combining the various elements, we note our complete scatter model — PolySKS — may be formed using the factors

\[ S_N \{ k \} (\omega_u, \omega_v) = \sum_{j=1}^{N_j} F \left[ \frac{1}{\xi^2} p_N \{ k \} (u, v, \xi_j) \right] \odot F \left[ \exp \left( -\frac{u^2 + v^2}{\xi^2 c^2_N (\xi_j)} \right) \right], \]
(4.20)

and

\[ S_B \{ k \} (\omega_u, \omega_v) = F \left[ \frac{1}{\xi^2} \sum_{j=1}^{N_j} p_B \{ k \} (u, v, \xi_j) \exp \left( -\frac{t_u^2 + t_v^2}{c^2_B} \right) \right] \]
\[ \odot F \left[ \exp \left( -\frac{u^2 + v^2}{\xi c^2_B} \right) \right], \]
(4.21)

and as before the estimate is then

\[ s \{ k \} (u, v) = F^{-1} [S_N \{ k \} (\omega_u, \omega_v) + S_B \{ k \} (\omega_u, \omega_v)] \] for \( i = 1, \ldots, N_{\text{proj}} \).
(4.22)

In calculating (4.20), the exact form of forward scatter factor used is

\[ p_N \{ k \} (u, v, \xi_j) = K_N (\xi_j) b \{ k \} (u, v, \xi_j) \odot \exp(-[\Phi \mu (\xi_j) \{ k \}) \odot [\Phi \rho_e] \{ k \}), \]
(4.23)
whilst the broad component of (4.21) utilises the fitting parameters as

\[ p_B \{k\} (u, v, \xi_j) = K_B (\xi_j) b\{k\} (u, v, \xi_j) \odot \exp(\log(\Phi_B(\xi_j)\{k\})) + h_2(\xi_j) \log([\Phi_{cB}\{k\}]). \]

(4.24)

In order to use this model, one requires to find the energy dependent parameters \(c_N, K_N, K_B, h_1\) and \(h_2\), as well as the energy independent parameters \(c_B\) and \(k_{\text{shift}}\) from (4.17) to calculate \(t_u\) and \(t_v\). Apart from the edge factor parameters, these were fitted to data from simulating scatter through water slabs having a thickness range of 1 cm to 40 cm with 1 cm increment, and for a number of different photon energies. In each case, we used a detector response function derived from the energy absorption coefficient of Cesium Iodine (CsI) with a thickness of 0.6 mm to replicate a photo absorption scintillator, and a detector of \(40 \times 40\) cm with resolution \(256 \times 256\). We then minimised the nonlinear least squares error against this data to our model using Newton’s method, assuming a fixed broad width of 35 cm. These parameters are shown in Table 4.1.

<table>
<thead>
<tr>
<th>energy (keV)</th>
<th>(K_N)</th>
<th>(c_N) (cm)</th>
<th>(K_B)</th>
<th>(h_1)</th>
<th>(h_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>1.38 \times 10^{-6}</td>
<td>6.91</td>
<td>3.51 \times 10^{-7}</td>
<td>0.876</td>
<td>1.10</td>
</tr>
<tr>
<td>60</td>
<td>1.40 \times 10^{-6}</td>
<td>4.77</td>
<td>3.16 \times 10^{-7}</td>
<td>0.828</td>
<td>1.15</td>
</tr>
<tr>
<td>80</td>
<td>1.39 \times 10^{-6}</td>
<td>3.62</td>
<td>2.97 \times 10^{-7}</td>
<td>0.804</td>
<td>1.20</td>
</tr>
<tr>
<td>100</td>
<td>1.40 \times 10^{-6}</td>
<td>2.90</td>
<td>2.79 \times 10^{-7}</td>
<td>0.791</td>
<td>1.25</td>
</tr>
<tr>
<td>120</td>
<td>1.40 \times 10^{-6}</td>
<td>2.44</td>
<td>2.66 \times 10^{-7}</td>
<td>0.785</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Table 4.1: PolySKS parameters from water kernel fitting used throughout the experimental section.

<table>
<thead>
<tr>
<th>(c_B) (cm)</th>
<th>(k_{\text{edge}}) (full fan)</th>
<th>(k_{\text{edge}}) (half fan)</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>2.35</td>
<td>1.57</td>
</tr>
</tbody>
</table>

Table 4.2: Energy independent parameters used for PolySKS fitting.

From Table 4.1, one can see typical parameters from our fitting. It is interesting to see that although we included the energy dependence on \(K_N\) to account for finite detector effects, there is almost no dependence from our fitting, which agrees with theory from [40]. Also interesting is the significant deviation of the narrow width and broad forward model parameters throughout energy. A critical factor to consider is that the scatter scaling factors \(K_N\) and \(K_B\) will be dependent on the area of the detector, and they should be appropriately scaled against our detector area of 0.0244 cm\(^2\) for other resolutions.
For the perturbation factor $k_{\text{edge}}$, we calculated the average factor across energies for the elliptical tube experiment presented in Figure 4.5 according to the model in (4.17). When we repeated this for an offset detector, we found a reduction of around 33%. This may be due to wider cone angles of the geometry having less of an effect from edges perpendicular to the detector. For the other parameters however, we found they hold in both full fan or half fan acquisitions.

The energies used in Table 4.1 correspond to those we simulated in Monte Carlo. In the following experimental sections of this chapter, we use 21 energies in the range 20–120 keV. To find appropriate parameters for all these energy sample points, we interpolate the values given in Table 4.1 using a shape-preserving piecewise cubic interpolation. For the lowest energies in the range 20–40 keV, we find they contribute a negligible amount of scatter, but we use extrapolation of the parameters to obtain values for these nonetheless.

For the Polyquant parameters, we used those given in Appendix A for both numerical and physical phantom experiments.

### 4.3 Incorporating the Polyenergetic Scatter Model in Polyquant

Although the polyenergetic model as derived in Section 4.2 is a general model for scatter that may be used in various algorithms or applications, its exact formulation works particularly well in the Polyquant framework, Polyquant–PolySKS. To derive an algorithm, we start with the gradient term of the negative log-likelihood NLL function with respect to the electron density, which has the parameter

$$d(\rho_e) = y \odot \left( \sum_{j=1}^{N_{\xi}} \psi(\rho_e, \xi_j) + s(\rho_e) \right) - 1,$$

where $s(\rho_e)$ is the updated scatter estimate based on the current iterate using (4.23), and $\psi(\rho_e, \xi_j)$ is defined in (3.8). This is then used to calculate the derivative as

$$\nabla \text{NLL}(\rho_e; y) \approx \sum_{i=1}^{N_f} f_i(\rho_e) \odot \Phi^T \left[ \sum_{j=1}^{N_{\xi}} \alpha_i(\xi_j) \psi(\rho_e, \xi_j) \odot d(\rho_e) \right],$$

where $\alpha_i(\xi_j)$ are the weights associated with each energy. This formulation allows for efficient computation of the gradient, which is crucial for optimization algorithms during the reconstruction process.
in the same manner as the regular Polyquant method [149]. We note a subtle difference is the dependence of the scatter term with $\rho_e$. With this, the exact formulation of the gradient would include a term from the derivative of the scatter w.r.t. the current estimate, which for convolutional models would be an extra filtering term. We have not included this in (4.26), since we have found it only has a weak dependence on the NLL and hence can be ignored. For these reasons, we have ignored this dependence and have symbolised this non-exactness by the ‘≈’ sign.

Calculating the term $s(\rho_e)$ requires from (4.5) the terms $\Phi \mu(\xi)$ for each energy and $\Phi \rho_e$. For the first term, we note from the Polyquant formulation in (3.2) we have

$$\Phi \hat{\mu}(\xi_j) = \sum_{i=1}^{N_f} \alpha_i(\xi_j) \Phi [f_i(\rho_e) \odot \rho_e] + \beta_i(\xi_j) \Phi f_i(\rho_e),$$

(4.27)

where the expensive factors to compute, $\Phi [f_i(\rho_e) \odot \rho_e]$ and $f_i(\rho_e)$, are already available at each iteration. Additionally, due to the properties of the threshold functions given in (3.3), we can find that

$$\Phi \rho_e = \sum_{i=1}^{N_f} \Phi [f_i(\rho_e) \odot \rho_e],$$

(4.28)

which also only requires projections that are already available at each iteration anyway.

### 4.4 Evaluation from Simulation

In the first experiment, we evaluate the accuracy of our proposed integrated scatter model, Polyquant–PolySKS, with comparison to precomputed scatter. To synthesise the data, we performed a Monte Carlo simulation of a CBCT system using the software Gate [26] according to the method outlined in [140].

We generated two acquisitions of the female ARCP [41] from the pelvis and head region, using half and full fan scans respectively. In both cases, we used a planar detector of $40 \times 30$ cm, placed 150 cm from the source and 50 cm from the centre of rotation. For the half fan pelvis case, we offset the detector by 16 cm and used a shaped source to replicate the effect of a bow-tie filter. We also used an appropriate source profile for the full fan head case. For both scans, we simulated a total of $1 \times 10^{11}$ photons over 160 projections and with a detector resolution of $256 \times 128$. The image resolutions were those of the original
ARCP at 299 × 137 and 60 slices of 0.484 cm thickness. We do not include any scatter grid in our simulation.

All methods under test use the Polyquant reconstruction technique \[149\], with identical TV regularisation, allowing a fair comparison between scatter estimation approaches. We will thereby refer to the reconstruction method Polyquant–PolySKS only by the scatter estimation method PolySKS. The spectra used were equivalent to 100 kVp and 120 kVp tube potentials for the head and pelvis cases respectively, which we equally sampled into 21 energies. The spectra were generated using the SpekCalc software \[143\] for a tungsten anode at 30°. The system operators $\Phi$ and $\Phi^T$ were implemented as separable footprint projections \[70\] within the Michigan Image Reconstruction Toolbox in MATLAB. The methods we will use for comparison are:

- **Scatter free**: we have entirely removed all scatter from the numerical data, which represents the gold standard of any scatter mitigation method.

- **No correction**: scatter is included in the measurements, but no attempt is made to correct it, to show the extent of scatter induced artefacts and represents the ‘worst case’.

- **Pre-fASKS**: Polyquant with pre-calculated fASKS calculated according to (2.73), applied iteratively to the measurements 10 times. For fairness, we refit all parameters to the same simulated water slabs as were used to inform the PolySKS parameters in Table 4.1. For the perturbation factors, we used the same edge factor as presented in the original publication \[8\], and used $\gamma = 0.04$ and $\gamma = 0.03$ for the head and pelvis cases respectively, selected to give the best fitting against our elliptical shift data used to fit $k_{\text{edge}}$.

- **Int-fASKS**: an identical scatter model and parameters as in Pre-fASKS, but performed at each iteration using the forward scatter factor (2.70) in place of its approximation in (2.71). This does not exploit either the spectral information nor the electron density.

- **PolySKS**: our proposed polyenergetic integrated scatter model as detailed in Section 4.2.1 to give Polyquant–PolySKS, according to parameters given in Table 4.1.

For each method, we performed 10 epochs in the head case and 20 epochs for the pelvis. It seemed the lower amount of attenuating material in the head case meant these methods...
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convergence significantly faster.

To evaluate the performance of the methods, we have shown reconstructed images in Figures 4.7 and 4.8. We also quantified the accuracy through the root–mean–squared–error (RMSE) through slices 18–42 — corresponding to slices in the cone angle — and these are tabulated in Table 4.3.

(a) Scatter free (b) No correction (c) Pre-fASKS (d) Int-fASKS (e) PolySKS

(f) Error from (a) (g) Error from (b) (h) Error from (c) (i) Error from (d) (j) Error from (e)

Figure 4.7: Visual results of slice 36 from the head CBCT data with display window [0.8,1.4] to aid visualisation of soft tissue and reconstruction artefacts; absolute errors have display window [0,0.3].

For the scatter contaminated head phantom reconstruction, shown illustratively in Figure 4.7b and 4.7g, the scatter leads to visible shading artefacts, especially around the edges and close to the bones, as well as a significant underestimation in the bony structures. Of the scatter correction methods, both the integrated scatter estimation approaches Int-fASKS and PolySKS perform similarly, whilst the Pre-fASKS still exhibits shading artefacts and has a higher level of noise. Quantitatively, from the second column in Table 4.3, this trend is replicated, with all correction methods considerably closing the gap between 'scatter free' and 'no estimate', with the PolySKS giving the highest accuracy. The difference between the fASKS methods is especially interesting as it implies one must incur some loss from the deconvolution and using (2.71) in place of (2.70).

The pelvis reconstructions are then shown in Figure 4.8. Here, scatter is much more of a critical factor, with the 'no estimate' in Figures 4.8d–f showing huge errors throughout the image. In this case, both Pre-fASKS and Int-fASKS exhibit strong shading artefacts also, especially in the region between the bones. Although PolySKS does have a number
Figure 4.8: Visual results of slices 43 and 30 from the pelvis CBCT data with display window [0.8,1.4] to aid visualisation of soft tissue and reconstruction artefacts; absolute errors have display window [0,0.3].

of overestimated regions in the fat regions visible in the error plot in Figures 4.8, it is generally a good match to the ‘scatter free’ reconstruction. Quantitatively from Table 4.3, the same trend as the head case can be seen, with the Int-fASKS giving roughly a 9% drop in error over Pre-fASKS, and PolySKS giving another 9% reduction over that.
Table 4.3: Quantitative results: relative electron density ($\rho_e$) RMSE of slices 18–42.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Head RMSE</th>
<th>Pelvis RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scatter free</td>
<td>0.0112</td>
<td>0.0322</td>
</tr>
<tr>
<td>No estimate</td>
<td>0.0413</td>
<td>0.122</td>
</tr>
<tr>
<td>Pre-fASKS</td>
<td>0.0258</td>
<td>0.0479</td>
</tr>
<tr>
<td>Int-fASKS</td>
<td>0.0183</td>
<td>0.0435</td>
</tr>
<tr>
<td>PolySKS</td>
<td>0.0152</td>
<td>0.0398</td>
</tr>
</tbody>
</table>

4.5 Validation from Real Data

In this section, we tested our method on real data from CBCT scans of physical phantom objects. For this, we have two quantitative CIRS (Computerized Imaging Reference Systems, Inc., Norfolk, VA (USA)) phantoms with acquisitions on a Varian TrueBeam On-Board Imager (Varian Medical Systems, Inc., Palo Alto, CA (USA)).

In each of the two phantom studies we compare these three approaches:

- **No estimate**: Polyquant reconstruction with no scatter estimate. This is included to indicate the magnitude of the scatter artefacts and to represent a worst case.

- **Pre-fASKS**: Polyquant reconstruction is performed using the estimate of scatter generated by the TrueBeam system as preprocessing. This is an instance of fASKS shown in \( (2.73) \), but with the manufacturers parameters, and with a constant tailed triangle modulation of the kernel shapes to account for the scatter grid on the scanner, the inclusion of a detector glare model \[8\] and a heuristic to improve upon scatter inaccuracies from the couch as in \[156\].

- **PolySKS**: our proposed integrated quantitative scatter model as outlined in Section 4.2.1 In this case, we use the very same model and parameters from Table 4.1 as used in the simulated section, though with the inclusion of a similar modulation for the presence of a scatter grid as with Pre-fASKS.

For every method, we ran Polyquant for 50 epochs. Unlike the simulated experiments, we did not evaluate the Int-fASKS approach since we did not have means to modify the system’s scatter approach, and we have already demonstrated the superiority of PolySKS over this in the numerical results.
4.5.1 CIRS Insert Phantom

In the first case, we investigate reconstructions of a CIRS electron density insert phantom. The acquisition consisted of 896 projections with a 100 kVp tube potential and a current of 20 mA over a 15 ms pulse duration.

The phantom itself has a cross sectional diameter of 18 cm and a thickness of 5 cm. This poses a challenge for scatter estimation due to its thinness, since it naturally deviates significantly from the underlying assumed slab model.

Table 4.4 shows material information for the tissue inserts in the phantom. Of particular interest is the relative electron densities $\rho_e$, since these will act as the ground truths against which to compare our quantitative estimates. To calculate the estimates from the reconstructions, we took the mean value from a circular region of radius 1 cm of each insert. Both the body of the phantom and the central left and right inserts are manufactured from ‘water equivalent’ resin. Since we are pursuing the quantitatively accurate estimation of soft tissues, we have not evaluated these. However, since we would like to investigate the shading effect of scatter on homogeneous slabs, we do assess the deviation with the body structure.

Table 4.4: Quantitative results: relative electron density accuracy of insert phantom.

<table>
<thead>
<tr>
<th>Label</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td>Adipose</td>
<td>Muscle</td>
<td>Soft bone</td>
<td>Muscle</td>
<td>Breast</td>
<td>Liver</td>
</tr>
<tr>
<td>Density (g/cm³)</td>
<td>0.96</td>
<td>1.06</td>
<td>1.16</td>
<td>1.06</td>
<td>0.99</td>
<td>1.07</td>
</tr>
<tr>
<td>RED, $\rho_e$</td>
<td>0.949</td>
<td>1.043</td>
<td>1.117</td>
<td>1.043</td>
<td>0.949</td>
<td>1.052</td>
</tr>
</tbody>
</table>

Figure 4.9: Illustrations of reconstructed volumes of insert phantom of central slice with display window [0.8,1.2].
Reconstructions from the insert phantom are shown in Figure [4.9]. To supplement this, we have also plotted a line profile horizontally through their centres in Figure [4.10]. From observation, all three methods produce similar reconstructions. In the case of no estimate in Figure [4.9a], there is a visible shading towards the centre of the object also visible in its profile, which is very typical of a scatter artefact. Whilst both the Pre-fASKS and PolySKS compensate for this, PolySKS appears to generate more of a uniform slab estimation, with the former producing a raised estimate at the centre and edges of the profile in Figure [4.10]. This overestimation is likely caused by overestimating scatter, perhaps arising from the thinness of the phantom.

Table 4.5: Quantitative results: relative electron density accuracy of STEEV phantom.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Tissue accuracy (% error)</th>
<th>Slab deviation (std)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>No estimate</td>
<td>−2.73</td>
<td>−1.08</td>
</tr>
<tr>
<td>pre-fASKS</td>
<td>6.23</td>
<td>2.32</td>
</tr>
<tr>
<td>PolySKS</td>
<td>0.0718</td>
<td>0.390</td>
</tr>
</tbody>
</table>

Table 4.5 then shows the quantitative analysis of the reconstructions. It is clear that Pre-fASKS produces an overestimation of the electron densities across the board, which in many cases represents a worse performance than from no estimate. PolySKS on the other hand performs very well in most cases, having an error within the stated material manufacturing tolerance of 1%, with the exception of the breast and bone materials. Although it may appear disconcerting that the no estimate has the most accurate
performance in the bone and breast cases, we note that these are still overestimations. Since in reality there will be some non-zero scatter behind these structures, and the addition of any scatter compensation will raise the estimation of density, it is unsurprising that both Pre-fASKS and PolySKS overestimate this further, so we suggest this is unlikely arising from a deficit in scatter estimation. Possible causes for the discrepancy may be inaccurate spectrum modelling or effects from objects outside the field of view such as the couch.

The other reported value in Table 4.5 is the slab deviation, which is the standard deviation of all pixels within the ROI in Figure 4.10a. Here, we note that either scatter modelling strategy offers a large increase in uniformity by at least 30% over ‘no estimate’, with a further 11% increase from Pre-fASKS to PolySKS. This result is unsurprising considering the flatness of the profiles in Figure 4.10.

In summary from this experiment: PolySKS results in the most uniformity throughout homogeneous structures, and is the only variant offering highly quantitatively electron density estimation, apart from the bone and breast that are overestimated in every case.

### 4.5.2 STEEV Head Phantom

In the second case, we performed reconstruction of the CIRS STEEV head phantom. In this case, the phantom consists of complex resin structures to mimic the attenuation and form of a human head. Again, we wish to analyse the quantitative accuracy and uniformity of the homogeneous materials.

Reconstructions of the head phantom are shown in Figure 4.11. Observations are that from the ‘no estimate’ in Figure 4.11a exhibits similar shading artefacts in the soft tissue regions as the simulated head case in Figure 4.7b. Between the two scatter estimation approaches, both appear to similarly correct for inhomogeneities from scatter, though the Pre-fASKS does show higher intensities than PolySKS. Although we are unsure of the exact reason why fASKS leads to a consistent overestimation of scatter in our real CBCT data experiments, we should stress that the method is designed only to enhance uniformity, subject to a subsequent calibration of the image, unlike our approach of direct quantification.

To quantitatively assess these reconstructions, we calculated the mean and standard
deviation of homogeneous tissue types: brain, soft tissue and soft bone. We isolate regions from these materials with a simple threshold based segmentation of the Pre-fASKS reconstruction, and have shown the coloured regions in green, red and blue respectively in Figure 4.11d. These are then reported in Table 4.6.

Figure 4.11: Illustrations of reconstructed volumes of STEEV phantom with display window using slice 77 [0.7,1.4].

From the quantitative results in Table 4.6 it can be seen that similarly to the insert phantom, the PolySKS scatter integration leads to the most quantitatively accurate reconstruction. Also similar to the insert case, is the trend with the no estimate leading to an underestimation of electron density, and Pre-fASKS overcompensating to an over estimation. With the exception of the RMSE on the soft tissue, the PolySKS is the best performing method in every metric. In the soft tissue RMSE case, the Pre-fASKS is the
Table 4.6: Quantitative results on soft tissues slices 77.

<table>
<thead>
<tr>
<th>Material</th>
<th>Soft Tissue</th>
<th>Brain</th>
<th>Soft Bone</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROI colour</td>
<td>green</td>
<td>red</td>
<td>blue</td>
<td>all</td>
</tr>
<tr>
<td>$\rho_e$</td>
<td>1.028</td>
<td>1.039</td>
<td>1.157</td>
<td>−</td>
</tr>
<tr>
<td>% meanRMSE</td>
<td>−2.26</td>
<td>0.043</td>
<td>−1.41</td>
<td>0.0158</td>
</tr>
<tr>
<td>% meanRMSE</td>
<td>−3.14</td>
<td>0.0409</td>
<td>0.0173</td>
<td>0.0169</td>
</tr>
<tr>
<td>RMSE</td>
<td>−3.14</td>
<td>0.0409</td>
<td>0.0173</td>
<td>0.0169</td>
</tr>
</tbody>
</table>
| Best performing approach due to a lower variation throughout this tissue. It could be that one of the additional correction factors such as the asymmetric modulation, detector glare or couch scatter, not included in our tested PolySKS implementation, may be worthwhile including in our approach also. We also expect the parameters in Table 4.1 may be improved through fitting to real measurements of scatter. Even with this discrepancy though, PolySKS shows a significant advantage over the whole image, with a 36% drop in total RMSE over Pre-fASKS.

4.6 Discussion

There are several important aspects of our method, about which we would like to discuss: its extension with other correction factors and models, the computational impact of the new scatter model, and its use in other models besides Polyquant.

4.6.1 Extension of the PolySKS Model

Due to the non-exactness of convolutional scatter estimations, there are many heuristics that may enhance their practical performance under certain conditions. In our presentation of PolySKS, we have tried to present a simple model, whilst employing a couple of empirical perturbations that were found to give significant performance gains for minimal computational cost. Naturally, one could employ several other extensions also, and we will discuss some of these options.

Firstly, we have not included the asymmetric modulation of fASKS in our model — active when $\gamma > 0$ in (2.73). This could certainly be applied both on the total scatter factors, or
separately on each energy signal. We have performed preliminary experiments in both of these cases, but did not find any significant gain in performance for our numerical data, whilst increasing the computational cost by at least $2 \times$. Instead, we found just the edge factor derived in Section 4.2.3 gave good compensation of inhomogeneities with our data. It could be that objects with more complicated variations in thickness such as the torso, with arms and lung regions may benefit from its inclusion.

Another factor that may be worth considering is the effect of objects outside the field of view, such as the patient couch or scatter from other hardware. In [156], the authors do report on this having significant effects on scatter estimation, and its inclusion may widen the gap between PolySKS and the commercial fASKS, where this is employed, in our experimental section. In our numerical tests however, we do not have any additional hardware, allowing us to fairly characterise the relative effectiveness of the methods under test.

We have focussed on convolutional scatter estimation due to their quick run time with FFT implementations. However, a new method published during the preparation of this thesis, using the linear Boltzmann transport equation, promises both speed and accuracy [160, 161]. Due to the wealth of information available during the iterates of Polyquant, we believe this method may be readily integrated into the algorithm as with Polyquant–PolySKS, but the gain this may offer remains to be demonstrated. In any case, it has been shown that a similar model may be used to perturb convolutional models and increase their accuracy in [157], which may also offer benefit to our method.

Another potential avenue of research is attempting to apply convolutional neural network learning to our polyenergetic scatter factor derived in this chapter. A similar approach was published by [139] during the development of this thesis, but this was a preprocessing correction for monoenergetic assumptions. It is possible that training a network with our integrated framework would build in an explicit independence to source potential, making it much more universal.

4.6.2 Computational Feasibility

A critical issue with scatter estimation methods is their computational complexity, especially when they are performed at every iteration of reconstruction, such as with
Polyquant–PolySKS. Since the motivation behind maintaining a spatially invariant convolutional approach is fast implementation, it is certainly worth directly addressing this point.

As we highlighted in Section 4.2.1, calculating the convolution itself bears a cost of \( N_{\text{proj}} \) IFFT operations and \( N_{\text{proj}}(N_\xi + 1) \) FFT operations per data pass. Comparatively, the fASKS method has a convolution cost of \( 2N_{\text{proj}}N_{\text{iter}} \) IFFTs and \( 2N_{\text{proj}}N_{\text{thick}}N_{\text{iter}} \) FFTs, where \( N_{\text{thick}} \) are the number of thickness groups and \( N_{\text{iter}} \) are the number of iterations, which are set to 3 and 4 respectively in [8]. If one set \( N_{\text{thick}} = 3 \) and \( N_\xi = 21 \) as we have in our experiments, then we note that one could only perform 1.4 epochs for the same cost of fASKS. Therefore, for the 50 data passes we use in our real data experiments, PolySKS carries a notably higher cost. However, we believe that sub-sampling the energy bins is unlikely to have a vast impact of its accuracy, whilst providing big speed ups.

Although when compared to fASKS our estimation approach is likely to be more expensive, we highlight the fact that relative to the cost of performing iterative reconstruction, it is still cheap. In the STEEV head phantom experiment for instance, the PolySKS result came at only a 20% higher cost than Pre-fASKS, with no attempt to sub-sample any of the scatter calculation. Our implementation made in MATLAB is also likely to be sped up significantly by rewriting in a compiled language such as C++, for which [8] saw a 4.7× speed up for a single thread with their fASKS — an implementation on GPGPU hardware is likely to be many times faster still. Additionally, over methods such as Monte Carlo or single scatter models, PolySKS is still likely to be many times faster.

4.6.3 Application of PolySKS in Other Methods

Although we have developed this scatter model specifically for the Polyquant framework, it is certainly available for alternative methods also. Firstly, due to the reported advantage of Int-fASKS over Pre-fASKS, one may use this scatter integration concept with any iterative method, and expect to realise a significant gain by also fusing the scatter estimation with reconstruction.

With the PolySKS scatter model, we believe it may be incorporated into most polyenergetic likelihood models, though with concessions. For methods that quantify a monoenergetic attenuation or mass density rather than electron density such as IMPACT
or Poly-SIR respectively, the information $\Phi_{ρ_e}$ is not available at each iteration. To overcome this, one could either perform a non-linear conversion from the projection information $\Phi_μ(ξ)$, or indeed use directly $\Phi_μ(ξ)$ in place of $\Phi_{ρ_e}$. This would in fact be directly proportional for water, with the constant of proportionality being its mass attenuation coefficient, but is likely to lose accuracy over diverse material classes.

As a preprocessing method before an analytic reconstruction such as FDK, however, the polyenergetic convolutional model can not be directly applied, due to not having an energy decomposition of the attenuation available. One possible way to exploit it though may be to use an approximate water–bone beam hardening model such as to approximate the spectral properties. Additionally, from dual energy (or spectral) CT measurements, such a decomposition may be inferred and the model may be applicable. In both cases, one would likely have to apply the model iteratively as a deconvolution of the contaminated primary measurements as in Pre-fASKS and it is not clear this would offer any gain.

### 4.7 Conclusions

We have introduced a polyenergetic convolutional scatter model, and integrated it into a quantitative iterative reconstruction method, denoted Polyquant–PolySKS. Additionally, have developed a fast algorithm for its implementation. The advantages of this are twofold: we have demonstrated through using the same convolutional model, fASKS, that one achieves better reconstruction performance when integrated rather than used in preprocessing; and we have demonstrated that one can exploit polyenergetic information available during Polyquant to gain a higher accuracy still. Due to its spatial invariance, the scatter calculation can be done rapidly through FFT operations, and contributes only a fraction of additional computational time over an iterative reconstruction. From our experiments with both numerical and real data, we have demonstrated superior electron density accuracy with this method, which promises to enhance quantitative medical procedures such as radiation therapy dose calculation.
5.1 Introduction

Throughout this work, we have pursued quantitative imaging as a means to enhance radiotherapy planning accuracy. In this section, we will put these ideas to the test, and evaluate how our developed imaging techniques translate to dose prediction enhancements.

As outlined in the background chapter in Section 2.1, quantifying CT reconstructions is an integral part of the radiotherapy workflow. However, the accurate quantification from CBCT is challenging due to its sampling deficit, the desire to minimise dose, and from high levels of scatter. Several attempts to perform accurate CBCT either from reconstruction [162] [163], registration [164] or a combination of the two with PIRPLE [107] [108] have been carried out, although these are substantially different from the direct quantitative methods presented in this thesis, and dose accuracy was not explicitly evaluated. In [21] the authors do actively evaluate the dose planning accuracy from scatter corrected CBCT, though the reconstruction is based on the FDK method in that case.

In this study, we will present a comprehensive evaluation of the dose planning potential from CBCT reconstruction. Moreover, we show how our develop methods can translate their enhanced electron density accuracy into a tangible enhancement of dose calculation.

From a medical perspective, the important factors for analysing dose prediction, are how it may translate into enhanced efficacy and reduced incidences of complications. In 2010, the quantitative analysis of normal tissue effects in the clinic (QUANTEC) was published [165] [166]. This work reviewed hundreds of clinical trials, to produce a quantitative summary of toxicity risks to many healthy organs, from an associated dose from radiotherapy. Throughout the experimental sections, we will be analysing the
dose error in various scenarios, and will comment on potential implications of these with reference to QUANTEC in the discussion section.

In the first set of experiments, we will perform numerical simulations for a number of different anatomical sites and radiation therapy types: photons, protons and carbon ions. In this numerical setting, we evaluated several competing reconstruction methods, as well as the full Polyquant–PolySKS as presented in Chapter 3. Secondly, we will test the dose calculation accuracy against physical energy absorption measurements on the STEEV head phantom irradiated with a commercial and clinical photon therapy linear accelerator. We performed this real dose validation work prior to finalising the scatter method in Chapter 3. For this reason, we have not evaluated Polyquant–PolySKS here, though this is an area of future research.

5.2 Numerical Evaluation of Radiation Planning

The numerical dose planning evaluation study was performed in the radiation therapy planning suite matRad from the German Cancer Research Centre (Deutsches Krebsforschungszentrum — DKFZ), which is a freely available package for MATLAB allowing the calculation of treatment plans through different types of radiation.

For the data, we utilised the synthetic head and pelvis CBCT data derived from the ARCP as used in Section 4.4. We derived treatment plans considering neck and uterus cancer respectively based on specifications given in [15]. For the different radiation types, we changed the geometry to induce diversity and represent the restricted movement in each case: the photon delivery operated around 360° as with the Varian TrueBeam; the proton has a reduced range in motion to represent the practical limitations of this technology; and carbon ion has only a single angle to investigate the particle’s effectiveness from this fixed position. Specifics of the dose planning for each case are given as follows:

Head planning procedure

- A planning target volume (PTV) of was defined in the neck as a sphere of radius 0.9 cm over which a dose was specified of 50 Gy delivered in 40 fractions.
- Organs at risk (OAR) were defined as the spinal cord, lymph nodes, and the eyes.
For the photon plan, the beams were defined at 10 equispaced gantry angles around the specimen, to approximate an intensity modulated radiotherapy (IMRT).

For the proton plan, the beams were defined at 5 gantry angles in the upper semicircle, to account for the reduced rotation of the head.

For the carbon plan, the beam was at a single position above the specimen.

For each of photons, protons and carbons, treatment plans were optimised on the oracle volumes to deliver the prescribed dose to the target, whilst minimising dose delivered to the OAR, using the built in interior point optimiser (IPOPT). Resulting plans from each of the three particles are shown in Figure 5.2 with the dose colour reference in Figure 5.1.

![Color scale for dose maps (Gy)](image)

Figure 5.1: Colour scale for dose maps (Gy).

**Pelvis planning procedure**

- A PTV was defined as the uterus organ plus a 2 mm boundary over which a dose was specified of 50 Gy (J/kg) delivered over 40 fractions.

- Organs at risk (OAR) were defined as the femoral heads, the rectum, the bladder, and the small intestine.

- Each of the three delivery geometries were identical to the head case.

- The three plans were similarly optimised using IPOPT. Resulting plans from each of the three particles are shown in Figure 5.3 with the dose colour reference in Figure 5.1.

The following reconstruction methods were evaluated in every case:

**Reconstruction methods under test**

- **Slab**: all tissues within the body region defined by the blue contours in Figure 5.2 and Figure 5.3.
Figure 5.2: Dose plans for the head data for photons, protons and carbon ions. The PTV is shown in the green contour, the OAR in red, and the body in blue. The dose has a transparency threshold of 1 Gy, and the colour map is according to Figure 5.1.

- **FDK**: FDK reconstruction of the data after water LUT beam hardening correction and fASKS scatter correction, with a Hann window to reduce noise from photon starvation.

- **PWLS**: PWLS iterative reconstruction applied to the same linearised data as FDK, with TV regularisation.

- **IMPACT**: the IMPACT applied to the raw synthetic measurements, supplemented by fASKS scatter estimate from preprocessing, and the same TV regularisation as PWLS.

- **Polyquant**: Polyquant reconstruction technique applied as IMPACT to the raw data,
Figure 5.3: Dose plans for the pelvis data for photons, protons and carbon ions. The PTV is shown in the green contour, the OAR in red, and the body in blue. The dose has a transparency threshold of 1 Gy, and the colour map is according to Figure 5.1 and with the pre calculated scatter estimate as in Chapter 3. These are the same volumes as the ‘Pre-fASKS’ presented in Section 4.4.

- PolySKS: the Polyquant reconstruction technique with polyenergetic scatter model fusion as in Chapter 4. These are the same volumes as the ‘Poly-SKS’ presented in Section 4.4.

Each of the iterative methods utilised the same TV regularisation, though with the parameter \( \lambda = 1 \times 10^{-5} \) scaled by \( 2 \times \) in the case of PWLS and IMPACT to fairly compensate for the differing relative regularisation of these approaches as noted in Figure 3.9. The algorithms in each case were as the F-P 2 in Algorithm 3 with NLL objective functions, and were run for 10 and 20 epochs for the head and pelvis experiments respectively.

### 5.2.1 Photon Therapy Analysis

The various images under test with superimposed dose error for the head photon planning are shown in Figure 5.4, with the pelvis examples shown in Figure 5.5.
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(a) Slab photon  (b) FDK photon  (c) PWLS photon

(d) IMPACT photon  (e) Polyquant photon  (f) PolySKS photon

Figure 5.4: Visual results from the head photon dose test. The dose errors are superimposed with the same colour reference as in Figure 5.1 but with range of [0.5%, 10%] and transparency below this.

From the photon head examples shown in Figure 5.4 it can be seen that IMPACT, Polyquant and PolySKS all exhibit very low error, with only few pixels having errors greater than 0.5%. On the other hand, the slab and PWLS lead to significant inaccuracies at the centre, and FDK has errors at its edges.

In the photon pelvis case shown in Figure 5.5 the errors are clearly larger than the head example, arising from the larger object mass. Of the methods tested, PolySKS has the highest consistency, with the FDK and PWLS showing large errors, especially at the centre.

The quantitative photon plan results are shown in Table 5.1. It can be seen that PolySKS gives rise to significantly lower errors throughout the PTV than any other method under test, which is an order of magnitude lower than that of PWLS. The OAR errors are generally much lower than with the PTV, though this is due to the fact, by design, that
Figure 5.5: Visual results of the pelvis photon dose test, with same error display as Figure 5.4.

Table 5.1: Quantitative results: photon planning test (RMSE)

<table>
<thead>
<tr>
<th>Scheme</th>
<th>head</th>
<th></th>
<th></th>
<th>pelvis</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>body</td>
<td>PTV</td>
<td>OAR</td>
<td>body</td>
<td>PTV</td>
<td>OAR</td>
</tr>
<tr>
<td>Slab</td>
<td>0.0839</td>
<td>0.632</td>
<td>0.0423</td>
<td>0.201</td>
<td>0.841</td>
<td>0.277</td>
</tr>
<tr>
<td>FDK</td>
<td>0.225</td>
<td>0.574</td>
<td>0.0697</td>
<td>0.495</td>
<td>2.46</td>
<td>0.638</td>
</tr>
<tr>
<td>PWLS</td>
<td>0.104</td>
<td>0.452</td>
<td>0.0557</td>
<td>0.659</td>
<td>3.57</td>
<td>0.967</td>
</tr>
<tr>
<td>IMPACT</td>
<td>0.126</td>
<td>0.125</td>
<td>0.0563</td>
<td>0.157</td>
<td>0.645</td>
<td>0.224</td>
</tr>
<tr>
<td>Polyquant</td>
<td>0.0551</td>
<td>0.0762</td>
<td>0.0426</td>
<td>0.201</td>
<td>0.733</td>
<td>0.237</td>
</tr>
<tr>
<td>PolySKS</td>
<td>0.0565</td>
<td>0.0301</td>
<td>0.0418</td>
<td>0.139</td>
<td>0.398</td>
<td>0.190</td>
</tr>
</tbody>
</table>

Minimal radiation is directed through these regions. Another interesting observation from these results is the slab method, which is by far the simplest method under test, performs reasonably well. In the pelvis case, the slab errors are significantly lower than both FDK and PWLS, and of a similar level even to Polyquant. This suggests that for photons
there is not a huge sensitivity to fine electron density accuracy, and bulk assignments, a technique common in MR based planning \cite{167}, can be reasonably accurate in some cases.

5.2.2 Proton Therapy Analysis

![Proton Therapy Analysis](image)

The visual results from the proton plans are shown in Figure 5.6 and Figure 5.7 for the head and pelvis respectively. From the head examples, there are generally higher levels of error than were present in the photon plans, especially in the polyenergetic reconstruction methods IMPACT, Polyquant and PolySKS. Additionally, the slab error is quite significant, with large regions having errors over 10% in the centre. Similarly to the photon plans, the PWLS pelvis has the highest error visible in Figure 5.7.

The quantitative results from the proton plans shown in Table 5.2. A similar trend as the photon planning can be seen with this result, with the PolySKS showing a huge gain.
over every other method in the PTV regions. Also similar is the very poor performance of PWLS, which is considerably worse than the slab assignment. One difference however, is that the slab accuracy is no longer comparable to the polyenergetic methods, which indicates that proton planning is far more sensitive to having accurate electron density.
estimates with structure.

5.2.3 Carbon Ion Therapy Analysis

![Visual results from the carbon ion experiment are shown in Figure 5.8 and Figure 5.9 for the head and pelvis respectively. Visually, the errors are similar in extent and trend to the proton plans, with PolySKS showing the least error, and the slab and PWLS having the worst performance in the two cases. One difference between both the photon and proton plans however is that the FDK exhibits a lower level of error.](image)

From the quantitative carbon ion results in Table 5.3, a familiar trend can be seen, with the PolySKS having the best performance by some margin. An interesting difference here however, is the enhanced performance of the FDK, especially in the pelvis case, where it is the second best method under test. This is likely due to the FDK exhibiting fewer
Figure 5.9: Visual results of the pelvis carbon ion dose test, with same error display as Figure 5.4.

Table 5.3: Quantitative results: carbon ion planning test (RMSE)

<table>
<thead>
<tr>
<th>Scheme</th>
<th>head</th>
<th>pelvis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>body</td>
<td>PTV</td>
</tr>
<tr>
<td>Slab</td>
<td>1.06</td>
<td>3.37</td>
</tr>
<tr>
<td>FDK</td>
<td>1.13</td>
<td>2.69</td>
</tr>
<tr>
<td>PWLS</td>
<td>0.629</td>
<td>3.20</td>
</tr>
<tr>
<td>IMPACT</td>
<td>0.427</td>
<td>0.789</td>
</tr>
<tr>
<td>Polyquant</td>
<td>0.296</td>
<td>0.828</td>
</tr>
<tr>
<td>PolySKS</td>
<td><strong>0.223</strong></td>
<td><strong>0.360</strong></td>
</tr>
</tbody>
</table>

shading artefacts in the central region, which is the only covered with our fixed gantry simulation.
5.3 Physical Validation on Phantom

Figure 5.10: Photograph of experimental set up with STEEV head phantom. The blue cable emerging from the base of the neck is the from the ionisation chamber.

In this experiment, we wish to evaluate the accuracy of dose calculation against physical measurements and real CT data. This was conducted on the STEEV head phantom, which we irradiated from 9 gantry angles with a $10 \times 10$ cm uniform field into its isocentre on a Varian TrueBeam linear accelerator. Located at its isocentre was a PTW PinPoint ionisation chamber, that produced a ground truth energy absorption measurement for each gantry angle. For the evaluation, we compared the measured dose against doses calculated using the Varian Eclipse treatment planning software, on a number of different images, with beams matching those used in the experiment.

Methods for comparison were a ‘planning CT’ from scanning the phantom on a Philips Brilliance Big Bore ‘fan-beam’ CT system, which is used as a basis for treatment planning. In this case, the reconstructions were generated from the system’s software and technique. CBCT scans using the on board imaging of the TrueBeam system were also acquired, from which we also took the system’s standard reconstruction result that we denote as ‘FDK.
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Figure 5.11: Screen captures from the Varian Eclipse dose calculation software, showing the experimental beam arrangement for a gantry angle at 0°.

CBCT’. Finally, we performed our own quantitative reconstruction of the data using the Polyquant method as outlined in Chapter 3. In fact, the image used was the very same as that presented in Figure 3.16.

For the evaluation, we isolated the region from the centre of the location of the ionisation chamber in each image, took the average of the calculated dose from Eclipse in this area, then converted to the same units as the physical measurements. These are then shown in Table 5.4.

Quantitative results from the dose planning accuracy are shown in Table 5.4, from which a remarkable observation can be made. Not only is the error reduced by several multiples from the FDK CBCT result, but the Polyquant reconstruction significantly outperforms the planning CT accuracy with a 26.5% reduction in error. This may be a surprising result due to the fan-beam CT’s usual superiority, from its heavily reduced scatter over CBCT, and the routine use of this modality in practice for planning [15]. We would expect that if we had access to the raw data from the fan-beam CT also, the Polyquant applied to this
Table 5.4: Quantitative dose results from physical measurements on STEEV phantom.

<table>
<thead>
<tr>
<th>Gantry angle (deg)</th>
<th>dose (cGy)</th>
<th>Planning CT</th>
<th>FDK CBCT</th>
<th>Polyquant CBCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>270</td>
<td>155.84</td>
<td>154.0</td>
<td>148.2</td>
<td>154.2</td>
</tr>
<tr>
<td>300</td>
<td>159.78</td>
<td>157.5</td>
<td>150.6</td>
<td>158.3</td>
</tr>
<tr>
<td>330</td>
<td>137.18</td>
<td>136.7</td>
<td>130.4</td>
<td>138.5</td>
</tr>
<tr>
<td>0</td>
<td>127.98</td>
<td>131.5</td>
<td>124.4</td>
<td>130.9</td>
</tr>
<tr>
<td>30</td>
<td>137.98</td>
<td>136.3</td>
<td>129.9</td>
<td>138.3</td>
</tr>
<tr>
<td>60</td>
<td>160.31</td>
<td>157.1</td>
<td>151.0</td>
<td>158.5</td>
</tr>
<tr>
<td>90</td>
<td>155.58</td>
<td>154.8</td>
<td>149.3</td>
<td>155.0</td>
</tr>
</tbody>
</table>

RMSE  2.234  7.491  1.642

Figure 5.12: Graphical representation of quantitative STEEV dose results as reported in Table 5.4.

would likely result in better accuracy still.

5.4 Conclusions and Discussion

In this chapter we have made various evaluations of the dose calculation accuracy with our reconstruction techniques, which has exposed several interesting areas for discussion.

Firstly, the real data analysis shows that a huge increase in CBCT dose calculation accuracy is possible with use of our Polyquant method. We do note however, as indicated from the photon accuracy numerical results, that this gap is likely to be considerably narrowed by using slab assignment of the images to water. However, we also expect a
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further gain of Polyquant if evaluated with the integrated scatter estimate PolySKS, as this leads to a significant quantitative gain for the STEEV data in Table 4.6. Usually it is unwise to put too much weight on a single experiment, so replication on a range of different phantom types and sizes, and with a charged particle such as proton therapy, would be interesting to evaluate its complete performance. In any case, this is a very promising result, and motivates the pursuit of quantitative CBCT reconstruction and replanning, especially since non-rigid deformations between the planning CT acquisition of a real patient will degrade its accuracy even further.

With the numerical experiments, we were able to perform an extensive evaluation with many reconstruction techniques, different specimens, and various radiation types also. This allows us to form clear pictures of the effectiveness of the various scenarios. The first key finding from this is that photon dose calculation is relatively insensitive to fine structure variations, and the bulk assignment to water outperformed both FDK and PWLS. For particle therapy of carbon and proton, the slab accuracy is comparable to these techniques, but the sensitivity to structure is clearly greater with these types of radiation.

A second common trend throughout all of the numerical experiments is the polyenergetic reconstruction offers a large gain in dose calculation accuracy. Moreover, our PolySKS was almost unanimously the best performing method throughout. In the proton and carbon ion experiments, the polyenergetic techniques IMPACT, Polyquant and PolySKS resulted in an order of magnitude reduction in error over the other methods under test, which suggests that these techniques may offer large gains in the efficacy and reduction of toxicity from these approaches.

A powerful connection to make would be to tie the various dose calculation accuracies to radio-biological effects such as those in the QUANTEC summary. Although there are not many cases where we could find tight links, we may summarise some of the indications. With the numerical pelvis data the slab model, FDK and PWLS showed significant errors within the bladder, bowel and rectum. As documented by Marks et al. [166], levels of toxicity is linked to an increase in dose deposited in these organs. One could therefore predict that through having accurate doses into these regions as in Polyquant–PolySKS, would lead to a reduce in complications in these organs.
Chapter 6

Conclusions and Future Works

6.1 Conclusions

The ultimate aim of this work was to close the technological gap between CBCT reconstruction, and the ability to provide quantitative imaging for radiotherapy dose calculation in planning. From the extensive evaluations for this setting in Chapter 5, we believe we have demonstrated this.

Using the Polyquant method we developed, we have demonstrated that one can achieve a higher accuracy through an empirical fitting to either electron and mass density or indeed monoenergetic attenuation, than by employing a physically inspired attenuation model such as photoelectric–Compton or water–bone. This fact not only allows one to perform direct inference of electron density at a high accuracy, but also to mitigate artefacts from spectral variation and metal objects. Although this comes at several times the computational cost over gradient descent on a classical objective function such as PWLS, the factor in accuracy gain can be comparable to this.

Two key conclusions were drawn from the scatter fusion work presented in Chapter 4: that one can expect a significant gain from integrating scatter estimation methods into iterative reconstruction; and the polyenergetic and electron density information available during Polyquant allow better scatter artefact mitigation than competing convolutional models. Through use of the Polyquant–PolySKS method, we demonstrated very high quantitative electron density imaging accuracy with real data, which was even in some cases within the manufacturing tolerance of the material. We also suggested several extensions to this approach that may offer better practical performance still.

Finally, the dose calculation analysis in Chapter 6 presented several interesting conclusions. Firstly, that photon therapy planning was not overly sensitive to image structure, and a simple slab model outperformed traditional reconstruction methods such as FDK and
PWLS in these cases. On the other hand, particles such as protons or carbon ions are highly sensitive to image structure, where the combined Polyquant–PolySKS method provided a huge advantage by at least several multiples over any other method testing. Moreover, with a quantitative gain over PWLS as high as $9 \times$ in the proton pelvis OAR, we believe this more than justifies for the $2.5 \times$ higher computational cost of this approach. The real data then presented a most interesting result: that Polyquant provided a 78% reduction in dose error over the commercial reconstruction and calibration, and a 26% reduction in error over an enclosed gantry fan-beam planning CT image. This is an exceptionally promising result, as not only would this imply we are successful in matching the accuracy used for clinical planning, but that we could even significantly out perform it. By matching the quality of planning CT, one can begin utilising the CBCT geometry for recalculating and refining the treatment. This also suggests that the Polyquant method should offer considerable gains to the planning CT system itself, which has fundamentally less scatter, and should be of a higher accuracy.

With these observations, the methodologies are very promising for enhancing the accuracy of planning, offer better adaptability to organ structure, which could lead to reduced toxicity to healthy tissues and the ability to treat more patients with the same resources through fewer treatment fractions. We feel there are also many promising extensions to this work, and potential applications of the methods, which we will discuss in Section 6.2. We also readily admit there remains a practical gap between these techniques being used in clinical practice, and we will also be discussing this in Section 6.3.

### 6.2 Future Works

#### 6.2.1 Prior CT Exploitation

During the course of treatment, there are usually several images acquired of the same patient. This may often include a planning CT from an enclosed gantry fan-beam CT, and several CBCTs from the times of delivery. By considering all these images together, one should expect some redundancy in information between them, which may be exploited to either enhance the quality of subsequent scans or allow them to be taken at a substantially lower dose. In Section 2.5.3 we introduced some prior image regularisation methods that attempt to reduce the sampling requirements; one can also use previous images to correct
for some of the artefacts such as scatter or beam hardening. Since we have explored these ideas in some detail, we will present some of the findings here, and indicate how they may be extended further with the work in this thesis.

To begin with, the prior regularisation methods such as PICCS \cite{12} or PIRPLE \cite{107,108} described in Section 2.5.3 may be readily included with the Polyquant and Polyquant–PolySKS methods. Since the algorithms presented in Algorithm 1, Algorithm 2 and Algorithm 3 accept any convex regularisation function in the proximal term, this may adopt an appropriate function such as the TV against a prior image. There are a couple of points worth raising here though. Firstly, as the images themselves are in electron density, it is important that any prior is also quantified as such. For use of a planning CT for example, one would either have to use this after calibration to electron density, or indeed from applying a Polyquant reconstruction to this data also.

A second consideration when including prior regularisation is that using more than one regularisation term as in PICCS is not entirely trivial, if more than one of them is a non-smooth function like TV. One option is to use smooth approximations of TV, as the authors employ in the PIRPLE article \cite{107}. With this, the gradient of the regularisation may be added to the NLL derivative, and the proximal step will be replaced by a projection onto the constraint set $C$. Another possibility is to employ the generalised forward-backward splitting algorithm of \cite{168}, which would allow the use of more than one TV function. This method works by computing the proximal step w.r.t. each regularization function separately, then averaging each of these updates.

From preliminary experiments of prior regularisation from repeat scans of the bladder, we found that it did not offer a huge gain in performance over straight spatial TV regularisation. Another finding is that it is very sensitive to the registration of the prior or lack thereof, and poor alignment can in fact lead to large artefacts in the reconstruction. This does motivate the use of PIRPLE methods, which is likely a promising approach to adopt. One drawback of this is that including many sophisticated registrations throughout reconstruction, will very likely vastly increase the total computational time.

Another usage of prior scans is using the volumetric information to get a good estimate of the scatter as in \cite{21,163,169}. We have performed a preliminary survey of these approaches in \cite{158} on numerical data, but not with Polyquant methods. Findings from this were that they are also very sensitive to the registration accuracy, and performed no better than
pre-calculated SKS. In light of our findings with PolySKS, we are doubtful these methods would perform any better than this, but they may have potential in very challenging scattering scenarios. Another factor in these methods is their large computational load. In the article in [158] we do propose an off-line estimation of scatter, followed by on-line matching to the current scan, but this approach would require validation with realistic data from repeat scans that was not available to us at the time.

Finally, another interesting concept is in using previous imaging information to account for the polyenergetic effects of the source. Specifically, to use structures and spectral information from previous scans to reduce beam hardening artefacts. One example of this is known component imaging [170], where the authors show how the effects of a metal object such as a screw can be compensated for in the measurements, given that its structure is known. We have also experimented with a specific example of this concept we denoted ‘bone borrowing’. Here, the hard structures such as bone or metal are taken from previous high quality images such as planning CT, aligned to the current pose of the patient, and used to compensate the measurements. With this, one only needs to reconstruct the soft tissue structures such as muscle and fat, which are reasonably modelled as water as in the Poly-SIR model. Whilst experimenting with this approach however, we found that its performance fell below Polyquant in a numerical setting, by both its reliance on accurate registration of the bone, and the superior attenuation modelling of soft tissues in Polyquant over a water model.

### 6.2.2 Dynamic Imaging

Throughout this work, we have treated the imaging of static specimens, but in practice there may be significant dynamic movement of the patient that may be compensated for. A particularly compelling example of this is the imaging of the chest, where there will be movement from both the respiration cycle and the cardiac cycle. There are physical approaches to mitigate this movement, including having the patient hold their breath or only acquire measurements during a given phase, known as gating, but these either present challenges in consistency or prolong the acquisition significantly. Another approach we will discuss here is by considering an extra temporal dimension on the reconstructed volume, known as 4DCT, and how the ideas from this thesis may be extended into this setting. 4DCT involves adding a temporal dimension to the data, which can be achieved
by separating the projections into phases of the motion that can be individually reconstructed. This separation can be made based on an auxiliary measurement, such as the electrocardiogram for the cardiac cycle, or optically tracking an object placed on the chest for the respiration cycle, on which phases can be designated based on phase or amplitude intervals. It is argued that for CBCT, it is preferable to perform this retrospectively due to the slow rotation of the gantry. Naively reconstructing each phase separately carries a huge penalty, which is that the effective volumetric sampling for each 3D phase is reduced by a factor of the number of phases. With this, the streak artefacts that become probable may well lead to far lower image quality than with the uncorrected blurring, unless the dose is significantly increased.

Needless to say, both the quantitative model Polyquant, and integrated scatter model Polyquant–PolySKS are entirely compatible with gated 4D projection data, and it is likely they could offer considerable accuracy gains over comparable iterative methods. In exploring these ideas, a remaining challenge would be forming a reasonable dynamic model that is able to regularise throughout the phases and reduce the inherent sampling deficit. Some authors have suggested using temporal TV to achieve this, and it has been shown that simple spatio–temporal regularisation works well, which would also be compatible with our presented algorithms. However, one would not expect the difference between neighbouring phases to be piecewise constant for complex motion, as implied by these model, but to be somewhat sparse and have some periodic structure over the whole cycle. Therefore, we feel there may be more appropriate regularisation choices that could be explored to exploit this.

### 6.2.3 Spectral Imaging

We have developed methods for the case where one has a polyenergetic source and an energy indiscriminant detector, as is the most common clinical technology. There do now exist both spectrally discriminant detectors and systems with multiple sources such as dual energy CT (DECT), and we will discuss the implications of these on our methods, and whether they may still be applicable.

To begin with, if one had a truly spectrally discriminant detector, then one would have a wealth of information that has the potential to make the imaging more powerful. With a spectrum at each detector, the effects of beam hardening should be able to be modelled.
With this, our developed techniques may not be entirely necessary. An interesting question would be whether the extra monetary cost of employing these detectors is justified, when the quantitative performance is compared against our approaches with cheaper hardware.

The motivation behind using two sources in DECT is to gain extra spectral information from diverse measurements. Since the shape of X-ray spectra as shown in Figure 2.4 are similar for different tube potentials, diversity is often achieved by applying metal filters such as tin on a higher energy source \([146]\). From the model in \([42]\), DECT does appear to offer the ability to perform quantitative imaging in electron density as with Polyquant by using the photoelectric–Compton decomposition in \((2.6)\) directly. The reality is that it is difficult from an engineering perspective to have two perfectly matched projections from different sources \([146]\), the solutions of the simultaneous equations in \([42]\) are unstable with noise, and we have demonstrated for biological tissues that the Polyquant fitting is superior for biological tissues than this photoelectric–Compton approximation. With these factors, it is unsurprising that from preliminary experiments, Polyquant substantially outperformed a DECT projection decomposition approach, though a statistical iterative method such as \([172]\) may reduce this gap.

Although for biological tissues, the effectiveness of traditional DECT over Polyquant remains to be seen, there is certainly potential for the latter to be enhanced by spectrally diverse measurements. A key observation from Figure 2.8a is that a range of materials do occupy the 2D space of electron density against effective atomic number. This implies that a single source technique such as Polyquant cannot unambiguously separate all materials, as was demonstrated with plastic materials in Figure 3.5. It may be possible to overcome this by finding some relationship, ideally piecewise linear, between the effective atomic number and polyenergetic attenuations. With this, one could extend Polyquant to simultaneously reconstruct both electron density and effective atomic number, given at least two spectrally diverse measurements, which may allow the characterisation of many different materials.

### 6.2.4 Beyond the CBCT Geometry

The focus has been on enhancing the accuracy of CBCT, but we believe these ideas are also applicable beyond this geometry. We will discuss how they may offer benefit to other X-ray modalities such as enclosed gantry fan-beam CT, and also where the physical models
may even be used beyond CT imaging.

In the first case, the Polyquant model is directly applicable to all generations and forms of X-ray transmission tomography. This certainly includes enclosed gantry fan-beam CT, and this geometry was directly modelled in Section 3.4.2. We wholeheartedly believe this may be adopted by planning CT systems, for instance, and expect this to offer a sizeable gain over conventional linearised reconstruction followed by nonlinear calibration, as is the standard. With the scatter model, PolySKS, this should also be applicable with other geometries. The polyenergetic forward scatter factor is certainly universal, though the Gaussian kernels may need to be adjusted with curved or some offset detector geometries.

6.3 Towards Clinical Use

The ultimate goal of this work is to enhance the efficacy of radiation therapy, through enhanced imaging. Although we have demonstrated these ideas with real data in each case, there is still a gap between their use in clinical practice. We believe a few of the remaining hurdles are: having a robust software implementation, the computational speed, and proof of concept in a clinical trial. We will try to address these points and suggest how the gap may be closed.

The first two goals of having a robust software implementation and a low computational speed could go hand-in-hand. It would involve a rapid low level version of the algorithms written in an embedded language, and ideally exploiting fast parallel hardware such as GPGPU, with a high level interface that can interact with clinical tools or be operated by a non expert with consistent performance. This would certainly be necessary to enable real time adaptation while the patient is on the couch.

The first level of validation is the ability to faithfully reconstruction quantitatively accurate electron density. Through Polyquant and Polyquant–PolySKS, we have evaluated this in Chapter 3 and Chapter 4 with ground-truth numerical data and real measurements. The second level of validation was then to see if this gain in accuracy translated to an enhancement in dose calculation accuracy, which was evaluated in Chapter 5. From here, a third and final level of validation would be to evaluate the reduction of toxicity and cancer recurrence, when using this more accurate dose calculation, with associated tighter margins of uncertainty.
To minimise any harm that could be caused to patients, we believe this may be done retrospectively. One could collect CBCT data from patients receiving standard treatment protocols, and perform Polyquant reconstruction from this. One could then compare a dose plan according to these images, to the dose plan delivered to the patient from the planning CT. It may also be possible to acquire a dose measurement for validation from electron portal images of the exit dose. Firstly, any difference in dose between Polyquant and the original plan will likely indicate an error in the delivery, either under exposing the tumour, or over exposing healthy tissue. The long term effectiveness or toxicity of the radiation to the associated patients would then be strong evidence of a potential gain offered by our method.
Appendix A

Polyquant Fitting Parameters

Table A.1: Polyquant fitting parameters for ICRP 89 tissues \[3\] and Titanium, for relative electron density quantification, $\rho_c$.

<table>
<thead>
<tr>
<th>energy (keV)</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\beta_2$</th>
<th>$\alpha_3$</th>
<th>$\beta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.5827</td>
<td>7.4715</td>
<td>-6.9638</td>
<td>48.8113</td>
<td>-148.5237</td>
</tr>
<tr>
<td>25</td>
<td>0.4001</td>
<td>4.0995</td>
<td>-3.7396</td>
<td>26.6259</td>
<td>-80.8770</td>
</tr>
<tr>
<td>30</td>
<td>0.3081</td>
<td>2.3708</td>
<td>-2.0852</td>
<td>15.1340</td>
<td>-45.7901</td>
</tr>
<tr>
<td>35</td>
<td>0.2654</td>
<td>1.5644</td>
<td>-1.3132</td>
<td>9.7023</td>
<td>-29.1795</td>
</tr>
<tr>
<td>40</td>
<td>0.2400</td>
<td>1.0987</td>
<td>-0.8680</td>
<td>6.5471</td>
<td>-19.5248</td>
</tr>
<tr>
<td>45</td>
<td>0.2236</td>
<td>0.8208</td>
<td>-0.6037</td>
<td>4.6544</td>
<td>-13.7309</td>
</tr>
<tr>
<td>50</td>
<td>0.2122</td>
<td>0.6406</td>
<td>-0.4331</td>
<td>3.4254</td>
<td>-9.9690</td>
</tr>
<tr>
<td>55</td>
<td>0.2036</td>
<td>0.5184</td>
<td>-0.3183</td>
<td>2.5940</td>
<td>-7.4256</td>
</tr>
<tr>
<td>60</td>
<td>0.1970</td>
<td>0.4358</td>
<td>-0.2414</td>
<td>2.0349</td>
<td>-5.7172</td>
</tr>
<tr>
<td>65</td>
<td>0.1917</td>
<td>0.3789</td>
<td>-0.1892</td>
<td>1.6538</td>
<td>-4.5551</td>
</tr>
<tr>
<td>70</td>
<td>0.1871</td>
<td>0.3325</td>
<td>-0.1470</td>
<td>1.3433</td>
<td>-3.6082</td>
</tr>
<tr>
<td>75</td>
<td>0.1831</td>
<td>0.2959</td>
<td>-0.1140</td>
<td>1.1002</td>
<td>-2.8682</td>
</tr>
<tr>
<td>80</td>
<td>0.1795</td>
<td>0.2683</td>
<td>-0.0898</td>
<td>0.9215</td>
<td>-2.3265</td>
</tr>
<tr>
<td>85</td>
<td>0.1762</td>
<td>0.2470</td>
<td>-0.0715</td>
<td>0.7853</td>
<td>-1.9150</td>
</tr>
<tr>
<td>90</td>
<td>0.1733</td>
<td>0.2293</td>
<td>-0.0566</td>
<td>0.6724</td>
<td>-1.5738</td>
</tr>
<tr>
<td>95</td>
<td>0.1707</td>
<td>0.2151</td>
<td>-0.0449</td>
<td>0.5836</td>
<td>-1.3068</td>
</tr>
<tr>
<td>100</td>
<td>0.1683</td>
<td>0.2044</td>
<td>-0.0365</td>
<td>0.5202</td>
<td>-1.1180</td>
</tr>
<tr>
<td>105</td>
<td>0.1660</td>
<td>0.1957</td>
<td>-0.0301</td>
<td>0.4720</td>
<td>-0.9762</td>
</tr>
<tr>
<td>110</td>
<td>0.1638</td>
<td>0.1879</td>
<td>-0.0244</td>
<td>0.4282</td>
<td>-0.8473</td>
</tr>
<tr>
<td>115</td>
<td>0.1617</td>
<td>0.1808</td>
<td>-0.0193</td>
<td>0.3887</td>
<td>-0.7310</td>
</tr>
<tr>
<td>120</td>
<td>0.1597</td>
<td>0.1745</td>
<td>-0.0149</td>
<td>0.3532</td>
<td>-0.6269</td>
</tr>
</tbody>
</table>
Appendix B

Gate Simulation of CBCT System

The following script is for the simulation of a CBCT acquisition of the blabber region. This should be firstly split and ran in parallel.

```plaintext
/vis/disable
/control/execute mac/verbose.mac
/gate/geometry/setMaterialDatabase data/ICRP_HUmaterials.db

# World
/gate/world/setMaterial Vacuum
/gate/world/geometry/setXLength 5 m
/gate/world/geometry/setYLength 5 m
/gate/world/geometry/setZLength 5 m

# Physics list
/gate/physics/addPhysicsList emlivermore

# Beam
/gate/source/addSource mybeam gps
/gate/source/mybeam/gps/particle gamma
/gate/source/mybeam/gps/ene/type User
/gate/source/mybeam/gps/hist/type energy
/gate/source/mybeam/gps/pos/type UserFluenceImage
/gate/source/mybeam/gps/pos/setImage data/source_prob_half_flip.mhd
/gate/source/mybeam/gps/centre -2500 -357.104 -147.44 mm
/gate/source/mybeam/gps/ang/type focused
/gate/source/mybeam/gps/ang/focuspoint -1000 0 0 mm
/gate/source/mybeam/gps/pos/rot1 0 0 1
/control/execute data/varian_spectrum.mac

# Insert phantom
/gate/world/daughters/name patient
/gate/world/daughters/insert ImageNestedParametrisedVolume
/gate/patient/geometry/setHUToMaterialFile data/ICRP_HU2mat.txt
/gate/patient/geometry/setImage data/icrp_blad_crop.mhd
/gate/patient/moves/insert genericMove
/gate/patient/genericMove/setPlacementsFilename data/rotation.placements
/gate/patient/vis/forceWireframe

# Detection plane
/gate/world/daughters/name DetectorPlane
/gate/world/daughters/insert box
/gate/DetectorPlane/geometry/setXLength 1 nm
/gate/DetectorPlane/geometry/setYLength 397.312 mm
/gate/DetectorPlane/geometry/setZLength 297.984 mm
/gate/DetectorPlane/placement/setTranslation 500 160 0 mm
/gate/DetectorPlane/setMaterial Vacuum
/gate/DetectorPlane/vis/setVisible 1
/gate/DetectorPlane/vis/setColor yellow

# Collimator
/gate/geometry/setMaterialDatabase data/GateMaterials.db
/gate/world/daughters/name collimator
/gate/world/daughters/insert box
/gate/collimator/geometry/setXLength 2 mm
/gate/collimator/geometry/setYLength 450 mm
/gate/collimator/geometry/setZLength 350 mm
/gate/collimator/placement/setTranslation 498.5 160 0 mm
/gate/collimator/setMaterial Aluminium
/gate/collimator/vis/setVisible 0
/gate/collimator/vis/setColor blue
/gate/collimator/daughters/name strip
/gate/collimator/daughters/insert box
/gate/strip/geometry/setXLength 2 mm
/gate/strip/geometry/setYLength 400 mm
```
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```
/gate/strip/geometry/setZLength 0.05 mm
/gate/strip/setMaterial Lead
/gate/strip/vis/setVisible 1
/gate/strip/vis/setColor green
/gate/strip/repeaters/insert genericRepeater
/gate/strip/genericRepeater/setPlacementsFilename data/collimator.repeat
/gate/strip/genericRepeater/useRelativeTranslation 0
# Recorded detector information
/gate/actor/addActor FluenceActor DetectorFluence
/gate/actor/DetectorFluence/save out_blad/detector.mhd
/gate/actor/DetectorFluence/attachTo DetectorPlane
/gate/actor/DetectorFluence/setHitType pre
/gate/actor/DetectorFluence/setResolution 1 128 96
/gate/actor/DetectorFluence/enableScatter true
/gate/actor/DetectorFluence/enableUncertainty false
/gate/actor/DetectorFluence/responseDetectorFilename data/responseCsI.txt
# Save particles stats
/gate/actor/addActor SimulationStatisticActor stat
/gate/actor/stat/saveEveryNSeconds 20
/gate/actor/stat/save out_blad/stats.txt
/gate/run/initialize
/gate/random/setEngineName MersenneTwister
/gate/random/setEngineSeed 123456
/gate/application/setTimeSlice 6.25 s
/gate/application/setTimeStart 0 s
/gate/application/setTimeStop 1000 s
/gate/application/setTotalNumberOfPrimaries 1e11
/gate/application/start
exit
```
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