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Abstract

Over the last decade, we have witnessed the rapid evolution of Multiple-Input Multiple-Output (MIMO) systems which promise to break the frontiers of conventional architectures and deliver high throughput by employing more than one element at the transmitter (Tx) and receiver (Rx) in order to exploit the spatial domain. This is achieved by transmitting simultaneous data streams from different elements which impinge on the Rx with ideally unique spatial signatures as a result of the propagation paths’ interactions with the surrounding environment. This thesis is oriented to the statistical characterisation and modelling of MIMO systems and particularly of indoor and short-range channels which lend themselves a plethora of modern applications, such as wireless local networks (WLANs), peer-to-peer and vehicular communications.

The contributions of the thesis are detailed below. Firstly, an indoor channel model is proposed which decorrelates the full spatial correlation matrix of a 5.2 GHz measured MIMO channel and thereafter assigns the Nakagami-\(m\) distribution on the resulting uncorrelated eigenmodes. The choice of the flexible Nakagami-\(m\) density was found to better fit the measured data compared to the commonly used Rayleigh and Ricean distributions. In fact, the proposed scheme captures the spatial variations of the measured channel reasonably well and systematically outperforms two known analytical models in terms of information theory and link-level performance.

The second contribution introduces an array processing scheme, namely the three-dimensional (3D) frequency domain Space Alternating Generalised Expectation Maximisation (FD-SAGE) algorithm for jointly extracting the dominant paths’ parameters. The scheme exhibits a satisfactory robustness in a synthetic environment even for closely separated sources and is applicable to any array geometry as long as its manifold is known. The algorithm is further applied to the same set of raw data so that different global spatial parameters of interest are determined; these are the multipath clustering, azimuth spreads and inter-dependency of the spatial domains.

The third contribution covers the case of short-range communications which have nowadays emerged as a hot topic in the area of wireless networks. The main focus is on dual-branch MIMO Ricean systems for which a design methodology to achieve maximum capacities in the presence of Line-of-Sight (LoS) components is proposed. Moreover, a statistical eigenanalysis of these configurations is performed and novel closed-formulae for the marginal eigenvalue and condition number statistics are derived. These formulae are further used to develop an adaptive detector (AD) whose aim is to reduce the feasibility cost and complexity of Maximum Likelihood (ML)-based MIMO receivers.

Finally, a tractable novel upper bound on the ergodic capacity of the above mentioned MIMO systems is presented which relies on a fundamental power constraint. The bound is sufficiently tight and applicable for arbitrary rank of the mean channel matrix, Signal-to-Noise ratio (SNR) and takes the effects of spatial correlation at both ends into account. More importantly, it includes previously reported capacity bounds as special cases.
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Chapter 1
Introduction

The rapid advances of wireless communications over the last decades in conjunction with the design of upcoming mobile networks have necessitated the comprehensive understanding of the dynamic radio propagation mechanisms and characteristics. This demanding task can normally be accomplished by conducting radio channel measurements followed by the extraction of the path’s parameters and the development of accurate channel models. On these grounds, the first goal of this thesis is the propagation modelling of modern indoor radio systems operating at the 5 GHz band. The second goal is related to short-range communications and particularly with the development of high throughput optimised architectures as well as with the investigation of the most important eigencharacteristics and derivation of novel ergodic capacity bounds. This introductory chapter covers the state-of-the art in the area of wireless communications and, further, addresses the open research challenges that have constituted the key motivations for the present Ph.D. work. Section 1.1 discusses the evolution of wireless communications with a view to the limitations of traditional configurations and the benefits of employing multiple antennas at both terminals. Section 1.2 explores the latest advances in indoor communications while Section 1.3 is dedicated to short-range propagation and potential future applications. Section 1.4 summarises the author’s contributions to the field of multi-antenna systems. Finally, Section 1.5 gives a general outline of the remainder of the thesis.

1.1 Evolution of wireless communication technology

When Guglielmo Marconi back in 1901 signalled the letter “S” across the Atlantic, from England to Newfoundland, he never envisaged what his invention could lead to. The evolution of wireless communications continued through the years fostered by the development of semiconductor technology, advances in integrated circuit technology and the research in information theory as well as in digital signal processing, in the continuing search for higher system capacity, improved usability and bandwidth efficiency. In the near future, wireless networks are expected to provide a plethora of high-quality services (data, voice, video, networking) between different users and multiple sources of information; ultimately, the convergence between
decentralised wired and wireless technologies (subnetworks) will allow operators or content providers, and eventually customers, to enjoy the complete functionalities and resources of the network towards the direction of ubiquitous communications. This means that users will be able to receive the same service through different access networks regardless of the devices they will be utilising.

Many communication systems nowadays are based on conventional Single-Input Single-Output (SISO) architectures, where both the transmitter (Tx) and receiver (Rx) are equipped with a single antenna. However, irrespective of the modulation and coding scheme employed, it has been shown that for a finite bandwidth and given Signal-to-Noise Ratio (SNR), these systems set a fundamental upper limit on the data rate (usually referred to as channel capacity) and thus are inconvenient to support the future demanding applications. Throughout this thesis, capacity is adopted as the appropriate metric for quantifying the performance of wireless systems; in general, channel capacity refers to the maximum achievable data rate that can be transmitted over the channel with asymptotically small error probability. From an information theory point of view, Shannon defines channel capacity as the maximum of mutual information\(^1\) [2].

A considerable number of researchers over the globe support that the solution for high throughput resides in the use of millimetre wave frequencies (60 GHz and beyond) because of the massive bandwidth available for dense wireless local communications (7 GHz of unlicensed spectrum) and the lower interference levels [3]. Another very significant motivation for exploiting this band is the fact that the wavelength becomes very short at such high frequencies, leading to devices of reduced size and making feasible the integration of many antennas and transceivers into a single chip. Nevertheless, this technology is still expensive due to the extreme accuracy required for constructing small-scale radio frequency (RF) equipment and for developing sophisticated signal processing algorithms; what’s more, most current commercial applications are located at the microwave band. Recently, there has been an increasing design interest to decrease the feasibility cost of today’s 60 GHz technology by using cheap, low-power silicon germanium chips [4]. In any case though, due to the excessive path loss (quadratic increase with frequency) and the oxygen absorption present at 60 GHz (10–15 dB/km), most practical platforms deploy high-gain directive antennas that rule out multipath propagation by focusing energy on a certain direction, specifically intended for fixed point-to-point applications with a coverage area of a few meters ($< 10$ m).

\(^1\)This definition is valid for the usual case of memoryless channels, i.e. each channel realisation is independent of the previous one.
The most promising candidates for fulfilling the increasing demand for enhanced data rates within a fixed limited bandwidth are the so-called Multiple-Input Multiple-Output (MIMO) systems which make use of multiple antenna elements at both the Tx and Rx. It has been theoretically shown that these systems offer benefits which go far beyond those of traditional configurations by fully exploiting the scattering environment; in fact, under specific propagation conditions, i.e. high multipath richness, MIMO capacity grows linearly with the minimum number of transmit and receive antennas [5, 6]. This capacity boost is achieved by the simultaneous transmission in time and within the same frequency interval of orthogonal, non-interfering data streams which are conveyed through the established spatial subchannels between the two ends. The differentiation at the Rx happens in the spatial domain and is possible since each multipath impinging on it has experienced a series of complex propagation interactions with the surrounding environment and therefore carries a unique spatial signature. Given this high practical importance of MIMO technology, the key motivation of this thesis is to study in depth the performance of indoor and short-range MIMO systems that are expected to support forthcoming high-speed (well above 100 Mbits/s) Wireless Local Area Networks (WLANs).

1.2 Indoor wireless communications

The first part of the thesis focuses on the area of indoor communications which has been extensively explored over the last decades following the increasing demand for high-speed data transmission over medium ranges. Current indoor WLAN systems operate mainly at the 2.4 and 5.2 GHz bands as standardised by either the Institute of Electrical and Electronics Engineers (IEEE) 802.11 protocol or its European counterpart, namely the HIgh PErformance Radio LAN (HIPERLAN) protocol defined by the European Telecommunications Standards Institute (ETSI) Broadband Radio Access Network (BRAN). In detail, the IEEE 802.11a protocol operates at 5.2 GHz and is able to deliver data rates as high as 54 Mbits/s within the operation range of a so-called hotspot or access point (approximately 35 m in an indoor propagation environment)\(^2\) [7]. Likewise, the IEEE 802.11n consensus standard, which is currently under development and due to be finalised in June 2009, has also specified the usage of this band for WLAN applications introducing the application of MIMO technology along with a wider operation bandwidth (40 MHz instead of 20 MHz as in IEEE 802.11a). The objectives of this protocol are a raw data rate of up to 600 Mbits/s (when four elements are employed at both

\(^2\)Please note that this technology is widely known as Wireless Fidelity (Wi-Fi).
### Table 1.1: Basic characteristics of the IEEE 802.11 family of protocols.

<table>
<thead>
<tr>
<th>IEEE protocol</th>
<th>Carrier frequency</th>
<th>Channel bandwidth</th>
<th>Maximum data rate</th>
<th>Indoor oper. range</th>
</tr>
</thead>
<tbody>
<tr>
<td>802.11a</td>
<td>5 GHz</td>
<td>20 MHz</td>
<td>54 Mbits/s</td>
<td>35 m</td>
</tr>
<tr>
<td>802.11b</td>
<td>2.4 GHz</td>
<td>20 MHz</td>
<td>11 Mbits/s</td>
<td>38 m</td>
</tr>
<tr>
<td>802.11g</td>
<td>2.4 GHz</td>
<td>20 MHz</td>
<td>54 Mbits/s</td>
<td>38 m</td>
</tr>
<tr>
<td>802.11n</td>
<td>2.4/5 GHz</td>
<td>40 MHz</td>
<td>600 Mbits/s</td>
<td>70 m</td>
</tr>
</tbody>
</table>

ends) along with a coverage radius of approximately 70 m [8]; some experts claim that these revolutionary benefits will eventually convince the majority of modern commercial users to abandon cable access networks technology. The main specifications of the most known IEEE 802.11 protocols are tabulated in Table 1.1.

Apart from WLAN services, a new innovative technology promises to replace last-mile wired-access networks and provide broadband Internet to emerging markets that have no broadband access. With a theoretical maximum data rate of 75 Mbits/s and maximum transmission range of 50 Km, the Worldwide Interoperability for Microwave Access (WiMAX) protocol is regarded as an economically viable solution for seamless long-range delivery of information. The associated IEEE 802.16d standard, finalised in 2004 for the 2–11 GHz frequency band, is suitable for fixed wireless access but lacks mobility support [9]. Since then, various amendments were proposed which evolved to the latest IEEE 802.16e standard, aiming to support nomadic mobility [10]. This mobile WiMAX scheme is planning to use MIMO technology to improve coverage and exploit the Non Line-of-Sight (NLoS) propagation that exists in the vast majority of practical radio channels. Interestingly, most countries allow higher power output levels in the upper 5 GHz band (5.725–5.850 GHz) than in the lower 5 GHz bands, making the former more attractive to WiMAX applications. Though originally designed for point-to-multipoint topologies in which a base station (BS) distributes traffic to many subscriber stations mounted on rooftops, WiMAX is also anticipated to provide users with broadband connectivity over huge indoor areas such as transportation halls, shopping malls, airport lounges and many more; this is the key difference between WiMAX and the 802.11 hotspots which offer a moderate coverage and are convenient for allowing a home or office PC to connect to the Web [11].
1.3 Short-range wireless communications

The second part of this thesis covers the area of short-range communications where the two ends are not spaced far apart and the link is dominated by a non-fading deterministic Line-of-Sight (LoS) component. While the conventional applications include peer-to-peer communications, fixed wireless access and Bluetooth, an emerging technology has recently attracted considerable research and industry interest. This is the field of vehicular on-the-road communications which hold the promise of great improvements in both the efficiency of the transport systems and the safety of all road users.

The automotive industry strives decisively to develop a novel WLAN technology suitable for vehicle-to-vehicle (VTV) and vehicle-to-roadside (VTR) channels. The so-called Dedicated Short-Range Communications (DSRC) protocol is designed to work in parallel with cellular communications by providing high data rates with a low latency between vehicles and from vehicles to fixed infrastructure units. The official spectrum allocation for DSRC was completed in 1999 by the American Federal Communication Commission which designated 75 MHz of bandwidth, partitioned into seven 10 MHz channels, at the 5.9 GHz Intelligent Transportation System (ITS) frequency band. It has also being standardised as the IEEE 802.11p protocol (due to be ratified in April 2009) which is essentially an amendment of the IEEE 802.11a protocol adjusted for low overhead operations in the DSRC spectrum [12]. Apart from the DSRC bandwidth that is half of the 802.11a bandwidth, the remaining physical layer specifications, such as the modulation scheme, frame structure and training sequences, are almost identical [13]. Nevertheless, while IEEE 802.11a has been designed for indoor WLAN applications in a low-mobility environment, IEEE 802.11p is expected to operate over time-selective channels where vehicles are moving with speeds as high as 120 miles/h and offer a wider coverage of up to 1000 m.

The DSRC applications are usually classified into safety and non-safety with higher priority being given to the former category following the steadily increasing need for zero-accident road journeys and minimisation of the tremendous cost caused by traffic collisions. In 2006, road accidents accounted for 39,000 deaths within Europe while in the U.K. alone this number was 3,172. According to the World Health Organisation (WHO), road accidents cause the death of 1.2 million people annually worldwide, making it the seventh biggest killing cause in the world, while by 2020 road deaths are predicted to become the third killing cause. Road traffic injuries cost low-income and middle-income countries between 1% and 2% of their gross
national product which represents more than the total development aid received by these countries [14]. While different factors contribute to vehicle crashes, such as mechanical problems and bad weather, driver behaviour is considered to be the leading cause of more than 90 percent of all road accidents. In fact, the inability of drivers to react fast to emergency situations can potentially cause chain collisions where an initial crash is followed by secondary crashes [15]. This is the main reason behind extending ITS technology to safety applications that include among others: intersection collision avoidance, road status reports, alerts for approaching emergency vehicles and lane departure, forward obstacle detection and avoidance as well as sudden halt warnings.

Apart from safety applications, a variety of more demanding applications have emerged which range from high-speed networking and video streaming to mobile commerce and Web surfing. Due to the high spectral efficiency requirements these applications impose, the use of multiple antenna elements seems sensible, thereby bringing MIMO technology to the field of vehicular communications. An illustrative graph showing the future of vehicular communications with full availability, connectivity, flexibility, and transparency between road users is seen in Fig. 1.1.

![Figure 1.1: A future deployment scenario of vehicular communications (courtesy of [16]).](image)
1.4 Key contributions

The main contributions of this work are now summarised as follows:

- A novel statistical-based indoor channel model that captures the fading variations of each spatial eigenmode separately and assigns the flexible Nakagami-$m$ distribution to each of them [17, 18]. The model yields an excellent fit with a set of measured data and systematically outperforms two analytical reference models that have recently been proposed in the corresponding literature.

- A powerful unconstrained technique for generating independent Nakagami-$m$ envelope deviates for arbitrary values of the corresponding shape parameters. The method is constructed upon the well known rejection/acceptance technique and overcomes the deficiencies of all similar techniques and in parallel offers a remarkable accuracy [19].

- A new maximum likelihood (ML) high-resolution array processing technique namely, the three-dimensional (3D) frequency domain-Space Alternating Generalised Expectation Maximisation (FD-SAGE) algorithm is devised for estimating the multipath parameters in both temporal and spatial domains [20]. The scheme is further used to characterise an indoor MIMO channel by means of clustering, azimuth dispersion and inter-dependency of the spatial domains [21].

- For the case of dual-branch\(^3\) VTR MIMO Ricean configurations, a maximum near-field\(^4\) LoS capacity criterion is formulated as a function of the carrier wavelength, transmit-receive separation distance and inter-element spacings. The capacity of systems that follow this criterion is not only benefited by the presence of strong LoS components but is normally greater than the capacity offered by the usual Rayleigh channels [22].

- Taking into account the high practical usability of dual MIMO Ricean systems (small setup size and low implementation cost), a detailed statistical eigenanalysis is carried out and novel closed-form formulae are derived for the eigenvalue and condition number densities [23]. These expressions are subsequently used to construct an adaptive detec-

\(^3\)Throughout the thesis, the term dual-branch or simply dual will stand for MIMO systems with two transmit and two receive antenna elements.

\(^4\)Hereafter, the term near-field will express the close-in region of an antenna where the angular distribution is dependent upon the distance from the source and the waves are propagating as spherical wavefronts. On the contrary, the far-field is the region outside the near-field where the angular distribution is independent of the distance from the source and the waves are propagating as plane wavefronts.
tor (AD) which switches between the robust but computationally expensive ML and the suboptimal Zero Forcing (ZF) detector [24].

- A novel ergodic capacity upper bound for dual double-correlated MIMO Ricean systems is derived based on a fundamental power constraint; the bound is applicable for arbitrary rank of the deterministic mean channel matrix and arbitrary SNR and, more importantly, includes previously reported analytical bounds as special cases [25]. The tightness of the bound is also analytically determined for asymptotically low and high SNRs.

1.5 Organisation of the thesis

An outline of the remainder of this thesis is given in this section.

Chapter 2 covers the principles of wireless propagation and subsequently presents the fundamental properties of the promising MIMO technology. Moreover, the area of channel modelling is reviewed while the main characteristics of each model are highlighted. A categorisation of all models, with regard to which features the model’s designer intends to reconstruct, is also performed.

Chapter 3 proposes a novel spatial channel model based on the Karhunen-Loève Transform (KLT) which is validated through a set of measurement data at the carrier frequency of 5.2 GHz. The scheme decomposes the MIMO correlation matrix and assigns a Nakagami-$m$ fading distribution to each resulting uncorrelated eigenmode. The model’s performance is assessed by means of mutual information and link-level performance where its superiority, in comparison with two reference models, is clearly demonstrated.

Chapter 4 introduces an array processing algorithm for extracting multipath channel parameters. In particular, the 3D FD-SAGE algorithm is employed in conjunction with the serial interference cancellation (SIC) technique to identify the dominant paths and estimate their key parameters. Apart from validating the scheme robustness in a synthetic environment, a detailed characterisation of the previously mentioned measured channel is conducted in the double directional domain using the SAGE framework.

Chapter 5 suggests a straightforward criterion for achieving high VTR MIMO capacities in the presence of a LoS component. The sensitivity of the proposed configuration is investigated under optimal and suboptimal positioning and orientation conditions. Secondly, the eigenstatistics
of dual MIMO Ricean channels are analytically assessed and closed-form formulae are derived which are validated through Monte-Carlo simulations. These statistical results are finally applied to the detection stage of MIMO receivers so that an AD is developed that can minimise the implementation cost and complexity of most practical ML-based testbeds.

**Chapter 6** derives a novel upper bound on the ergodic capacity of dual spatially correlated MIMO Ricean systems that includes previously reported bounds as special cases. Apart from being remarkably simple and efficient, the bound is applicable for any arbitrary rank of the LoS component and system SNR. Its tightness is analytically evaluated and asymptotic closed-form expressions for the error of the bound are presented which are verified through Monte-Carlo simulations.

**Chapter 7** forms a summary of the most important conclusions drawn from this thesis and proposes several research paths for future work.
Chapter 2

MIMO wireless systems and background of channel modelling

The medium responsible for the transmission and reception of information signals between two antennas in space is widely known as the wireless propagation channel. According to [26], there is a key difference between the radio channel and the propagation channel. In particular, the latter does not take into account the antenna patterns and this means that isotropic antennas are assumed at both sides. The radio channel though includes both array responses and therefore is described by a non-directional channel response. In this chapter, the fundamental concepts and background for statistically modelling a MIMO propagation channel are assessed. The remainder of this chapter is organised as follows: Section 2.1 presents a summary of the basic multipath propagation mechanisms and manifestations experienced in typical wireless channels. In Section 2.3, the foundations of MIMO technology are outlined along with an investigation of the trade-offs between MIMO features. Also, a brief derivation of the very useful capacity formula is presented. In Section 2.4, the principles of multi-dimensional channel modelling are introduced with a view to double directional propagation. Section 2.5 focuses on the current state-of-the-art in the area of MIMO channel modelling; classification of the channel models into relevant categories is also provided along with the key characteristics of each model. Finally, Section 2.6 concludes the chapter and summarises the key findings.

2.1 Basic multipath propagation mechanisms

In a wireless channel, the interaction of the transmitted signal with the physical environment as it travels towards the Rx creates multiple propagated wavefronts; a phenomenon usually referred to as multipath propagation. Multipath propagation occurs due to three basic mechanisms, namely reflection, diffraction, and scattering. In Fig. 2.1, an illustrative figure shows the mechanisms causing multipath effects in an indoor environment. The impact of each of these mechanisms on the received signal is outlined below.
Transmission corresponds to the direct route between the Tx and Rx; if this is unobstructed, free-space LoS propagation takes place. In the case of obstructed-LoS (OLoS) transmission through walls and ceilings, it has been found that the penetration loss, as defined by Rice in [27], is a function of the construction materials of a building, building orientation with respect to the Tx, internal layout, floor height and the percentage of windows in a building [28]. The main effect of OLoS transmission is that the direct component power is much closer to the power of the diffracted and reflected components.

Reflection occurs when a propagating electromagnetic wave impinges upon a surface with dimensions much larger than the wavelength $\lambda$ of the wave. In an outdoor environment, reflections are created by the surface of the earth and buildings while in an indoor environment, reflections are mostly caused by floors, walls, ceilings and furniture [29]. The roughness of surface defines the type of reflection according to:

- Specular reflection occurs when the surface is smooth and ideally infinite. The incoming wave splits up into reflected and transmitted (refracted) waves whose magnitudes can be computed via Fresnel’s formulae. The main characteristic of specular reflection is that the directions of the incident and reflected waves are the same with respect to the surface normal on the same plane. While there are no perfectly flat and infinite surfaces, specular reflection is a good approximation if the surface is sufficiently large in wavelengths (i.e. larger than the cross-section of the first Fresnel zone) and not too rough compared to $\lambda$. 
• **Diffuse reflection** occurs when the surface has a degree of roughness and this causes the incoming ray to be spread in a broad range of non-specular directions and further reduces the energy in the specular direction. The severity of diffuse scattering is dependent on both the surface roughness and incidence angle. A critical surface roughness $C_r$ is determined by the Rayleigh criterion which is given as \[ C_r = \frac{4\pi \sigma \cos \theta}{\lambda} \] (2.1)

where $\sigma$ is the standard deviation of the surface irregularities and $\theta$ is the angle of incidence with respect to the normal of the surface. In general, the surface is considered to be smooth and thus specular reflection dominates when $C_r < 0.1$; in such a case, waves reflected from the surface encounter only small relative phase shift with respect to each other. For $C_r > 10$, though, highly diffuse reflection dominates and the specularly reflected wave is small enough to be neglected given that waves reflected from the surface exhibit a relatively large phase shift. An illustrative graph showing the different types of reflection can be seen in Fig. 2.2.

*Figure 2.2: The effect of surface roughness on the type of reflection (adopted from [30]).*

**Diffraction** occurs when a radio path is obstructed by either a surface that has sharp irregularities (edges) or a dense body with dimensions that are large compared to $\lambda$, causing secondary waves to be formed behind the obstructing body [29]. This phenomenon originates from Huygen’s principle which states that all points on a wavefront act as point sources of secondary wavelets; these wavelets are eventually combined to produce a new wavefront in the direction of propagation [29, 30]. Diffraction is often termed shadowing because the diffracted field can reach the Rx even when shadowed by an impenetrable obstruction [31]. In outdoor environments, diffraction usually occurs via propagation around hills or over rooftops while in the indoor environment, diffraction normally occurs via propagation around door openings and corners. The power loss associated with this propagation effect is usually very high compared to that of reflection.
Scattering occurs when a radio wave impinges on any surface with dimensions of the order of \( \lambda \) or less, causing the reflected energy to spread out in all directions. In an urban environment, typical obstructions that yield scattering are foliage, lamp posts and road signs while in indoor environments the primary scatterers are walls and furniture [29]. Henceforth, the term scatterer will describe any obstacle that causes a change to the direction of a propagating wavefront.

## 2.2 Basic multipath propagation manifestations

At this point, the reader is reminded that multipath propagation can also be characterised by means of path loss (Pl) and fading. A brief description of these phenomena is provided below.

### 2.2.1 Path loss

*Path loss* can be defined as the ratio of the received to transmitted power. In fact, it expresses the diminution of the received power \( P_r \) with distance \( d \) as

\[
P_r(d) = P_0 \left( \frac{d}{d_0} \right)^{-n_p}
\]

(2.2)

where \( n_p \) is the so-called Pl factor and \( P_0 \) the reference power, dependent on the transmitted power, frequency and antenna gains, at a known distance \( d_0 \). For free-space propagation, \( n_p = 2 \) but becomes larger for other more complicated cases. In general, the more cluttered an environment is the higher the value of \( n_p \). The Pl also depends on the operating frequency; the authors in [32] compared the path losses for 1.7 GHz and 60 GHz and showed that the difference is greater than 45 dB. The difference in \( P_0 \) (31 dB) partially explains the result. The rest of the difference is due to the higher penetration loss of materials and the stronger reflections and diffractions at higher frequencies. An excellent review of Pl models can be found in [33, 34].

### 2.2.2 Slow and fast fading

The superposition of all impinging waves at the Rx gives rise to fluctuations in the amplitude and phase of the received signal, commonly known as multipath fading, which is also distance dependent. A further classification can be made in two categories namely *large scale* (or slow fading or sometimes shadowing) and *small scale fading* (or fast fading).
*Large scale fading* refers to the slow long-term variation of the local mean signal strength as a mobile terminal (MT) moves over tens of wavelengths. The term shadowing is indicative since typically these changes are due to the changes in visibility or the appearance/disappearance of shadowing objects on the signal paths. In outdoor environments, it is mainly caused by prominent terrain contours (for instance hills, forests, buildings) while in indoor propagation, it occurs due to the blocking effects of large objects such as walls and furniture [31]. The envelope of a slow-fading signal has been found to follow a log-normal distribution especially in outdoor environments [29].

*Small scale fading* expresses the dramatic short-term changes in the signal envelope as a MT moves over small distances. This rapid fluctuation can be attributed to the incoherent summation of a large number of independent rays coming from all directions with random phases (as a result of different path lengths) which can add either constructively or destructively. Fig. 2.3 illustrates an example of the path loss, small and large scale fading phenomena as a function of the distance travelled by a MT.

![Figure 2.3: Fading manifestations vs the distance travelled by a MT (courtesy of [35]).](image-url)

For the statistical description of fast fading envelopes, three main distributions have been proposed, namely Rayleigh, Ricean and Nakagami-\(m\). Rayleigh fading can model multipath situations when there is no direct LoS between the Tx and Rx and the incoming waves have approximately equal amplitudes. The probability density function (PDF) of the signal’s envelope
$r$ is then given by [36]

$$p(r) = \frac{r}{\sigma^2} \exp\left(-\frac{r^2}{2\sigma^2}\right), \quad r \geq 0$$

(2.3)

where $E \{ r^2 \} = 2\sigma^2$ is the distance-average power of the received signal. For the rest of the thesis, the notation $E \{ \cdot \}$ will refer to the expectation operation. Under these conditions the phase of the received signal is uniformly distributed in $[0, 2\pi)$. In practice, however, there is occasionally a dominant incoming wave which can be either a LoS component or a strong specular wavefront. In such a case, the envelope of the received signal follows the Ricean distribution according to [36]

$$p(r) = \frac{r}{\sigma^2} \exp\left(-\frac{r^2 + b^2}{2\sigma^2}\right) I_0\left(\frac{b r}{\sigma^2}\right), \quad r \geq 0, A \geq 0$$

(2.4)

with $b$ being the peak amplitude of the dominant signal and $I_0(\cdot)$ the modified Bessel function of first kind and zero order. The Ricean $K$-factor controls the ratio of powers of the free-space signal and the scattered waves, i.e. $K = b^2/2\sigma^2$; when $K = 0$ the Ricean distribution degenerates to a Rayleigh distribution.

The Nakagami-$m$ distribution [37] has also attracted considerable research interest since it yields a satisfactory fit for various measured channels over a wide range of frequency bands [38, 39]. The corresponding PDF is

$$p(r) = \frac{2}{\Gamma(m)} \left(\frac{m}{\Omega}\right)^m r^{2m-1} e^{-mr^2/\Omega}, \quad r \geq 0$$

(2.5)

where $\Gamma(\cdot)$ expressing the Gamma function and $\Omega = E \{ r^2 \} \geq 0$ is the average power. The Nakagami fading figure $m$, indicating the severity of fading, is determined as

$$m = \frac{\Omega^2}{E \{ (r^2 - \Omega)^2 \}} \geq 1$$

(2.6)

Both Ricean and Nakagami-$m$ distributions have two shape parameters and behave approximately equivalently near their mean value. When $m = 1$ the Nakagami distribution reduces to Rayleigh distribution while for $m = 0.5$ it reduces to the one-sided Gaussian distribution.
2.2.3 Flat and frequency-selective fading

Another distinction is usually made to the type of fading with regard to the so-called coherence channel bandwidth. The coherence bandwidth, which is inversely related to the time delay spread of the channel, indicates the minimum frequency separation at which the attenuation of the amplitudes of two frequency components becomes decorrelated. The decorrelation is usually defined as the point where the correlation coefficient between the fading envelopes at the two frequencies is reduced from unity to 0.9 or 0.5.

On this basis, flat fading occurs when the coherence bandwidth is larger than the bandwidth of the signal. Therefore, all frequency components of the signal will experience the same magnitude of fading. On the other hand, frequency-selective fading occurs when the coherence bandwidth of the channel is smaller or of the order of the bandwidth of the signal. Under these circumstances, two frequency components that are far apart experience substantially different attenuations.

2.3 Fundamentals of MIMO technology

2.3.1 Background of MIMO systems

The potential of employing multiple antennas at both ends of a radio link in order to improve the channel throughput was sparked by the pioneering work of Winters in 1987 [40]. Surprisingly, it was not until mid-90s that two breakthrough papers by Foschini [5] and Telatar [6] separately investigated this promising technology in detail. Both authors showed that MIMO systems have the unique ability to turn multipath propagation, usually regarded as a serious hindrance in wireless communications, into an advantage for increasing the spectral efficiency. Under independent Rayleigh fading conditions, MIMO systems offer a linear capacity increase that is proportional to the minimum number of receive $M$ and transmit $N$ antenna elements, i.e. $\min\{M, N\}$.

The boost in spectral efficiency offered by an ideal MIMO system was firstly demonstrated in [5], where an architecture called BLAST\(^1\) along with a reconstruction algorithm and a coding/decoding scheme were devised. The most attractive feature of MIMO systems is their ability to simultaneously transmit individual (orthogonal) data streams from each antenna el-

\(^1\)BLAST: Bell Labs Layered Space Time.
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In the literature, this feature is widely known as *spatial multiplexing* (SM) [41]. The number of orthogonal multiplexed streams depends on the spatial properties of the surrounding environment and is upper limited by $\min\{M, N\}$.

Another feature of MIMO systems is *spatial diversity* which is a means to combat fading by exploiting multiple uncorrelated replicas of the transmitted signal. Diversity occurs when the antenna spacing is high enough so that independent signal paths are created, resulting in a reduced variation of the received signal’s power. Diversity reduces the probability that all branches are in a deep fade simultaneously and thus it enhances the error rate performance (channel hardening). MIMO techniques permit the spatial diversity to be exploited at both sides of the radio link with the maximal diversity gain being $MN$.

However, there is an inherent trade-off between SM and spatial diversity. This means that increasing the diversity advantage comes at the expense of decreasing the SM gain, and vice versa. In fact, the authors in [42] showed that the diversity-multiplexing trade-off achievable by a system is a more fundamental measure of its performance than just its maximal diversity gain or its maximal multiplexing gain alone. Generally, the optimal trade-off is determined by system requirements such as the desired data rate and reliability of transmission. High data rates can be achieved by employing multiplexing to full extent while high reliability benefits from diversity [43].

Smart antenna systems, which use an antenna array at a single end, make use of *beamforming* in order to increase the average SNR and suppress interference from other users by steering energy into desired directions. Likewise, for MIMO systems beamforming may be applied at the Tx and/or the Rx side. The more directive a channel is the higher its beamforming gain.

For pure LoS conditions with only one path present, the maximal beamforming gain $MN$ is obtained, albeit at the expense of an increased spatial correlation that diminishes the beneficial effects of spatial diversity. Finally, it should be underlined that full beamforming excludes full diversity or multiplexing and the same is true for full diversity and beamforming/multiplexing; however, full multiplexing excludes beamforming whereas it only reduces diversity.
2.3.2 General structure of MIMO systems

Let us now consider a general MIMO system equipped with $N$ transmit and $M \leq N$ receive antenna elements. For such a scenario, the transmitted signal $x(t) \in \mathbb{C}^{N \times 1}$ can be modelled as a signal vector

$$x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T$$  \hspace{1cm} (2.7)

where $x_n(t)$ is the signal emitted by the $n$-th transmit antenna element and $[;]^T$ denotes transposition. Similarly, the received signal vector $y(t) \in \mathbb{C}^{M \times 1}$ is modelled as

$$y(t) = [y_1(t), y_2(t), \ldots, y_M(t)]^T.$$  \hspace{1cm} (2.8)

Then, the input-output complex relationship can be succinctly written as

$$y(t) = \left[ \sqrt{\frac{\rho}{N}} \int \frac{H(t, \tau)}{\tau} x(t - \tau) d\tau \right] + n(t)$$  \hspace{1cm} (2.9)

where $\rho$ is the average SNR per branch at the Rx and $n(t)$ is the noise plus interference term. The elements of the channel impulse response matrix $H(t, \tau) \in \mathbb{C}^{M \times N}$ describe the response between the $m$-th receive and the $n$-th transmit element. The channel matrix, containing all complex response coefficients, is then written as

$$H(t, \tau) = \begin{bmatrix}
    h_{11}(t, \tau) & h_{12}(t, \tau) & \cdots & h_{1N}(t, \tau) \\
    h_{21}(t, \tau) & h_{22}(t, \tau) & \cdots & h_{2N}(t, \tau) \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{M1}(t, \tau) & h_{M2}(t, \tau) & \cdots & h_{MN}(t, \tau)
\end{bmatrix}$$  \hspace{1cm} (2.10)

where $\tau$ corresponds to the delay index. For the flat-fading case, where the channel is non-zero only for $\tau = 0$, (2.9) becomes

$$y(t) = \sqrt{\frac{\rho}{N}} H(t) x(t) + n(t).$$  \hspace{1cm} (2.11)
2.3.3 MIMO capacity

For the derivation of MIMO capacity formula, let us consider the case where the Tx is constrained to its total power $P_t$ regardless of the number of antennas, i.e.

$$\text{tr}(Q) \leq P_t$$

(2.12)

where $Q = E\{xx^H\}$ is the input covariance matrix, $[\cdot]^H$ denotes the Hermitian transpose and $\text{tr}(\cdot)$ returns the trace of a matrix. The common assumption that the elements of $n(t)$ are independent and identically distributed (i.i.d.) $\sim CN(0, 1)$ complex variables is introduced and then the noise covariance matrix $E\{nn^H\} = I_M$, with $I_M$ the $(M \times M)$ identity matrix.

As was remarked in the introductory chapter, for memoryless channels, capacity represents the maximum mutual information. Following (2.11), the mutual information $I(x; (y, H))$ between the input $x$ and the output $y$ can be written as

$$I(x; (y, H)) = H(y|H) - H(y|x, H) = H(y|H) - H(n|H).$$

(2.13)

In general, $H(A|B)$ stands for the conditional entropy between the random variables (RVs) $A$ and $B$. Given a covariance matrix $Q$, circularly symmetric complex Gaussian variables are entropy maximisers and therefore it is sensible to assign this distribution to the input signal $x$ [6]. Then, the received signal is in turn a circularly symmetric complex Gaussian variable with covariance matrix $E\{yy^H\} = \frac{\rho}{N}HQH^H + I_M$. Substituting this relationship into (2.13), the mutual information of a random MIMO channel becomes

$$I = \log_2 \left( \det \left( \frac{\rho}{N}HQH^H + I_M \right) \right).$$

(2.14)

Hence, the instantaneous capacity $C$ of an $(M \times N)$ MIMO channel with Gaussian inputs is [6]

$$C = \max_{Q \succeq 0; \text{tr}(Q) \leq P_t} \log_2 \left( \det \left( \frac{\rho}{N}HQH^H + I_M \right) \right)$$

(2.15)

where the maximisation is performed over a set of positive and semi-definite Hermitian matrices.

---

2Note that the channel is fully described with input $x$ and output $(y, H) = (Hx + n, H)$.

3A circularly symmetric complex Gaussian variable $z$, denoted by $z \sim \mathcal{CN}(0, \sigma^2)$, is a complex RV $z = x + jy$ where both $x$ and $y$ are i.i.d. $\sim \mathcal{N}(0, \sigma^2/2)$.

4The differential entropy of a complex Gaussian vector $x$ with covariance $Q$ is given by $\log_2(\det(\pi e Q))$. 
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Q satisfying (2.12). The ergodic capacity (or the expectation of $C$) then reads

$$
\overline{C} = \max_{Q \geq 0; \text{tr}(Q) \leq P} E_H \left\{ \log_2 \left( \det \left( \frac{\rho}{N} HQH^H + I_M \right) \right) \right\}
$$

(2.16)

where the expectation is taken with respect to the random channel matrix $H$. To the best of the author’s knowledge, no explicit closed-form solution for the maximisation over $Q$ exists in the literature. In his seminal work though, Telatar showed that when the channel matrix has i.i.d. $\sim \mathcal{N}(0, 1)$ entries and no channel state information (CSI) is available at the Tx, it is optimal to use a uniform power distribution with a transmit covariance matrix $Q = I_N$. Under these conditions, a Rayleigh fading channel is modelled with sufficient physical separation between the transmit and receive antenna elements. This approach results in the well known formula for the ergodic MIMO capacity [5, 6]

$$
\overline{C} = E_H \left\{ \log_2 \left( \det \left( I_M + \frac{\rho}{N} HH^H \right) \right) \right\}.
$$

(2.17)

For the remainder of this thesis, the above equation will be used\footnote{When $M \geq N$, $M$ should be replaced with $N$ and $HH^H$ with $H^H H$. This holds true thanks to the fundamental determinant property $\det (I + AB) = \det (I + BA)$.}. However, it should be made clear that this formula is based on the isotropic property of the i.i.d. complex Gaussian $H$ where the ergodic capacity is achieved with covariance matrix identity. There is a misconception on this issue since many researchers define the ergodic capacity, irrespective of the distribution of the channel matrix, according to (2.16). This discrepancy can be attributed to the difficulty in deriving the optimum matrix $Q$ when the channel is not i.i.d. complex Gaussian [44].

The ergodic capacity is evidently maximised when $E \{ HH^H \} = NI_M$. In physical terms, this corresponds to a system with orthogonal MIMO subchannels and a capacity equivalent to that of $M$ independent SISO channels as

$$
\overline{C}_{\text{max}} = M \log_2 (1 + \rho).
$$

(2.18)

On the other hand, the minimum ergodic capacity is obtained for $E \{ HH^H \} = NI_M$, where $1_M$ is an $(M \times M)$ all-one matrix. This corresponds to an entirely correlated MIMO system and the associated capacity is equivalent to that of a Single-Input Multiple-Output (SIMO) system

$$
\overline{C}_{\text{min}} = \log_2 (1 + M \rho).
$$

(2.19)
In order to get a solid insight into the advantages of MIMO systems, a graph showing the complementary cumulative distribution functions (CCDFs) of capacity, for different numbers of Tx/Rx elements and a fixed SNR $\rho = 20$ dB, is depicted in Fig. 2.4. The channel matrix is assumed to have i.i.d. Rayleigh fading entries. Clearly, capacity exhibits a linear increase with the number of antenna elements thereby validating the aforementioned theoretical background. Finally, when perfect CSI is available at both ends, smarter allocation strategies have been proposed, like the water filling theorem so as to maximise capacity [45]. The main concept behind this scheme is to allocate the highest amount of power to the strongest spatial subchannels. An investigation of MIMO capacity bounds, under different assumptions about the available CSI at both the Rx and Tx, can be found in [46, 47].

![Figure 2.4: Capacity CCDFs of different i.i.d. Rayleigh MIMO channels.](image)

### 2.4 Multi-dimensional channel modelling

In MIMO channels, the selectivity in time and frequency domains comes with the selectivity in a third dimension, that is space. Taking into account that the angular (spatial) distribution of energy is a key issue when modelling MIMO channels, we end up with the so-called double...
directional description. The terms double directional indicate that the spatial characterisation is carried out at both ends of the link whereas a non-directional model accounts merely for the temporal spreading.

2.4.1 Principles of double directional propagation

In Fig. 2.5, a rich scattering MIMO channel consisting of multiple propagation paths is shown.

![Figure 2.5: The concept of double directional propagation in MIMO channels.](image)

In general, each multipath component (MPC) can be identified by means of its Time of Arrival (ToA), Direction of Arrival (DoA), Direction of Departure (DoD) and complex amplitude. Then, the communication between a Tx located at $\mathbf{r}_t$ and a Rx located at $\mathbf{r}_r$ in the 3D space may be expressed as the superposition of $L$ impinging paths, leading to the double directional impulse response [26, 48]

$$ h(\mathbf{r}_t, \mathbf{r}_r, \tau, \Omega_t, \Omega_r) = \sum_{\ell=1}^{L} \beta_{\ell} \delta(\tau - \tau_{\ell}) \delta(\Omega_t - \Omega_{t,\ell}) \delta(\Omega_r - \Omega_{r,\ell}). $$

(2.20)

In the above equation, $\beta_{\ell}$, $\tau_{\ell}$, $\Omega_{t,\ell}$, $\Omega_{r,\ell}$ are the complex amplitude, ToA, DoA, DoD of the $\ell$-th MPC respectively and $\delta(\cdot)$ is the delta Dirac function. For the sake of simplicity, the polarisation selectivity has been excluded from the analysis. The spatial angle $\Omega_t$ is uniquely
determined by the azimuth \( \phi_t \) and elevation \( \psi_t \) which are the spherical coordinates on a sphere of unit radius\(^6\),

\[
\Omega_t \triangleq [\cos(\phi_t) \sin(\psi_t), \sin(\phi_t) \sin(\psi_t), \cos(\psi_t)]^T.
\]  

(2.21)

In realistic wireless channels though, the positions of both the Tx and/or Rx and surrounding scatterers are not fixed but may change with time. This also causes the disappearance of MPCs and the appearance of new interactions. In this light, a more general version of (2.20) can be obtained for time-variant channels where the number of MPCs as well the corresponding parameters are varying with time

\[
h(t, \tau, \Omega_t, \Omega_r) = \sum_{\ell=1}^{L(t)} \beta_{\ell}(t) \delta(\tau - \tau_{\ell}(t)) \delta(\Omega_t - \Omega_{t,\ell}(t)) \delta(\Omega_r - \Omega_{r,\ell}(t)).
\]  

(2.22)

Following the distinction between the radio and propagation channel as defined in [26], we can easily conjecture that (2.22), which describes the latter, assumes isotropic radiators at both ends of the link.

### 2.4.2 Double directional propagation and MIMO channel matrix

While the double directional response (2.20) is indicative of the underlying propagation mechanisms, the MIMO channel matrix can describe the responses between each pair of transmit and receive elements given a specific antenna configuration and bandwidth. A direct conjunction (for time-invariant channels) between these two frameworks is achieved via the relationship [49]

\[
h_{ij}(\tau) = \int_{\Omega_t} \int_{\Omega_r} \int_{\tau'} h(\vec{r}_t^{(j)}, \vec{r}_r^{(i)}, \tau', \Omega_t, \Omega_r) G_t(\Omega_t) G_r(\Omega_r) f(\tau - \tau') d\tau' d\Omega_r d\Omega_t
\]  

(2.23)

where \( \vec{r}_t^{(j)} \) expresses the \( j \)-th transmit element coordinates and \( G_t(\Omega_t) \) is the transmit antenna pattern. The same notation holds for the receive side through the subscript \( (\cdot)_r \). Finally, \( f(\tau) \) is the combined impulse response of both antennas. From (2.23), the reader sees that the impulse response needs to be known between all possible pairs of transmit and receive elements [49].

\(^6\)The DoA \( \Omega_r \) is defined likewise.
2.5 Review of MIMO channel models

In recent years, the area of MIMO channel modelling has gained extensive research interest since an accurate model can in principle predict the propagation mechanisms and ultimately make possible the integration of MIMO technology into real-life applications. This section provides a survey of the most important developments in the area of MIMO channel modelling. Following the concept in [50], channel models are classified into physical and analytical models. The former are independent of antenna configurations (antenna pattern, number of antenna elements, array geometry, polarisation) and system bandwidth while analytical models characterise the channel impulse response between individual transmit and receive antennas in a mathematical way without explicitly accounting for wave propagation.

2.5.1 Physical models

Physical models are supported by the principles of electromagnetic wave propagation and originate from the early days of cellular radio when only the signal amplitude distributions and Doppler spreads could be investigated. Following the rapid evolution of wireless communications, these models became far more sophisticated in order to encompass additional features such as the time delay spread, angular statistics, joint distributions between delay/angular domains and many more. In any case though, the great majority of them are built upon the fundamental principles of cellular radio models [51]. Physical models can be further classified into deterministic, geometry-based stochastic and non-geometrical stochastic models [49, 50].

2.5.1.1 Deterministic physical models

In deterministic models, the environment (positions of Tx, Rx and scatterers) is prescribed in a fixed (deterministic) way and thereafter the fundamental Maxwell’s equations are solved using one of the widely known methods of electromagnetism (Method of Moments, Finite Difference Time Domain Method, Finite Element Method). Naturally, the accuracy of deterministic models is strongly dependent on the accuracy and detail of the site-specific representation of the propagation medium. The main drawback of deterministic models is that they require large amounts of computer resources (both memory and processing time) if different channel situations are to be studied, as well as a detailed description of simulation environments that is often time-consuming and impractical.
The most known deterministic models are the ray tracing (RT) algorithms [52, 53], constructed upon the Geometrical Optics (GO) theory in order to account for the signal’s interactions with the surrounding environment. RT techniques try to assess the propagation characteristics such as path loss, reflection, diffraction and scattering. GO theory relies on the so-called ray approximation which is valid when the wavelengths of the propagating waves are much smaller than the dimensions of the environment obstacles; this is the case for most urban propagation problems. The ray approximation suggests that multipath propagation can be expressed as a tube of rays, each of them corresponding to a piece-wise linear path connecting two terminals [50]. In RT algorithms, the positions of both terminals as well as the maximum number of successive interactions, usually referred to as the prediction order, are specified by the user. Apart from the environment’s geometry, the electromagnetic parameters of materials and the speeds of moving objects (cars, buses) also need to be inserted as input parameters to the model at the generic iteration. Yet, RT models are only representative of the considered environment and thus, multiple runs are required to obtain a comprehensive set of different propagation environments.

2.5.1.2 Geometry-based stochastic physical models

The plethora of geometry-based stochastic channel models (GSCMs) makes the detailed description of them a non-trivial task. Hence, the focus will be on the most innovative models (some dating back to 70s) given that the majority of the rest are actually variations of them. In a GSCM, the location of the scatterers is chosen stochastically assuming a certain PDF and the model is derived from the position of the scatterers by applying the fundamental laws of reflection, diffraction and scattering. The main GSCM advantages were summarised in [54] as

- An immediate projection onto physical reality is available since the important parameters (like scatterer locations) are usually determined according to simple geometrical considerations.

- Most effects are implicitly reproduced; for instance, small scale fading is created by the superposition of waves from individual scatterers while DoA and delay drifts caused by MT movement are implicitly included.

- All information rests a priori in the distribution of scatterers; hence, dependencies of the power delay profile (PDP) and angular power spectrum (APS) do not further complicate the model.
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- Tx/Rx and scatterer movement as well as shadowing and the (dis)appearance of propagation paths can be easily implemented; this allows for inclusion of long-term channel correlations in a straightforward way.

An initial modelling approach was introduced by Lee in 1973 [55] who suggested the even placement of scatterers on a circle (ring) around the MT to predict the spatial correlation between signals received by two sensors. This approach is valid when the BS is elevated and not obstructed by local scattering, as usually occurs in macrocells. Since then, different extensions have been proposed with the most significant reported in [56, 57]. The simplicity and easy implementation of the one-ring model makes it remarkably elegant; hence, it has also been applied to multi-antenna element systems, as a number of recent publications indicates [58–61]. The extension to account for frequency-selective MIMO channels, and thus enable the accurate simulation of the highly promising Orthogonal Frequency Division Multiplexing (OFDM) MIMO systems, was recently published in [62]. A uniformly distributed disk of scatterers around the MT is another model describing scattering especially in macrocellular environments where the BS antenna is mounted above rooftops and thus no scattering occurs from locations near it. The idea of placing the scatterers within a circle was motivated by Jakes’ work [63] and adopted by many research groups which subsequently extracted the Doppler spectrum [64], joint ToA/DoA distribution [51], APS [65] and finally the delay spread and DoA distribution [66]. Different types of scatterer distributions, such as Rayleigh [67] and one-sided Gaussian [68], have also been reported.

If a microcellular environment is to be examined then the uniform placement of scatterers within an ellipse, whose foci are the BS and the MT, yields an enhanced fit [69]. Under these conditions, antenna heights are relatively low and therefore scattering is likely to occur in the vicinity of both the BS and MT. A space-time generalisation of this model for SIMO channels can be found in [70] while the extension to wideband MIMO channels in [71]. It should be pointed out that both one-disk and elliptical models allow for a path-loss exponent to be defined so that scatterers with longer delays suffer larger attenuation. However, they are both deficient for indoor environments where the scatterers are distributed all over the 3D volume and thus it is impossible to obtain any information about their distribution and further multiple (rather than single) reflections occur [72].

It is also worth noting a special class of GSCMs, namely the two-ring models which are appropriate for mobile-to-mobile communications especially when neither the Tx nor the Rx are
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Elevated but both are surrounded by a large number of local scatterers. Early work on SISO systems is outlined in [73, 74] while further work on MIMO systems, focusing on either the space-time correlation or space-time-frequency correlation functions, can be respectively found in [75, 76] and [77, 78]. A geometrical two-ring model for two MTs, separated by distance $d$ and moving with velocities $\vec{v}_t$ and $\vec{v}_r$ respectively, is shown in Fig. 2.6.

![Image of two-ring model](image)

**Figure 2.6:** The geometrical two-ring model for a $2 \times 2$ MIMO channel with local scatterers distributed on rings with radii $R_t$ and $R_r$.

All the above considerations (apart from the two-ring model) are based on the assumption that only single scattering occurs. In physical reality though, multiple-scattering is prevalent especially for micro- and picocells; for instance, in microcells most of energy is waveguided through street canyons exhibiting multiple reflections just as in indoor environments [54]. A potential solution lies in the use of equivalent scatterers whose positions and pathloss are chosen appropriately to artificially generate a certain delay and DoA [79]. While this alternative is sufficiently effective for SISO antenna systems, it becomes complicated for MIMO where once the location of a scatterer is fixed (with respect to the desired parameters of an impinging path), the DoD from the Tx is implicitly described as well [50]. On these grounds, Molisch devised a generic model for outdoor microcells and macrocells by combining stochastic placement of scatterers with simplified semi-RT to simulate the double scattering and a mixed geometrical/stochastic process to account for waveguiding and diffraction [80]. As a matter of fact, the model, which is substantially based on the European Cooperation in the field of Scientific and Technical research (COST) 259 directional channel model [81], embodies a wide variety of propagation effects, namely, LoS propagation, single and double scattering, scattering via far clusters, waveguiding, roof-edge diffraction, large-scale variations and moving scatterers.
2.5.1.3 Non-geometrical stochastic physical models

The non-geometric stochastic models describe paths from Tx to Rx by statistical parameters only, without reference to the geometry of the physical environment. They are also named empirical models since they are based on experimental data. In general, they are very useful for a posteriori simulation purposes [82]. A further distinction is usually made with respect to the clustering of MPCs as follows.

**Extended Saleh-Valenzuela model:** The first comprehensive statistical channel model, specifically for an indoor multipath environment, was proposed by Saleh and Valenzuela (SV) in [83]. The authors observed that MPCs tend to arrive at the Rx in clusters or bundles. Hereafter, clusters are defined as an accumulation of MPCs with similar temporal and angular characteristics, namely ToAs, Azimuth of Arrivals (AoAs) and Azimuth of Departures (AoDs). The formation of clusters is related to the building structure while the MPCs within a cluster are formed by multiple reflections from objects in the vicinity of the Tx and Rx. Both the power of MPCs within a cluster as well as the average cluster power follow an exponential decay over time. Moreover, the arrival times were described by two Poisson processes corresponding to the arrival time of clusters and of MPCs within clusters.

The SV model was later extended into the spatial domain for SISO and dynamic SIMO channels by Spencer [84] and Chong et al. [85], respectively. While the authors in [84] assumed that the spatial and temporal domains are independent the authors in [85] showed that this assumption is invalid for LoS scenarios; in such an environment, paths arriving at the Rx with short delays have a relatively large angular range whereas paths arriving with longer delays have angles very similar to the LoS direction thereby leading to the dependency of the two domains. A key conclusion drawn from both models is that MPCs within a cluster follow a Laplacian distribution. A further extension to the SV model for the MIMO case was accomplished by Wallace and Jensen in [86]. From experimental data, the authors observed clustering phenomena at both ends of the link. Then, the narrowband double directional impulse response, arising from $K_c$ clusters and $L_c$ MPCs within a cluster, can be succinctly written as

$$h(\phi_t, \phi_r) = \frac{1}{\sqrt{L_c K_c}} \sum_{\ell=0}^{L_c-1} \sum_{k=0}^{K_c-1} \beta_{k\ell} \delta(\phi_t - \Phi_{t,k}) \delta(\phi_r - \Phi_{r,k})$$

(2.24)

where $\Phi_t$ and $\Phi_r$ are the mean transmit and receive azimuthal angles within the $k$-th cluster; $\phi_{t,k\ell}$ and $\phi_{r,k\ell}$ are the transmit and receive angle of the $\ell$-th MPC in the $k$-th cluster respectively,
which also has a complex amplitude given by $\beta_{k\ell}$. The average-ray power in each cluster was assumed to be constant so that $\beta_{k\ell} = \mathcal{N}(0, |\beta_{\ell}^2|)$. In addition, the mean DoD and DoA (cluster centres) are uniformly distributed over $(0, 2\pi)$ while a zero-mean Laplacian PDF with standard deviation $\sigma$ is assigned to the MPCs within each cluster at both ends

$$p(\phi_{k\ell}) = \frac{1}{\sqrt{2}\sigma} e^{-|\sqrt{2}\phi_{k\ell}/\sigma|}. \quad (2.25)$$

If a wideband model is desired, (2.24) can be simply rewritten as

$$h(\tau, \phi_t, \phi_r) = \frac{1}{\sqrt{L_cK_c}} \sum_{\ell=0}^{L_c-1} \sum_{k=0}^{K_c-1} \beta_{k\ell} \delta(\tau - T_k - \tau_{k\ell}) \delta(\phi_t - \Phi_t,k - \phi_{t,k\ell})$$

$$\times \delta(\phi_r - \Phi_r,k - \phi_{r,k\ell}) \quad (2.26)$$

where $T_k$ is the arrival time of the $k$-th cluster (determined by a Poisson process) and $\tau_{k\ell}$ is the arrival time of the $\ell$-th MPC measured from the beginning of cluster $k$ (determined by a second Poisson process). It is noteworthy that the study of clustering effects in temporal and spatial domains is nowadays regarded as a hot topic in wireless communications. The papers cited above as well as the results presented in [87], which demonstrated the harmful impact of clustering on channel capacity, triggered a great amount of interest for these topics. Numerous publications have been documented dealing with cluster identification and cluster distributions, most of them by the groups at Technical University of Vienna (TUV) and Aalborg University (AAU); the interested readers are referred to [88–91] among others.

**Zwick model:** Zwick et al. [72] investigated an indoor channel which is basically characterised by reflections rather than diffuse scattering and the number of significant MPCs is higher. Their model disproves the formation of clusters when the operation bandwidth is high, based on the experience drawn from previous measurements (see [72] and references therein). The key equation of the model reads for the directional, time-variant frequency-dependent response as

$$H(t, f, \Omega_t, \Omega_r) = \sum_{\ell=1}^{L(t)} \Gamma_\ell(t)e^{-j2\pi f\tau_\ell(t)} \delta(\Omega_t - \Omega_{t,\ell}(t)) \delta(\Omega_r - \Omega_{r,\ell}(t)) \quad (2.27)$$

where $\Gamma_\ell(t)$ is the full polarimetric matrix whose entries contain the losses and depolarisation of all scattering processes (reflections, transmissions, diffractions, etc.) of the $\ell$-th wave. The rest of notation is consistent to that of (2.22). The channel response between all transmit and receive elements can be easily obtained by introducing the phase shifts of all MPCs, according to
the relative position of the antenna elements. Furthermore, the appearance and disappearance of paths over time is modelled by a genetic marked Poisson process. Once a MPC has been generated (birth) its properties are updated until it dies off (death). Deterministic ray tracing tools are employed for producing the huge data sets required for the statistical evaluation of the model parameters [92, 93]. The main model’s advantage is that it enables the transition between LoS and OLoS configurations in an easy manner by modelling the LoS component separately from all other MPCs. Consequently, all environments can be modelled using the same framework instead of employing different burdensome techniques. However, the relatively large number of frequency-dependent site-specific parameters that need to be defined and the fact that the time-dispersion of each separate MPC is neglected are the main drawbacks of this model.

2.5.2 Analytical models

In the previous section, physical models were studied; nevertheless, it turns out that for system design, MIMO simulations and design of space-time codes, analytical models are preferred as they are able to capture the channel matrix from a mathematical viewpoint.

2.5.2.1 Correlation-based analytical models

The correlation-based analytical models have been constructed upon the first and second order statistics of a MIMO channel. According to [94], the full spatial correlation matrix

\[ \mathbf{R}_H \triangleq E_H \{ \text{vec} (\mathbf{H}) \text{vec}(\mathbf{H})^H \} \in \mathbb{C}^{MN \times MN} \] (2.28)

where \( \text{vec}(\cdot) \) stacks the columns of a matrix into a vector, can completely describe the spatial behaviour of the MIMO channel since it contains the mutual correlation complex values between all channel matrix elements. The one-sided correlation matrices are also defined as

\[ \mathbf{R}_t \triangleq E_H \{ (\mathbf{H}^H \mathbf{H})^T \} \in \mathbb{C}^{N \times N} \] (2.29)

\[ \mathbf{R}_r \triangleq E_H \{ \mathbf{H} \mathbf{H}^H \} \in \mathbb{C}^{M \times M}. \] (2.30)

A direct physical interpretation of the elements of \( \mathbf{R}_H \) is not possible though and thus different approximations of \( \mathbf{R}_H \) have been proposed that rely either on a separability assumption between the transmit/receive correlation matrices or on a decomposition in the eigen/beam-space.
I.i.d. Rayleigh model: The i.i.d. Rayleigh model was the initial scheme for assessing the performance of MIMO channels and went on to become the most common analytical tool for the design of space-time codes. The entries of the channel matrix are assumed to be i.i.d. zero-mean complex Gaussian variables with unit variance, thereby corresponding to a spatially white MIMO channel. These channels occur when the antenna spacings and/or the angular spreads are high enough to induce independent fading (zero spatial correlation) and a large number of multipaths impinge on the Rx from all directions; then, the correlation matrix becomes proportional to the identity matrix. In practice though, the spatial subchannels are rarely uncorrelated due to the limited angular spreads and array sizes.

In the same way, the presence of a strong LoS coherent component may violate the assumption of Rayleigh fading causing the channel statistics to be Ricean distributed instead. In this case, the channel matrix consists of a spatially deterministic specular component $H_L$, which contains the free-space responses between all antenna duets, and a random Rayleigh-distributed component $H_w$ which accounts for the scattered signals. The LoS MIMO channel model then reads as [95]

$$H = \sqrt{\frac{K}{K+1}} H_L + \sqrt{\frac{1}{K+1}} H_w. \quad (2.31)$$

Kronecker model: The so-called Kronecker model was evaluated by the group at AAU as a contribution to the IST-SATURN\(^7\) initiative to model narrowband NLoS propagation [94]. The extension of the narrowband model to the wideband case was performed in [96] where the authors assumed that the delay bins in the PDP are independent and thus applied the Kronecker model to each tap. The model simply claims that the spatial correlation matrix can be well approximated by the Kronecker product of the one-sided correlation matrices according to

$$R_H = \frac{1}{\text{tr}(R_r)} R_t \otimes R_r \quad (2.32)$$

where $\otimes$ returns the Kronecker product of two matrices. Then, it is trivial to show that the channel matrix may be modelled as

$$H_{kron} = \frac{1}{\sqrt{\text{tr}(R_r)}} R_r^{1/2} H_w \left(R_t^{1/2}\right)^T \quad (2.33)$$

where $(\cdot)^{1/2}$ denotes any matrix square root fulfilling $R_r^{1/2} \left(R_r^{1/2}\right)^H = R_r$. Yu et al. [96],

\(^7\)Information Society Technology-Smart Antenna Technology in Universal Broadband Wireless Networks.
have proved that for systems with three or less transmit and receive antennas, aggregate statistics, like average capacity, can be precisely predicted. Given its simplicity (operations on vec(H) are replaced by matrix manipulations on H) and the fact that it allows for independent array optimisation at Tx and Rx, the scheme has become popular for MIMO simulations. However, Kronecker models enforce the spatial correlation properties at both ends to be separable; that is all DoDs couple into all DoAs with the same power profile, and vice versa. Then, the joint APS is assumed to be the product of the DoA and DoD power spectra, which produces artifact paths lying at the vertical and horizontal intersections of the real DoD and DoA spectral peaks [97]. These artifacts increase the apparent diversity but decrease the apparent capacity since they take away energy from all real paths that do not lie at the intersection points so that the overall power is kept constant. These undesired implications of the Kronecker model can be clearly seen in Fig. 2.7 where both the normalised measured and modelled angular power spectra of an 8 × 8 indoor MIMO channel at 5.2 GHz have been plotted, with receive and transmit inter-element spacings of 0.5λ and 0.4λ respectively (a detailed discussion on the investigated measurement campaign is given in Section 3.1). When larger antenna arrays are used (improved angular resolution) the model’s performance is significantly impaired [97, 98].

**Figure 2.7:** Joint angular power spectrum for a measured (left) and a synthetic MIMO channel based on the Kronecker model (right).

**Weichselberger model:** The so-called Weichselberger (or eigenbeam) model alleviates the deficiencies of the Kronecker model by considering the joint correlation structure of both ends and consequently the average coupling between the spatial subchannels is effectively mod-
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elled [99]. This implies that the correlation properties at the Tx and Rx are modelled jointly. The eigenvalue decomposition of the transmit and receive correlation matrices yields

\[
\mathbf{R}_t = \mathbf{U}_t \Lambda_t \mathbf{U}_t^H
\]

\[
\mathbf{R}_r = \mathbf{U}_r \Lambda_r \mathbf{U}_r^H
\]

(2.34)

(2.35)

where \( \Lambda_t \) is a diagonal matrix containing the positive, real-valued eigenvalues of \( \mathbf{R}_t \) and the columns of the unitary eigenbasis \( \mathbf{U}_t \) correspond to the eigenvectors at the Tx. The same nomenclature holds for the Rx side. The coupling between the two ends is determined by the power coupling matrix \( \Omega_{\text{weichsel}} \) whose positive and real-valued coefficients \( \omega_{\text{weichsel},m,n} \) specify the mean amount of energy coupled from the \( n \)-th transmit eigenvector to the \( m \)-th receive eigenvector. The structure of \( \Omega_{\text{weichsel}} \) is heavily dependent on the spatial arrangement of scatterers and determines all the fundamental features of a MIMO channel, i.e. number of multiplexed data streams, degree of diversity and beamforming gain. An excellent description of how the structure of \( \Omega_{\text{weichsel}} \) is related to the surrounding spatial environment exists in [99]. Mathematically speaking, the power coupling matrix can be directly obtained from the transfer matrix \( \mathbf{H} \) as

\[
\Omega_{\text{weichsel}} = E_{\mathbf{H}} \left\{ \left( \mathbf{U}_r^H \mathbf{H} \mathbf{U}_t^T \right) \odot \left( \mathbf{U}_r^T \mathbf{H}^* \mathbf{U}_t \right) \right\}
\]

(2.36)

where \( \odot \) returns the element-wise Schur Hadamard multiplication. Assuming that the eigenbasis at the Rx is independent of the transmit weights and vice versa, the key formula of the model reads as

\[
\mathbf{H}_{\text{weichsel}} = \mathbf{U}_r \left( \tilde{\Omega}_{\text{weichsel}} \odot \mathbf{H}_w \right) \mathbf{U}_t^T
\]

(2.37)

where \( \tilde{\Omega}_{\text{weichsel}} \) expresses the element-wise square root of \( \Omega_{\text{weichsel}} \). While the model necessitates the spatial eigenbases at one side to be always the same for any spatial weight at the other side, the eigenvalues may differ. Despite the fact that the eigenbases are undoubtedly influenced by the spatial structure of the transmit signals, the less restrictive assumption for the eigenvalues improves drastically the attained accuracy. The Kronecker model is intuitively considered as a special case of the sophisticated Weichselberger framework obtained with the rank-1 coupling matrix \( \Omega_{\text{weichsel}} = \lambda_r \lambda_t^T \), where \( \lambda_t \) and \( \lambda_r \) are vectorised versions of \( \Lambda_t \) and \( \Lambda_r \), respectively.

Apart from its increased complexity, the main drawback of the Weichselberger scheme lies in the estimation of the joint APS since the multipath environment is occasionally not rendered
accurately; this may lead to a rather blurred version of the APS. Although more robust than the Kronecker model with systems employing more than four antennas, the model still faces difficulties in capturing the spatial variations [98]. This shortcoming is again illustrated by plotting the measured and modelled joint APS for a different measurement scenario (see Fig. 2.8).

![Figure 2.8: Joint angular power spectrum for a measured (left) and a synthetic MIMO channel based on the Weichselberger model (right).](image)

**Structured model:** To the best of the author’s knowledge, this is the latest analytical MIMO channel model and in essence represents an extension of the Weichselberger model to three dimensions, namely the receive-transmit-delay space [100]. It is based on the notion of structured vector modes, initially introduced in [43], and recasts the MIMO channel matrix as a tensor to account for correlation in all domains and especially between delay bins in the PDP. Assuming $N_f$ delay bins, the model’s key equation is given by

$$H_{\text{struct}} = W \times_1 U_r \times_2 U_t \times_3 U_d$$

(2.38)

where $U_d$ is the eigenbasis of the delay correlation matrix, $W \in \mathbb{C}^{M \times N \times N_f}$ is a tensor whose entries reflect the wideband power coupling between the two ends and $A \times_n M$ denotes the $n$-th mode tensor product between a tensor $A \in \mathbb{C}^{I_1 \times I_2 \times \cdots \times I_n}$ and a matrix $M \in \mathbb{C}^{J_n \times I_n}$. Similar to the Weichselberger model, the structured model does not assume independence between scatterers at the Tx and Rx and hence it systematically outperforms the Kronecker model as two different measurement campaigns revealed [100]. The model yields also a greater robustness as its estimated capacity error remains relatively unchanged as the array sizes get larger.
2.5.2.2 Propagation-based analytical models

**Virtual channel representation:** The so-called virtual channel representation (VCR) is a tractable linear model, valid for uniform linear arrays (ULAs), initially prompted by the limited resolution in the spatial signal space\(^8\) [101]. The main idea is that the finite number of antennas represent nonetheless a discrete sampling in the aperture domains which are directly related to the angular domains via a Fourier transform (FT). The use of FT explains why the model can be applied merely to ULA configurations as the sampling needs to be uniform in the aperture domains [82]. The angular range at both ends is partitioned into fixed, predefined directions which are determined by the spatial resolution, that is the size and inter-element spacings of the arrays. Please note that the latter characteristic affects also the degree of mutual coupling which distorts the array response and needs to be minimised using an array perturbation matrix [102]. The model is virtual in the sense that it does not represent the real directions but only the contribution of the channel to those fixed directions. The key formula of the model reads as

\[
H_{\text{virt}} = \tilde{A}_r \left( \tilde{\Omega}_{\text{virt}} \odot H_w \right) \tilde{A}_t^T
\]  

(2.39)

where \(\tilde{A}_r\) and \(\tilde{A}_t\) are the channel independent discrete Fourier transform (DFT) matrices of size \((M \times M)\) and \((N \times N)\) respectively. The columns of these orthonormal matrices constitute steering vectors into the directions of virtual angles. As anticipated, \(\tilde{\Omega}_{\text{virt}}\) is again the element-wise square root of a \((M \times N)\) matrix \(\Omega_{\text{virt}}\) whose entries reflect the power coupling between the \(n\)-th virtual transmit angle and the \(m\)-th receive virtual angle. In this case, the coupling matrix is obtained through (2.36), by using the predefined DFT matrices \(\tilde{A}_r\) and \(\tilde{A}_t\) instead of the eigenbases \(U_r\) and \(U_t\) respectively. The author emphasises that the VCR and the Weichselberger models represent in essence different perspectives of the modelling domain; the former is modelled in beamspace while the latter in eigenspace.

Its straightforward geometrical projection makes the model rather appealing while the structure of \(\tilde{\Omega}_{\text{virt}}\) provides an insightful interpretation of the scattering effects on the multiplexing gain and level of diversity. The VCR model yields a better fit in terms of joint APS compared to Kronecker and Weichselberger schemes, particularly for a high number of antenna elements (enhanced spatial resolution and therefore higher number of steering directions) [49]. However, it struggles considerably when it comes to measure the ergodic and outage mutual information metrics; this is a side-effect of the abrupt spatial partition. To be more precise, the underlying

\(^8\)Note that the VCR model might be qualified as correlation-based as well.
model assumption of uncorrelated fading is problematic since any scatterer lying between two virtual angles is anticipated to induce correlated fading due to sidelobe effects. In the worst case scenario, a MPC at the middle of a fixed partition is modelled by four equal-powered, independently-fading components and we eventually end up with more MPCs than the measured channel really has [49]. To sum up, the VCR does not distinguish between scatterers which are separated by less than the angular resolution.

**Finite scatterers model:** The main motivation for developing this model has been the theory of double directional propagation, as described in Section 2.4. Assuming narrowband transmission, that is the signal bandwidth is narrow compared with the overall coherence bandwidth of the channel, the delay of each path can be disregarded. Then, the channel response is the superposition of a finite number of $L$ waves each connected to a specific AoA, AoD and complex amplitude. Following (2.20), the channel matrix reads as [103]

$$H_{\text{finite}} = \sum_{\ell=1}^{L} a_r(\phi_r,\ell)\beta_\ell a_t^H(\phi_t,\ell) = A_r B_L A_t^H. \quad (2.40)$$

In the above equation, $a_r(\phi_r,\ell)$ and $a_t(\phi_t,\ell)$ are the steering vectors at Rx and Tx corresponding to the $\ell$-th MPC. By concatenating the steering vectors for all DoAs (DoDs), the $(M \times L)$ matrix $A_r$ (or the $(N \times L)$ matrix $A_t$) is obtained. The diagonal matrix $B_L = \text{diag}(\beta_1, \beta_2, \ldots, \beta_L)$ contains the complex gains of all paths.

![Figure 2.9: Illustration of the finite scatterers model showing examples of (a) single scattered paths, (b) doubly reflected paths, and (c) split components.](image)

The finite scatterers model not only accounts for single and doubly scattered components (paths
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(a) and (b) respectively in Fig. 2.9) but also for split components (path (c) in Fig. 2.9) which may have a single AoD but subsequently split, resulting in two or more AoAs (and vice versa). Therefore, it may be regarded as a generalised version of most GSCMs which can deal only with single and doubly scattered components [79, 80]. The derivation of (2.40) was based on the assumption that the transmit and receive elements are ideal uncoupled isotropic radiators. Deviations from these unrealistic conditions can be easily investigated by multiplying with appropriate transformation matrices [104]. Summarising, the main differences compared with the VCR model are:

- The finite scatterers model allows for arbitrary number of AoDs and AoAs regardless of the number of transmit and receive antenna elements.
- It can be applied to any antenna geometry (after appropriate manipulations) and thus it is not restricted to single-polarised ULAs.
- The model is not linear in $\phi_{r,\ell}$ and $\phi_{t,\ell}$.

Distributed scatterers model: The so-called distributed scatterers model was developed to assess the performance of outdoor MIMO systems and suggest guidelines for achieving subchannel orthogonality and hence high channel capacity [105]. Both the Tx and Rx are surrounded by a set of $S$ actual near-field scatterers whose extent from the horizontal axis is denoted as $D_t$ and $D_r$ respectively. The value of $S$ is assumed to be large enough to induce random fading while the arrangement of scatterers follows no certain pattern. Moreover, the angular spreads of the reflected waves are $\sigma_t$ and $\sigma_r$. The inter-element distance at Tx and Rx is expressed as $d_t$ and $d_r$; the scatterers at the receive side can be seen as a virtual array of $S$ elements between the Tx and Rx with an average element spacing $2D_r/S$. The propagation scenario described above has been plotted in Fig. 2.10.

The MIMO channel transfer function is then given by

$$H_{DS} = \frac{1}{\sqrt{S}}R_t^{1/2}H_{w,t}R_r^{1/2}H_{w,r}R_{\sigma_S/2D_r/S}H_{w,t}R_{\sigma_t/d_t}^{1/2}$$  \hspace{1cm} (2.41)$$

where $\frac{1}{\sqrt{S}}$ is a normalisation factor and $H_{w,r}$, $H_{w,t}$ are i.i.d. Rayleigh fading matrices of size $(M \times S)$ and $(S \times N)$, respectively whereas $\sigma_S$ is the angular spread for the virtual array

$$\tan(\sigma_S/2) = D_t/R.$$  \hspace{1cm} (2.42)$$
The deterministic matrices $R_{\sigma_t,dt}$, $R_{\sigma_S,2D_r/S}$, $R_{\sigma_r,dr}$ control the spatial correlation seen from the Tx, virtual array and the Rx, respectively. The degree of correlation is governed by the angular spread and inter-element distance since high angular spreads and element separations reduce correlation leading to high-rank (HR) channel matrices. If the correlation matrix at one end is low-rank (LR), then from (2.41) the MIMO channel is also LR. The opposite though is not always true. In some cases, fading may be uncorrelated at both sides of the link, i.e. $R_{\sigma_t,dt} = I_N$ and $R_{\sigma_r,dr} = I_M$ but the MIMO channel rank remains poor. This unusual phenomenon is known as the keyhole effect. Conceptually, the rank of the channel matrix is by definition determined by the rank of the correlation matrix of the virtual array $R_{\sigma_S,2D_r/S}$. When the distance $D$ is large compared to the product of $D_t$ and $D_r$ the channel rank eventually drops. This may occur in specific roof-top diffraction scenarios where a vertical-base antenna is employed. Other physical examples of keyholes include a spatial keyhole in a metal screen, a modal keyhole in a waveguide or a hallway where only one mode is present [106]. Under these circumstances, the elements of the channel matrix are distributed according to a double Rayleigh distribution which fades twice as often as a standard Rayleigh distribution [105].

**Maximum entropy model:** This model was developed on the grounds of statistical inference in order to attribute a joint probability distribution to the channel transfer matrix. By using the theorem of maximum entropy the authors in [44] demonstrated that a modelling framework can be easily created out of the state of knowledge available. The choice of distribution with the greatest entropy, and only this, guarantees that unknown information is not introduced. For expressing the prior knowledge statistically and estimating the parameters of the model, the principles of Bayesian probability theory were also employed. In order to achieve consistency, regardless of the application of the model, the following axiom was defined:
If the prior information $I_1$ which is the basis for channel model $H_1$ is equivalent to the prior information $I_2$ of channel model $H_2$, then both models must be assigned the same probability distribution $f(H_1) = f(H_2)$.

This axiom originates from the fundamental principle that if a problem can be solved in more than one way the outcomes should be consistent. In its broadest version, the model assumes knowledge of the following:

- Number of stationary scatterers at the transmit and receive side $S_t$ and $S_r$ respectively.
- Velocities of Tx and Rx $\vec{v}_t$ and $\vec{v}_r$ respectively.
- AoD from transmit antenna $i$ to scatterer $j$ denoted as $\phi_{t,ij}$ and carrying power $P_{t,ij}$.
- AoA from scatterer $i$ to receive antenna $j$ denoted as $\phi_{r,ij}$ and carrying power $P_{r,ij}$.
- The $S_r \times S_t$ delay matrix linking each DoA to each DoD, written as

\[
D(f) = \begin{bmatrix}
    e^{-j2\pi f \tau_{1,1}} & e^{-j2\pi f \tau_{1,2}} & \ldots & e^{-j2\pi f \tau_{1,S_t}} \\
    e^{-j2\pi f \tau_{2,1}} & e^{-j2\pi f \tau_{2,2}} & \ldots & e^{-j2\pi f \tau_{2,S_t}} \\
    \vdots & \vdots & \ddots & \vdots \\
    e^{-j2\pi f \tau_{S_r,1}} & e^{-j2\pi f \tau_{S_r,2}} & \ldots & e^{-j2\pi f \tau_{S_r,S_t}}
\end{bmatrix}
\]  

(2.43)

The response of a time-variant frequency selective MIMO channel then has the following structure

\[
H_{ME}(t, f) = \frac{1}{\sqrt{S_r S_t}} A_r(t, f) P_t^{1/2}(t) (\Theta(t, f) \odot D(f)) P_r^{1/2}(t) A_t(t, f). 
\]  

(2.44)

with $P_t^{1/2}(t) = \text{diag} \left( \sqrt{P_1(t)}, \ldots, \sqrt{P_{S_t}(t)} \right)$ being the received power matrix and in accordance $P_r^{1/2}(t) = \text{diag} \left( \sqrt{P_1(t)}, \ldots, \sqrt{P_{S_r}(t)} \right)$ is the transmit power matrix. It was shown that a Gaussian i.i.d. distribution with zero mean and unity variance should be assigned to $\Theta(t, f)$ since it is the solution of the consistency argument and maximises entropy.

The goodness of this model was tested using the data from both a wideband outdoor and an indoor measurement campaign, performed at frequencies of 2.1 GHz and 5.2 GHz with a bandwidth of 100 MHz. The model yields a satisfactory compliance in terms of capacity especially at 2.1 GHz. The main advantage of this approach is its flexibility since every new piece of information on the environment can be straightforwardly incorporated in a consistent way.
2.5.3 Standardised models

A brief review of the most important standardised models, established by several international organisations, is now provided. The aim to give the reader a view of recent and ongoing channel modelling activities. It should be noted though, that these models are not intended to enhance understanding of MIMO propagation characteristics.

2.5.3.1 3GPP spatial channel model

The 3rd Generation Partnership Project (3GPP) system-level spatial channel model (SCM) has been designed for the simulation of third-generation networks in urban and suburban macrocells as well as in urban microcells. It is noteworthy that a link-level SCM has also being developed for the purpose of calibration, where taps with different delays are assumed independent and can be fully characterised by their spatial parameters, i.e. angular spread, APS, AoA/AoD [107].

The model structure and simulation methodology are identical for all these environments but the input parameters, like delay spread, angular spreads and so forth, are different [50]. The provided implementation is a tap-delay line model where each tap consists of several subpaths which share the same delay but have different directions of arrival and departure. Adding up these different subpaths (which all have deterministic amplitudes but random phases) leads to Rayleigh or Ricean fading. In [107], a parameter table has been given which lists all the important parameters, such as number and power of paths and subpaths and spatial parameters.

The system bandwidth is normally assumed to be 5 MHz, but an extension to larger bandwidths was proposed in [108], where a wideband SCM is adopted.

The core of the link-level 3GPP MIMO model is a Kronecker model which provides a direct link between the rank of $R_H$ and capacity and, more importantly, requires a low number of input parameters [109]. It also introduces spatial and spatio-temporal separability at all three levels, namely cluster, link and system levels. On the other hand, the SCM [108] was also proposed by the 3GPP for both link- and system-level simulations. In [110] though, it was shown that SCM shows the spatial separability at the link and system levels, but not at the cluster level since its spatial correlation is related to the joint AoA/AoD distribution. Likewise, the spatio-temporal separability is observed for the SCM only at the system level. To summarise, the simpler Kronecker model can capture only the average spatio-temporal properties of MIMO channels while SCM, though more complex, provides a deeper insight into the variations of different MIMO realisations.
2.5.3.2 IEEE 802.11n channel models

This set of models, developed by the High Throughput Task Group within the IEEE 802.11n Working Group, have been designed for indoor WLANs at both 2 and 5 GHz with an operating bandwidth of 100 MHz [111]. They essentially represent an improved and standardised version of the SV model with overlapping clusters in the delay domain [82]. Six canonical environments (A to F) are modelled including, flat-fading, residential, small office, typical office, large office and large open space. For each of the six environments, the TGn model specifies a different set of simulation settings. Typically, the number of clusters varies from 2 to 6 for different indoor scenarios while the overall root mean squared (rms) delay spread ranges between 0 (flat-fading) and 150 ns.

In general, these models are a combination of the Kronecker approach along with the cluster modeling framework as given in [83, 84]. More specifically, at each time instant, $l$, the full spatial correlation matrix, $R_l$, is approximated using (2.32); the correlation matrices at each delay tap, $R_t$ and $R_r$, are obtained by the APS and angular spreads at the Tx and Rx, respectively. In order to determine the latter two characteristics, the results of [83, 85] have been adopted and, consequently, the APS of the $l$-th tap is modelled by a Laplacian distribution whose spread is equal to the cluster spread. This is consistent with the results presented in [112], where it was clearly demonstrated that the instantaneous tap azimuth spread is slightly less than the cluster spread with the difference becoming smaller as the channel bandwidth decreases. On a similar basis, taps are assigned a truncated Laplacian distribution with the mean AoA and AoD being uniformly distributed over $[0, 2\pi)$. The cluster azimuth spread is normally selected in the range $20^\circ$–$40^\circ$ and is correlated with the delay spread. The temporal channel variations are characterised by means of the Doppler spectrum, which consists of a "bell-shaped" part with low Doppler frequency and an optional additional "horn" peak at a larger Doppler frequency. The latter is caused by vehicle movements which mostly occur in large-space environments (model F). As additional options, path-loss modeling and polarisations have also been treated in [111].

2.5.3.3 WINNER channel model

The IST-Wireless World Initiative New Radio (WINNER) project has been developed by a consortium of 41 partners which aimed to define radio interface technologies needed for a ubiquitous radio system concept as well as radio network topologies and deployment concepts for the provision of a ubiquitous coverage area [113]. The model is inherently related to 3GPP...
but a wider bandwidth of up to 100 MHz is used in both 2 and 5 GHz frequency ranges. This is achieved through the SCM-Extended (SCME) model by introducing the so-called intracluster delay spread, which is zero in the original SCM [114]. The model covers six different indoor and outdoor propagation environments, particularly, indoor small office, indoor large hall, urban microcell, urban small macrocell, suburban macrocell and rural [115] with the key parameters of each environment being extracted from several real-life measurement campaigns.

The modelling approach is based on a generic sum-of-sinusoids model where the double directional characteristics, delay, polarisation and complex amplitude of each MPC are considered. The clusters are defined independently in DoA and DoD domains and this assumption significantly simplifies parameter extraction and coefficient generation [115]. The key model’s features are the modelling of cross-correlation between large scale parameters (i.e. delay spread, AoA/AoD spread and lognormal shadowing), the inclusion of polarisation effects via a $(2 \times 2)$ polarimetric matrix and finally, the consideration of elevation in indoor environments [50]. A more detailed discussion on the model characteristics along with a MATLAB implementation of it are available in [113].

2.5.3.4 COST 259/273/2100 channel models

The COST project is a European research initiative which includes COST 259 (1996–2000) in the field of “Flexible personalised wireless communications” [81] and similarly COST 273 (2001–2005) in the field of “Towards mobile broadband multimedia networks” [116]. Both subprojects aimed to develop efficient and generalised radio channel models suitable for modern MIMO communications. It should be noted that 3GPP and IEEE 802.11n can be regarded as special cases of COST models (though with different parameter settings) [50].

According to [50], the COST 259 directional model was the first model which explicitly investigated the complex relationships between BS-MT distance, delay dispersion and angular spread. The model relies on the key notions of external and global parameters. The former are fixed for a simulation run and include the following features of the simulation environments among others: frequency band, average BS-MT distance, average height of BS and MT antennas and average building heights and separations. The latter parameters must be extracted by exhaustive real-life measurement trials since their scope is to describe the propagation conditions of each radio environment; in fact, they are sets of pdfs and/or statistical moments of the stochastic parameters. For instance, the number of visible clusters is normally modelled via a
Poisson process. More importantly, global parameters provide necessary information for the appropriate design of communication systems with regard to practical issues like modulation scheme, burst length, coding scheme etc. We also refer to local parameters which are basically random realisations of the global parameters and are assumed to remain constant within a small local area of the order of tens of $\lambda$; therefore they can only describe the instantaneous channel conditions. The main advantage of the COST 259 model is that it can handle the continuous motion of the MT across different radio environments and return as output the double directional impulse response, as the one given in (2.20). A thorough discussion on the most important aspects of the COST 259 model can be found in [117]. On the other hand, there are two fundamental deficiencies of the COST 259 framework. The first one is the assumption of stationary scatterers which implies that time variations are attributed only to the MT movement. Secondly, delay attenuations are modelled as complex Gaussian RVs which, in practice, means that a relatively high number of MPCs should be present at each delay bin.

The COST 273 approach represents an extended version of the COST 259 one since 18 different radio environments are now considered (compared to 13) including some scenarios of high practical interest nowadays, such as peer-to-peer communications and fixed wireless access. The COST 273 employs the same generic channel model for all types of environments that is also identical to that of COST 259 for macrocells; this is a significant distinction to the COST 259 model, which used different generic models for pico-, micro- and macrocells. The simulation parameters have also been updated to comply with the observations drawn from a plethora of recently available double directional MIMO campaigns [116]. The key methodology of COST 273 is to model the mean angles and delays of clusters by geometrical considerations, while the intracluster spreads and small scale fading may be expressed by either a geometrical approach or a tapped delay line representation. However, a significant discrepancy exists when it comes down to the modelling of multiple interactions. Under these circumstances, the concept of twin clusters is introduced so that each cluster is divided into a cluster corresponding to the BS side and one at the MT. The angular dispersion at BS and MT are independently modelled while the two clusters have the same scatterer distributions and long-term behaviours (twins). These two representations are connected via a so-called stochastic cluster link delay, which is the same for all scatterers within a cluster. This link delay guarantees realistic path delays while the placement of the cluster is defined by the angular cluster statistics as seen from the BS and MT, respectively [50].
The latest COST initiative, is the COST 2100 project (2006–2010) in the field of “Pervasive mobile & ambient wireless communications” [118] which aims, among others, to bring together various aspects of mobile-to-mobile communications to support future telematics applications, such as improved navigation mechanisms and infotainment services [119, 120]. Other subworking groups explore the design of compact antenna systems for terminals, localisation in ultra-wideband systems, and establishment of reference channel models that will include diffuse scattering interactions and investigate the temporal behaviour caused by moving scatterers [118].

2.6 Summary

The goal of this chapter has been twofold. Firstly, the basic characteristics of radio propagation were described as they are essential in order to comprehend the nature of wireless channels. As anticipated, MIMO channels are also governed by these well known mechanisms with the only difference lying in the reciprocity of propagation (double directional) due to the multiple antenna elements at both sides of the radio link. Secondly, taking into account that practical measurements are cumbersome and unique for each environment, the main focus was on channel models that are tractable statistical tools for capturing multipath propagation and interactions with the surrounding environment. Apart from reviewing the area of channel modelling, the author classified models with regard to which feature the designer intends to capture (double-directional propagation or impulse response) and determined the models’ limitations. To sum up, this chapter outlines the scope and represents a stepping stone for the remainder of the thesis.
Chapter 3

Stochastic modelling of MIMO channels using the spatial eigenmodes

In the previous chapter, the author reviewed the most important analytical MIMO channel models whose disadvantages necessitate the development of a more general framework able to capture the spatial activity with finer detail. This chapter presents a new stochastic indoor model, which originates from the widely known KLT, and is constructed upon the eigendecomposition of the full correlation matrix. It is shown that the channel matrix can be modelled by the superposition of the spatial eigenmodes experiencing independent Nakagami-\(m\) fading. The model is derived based on measurement data collected at a carrier frequency of 5.2 GHz in an indoor environment under a range of propagation conditions. The Nakagami-\(m\) distribution offers a good fit with the measured data and furthermore it is more flexible compared to the commonly employed Rayleigh distribution. The remainder of this chapter is organised as follows: In Section 3.1, a MIMO measurement campaign carried out in an office environment is described. Section 3.2 outlines the foundations of the new analytical model and offers a physical interpretation of the spatial parameters that comprise it. In Section 3.3, the choice of the Nakagami-\(m\) distribution for modelling the fluctuations of the measured envelopes is clarified. In Section 3.4, a novel method for generating independent Nakagami-\(m\) deviates based on the rejection/acceptance technique is proposed. The goodness and efficiency of the proposed method are subsequently demonstrated in depth. In Section 3.5, the performance of the stochastic model is evaluated using the measured data and compared with two well known analytical models reported in the literature. Finally, Section 3.6 concludes the chapter and summarises the key findings.

3.1 Indoor measurement campaign

An indoor measurement campaign was carried out in the Electrical Engineering Building within TUV, in an area with many office partitions (highly cluttered environment). The heart of the
measurement setup was the RUSK ATM MEDAV vector channel sounder operating at a centre frequency of 5.2 GHz [121]. The sounder was probed at 193 equi-spaced frequency bins covering the 120 MHz of operating bandwidth with a dynamic range of typically 35 dB. The two ends were synchronised via an optical fibre [43, 49]. The measurements were repeated at 128 temporal snapshots in order to enhance the output SNR. The channel had to be static during one such snapshot and for this reason the campaign was conducted at night to ensure stationarity. By averaging over all snapshots the receive SNR was increased by $10 \cdot \log(128) = 21$ dB theoretically to values up to 50-60 dB; however, the signal discrimination ability remains limited by the dynamic range of the sounder.

The Rx was mounted on a wooden tripod at a height of 1.5 m and employed a ULA of eight vertically-polarised printed dipoles with an inter-element distance of $d_r = 0.4\lambda$. Two dummy elements were also used. Each single antenna had a 3 dB azimuth beamwidth of about 120°.

Prior to any DoA estimation process, the physical receive array was fully calibrated in order to remove the undesired effects of electromagnetic mutual coupling between the antenna elements, amplification errors, non-identical element responses and other array imperfections and this was accomplished using the method described in [102]. At the Tx, an omni-directional sleeve antenna was moved on a $10 \times 20$ rectangular grid with element spacings of $d_t = 0.5\lambda$.

By considering a virtual eight-element ULA on each row, a total number of $13 \times 10 = 130$ spatial realisations of the $8 \times 8$ MIMO transfer matrix is acquired. Hence, a total set of $130 \times 193 = 25,090$ space and frequency realisations per measurement scenario was obtained.

For the present study, 24 different Rx locations were investigated in several offices while the Tx was positioned at a fixed position in the hallway. In order to acquire the whole azimuth domain activity, the Rx was steered to three different broadside directions spaced by 120° (D1, D2 and D3) leading to the generation of 72 data sets, i.e. combinations of Rx positions and directions. Hereafter, each data set will be denoted via the Rx location and broadside direction, e.g. 2D3. Please note that most office rooms were sparsely furnished with wooden and metal furniture (computers, chairs, tables). The doors between the hallway and the rooms were also wooden or glass-filled [49]. The measurement layout along with the Rx locations are depicted in Fig. 3.1.

### 3.2 Derivation of the spatial MIMO channel model

Prior to pursuing the statistical description of a new analytical model, it would be wise to justify the reason behind developing one more scheme in an already saturated area. At this
Figure 3.1: Layout of the measurement environment and Rx locations (taken from [49]).
point, the reader should be reminded that a common assumption for constructing a correlation-based model is that the channel follows a zero-mean complex Gaussian distribution; then, the second-order statistics suffice for its spatial description. In such a case, any channel realisation can be generated by the full spatial correlation matrix (equivalent to the covariance matrix) according to

$$\text{vec} (\mathbf{H}) = \mathbf{R}_H^{1/2} \text{vec} (\mathbf{H}_w).$$ \hspace{1cm} (3.1)

This model is a valid formalism only when the channel statistics are jointly Gaussian though this rarely holds in practice. A potential solution for capturing the non-normality is to decorrelate the spatial subchannels and model the marginal behaviour of each decorrelated subchannel separately. This approach is essentially a KLT which has been extensively used in numerous applications that span image compression to seismology and computer graphics in order to decorrelate multi-element data using the eigendecomposition of the correlation matrix [122].

At a next stage, the assumption of Rayleigh fading may be relaxed by assigning a different fading distribution.

Let’s assume now a flat-fading MIMO channel with \(N\) transmit and \(M\) receive antenna elements. The eigendecomposition of \(\mathbf{R}_H\), defined in (2.28), into a sum of rank-1 matrices is given by

$$\mathbf{R}_H = \sum_{k=1}^{MN} \lambda_k \mathbf{u}_k \mathbf{u}_k^H$$ \hspace{1cm} (3.2)

where \(\lambda_k\) are the real non-zero ordered eigenvalues \((\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{MN} \geq 0)\) and \(\mathbf{u}_k\) contain the corresponding eigenvectors which are by definition mutually orthogonal and have unit norm. The number of non-zero eigenvalues determines also the rank of \(\mathbf{R}_H\) which is upper bounded by \(MN\). The eigenvector \(\mathbf{u}_k\) can be reshaped column-wise into the matrix \(\mathbf{U}_k = \text{unvec} (\mathbf{u}_k) \in \mathbb{C}^{M \times N}\) which will be referred to hereafter as the \(k\)-th eigenmode. From a physical viewpoint, eigenvalues specify the degree of diversity offered by the channel while eigenmodes, commonly representing a linear combination of propagation paths, are indicative of the SM ability [99]. Likewise, the channel matrix may be modelled as

$$\mathbf{H}_{\text{mod}} = \sum_{k=1}^{MN} g[k] \sqrt{\lambda_k} \mathbf{U}_k.$$ \hspace{1cm} (3.3)

From (3.3), it can be readily inferred that the PDF of \(g[k]\) expresses the fading variations of the channel. In fact, the fading coefficients \(g[k]\) are i.i.d. complex RVs satisfying the key
relationship \( E_{g} \{ g[m]g^*[n] \} = \delta_{mn} \), where \( \delta_{mn} \) is the Kronecker delta function. The validity of (3.3) can be easily checked by calculating the correlation matrix of \( \mathbf{H}_{\text{mod}} \) as

\[
E_{g} \{ \text{vec}(\mathbf{H}_{\text{mod}})\text{vec}(\mathbf{H}_{\text{mod}})^{H} \} = \sum_{k=1}^{MN} \sum_{n=1}^{MN} \sqrt{\lambda_{k}} \sqrt{\lambda_{n}} \mathbf{u}_{k} \mathbf{u}_{n}^{H} E_{g} \{ g[k]g^{*}[n] \}
= \sum_{k=1}^{MN} \lambda_{k} \mathbf{u}_{k} \mathbf{u}_{k}^{H} \equiv \mathbf{R}_{\mathbf{H}}. \tag{3.4}
\]

It should be noted that the second-order moment of the fading coefficients \( g[k] \) is assumed to be the same for all \( k \) so that the eigenvalues \( \lambda_{k} \) reflect the power of each eigenmode.

### 3.3 Nakagami-\( m \) fading characteristics

The resulting uncorrelated eigenmodes of the proposed channel model (3.3) are now assigned a Nakagami-\( m \) fading process that, as was mentioned in Chapter 2, yields a satisfactory fit with empirical data for various measured channels. The normalised (unity power) Nakagami-\( m \) PDF of the fading envelope \( r \) is given by

\[
p(r) = \frac{2}{\Gamma(m)} m^{m} r^{2m-1} e^{-mr^{2}}, \quad r \geq 0. \tag{3.5}
\]

The Nakagami fading figure \( m[k] \) \((1 \leq k \leq MN)\) is estimated directly from the measured data according to

\[
m[k] = \frac{E \left\{ \left| \mathbf{u}^{H}_{k} \text{vec}(\mathbf{H}) \right|^{2} \right\}^{2}}{E \left\{ \left| \mathbf{u}^{H}_{k} \text{vec}(\mathbf{H}) \right|^{2} - E \left\{ \left| \mathbf{u}^{H}_{k} \text{vec}(\mathbf{H}) \right|^{2} \right\}^{2} \right\}}
= \frac{\lambda_{k}^{2}}{E \left\{ \left| \mathbf{u}^{H}_{k} \text{vec}(\mathbf{H}) \right|^{2} - \lambda_{k} \right\}^{2}} \geq \frac{1}{2}. \tag{3.6}
\]

An example indicating the excellent fit of the Nakagami-\( m \) distribution with the distribution of a measured fading envelope is depicted in Fig. 3.2 (location 1D3). Please note that the parameters of the Ricean fit were obtained by directly applying a ML estimator to the raw data. This aggregate statistical metric shows the poor match of the commonly used Rayleigh distribution while the Ricean distribution fits reasonably well except in the tails of the measured data. Similar trends were observed at most of the considered cases. To further justify the choice of the
Nakagami-\textit{m} distribution, the Mean Squared Error (MSE) of these three candidate cumulative distribution function (CDF) fits across the whole data set, has been computed; the key characteristics are tabulated in Table 3.1. The acronym std stands for the standard deviation of a RV. The average and standard deviation measures indicate that the Nakagami-\textit{m} fit yields a rather good accuracy and substantially outperforms the Rayleigh fit by an order of one magnitude while it remains robust and experiences the lowest maximum MSE. On the basis of which distribution best fits the measured data set, the smallest MSE occurs at 72.40\% of the cases when a Nakagami-\textit{m} fit is employed thereby confirming its improved performance compared to the other two reference distributions (right-hand column of Table 3.1).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
 & average & std & min & max & smallest MSE \\
\hline
Rayleigh & $2.38 \times 10^{-4}$ & $1.72 \times 10^{-3}$ & $5.59 \times 10^{-7}$ & $5.32 \times 10^{-2}$ & 5.79 \% \\
Ricean & $4.95 \times 10^{-5}$ & $1.28 \times 10^{-4}$ & $5.53 \times 10^{-7}$ & $4.72 \times 10^{-3}$ & 21.81 \% \\
Nakagami-\textit{m} & $3.81 \times 10^{-5}$ & $1.23 \times 10^{-4}$ & $4.65 \times 10^{-7}$ & $4.18 \times 10^{-3}$ & 72.40 \% \\
\hline
\end{tabular}
\caption{MSE characteristics of three CDF fitting distributions.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.2.png}
\caption{CDF of a measured fading envelope in comparison with Nakagami-\textit{m}, Rayleigh and Ricean distributions (location 1D3).}
\end{figure}
3.4 Generation of independent Nakagami-$m$ envelope deviates

This section suggests an unconstrained method for the generation of independent Nakagami-$m$ envelope deviates based on the rejection/acceptance technique [123]. Please note that the generation of independent Nakagami-$m$ RVs may in general offer an insight into the characterisation of practical systems operating in slowly varying Nakagami-$m$ fading environments. Surprisingly, few results have been reported covering the computer simulation of independent Nakagami-$m$ fading [36, 124, 125].

The so-called brute force method [36] considers the square root of a sum of squares of $p$ zero-mean identically distributed Gaussian RVs and leads to a Nakagami distribution with $m = p/2$; yet, this scheme is limited to integer and half-integer values of $m$. The authors in [124] showed that the product of a square-root beta process and a complex Gaussian process forms an accurate approach but unfortunately is valid only for values of $m < 1$. The inverse method proposed in [125] is sufficiently accurate for arbitrary values of $m$ but requires the computation of a different set of coefficients for each $m$ value.

The initial attempt to apply the rejection/acceptance method in order to generate independent Nakagami-$m$ samples was recently addressed in [126] but lacks a uniform approach for the whole range of $m$ values. In particular, the authors suggest the use of either the folded-Gaussian ($0.5 \leq m \leq 1.0$) or the Gaussian ($m \geq 1.0$) PDFs as hat functions, resulting in the achieved efficiency being strongly dependent on the corresponding interval (65.75% and 66.67% respectively); an additional option to select different constants (which were determined empirically) enhanced the efficiency for particular ranges of $m$ (see Tables I and II in [126]). This was achieved by applying the rejection scheme only in the confined region $0 \leq x \leq 4\Omega$ since for high values of the envelope $r$ and $m \geq 1$ the tails of the considered scaled Gaussian PDF may fall below the tails of the Nakagami-$m$ PDF. In this light, a simple technique with no constraints on the range of shape parameters is proposed in this section which overcomes the inadequacies of the above mentioned schemes and yields an excellent accuracy.

3.4.1 Rejection method

The rejection method requires the selection of a comparison function (usually referred to as the hat function) $f(r)$ that has finite area and satisfies the inequality $f(r) \geq p(r)$ with $p(r)$ being the original PDF. In the present case, a second-order inverse polynomial function is proposed
as the hat function and therefore

\[ p(r) = \frac{2}{\Gamma(m)} \left( \frac{m}{\Omega} \right)^m r^{2m-1} e^{-mr^2/\Omega} \quad (3.7) \]

\[ f(r) = \frac{A\sqrt{\Omega}}{\Omega - B\sqrt{\Omega}r + r^2} \quad (3.8) \]

An illustrative graph of the two functions under investigation is shown in Fig. 3.3.

![Graph of hat function and Nakagami PDF](image)

**Figure 3.3:** *Rejection method for generating random Nakagami-m deviates using an inverse polynomial function.*

The determination of \( A \) and \( B \) is an inter-dependent problem which can be solved with an iteration method. Taking into account that the maxima of (3.7) and (3.8) should coincide\(^1\), it is trivial to show that \( B = 2\sqrt{\frac{2m-1}{2m}} \). The scaling factor, \( A \), is set such that the curves intersect at a single point, \( r = r_{\text{min}} \), without crossing (minimum distance). In other words,

\[ \frac{A\sqrt{\Omega}}{\Omega - B\sqrt{\Omega}r_{\text{min}} + r_{\text{min}}^2} = p(r_{\text{min}}) \Rightarrow \]

\[ A = \frac{\Omega - B\sqrt{\Omega}r_{\text{min}} + r_{\text{min}}^2}{\sqrt{\Omega}} p(r_{\text{min}}). \quad (3.10) \]

\(^1\)The maximum of a Nakagami PDF occurs at \( r = \sqrt{\frac{2m-1}{2m}} \) and that of the hat function at \( r = B/2 \).
In order to find the position of minimum distance between the two curves, the derivative of their difference needs to be set equal to zero which results in the following equation

$$\lim_{r \to r_{\text{min}}} \frac{d}{dr} (f(r) - p(r)) = 0 \quad (3.11)$$

or

$$\lim_{r \to r_{\text{min}}} \frac{d}{dr} \left( \frac{\left( \Omega - B \sqrt{\Omega} r_{\text{min}} + r_{\text{min}}^2 \right) p(r_{\text{min}})}{\Omega - B \sqrt{\Omega} r + r^2} - p(r) \right) = 0. \quad (3.12)$$

For the ease of computation, the above equation is written in a more compact form

$$\lim_{r \to r_{\text{min}}} \frac{d}{dr} \left( a(r_{\text{min}}) p(r_{\text{min}}) - p(r) \right) = 0 \quad (3.13)$$

where $a(r) = \Omega - B \sqrt{\Omega} r + r^2$. Then, it is trivial to show that

$$\frac{d}{dr} a(r) = 2r - B \sqrt{\Omega} \quad (3.14)$$
$$\frac{d}{dr} p(r) = \frac{p(r)}{r} \left[ (2m - 1) - \frac{2m r^2}{\Omega} \right]. \quad (3.15)$$

After some easy manipulations of (3.13), we end up with

$$p(r_{\text{min}}) \lim_{r \to r_{\text{min}}} \frac{d}{dr} a(r) = -a(r_{\text{min}}) p(r_{\text{min}}) \left( \frac{(2m - 1) - \frac{2m r_{\text{min}}^2}{\Omega}}{r} \right) \Rightarrow (3.16)$$

$$\lim_{r \to r_{\text{min}}} \frac{d}{dr} a(r) = -a(r_{\text{min}}) \left[ (2m - 1) - \frac{2m r_{\text{min}}^2}{\Omega} \right] \Rightarrow (3.17)$$

$$r_{\text{min}} \left( 2r_{\text{min}} - B \sqrt{\Omega} \right) = \left( \Omega - B \sqrt{\Omega} r_{\text{min}} + r_{\text{min}}^2 \right) \left( \frac{2m r_{\text{min}}^2}{\Omega} - (2m - 1) \right) \Rightarrow (3.18)$$

$$\frac{2m r_{\text{min}}^4}{\Omega} - 2m B r_{\text{min}}^3 \sqrt{\Omega} - r_{\text{min}}^2 + 2m B r_{\text{min}} \sqrt{\Omega} + (1 - 2m) \Omega = 0 \Rightarrow (3.19)$$

$$\left( r_{\text{min}} - \sqrt{\Omega} \right) \left( r_{\text{min}} + \sqrt{\Omega} \right) \left( \frac{2m r_{\text{min}}^2}{\Omega} - \frac{2m B r_{\text{min}}^2 \sqrt{\Omega}}{\sqrt{\Omega}} + 2m - 1 \right) = 0. \quad (3.20)$$

The last quadratic term of the product has a discriminant always equal to zero, which results in a negative value for $A$ for all $m \geq 2/3$. This, however, makes the hat function negative since the denominator in (3.8) is always positive. Hence, only one valid positive solution exists at $r_{\text{min}} = \sqrt{\Omega}$. Substituting the above solution into (3.10), the following relationship comes up

$$A = (2 - B) \frac{2m^m}{\Gamma(m)} e^{-m} > 0. \quad (3.21)$$
For the generation of independent samples from (3.8) the inverse method is introduced [123]; firstly, the indefinite integral of (3.8) is computed returning the closed-form function

\[ u = \int f(r)dr = \frac{2A \tan^{-1} \left( \frac{2r - B}{\sqrt{4-A^2}} \right)}{\sqrt{4-A^2}}. \]  

(3.22)

A random sample of \( r \) is now generated via the inverse function of (3.22) which reads as

\[ r = \frac{\sqrt{\Omega}}{2} \left( \sqrt{4-B^2} \tan \left( \frac{u\sqrt{4-B^2}}{2A} \right) + B \right) \]  

(3.23)

with \( u \) denoting a RV distributed uniformly in the range \[ \left[ \frac{2A \tan^{-1} \left( \frac{2r - B}{\sqrt{4-A^2}} \right)}{\sqrt{4-A^2}}, \frac{A\pi}{\sqrt{4-B^2}} \right]. \]

The above limits express respectively the minimum and maximum of (3.22) for \( r \in [0, +\infty) \), and define also the efficiency of the rejection method; in fact, their difference represents by definition the area below \( f(r) \). The generated sample \( r \) is accepted only if a random sample, uniformly distributed in the area under \( f(r) \), lies also under \( p(r) \). The pseudocode employed throughout the rejection scheme is summarised in Algorithm 1.

**Algorithm 1** Rejection method for generating Nakagami-\( m \) deviates

1: Determine the values of \( A \) and \( B \) of the hat function with an iterative procedure.

2: for \( i = 1 \) to Number of samples do

3: Generate a uniform RV \( u \) in \[ \left[ \frac{2A \tan^{-1} \left( \frac{2r - B}{\sqrt{4-A^2}} \right)}{\sqrt{4-A^2}}, \frac{A\pi}{\sqrt{4-B^2}} \right]. \]

4: Generate a sample of \( r \) according to (3.23).

5: Estimate the value of the hat function \( f(r) \) through (3.8).

6: Estimate the value of the Nakagami PDF \( p(r) \) through (3.7).

7: Generate a uniform RV \( u' \) in the total area under \( f(r) \), i.e. \([0, f(r)]\).

8: if \( u' < p(r) \) then

9: accept \( r \)

10: else

11: reject \( r \)

12: end if

13: end for
3.4.2 Performance evaluation

After generating $2^{20}$ random samples of $r$ using (3.23), the algorithm’s performance was tested from different perspectives. In Fig. 3.4, the theoretical and simulated Nakagami-$m$ PDFs are depicted for four different values of $m$ assuming $\Omega = 1$; the attained accuracy is remarkably high, thereby verifying the choice of the rejection scheme as a powerful and straightforward technique for generating random deviates.

![Figure 3.4: Theoretical (curves) and simulated (stars) Nakagami-$m$ PDFs for four arbitrary values of $m$ using the rejection method ($\Omega = 1$).](image)

As far as the method’s efficiency is concerned, this is directly related to the value of the $m$ parameter. For high values of $m$, the tails of (3.7) decay faster than those of (3.8); this means that the relative difference between the two functions under comparison grows and this causes the achieved efficiency to decrease. In any case though, the efficiency in the common range of interest ($0.5 \leq m \leq 2.5$) rests above 65%, as Fig. 3.5 indicates.
3.5 MIMO channel model validation

The indoor campaign described in Section 3.1 provided the necessary amount of data for validating the analytical MIMO model of (3.3). The model is assessed by means of information theory as well as link-level performance. The measured correlation matrix is firstly computed using all space and frequency realisations and thereafter decomposed in order to obtain the spatial eigenmodes; as a next step, 25,090 synthetic channel realisations are generated according to (3.3) so that the measured and simulated ensembles are the same\(^2\). It should be noted that the spatial fading coefficients were generated according to \( g[k] = r[k] \exp (j \phi[k]) \), where \( \phi[k] \) is a random phase distributed uniformly in \([0, 2\pi)\). The uniform phase assumption was found to be valid even for large values of the \( m \)-factor (i.e. non-Rayleigh conditions) and thanks to its intrinsic simplicity was incorporated throughout the analysis.

\(^2\)It was found that a further increase in the ensemble size did not significantly affect the variance of the estimators.
3.5.1 Information theory performance

A common policy in the capacity analysis of all measured MIMO channels is to remove the path-loss effects and have unity energy on average [96]. In practice, a system with perfect power control is simulated whose performance is assessed independently of the average SNR. On this basis, both ensembles are normalised so that the constraint $E\left\{\|H\|_F^2\right\} = MN$ is fulfilled, where $\|\cdot\|_F$ corresponds to the Frobenius norm. The instantaneous capacity, assuming perfect CSI at the Rx but no knowledge at the Tx, reads

$$C = \log_2 \left( \det \left( I_M + \frac{\rho}{N} HH^H \right) \right) \text{ (bits/s/Hz)}$$

(3.24)

and the ergodic capacity is evaluated following (2.17). The SNR $\rho$ was set equal to 20 dB to ensure that is well below the measured SNR after being averaged across all the temporal snapshots. The expectation operation was performed on either the measured data or the fading realisations of $g[k]$. In Fig. 3.6, three different models are compared, namely the Nakagami, Weichselberger and VCR models; the modelled ergodic capacity is plotted against the measured ergodic capacity for each of the 72 scenarios under investigation.

Figure 3.6: Ergodic capacity for three different channel models versus measured ergodic capacity. The dashed line corresponds to the points of no modelling error.
Please note that the Kronecker model has not been included in the following analysis since it is a special case of the Weichselberger model and yields an inferior performance for the great majority of cases [43, 49, 98]. From this figure, it is clearly observable that the proposed model holds a smaller modeling error than the Weichselberger model, whose mismatch increases with decreasing capacity, for all the scenarios under investigation; in particular, a 2.2 dB improvement was achieved in the MSE from -9.72 to -11.93 dB. The VCR model systematically overestimates the modelled capacity as a result of the artificial generation of MPCs discussed in Chapter 2; in this case, the MSE is as high as 8.81 dB disclosing the rather poor fit of the specific model. These results are in reasonable agreement with those presented in [49, 98].

The good fit of the Nakagami model can be partially attributed to the presence of strong OLoS components at the majority of Rx locations due to its inherent higher flexibility compared to the more restricted Rayleigh and Ricean distributions. In other words, for the corresponding eigenmodes $m > 1$ and therefore the fluctuations of the signal strength reduce compared to Rayleigh fading.

Traditionally, the ergodic capacity is a metric of the amount of average error-free information transmitted; however, a key issue in the design of multi-antenna systems is the outage capacity usually regarded as a more fair measure of the probability of successful transmission within a given time frame. The $q\%$ outage capacity $C_{out,q}$ is the capacity that is guaranteed in $(100-q)\%$ of the cases

$$Prob[C < C_{out,q}] = q\%.$$  \hspace{1cm} (3.25)

In order to calculate the outage capacity a precise knowledge of the CDF of the RV $C$ is required. For a specific Rx location (22D1) the measured and modelled capacity CDFs are plotted in Fig. 3.7 where it is shown that the Nakagami fading model yields the best fit; at the 10% outage capacity the proposed scheme deviates by 1.64 bits/s/Hz while the Weichselberger and the VCR models by 2.36 and 3.91 bits/s/Hz respectively. In addition, the slope of the capacity CDF is directly related to the notion of diversity, i.e. the reliability of the radio link for a given confidence interval. All modelled curves are steeper than the measured curve, thereby overestimating the achieved diversity, but the proposed model remains sufficiently robust and offers the best accuracy again. Similar conclusions can be drawn from the whole set of data after estimating the 10% outage capacity (see Fig. 3.8).
Figure 3.7: Capacity CDFs for a measured and modelled channels (location 22D1).

Figure 3.8: 10% outage capacity for three different channel models versus measured outage capacity. The dashed line corresponds to the points of no modelling error.
In terms of the estimation MSE, the performance gain is 2.21 dB from -1.65 dB to -3.86 dB compared to the model implemented by Weichselberger. As anticipated, the predefined steering angular directions make the VCR framework unable to capture MPCs lying between them and this gives rise to overestimated statistics. In this case, the MSE is 9.83 dB demonstrating a dramatic degradation of 13.69 dB compared to the Nakagami scheme.

### 3.5.2 Link-level performance

The analysis presented in the previous section was based on an information theory approach which used channel capacity as a criterion for testing the goodness of fit for all MIMO models. In order to conduct a concise comparison study though, the models’ performance should be investigated from a link-level perspective as well. Assuming a SM transmission strategy, a linear Minimum Mean Squared Error (MMSE) detector is considered which can minimise the overall error caused by noise and mutual interference\(^2\). The uncoded transmitted signal is modulated using BPSK (Binary Phase Shift Keying) modulation. Referring back to the input-output MIMO relationship (2.11), the estimated transmit signal vector \(\hat{x}\) is \([128]\)

\[
\hat{x} = \bar{w} \cdot y, \quad \text{where} \quad \bar{w} = \arg \min_w E \left\{ \left\| wy - x \right\|^2 \right\}
\]  

(3.26)

and thus the following closed-form expression is obtained

\[
\hat{x} = H^H \left( HH^H + N_0 I_M \right)^{-1} \cdot y
\]  

(3.27)

where \(N_0\) is the noise power. The Bit Error Rate (BER) is measured by counting the number of erroneously detected symbols and divide this number with the total number of transmitted symbols, assuming that the entries of the noise term are \(\sim \tilde{\mathcal{N}}(0, 1)\) RVs. The BER curves for a single measurement scenario (location 15D3), in which the dominant eigenmode has an \(m\)-factor equal to 5.3, are depicted in Fig. 3.9. All channel models tend to underestimate the BER with the proposed model yielding an enhanced accuracy, especially in the high SNR region. For instance, performance gains of 6\% at 20 dB, of 12\% at 30 dB and of more than 28\% at 35 dB over the Weilscelberger scheme were noticed. The VCR fails to approximate the empirical BER leading to an irreducible underestimation.

\(^2\)A more detailed discussion on SM detection algorithms is given in Chapter 5.
Figure 3.9: BER performance of measured and modelled channels (location 15D3).

The so-called BER mismatch is finally explored at a target SNR of 20 dB against the Nakagami \(m\)-factor of the dominant eigenmode (c.f. Fig. 3.10). In general, the BER mismatch is defined as the absolute difference between the measured and the modelled BER at a predefined target SNR. Please note that while there is no dependency between the \(m\)-factor and the Weichselberger/VCR models, their direct mapping offers a deeper insight into the estimation accuracy of all schemes as a function of the critical parameter \(m\). To this end, a key observation to be made is that the distribution of the \(m\) values clearly confirms the assumption of Nakagami fading while a significant portion of them lies well beyond the typical unity value. The proposed model has again a superior performance, compared to the Weichselberger scheme, for the vast majority of measured scenarios (68 out of 72 scenarios) with the MSEs being \(2.24 \times 10^{-5}\) and \(4.47 \times 10^{-5}\) respectively, expressing a 3 dB improvement. Once again, the VCR model deviates significantly from the actual BER and the output MSE is larger by more than an order of magnitude \((7.96 \times 10^{-4})\). It is noteworthy that the relative difference of models’ estimators is higher when more than one eigenmode experiences purely Nakagami fading \((m > 2)\).
Stochastic modelling of MIMO channels using the spatial eigenmodes

3.6 Summary

In this chapter, a novel spatial-based analytical model has been devised using the data from an indoor measurement campaign conducted at 5.2 GHz. Following the formalism of the KLT, the scheme decorrelates the spatial subchannels and models their marginal behaviour separately. This approach not only provides a reasonable physical interpretation but also relaxes the stringent condition of joint Gaussian channel statistics. A deeper analysis of the measured data revealed that the fading envelopes of the vast majority of the spatial eigenmodes follow a Nakagami-\(m\) distribution rather than a Rayleigh or Ricean distribution. For the generation of Nakagami-\(m\) RVs the rejection technique is introduced with a second-order inverse polynomial function serving as the hat function. The method is accurate for arbitrary values of \(m\) and \(\Omega\), thus indicating its high flexibility. By assigning the independent Nakagami-\(m\) fading process on each eigenmode, the performance of the proposed scheme was tested from two different perspectives (information theory and link-level) and compared it with the sophisticated Weichselberger and suboptimal VCR models. It was shown that the Nakagami model outperforms the former by approximately 2.2 dB in the case of ergodic and outage capacity and by 3 dB in

![Figure 3.10: BER mismatch at a target SNR of 20 dB against the Nakagami m-factor of the dominant eigenmode.](image-url)
terms of BER mismatch. On the other hand, the VCR yields a rather poor fit in all cases leading to intolerable errors.

The only disadvantage of the proposed scheme lies in its increased complexity burden which is generally a crucial issue in the choice of the most appropriate channel model. While the VCR and the Weichselberger models require respectively $MN = 64$ and $MN + M(M - 1) + N(N - 1) = 176$ real parameters to be specified, the complexity order of the Nakagami scheme is equal to that of the full correlation model, i.e. $(MN)^2 = 4096$. However, in terms of processing time a modest increase of 45% was observed on a 3.2 GHz Pentium, making the model rather appealing when an enhanced accuracy is desired. For example, if a MIMO Rx is to be simulated for a quasi-static\(^3\) channel with reasonable data packet lengths ($\gg 1$ symbol), the proposed channel model can be applied to generate the channel for each separate frame and increase drastically the achieved accuracy without a significant sacrifice in the simulation time. Ultimately, the scheme can be deployed as a framework for describing different scenarios operating at the 5 GHz frequency band, e.g. WLANs, fixed wireless and peer-to-peer communications. It can also be used as a tractable tool for the simulation of MIMO systems, design of space-time codes and construction of optimum spatial filtering at both ends.

\(^3\)A quasi-static channel is wide sense stationary, i.e. its statistics remain constant during the entire transmission. In general, the quasi-static channel assumption is a good model for users that are stationary or moving very slowly relative to the rate of communication.
For the construction of efficient physical channel models as well as the optimum design and realistic performance evaluation of multi-antenna systems, a detailed knowledge of the statistical distributions of the multipath parameters is required. This involves multi-dimensional practical measurement trials followed by the joint extraction of different propagation characteristics in the corresponding domains, i.e. ToA, DoA, DoD, Doppler frequency, polarisation, complex path gain, etc. This is usually accomplished by high-resolution array signal processing algorithms applied directly to the raw measurement data. In this chapter, a ML frequency domain estimation algorithm is devised, namely the 3D FD-SAGE algorithm which can reliably characterise a wireless channel. The scheme is based on a SIC strategy for both detecting the paths and estimating their corresponding parameters. The remainder of the chapter is organised as follows: Section 4.1 covers the most known parameter estimation algorithms that have been reported over the last decades. Section 4.2 elaborates on the fundamentals of the Expectation-Maximisation (EM) and SAGE algorithms as well as on their applications to channel characterisation. In Section 4.3, the kernel of the 3D FD-SAGE algorithm is discussed for a far-field propagation scenario where a finite number of plane waves impinge on the Rx. The algorithm’s performance is evaluated in Section 4.4 for a synthetic environment and in Section 4.5 for a measured environment. In Section 4.6, the intrinsic deficiencies of the SAGE framework are addressed. Finally, Section 4.7 concludes the chapter and summarises the key findings.

4.1 Parameter estimation techniques

The quintessential goal of channel characterisation is the identification of MPCs in conjunction with the estimation of their parameters in both temporal and spatial domains. As a further step, we can obtain a geometrical projection of the signal’s interactions with the surrounding environment and thereafter work out the dominant propagation mechanisms. The computation
of the paths’ parameters implies the use of parameter estimation techniques which are globally classified into two main categories namely, *spectral-based* and *parametric methods* [129].

### 4.1.1 Spectral-based methods

The key idea is to generate the spectrum of the parameter under investigation and then the locations of the discrete peaks are recorded as the parameter estimates. The main advantage of these techniques is that they are simple and require no extensive memory requirements. The spectral-based techniques can be further classified into *beamforming techniques* and *subspace-based methods*. The classical definition of beamforming states that an array should be steered in one direction at a time so that the output power is measured; the steering locations which result in maximum power yield the parameter estimates, e.g. AoA. Different beamforming schemes have been implemented with the most known and straightforward being the *Bartlett* or *conventional* beamformer [130] and the *Capon’s beamformer* [131]. While both schemes (and their alternatives) are reasonably simple their performance is strongly dependent on the array aperture and the system SNR. In highly scattered environments with correlated sources, they fail to capture all multipath activity. The author points out that two signals are correlated when their correlation coefficient is non-zero while they are coherent when their correlation coefficient is one. According to [129], two signals are coherent if one is a scaled and delayed version of the other.

These intrinsic deficiencies of beamforming techniques may be partially eliminated through the use of subspace methods. These methods rely on the decomposition of the input covariance matrix into a signal and a noise subspace and the most well known scheme is MUltiple SIgnal Classification (MUSIC) algorithm [132, 133], which outperforms the beamformers and satisfies the two basic criteria of estimation theory: *consistency*\(^1\) and *efficiency*\(^2\). Although the MUSIC spatial spectrum is not a true spectrum, it exhibits peaks in the vicinity of the true DOAs. A comprehensive analysis of the algorithm’s performance can be found in [134]. A performance measure of Bartlett, Capon’s and MUSIC methods can be seen in Fig 4.1, where the normalised spectra generated by these methods are shown. A ULA with five elements and inter-element distance equal to \(\lambda/2\) was used in the simulation and the SNR was set to 20 dB. The true directions of arrival are \(-10^\circ\) and \(0^\circ\).

---

\(^1\) An estimate is consistent if it converges to the correct value when the number of observations tends to infinity.

\(^2\) An estimator is statistically efficient if it asymptotically attains the Cramér-Rao (CR) lower bound.
Figure 4.1: Normalised power spectra of Bartlett (dash-dotted), Capon (dashed) and MUSIC (solid) methods vs DoA. The true directions of arrival are $-10^\circ$ and $0^\circ$.

Undoubtedly, Bartlett and Capon’s beamformers fail to resolve both signals; MUSIC though returns two distinct peaks. The crucial advantage of MUSIC is that, in contrast to beamformers, it yields statistically consistent estimates. On the other hand, the performance enhancement of MUSIC is achieved at a considerable cost in computational burden as the search is carried out across the whole parameter space. Moreover, when the amount of data or the SNR is low it can hardly resolve closely spaced signals. In the limiting case of coherent signals, MUSIC’s advantages vanish and the estimates are inconsistent. A potential solution for mitigating the undesired effects of correlated signals lies in the forward-backward averaging (FB) [135] or spatial smoothing (SS) [136] techniques. Their key concept is to split the array into a number of overlapping subarrays which induce a random phase modulation and hence decorrelate the signals. Nevertheless, these techniques are practically applicable only to ULA geometries and further they inevitably reduce the effective aperture of the array since the subarrays are smaller than the original array [129].
4.1.2 Parametric methods

The shortcomings of spectral-based techniques dictated the development of the more robust parametric methods which directly estimate the parameter of interest without first computing a spectrum, albeit at the expense of an intensive complexity. This is a result of the multi-dimensional search required to determine the paths’ parameters. A classification is usually made for parametric techniques into \textit{subspace-based approximations} and \textit{ML methods} \cite{129}.

4.1.2.1 Subspace-based approximations

The subspace-based methods constitute the first class in the family of parametric methods; they offer similar statistical performance as ML methods but are less complex. In the specific case of ULAs, high-resolution algorithms can be directly applied leading to an enhanced accuracy. A brief overview of the most important techniques in now provided.

\textbf{ESPRIT}: Since its formal derivation in 1985 \cite{137}, the so-called \textit{Estimation of Signal Parameters via Rotational Invariance Techniques} (ESPRIT) algorithm has been widely deployed for DoA estimation, harmonic analysis, frequency estimation, delay estimation, and combinations thereof \cite{138}. The scheme may be considered as a counterpart of the MUSIC algorithm expanded in the signal subspace rather than in the noise subspace. Moreover, it is more robust and far less complex since the solution is essentially given in closed form and no numerical search through all possible steering vectors is needed. On the contrary, the ESPRIT estimators are unbiased only if the antenna arrays used fulfil the strict condition of two identical and translationally invariant subarrays (shift-invariance) and hence the scheme is applicable to certain topologies (in practice ULAs and their combinations). If different configurations are to be employed, such as circular arrays, special modifications need to be performed in order to transform the circular array into a virtual array with uniform linear structure. Furthermore, it is noted that like MUSIC, ESPRIT cannot handle correlated paths. Pre-processing techniques, as the ones reported above for the MUSIC algorithm, are required.

\textbf{Unitary ESPRIT}: The so-called Unitary ESPRIT \cite{139} is applicable to specific array geometries, namely centro-symmetric arrays\textsuperscript{3}, and is based on the transformation of the complex data matrix to a real matrix of the same size and involves only real-valued calculations throughout. The resulting algorithm performs better in terms of correlated sources compared to the conven-

\textsuperscript{3}An array is called centro-symmetric if its element locations are symmetric with respect to the centroid and the complex radiation characteristics of paired elements are the same.
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When more two correlated sources are present, the traditional ESPRIT algorithm fails to maintain the rank of the signal covariance matrix and hence, a SS technique is still required.

**Root MUSIC**: The Root-MUSIC (RMUSIC) is a polynomial-rooting version of the conventional MUSIC algorithm [140]. When only small samples are available, RMUSIC yields a superior performance and also has a lower failure rate for closely spaced sources. Likewise, the algorithm was initially applied only to ULA configurations although recently a novel scheme was introduced which processes the data in the element-space domain and is applicable for any array geometry. The so-called Element-Space RMUSIC algorithm provides asymptotically optimal AoA estimation and has very good statistical performance [141].

**RARE**: The rank reduction estimator (RARE) is a relatively new eigenspace-based estimation method for multi-dimensional harmonic retrieval problems. Two variants have been developed so far, namely the root RARE (r-RARE) [142] and the spectral RARE (s-RARE) [143]. The former exploits its rooting-based implementation and the rich Vandermode structure in the measurement data to improve the estimation performance. Also, the r-RARE is a search-free algorithm and thus its computational cost is substantially lower than that of the s-RARE. However, both schemes are susceptible to array orientation errors which noticeably deteriorate the output accuracy. This problem has been addressed in [144] where the proposed modified RARE is more robust in terms of DoA estimation and exhibits a performance close to the CR bound.

### 4.1.2.2 ML methods

In general, ML techniques, which are built upon the statistical properties of the ray paths, are optimal and experience a superior performance even in the low SNR region or when the data ensemble is small. In addition, they offer a high degree of robustness and flexibility with regard to the array geometry they can be applied to. Two different assumptions about the transmit signals lead to two different versions which are outlined below [129].

**Deterministic ML**: The deterministic ML (DML) method poses no assumptions about the ray paths. The complex gains are modelled as arbitrary deterministic sequences while the noise as a stationary Gaussian white random process. Then, the estimated parameters are obtained by solving a multi-dimensional minimisation problem which is usually computationally expensive.

**Stochastic ML**: The stochastic ML (SML) method models the complex path gains as stationary, temporally white Gaussian RVs. It is interesting to note that the model is applicable even if
the signal waveforms are not Gaussian but still requires an exhaustive numerical search while it shows a better accuracy than the corresponding DML method (see [129] and references therein), with the difference being pronounced for small numbers of antenna elements, low SNR and highly correlated signals.

4.2 Principles of the EM and SAGE algorithms

4.2.1 The EM algorithm

One of the most known DML approaches is the EM algorithm which was initially formulated by Dempster et al. in [145] as a general method for maximising likelihood functions that arise in various statistical estimation problems. The EM algorithm supplements the observed measurements which are incomplete or have missing values with a complete data space whose relationship to the parameter space facilitates estimation. An EM scheme is comprised of two steps: an Expectation step (E-step) and a Maximisation step (M-step); the former calculates the expectation of the complete-data log-likelihood, using the current estimate of the parameters and conditioned upon the observations, while the latter maximises the expectation with respect to all the unknown parameters. These two steps are iterated until convergence is reached.

4.2.2 The SAGE algorithm

The main motivation for introducing the SAGE algorithm is the slow convergence rate of the classical EM scheme due to its simultaneous update procedure [146]. The SAGE algorithm generalises the idea of data augmentation to simplify computations of EM algorithm and improve the convergence rate [147]. This is done by breaking down the sequential maximisation problem into several smaller ones and using EM to update the parameter subset associated with each reduced problem while keeping the estimates of the remaining parameters fixed. Still, the derivation of the algorithm relies on the key notions of complete (unobservable) and incomplete (observable) data. However, the mapping from complete to incomplete data is allowed to be random rather than deterministic as occurs within the EM [145]. To sum up, the SAGE algorithm yields a faster convergence rate along with a reduced complexity. Last but far from least, a crucial advantage of both the EM and SAGE schemes is that they can be applied to any arbitrary antenna geometry provided that the array manifold is fully available and further require no spatial smoothing for resolving correlated sources.
4.2.3 Application to the problem of channel characterisation

The original application of the EM algorithm for estimating the parameters of superimposed signals in white Gaussian noise can be found in [149]. The application of the SAGE algorithm to the problem of channel characterisation was originally investigated by Fleury et al. in [150] and [151], where time-invariant and time-variant SIMO channels respectively were studied. Their study was performed exclusively in the time domain and the sounding signal consisted of an infinite train of rectangular pulses modulated by a pseudo-noise sequence. An extension to MIMO systems has been presented in [152]. In this case, both ends of the link were equipped with RF switches whose timing structure was selected so that the MIMO sub-channels are sounded sequentially. This technique reduces hardware costs and effort for system calibration. The overall sounding of the propagation channel was performed in a time-division multiplexed mode. The broadest version of these schemes can be found in [153], where the authors considered an extra selectivity domain, i.e. polarisation.

On the other hand, the main motivation for applying the SAGE algorithm in the FD can be attributed to the operation of the commonly used RUSK vector channel sounders of MEDAV company [121]. In such a case, the Tx is probed by a multi-tone frequency excitation signal and the sounder output represents the complex frequency response. The initial development of the FD-SAGE algorithm has been presented in [154] for a dynamic indoor SIMO channel where the Rx was in motion. However, this model did not account for angular spread at the transmit side. In this thesis, the aforementioned approach in this thesis has been extended to encompass the double directional information.

4.3 The 3D FD-SAGE algorithm

The general problem of interest is stated as follows. Let’s assume a finite number, \( L \), of specular wavefronts impinging on the Rx, i.e. all signal sources as well as the scatterers are located in the corresponding far-field regions. The transmitted signal model is assumed to be narrowband and thus time delays between elements of the arrays can be approximated by phase shifts. For the sake of simplicity, only horizontal propagation is considered and therefore the elevation angle is discarded. This assumption does not have a significant impact on the estimation of azimuth as long as the elevation is confined within \( \pm 40^\circ \) [150]; in fact, the elevation incidence is very likely to lie within this range when the Tx and Rx are mounted at the same heights. Under these
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conditions, the channel transfer function can be modelled as (similar to (2.40))

\[ H(f, m, n) = \sum_{\ell=1}^{L} \beta_\ell \mathbf{a}_r(\phi_{r, \ell}) \mathbf{a}_t^T(\phi_{t, \ell}) \exp(-j2\pi \tau_\ell f) \] (4.1)

with \( f, m, n \) representing the selectivity in frequency, receive and transmit spatial domains respectively. For clarity, the spatial dependency is dropped and all the path parameters are concatenated in a vector \( \theta_\ell \triangleq [\tau_\ell, \phi_{r, \ell}, \phi_{t, \ell}, \beta_\ell] \). By considering \( N_f \) frequency bins, the noise-corrupted transfer function at the \( k \)-th frequency bin with \( 1 \leq k \leq N_f \), is given as

\[ H(k) = \sum_{\ell=1}^{L} S(k; \theta_\ell) + N(k). \] (4.2)

In the above equation, the elements of the \((M \times N)\) matrix \( N(k) \) are independent complex zero-mean white Gaussian noise processes with unit spectral height. The contribution of each path reads as

\[ S(k; \theta_\ell) = \beta_\ell \mathbf{a}_r(\phi_{r, \ell}) \mathbf{a}_t^T(\phi_{t, \ell}) \exp(-j2\pi \tau_\ell f_k). \] (4.3)

Referring to (4.2) the channel response, \( H(k) \), is identified as the incomplete data and is related to the complete data, \( Y_\ell(k) \), according to

\[ H(k) = \sum_{\ell=1}^{L} Y_\ell(k). \] (4.4)

where

\[ Y_\ell(k) = S(k; \theta_\ell) + p_\ell N_\ell(k) \quad \ell = 1, \ldots, L. \] (4.5)

In the SAGE context, it is optimal to set \( p_\ell = 1 \) since empirical evidence shows that this choice leads to a fast convergence of the algorithm even in the early iteration steps [146, 151]. During the E-step the complete data of the \( \ell \)-th path is estimated; this can be done using either the Parallel Interference Cancellation (PIC) or the SIC scheme. Although the former is commonly used in conjunction with the SAGE algorithm in the time domain, the latter yields more stable and robust performance in the frequency domain [154]. The main concept of the SIC technique is to order the waves with respect to their received power in a descending order; thereafter, paths are estimated and cancelled successively from the received channel response. By doing that, the effects of interference caused by the strong MPCs are removed, otherwise they are likely to lead to inaccurate estimates for the low power MPCs. When the multipath activity is high, the
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PIC scheme can be unstable and diverge from the solution, especially in low SNR scenarios. Furthermore, the PIC scheme is laborious since it requires the whole set of waves in order to compute the updated estimates. The E-step of the 3D FD-SAGE algorithm then becomes

\[
\hat{Y}_\ell(k; \hat{\theta}') = H(k) - \sum_{\ell' = 1}^{\ell-1} S(k; \hat{\theta}'_{\ell'}). 
\] (4.6)

The coordinate wise updating procedure for obtaining the parameters \( \hat{\theta}'' \) of each wave based on all previous estimates \( \hat{\theta}' \) reads as (M-step)

\[
\hat{\tau}_{\ell}'' = \arg \max_\tau \left\{ \left| z(\tau, \hat{\phi}_{r,\ell}, \hat{\phi}_{t,\ell}; \hat{Y}_\ell(k; \hat{\theta}')) \right|^2 \right\} 
\] (4.7)

\[
\hat{\phi}_{r,\ell}'' = \arg \max_{\phi_r} \left\{ \left| z(\hat{\tau}_{\ell}', \phi_r, \hat{\phi}_{t,\ell}; \hat{Y}_\ell(k; \hat{\theta}')) \right|^2 \right\} 
\] (4.8)

\[
\hat{\phi}_{t,\ell}'' = \arg \max_{\phi_t} \left\{ \left| z(\hat{\tau}_{\ell}', \hat{\phi}_{r,\ell}, \phi_t; \hat{Y}_\ell(k; \hat{\theta}')) \right|^2 \right\} 
\] (4.9)

\[
\hat{\beta}_{\ell}'' = \frac{1}{M \cdot N \cdot N_f} \cdot \left( \frac{z(\hat{\tau}_{\ell}', \hat{\phi}_{r,\ell}, \hat{\phi}_{t,\ell}; \hat{Y}_\ell(k; \hat{\theta}'))}{z(\tau, \phi_r, \phi_t; Y_\ell(k))} \right) 
\] (4.10)

where \( z(\tau, \phi_r, \phi_t; Y_\ell) \) is the so-called cost (or correlation) function; in general, the cost function originates from the fundamental concept of ML techniques while at each optimisation stage its peak corresponds to the expected parameter value [146]. In the present case, it is given by

\[
\begin{align*}
z(\tau, \phi_r, \phi_t; Y_\ell) & \triangleq a_r^H(\phi_r) U^* \odot Y_\ell a_t^*(\phi_t) \\
& = a_r^H(\phi_r) \sum_{k=1}^{N_f} e^{j 2\pi \tau f_k} \odot Y_\ell(k) a_t^*(\phi_t). 
\end{align*}
\] (4.11)

The term \( U^* \) expresses the conjugate of the calibrated periodic multi-tone frequency excitation signal [121]. The execution of this update process once defines one iteration cycle of the 3D FD-SAGE algorithm while at the \( \mu \)-th iteration step the parameters of the path \( \ell = \mu \mod(L) + 1 \) are re-estimated. The parameter estimates are sequentially and cyclically updated until convergence is attained. The complex amplitude is then computed as the output signal normalised by the total energy. As for any other iteration method, the algorithm converges when the difference between two successive estimators becomes smaller than a predefined threshold. Typical thresholds of 0.5 ns and 0.1° for the delay and angular domains have respectively been used, as sufficiently small iteration steps.
4.3.1 Initialisation of the SAGE algorithm

It is well established that the convergence of any iteration technique to a global maximum is strongly dependent upon the initial conditions. Again, the initialisation procedure is based on a successive cancellation scheme with the iteration step $\mu$ ranging from $\{- (L - 1), \ldots, 0\}$. By starting with the pre-initial setting $\hat{\theta}' = [0, \ldots, 0]$ for $\ell = 1, \ldots, L$, the initial estimates for the ToA and AoA were computed according to

$$
\hat{\tau}^{''}_{\ell} = \arg \max_{\tau} \left\{ \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=1}^{N_f} e^{j 2 \pi \tau f_k} \tilde{Y}_{\ell, m, n}(k; \hat{\theta}'') \right\}^{2} \tag{4.12}
$$

$$
\hat{\phi}^{''}_{r, \ell} = \arg \max_{\phi_r} \left\{ \sum_{n=1}^{N} \alpha_r(\phi_r) \sum_{k=1}^{N_f} e^{j 2 \pi \phi_r f_k} \tilde{Y}_{\ell, n}(k; \hat{\theta}'') \right\}^{2} \tag{4.13}
$$

It should be underlined that at the initialisation of the $\ell$-th wave the estimates related to $\ell' \geq \ell$ remain equal to 0, i.e. $\hat{\theta}' = [\hat{\theta}_1', \ldots, \hat{\theta}_{\ell-1}', 0, \ldots, 0]$. From (4.12) and (4.13) it can be conjectured that the ToA is calculated via coherent summation across all antenna elements while the AoA via coherent summation across only the transmit elements.

4.3.2 Determination of the model order-SIC technique

A critical issue in the area of parameter estimation algorithms is the determination of the model order or, in other words, the number of impinging signals that lie above the noise floor. This is widely referred to as the detection problem and has been extensively addressed over the last decades. Two information theoretic criteria are usually deployed thanks to their simplicity: the Akaike information criterion (AIC) [155] and the minimum descriptive length (MDL) [156]. The main drawback of these schemes is that they almost collapse when highly correlated signals are present. Further, they are mostly applicable to scenarios where the number of signals is less than the number of antenna elements. In realistic wireless channels though, both assumptions are usually violated. The same observations infer from [26], where real-life MIMO measurement data was used and it turned out that these information theoretic criteria are insufficient.

In order to circumvent these constraints, the detection problem has been incorporated within the initialisation stage; the SIC technique is applied until the detected paths have power levels relative to the strongest path below a threshold. This can either be a constant value for synthetic environments or the dynamic range of the sounder for measured channels.
4.4 Performance evaluation of the 3D FD-SAGE algorithm

The performance of the 3D FD-SAGE algorithm is firstly evaluated in a synthetic environment by means of Monte-Carlo simulations. Here a predefined number of impinging plane waves with known parameters is used. For generating a rich scattering propagation scenario, a high number of MPCs and an extended delay range to account for the multiple long-delayed echoes are needed. The Tx employed a ULA with $M = 8$ elements with an inter-element distance of $d_t = \lambda/2$ while the Rx an eight-element Uniform Circular Array (UCA) with a radius of $\lambda/2$. For these two configurations, the array responses are

$$a_r(\phi_r) = \left[ \exp(j\pi \cos(\phi_r)), \ldots, \exp\left(j\pi \cos\left(\phi_r - \frac{2\pi(M-1)}{M}\right)\right) \right]^T$$ (4.14)

$$a_t(\phi_t) = [1, \exp(j2\pi d_t \cos(\phi_t)), \ldots, \exp(j2\pi d_t (N-1) \cos(\phi_t))]^T$$ (4.15)

The number of frequency bins was set equal to $N_f = 193$ with an operating bandwidth of 240 MHz to provide a satisfactory resolution in the temporal domain (4.16 ns). The complex amplitude, $\beta_\ell$, was assumed to be an independent zero-mean complex Gaussian RV while the ToA, $\tau_\ell$, was randomly and independently chosen from a uniform distribution in $[0, 800]$ ns; similarly, the azimuth DoA, $\phi_{r,\ell}$, and DoD, $\phi_{t,\ell}$, were chosen from a uniform distribution in $[0, 180]^\circ$. Finally, white complex Gaussian noise was added to the transfer matrix, according to (4.2) with an input SNR of 20 dB. The actual as well as the estimated paths’ parameters are tabulated in Table 4.1 and Table 4.2, respectively. It is evident that the algorithm yields a remarkable accuracy for the great majority of paths. As anticipated, paths will be precisely estimated only when their characteristics differ by the intrinsic resolution of the corresponding domain. The ToA estimates are more precise than the angular estimates due to the increased resolution of the temporal domain; this accounts also for the lobes of the temporal cost functions to be narrower and is also consistent with the results presented in [148, 154].

Apart from the operating SNR, the algorithm’s performance is heavily dependent on the number of paths lying within the dynamic range. For higher values of $L$ the arrays fail to accurately capture all MPCs due to their finite aperture. To further justify this statement, the root-mean squared errors (RMSE) of all the paths’ parameters as a function of $L$ has been computed with the results being shown in Table 4.3.
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| Path no. $\ell$ | Actual ToA, $\tau^\ell$ [ns] | Actual AoA, $\phi_{r,\ell}$ [$^\circ$] | Actual AoD, $\phi_{t,\ell}$ [$^\circ$] | Actual power, $|\beta^\ell|^2$ [dB] |
|-----------------|-------------------------------|---------------------------------|---------------------------------|----------------------------------|
| 1               | 515.45                        | 35.05                           | 107.08                          | -21.69                           |
| 2               | 302.88                        | 40.66                           | 47.19                           | -23.16                           |
| 3               | 649.26                        | 30.72                           | 108.51                          | -24.42                           |
| 4               | 426.26                        | 40.97                           | 128.01                          | -24.72                           |
| 5               | 280.58                        | 78.42                           | 39.91                           | -25.23                           |
| 6               | 751.20                        | 55.99                           | 21.13                           | -27.90                           |
| 7               | 700.75                        | 166.20                          | 53.41                           | -28.33                           |
| 8               | 440.12                        | 77.43                           | 57.38                           | -29.77                           |
| 9               | 497.98                        | 33.26                           | 76.35                           | -31.69                           |
| 10              | 469.63                        | 162.87                          | 91.41                           | -31.93                           |
| 11              | 166.19                        | 176.35                          | 15.39                           | -32.61                           |
| 12              | 240.99                        | 78.99                           | 47.24                           | -34.21                           |
| 13              | 376.73                        | 20.01                           | 144.18                          | -36.06                           |
| 14              | 184.39                        | 46.45                           | 5.25                            | -38.90                           |
| 15              | 675.44                        | 73.56                           | 167.19                          | -41.85                           |

Table 4.1: Actual channel parameters for $L = 15$ paths.

| Path no. $\ell$ | Estimated ToA, $\hat{\tau}^\ell$ [ns] | Estimated AoA, $\hat{\phi}_{r,\ell}$ [$^\circ$] | Estimated AoD, $\hat{\phi}_{t,\ell}$ [$^\circ$] | Estimated power, $|\hat{\beta}^\ell|^2$ [dB] |
|-----------------|--------------------------------------|---------------------------------|---------------------------------|----------------------------------|
| 1               | 515.53                               | 35.06                           | 107.01                          | -21.75                           |
| 2               | 302.84                               | 40.82                           | 47.18                           | -23.13                           |
| 3               | 649.25                               | 30.68                           | 108.49                          | -24.41                           |
| 4               | 426.24                               | 40.92                           | 128.00                          | -24.71                           |
| 5               | 280.56                               | 78.42                           | 39.88                           | -25.22                           |
| 6               | 751.17                               | 55.93                           | 21.13                           | -27.88                           |
| 7               | 700.74                               | 166.16                          | 53.38                           | -28.32                           |
| 8               | 440.14                               | 77.45                           | 57.39                           | -29.76                           |
| 9               | 497.99                               | 33.18                           | 76.24                           | -31.71                           |
| 10              | 469.62                               | 162.76                          | 91.45                           | -31.96                           |
| 11              | 166.18                               | 175.77                          | 15.54                           | -32.60                           |
| 12              | 240.97                               | 78.97                           | 47.32                           | -34.22                           |
| 13              | 376.75                               | 20.11                           | 144.14                          | -36.04                           |
| 14              | 184.37                               | 46.31                           | 4.04                            | -38.84                           |
| 15              | 675.47                               | 73.58                           | 166.85                          | -41.94                           |

Table 4.2: The 3D FD-SAGE estimated channel parameters for $L = 15$ paths.
Table 4.3: RMSEs of simulated SAGE parameters.

<table>
<thead>
<tr>
<th>No. of paths, $L$</th>
<th>RMSE ToA, [ns]</th>
<th>RMSE AoA, [$^\circ$]</th>
<th>RMSE AoD, [$^\circ$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.07</td>
<td>0.34</td>
<td>0.91</td>
</tr>
<tr>
<td>20</td>
<td>0.13</td>
<td>0.85</td>
<td>1.36</td>
</tr>
<tr>
<td>30</td>
<td>1.73</td>
<td>2.67</td>
<td>8.12</td>
</tr>
<tr>
<td>40</td>
<td>12.5</td>
<td>5.04</td>
<td>9.51</td>
</tr>
<tr>
<td>50</td>
<td>47.3</td>
<td>14.6</td>
<td>19.4</td>
</tr>
</tbody>
</table>

4.5 Channel characterisation in the double directional domain

The performance of the 3D FD-SAGE algorithm is now assessed by post-processing the raw data obtained from the indoor measurement campaign described in Section 3.1. While the algorithm has been developed on the joint spatio/temporal domain, the limited sounder’s delay resolution of 8.3 ns allows a very limited path separation (i.e. path length difference equals 2.49 m or approximately 43 wavelengths at 5.2 GHz) in the delay domain and therefore only the joint AoA/AoD domain is investigated.

Following [88], 150 random realisations of the measured ($8 \times 8$) channel transfer matrix $H$ were selected and for each realisation the SAGE algorithm is executed. This value not only allows a fair comparison with the results presented in [88] but also satisfies the tradeoff between a low computational burden and a sufficiently large subset of the data ensemble (25,090 realisations in total). Besides, a further increase in the subset size was found to lead to no dramatic changes in the final estimation results (less than $0.5^\circ$ in all cases).

At the initialisation stage, the SIC technique was employed until the signal’s power became smaller than -20 dB relative to the strongest peak so that all dominant MPCs in the received signal could be extracted. Please note that the study presented in the following section is performed in terms of multipath clustering, azimuth dispersions and inter-dependency between the azimuth domains.

4.5.1 Cluster identification

The next step of channel characterisation involved cluster identification on the joint AoA/AoD spatial domain based on the SAGE estimates. Unfortunately, the widely used clustering algorithms require that the number of clusters is specified by the user which is inappropriate in
the considered case [157]. As in [85], the author resorted to the use of non-parametric kernel density estimates (KDEs), which are flexible and robust, for jointly identifying the clusters. In general, KDE techniques are employed for associating a smooth non-parametric estimate of the unknown PDF with an arbitrary collection of observations. For bivariate data points, the two dimensional (2-D) KDE \( \hat{f}(x_1, x_2) \) is given by

\[
\hat{f}(x_1, x_2) = \frac{1}{N_p} \sum_{i=1}^{N_p} \frac{1}{h_1 h_2} K \left( \frac{x_1 - x_{1,i}}{h_1}, \frac{x_2 - x_{2,i}}{h_2} \right)
\]

(4.16)

where \( N_p \) denotes the number of random observations, \( K(x, y) \) is the kernel function and \( h_1 \) and \( h_2 \) are the kernel widths (or bandwidths) of the two dimensions. The smoothness of the estimator is primarily determined by the selection of the kernel widths and also by the choice of the kernel function. For the ease of computation, a bivariate Gaussian kernel function is introduced where

\[
K(x_1, x_2) = \frac{1}{2\pi} \exp \left\{ -\frac{x_1^2 + x_2^2}{2} \right\}
\]

(4.17)

The concept of bandwidth selection has recently gained considerable attention since if the values of \( h_1 \) and \( h_2 \) are too large, we end up with oversmoothing phenomena which remove the key features of the underlying distribution. An excellent review of the most frequently used methods can be found in [158]. While there is no overall best method for automatic bandwidth selection, the direct-plug-in (DPI) method, originally proposed in [159], was adopted due to the following advantages

- It yields optimal asymptotic performance, that is the asymptotic rate is \( N_p^{-1/2} \).
- For large sample sizes the strength of the plug-in estimator grows.

On the other hand, a potential disadvantage rests in the intrinsic sensitivity of the PI bandwidth to the choice of the so-called auxiliary bandwidths which may result in bias instability [160]. Taking into account that the weaker components may have negligible influence on the calculation of statistical spreads but can introduce unavoidable errors when calculating PDFs such as for the number of clusters, only the \( N_p = 1000 \) AoA/AoD pairs exhibiting the largest gain amplitudes were used through the cluster identification process. In order to get an understanding of the identification process\(^4\), a scatter plot showing the joint AoA/AoD SAGE estimates is depicted in Fig. 4.2(a) (location 24D2). The corresponding joint density plot after being

\(^4\)The software implementation of KDE was obtained from [1].
processed by the two-dimensional (2D) KDE technique can be seen in Fig. 4.2(b) with the circles corresponding to the identified clusters. The reader can observe that clusters become far more obvious after the KDE procedure and can be easily determined by visual inspection. The estimated number of clusters is tabulated in Table 4.4 (columns 2-4); a mean number of 6.875 is found compared to 8.8 in [88]. This difference can be attributed to the constraint of no overlapping clusters imposed by the authors therein which is relaxed in the present work. This limitation may generally lead to an overestimation of the number of clusters since in realistic channels clusters are not always clearly separated and therefore they are likely to overlap.

4.5.2 Global parameters of the spatial domains

In this section, the main focus is on the global spatial parameters and the effects these have on the ergodic capacity. The first comprehensive study of azimuth dispersion can be found in [161] and its extension in [162]. The authors considered different outdoor scenarios and examined the level of temporal and azimuth dispersion as well as the degree of correlation between them. Similar work was also reported in [163], [164] and [165]. However, all these studies were limited to the joint spatio-temporal dispersion and therefore disregarded the spatial activity at the transmit side. Recently, the dispersion experienced at the Tx in an outdoor-to-indoor channel has been addressed [166], but the authors focused on the intra-cluster (within clusters) properties which implies that the formulation of a broader channel description was beyond their scope.

4.5.2.1 Angular dispersion

It is widely known that the beneficial effects of MIMO technology can be severely limited by spatial correlation at both ends of the radio link, that is the signal correlation between the antenna elements [59]. The degree of spatial correlation is inversely related to the spatial dispersion usually characterised by the rms azimuth spread, i.e. the root second central moment of the APS

$$\phi_{t,\text{rms}} = \sqrt{\frac{\sum_{\ell=1}^{L} P_{\phi_t}(\ell) \cdot \phi_t(\ell)^2}{\sum_{\ell=1}^{L} P_{\phi_t}(\ell)} - \left(\sum_{\ell=1}^{L} P_{\phi_t}(\ell) \cdot \phi_t(\ell)\right)^2}$$  (4.18)
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(a) Scatter plot of MPCs AoA-AoD as obtained from the SAGE algorithm.

(b) Joint density distribution after being processed by the 2-D KDE with the red circles showing the identified clusters.

**Figure 4.2**: Cluster identification using the 2-D KDE procedure (location 24D2).
where $P_{\phi_t}(\ell)$ is the power of the $\ell$-th MPC in the transmit APS. The same notation holds for the receive side. The obtained CDFs for a LoS (17D1) and an NLoS (16D2) location can be seen in Fig. 4.3(a) and Fig. 4.3(b), respectively. A lognormal distribution is fitted to the empirical data and plotted for comparison since it was found that it yields an accurate match for the great majority of the considered scenarios. This implies that the azimuth spread can be directly described by the density

$$f(x) = \frac{1}{x\sigma_t\sqrt{2\pi}} \exp\left(-\frac{(\ln x - \mu_t)^2}{2\sigma_t^2}\right) \quad (4.19)$$

where $\mu_t = E\{\ln(\phi_{t,\text{rms}})\}$ and $\sigma_t = \text{std}\{\ln(\phi_{t,\text{rms}})\}$. It should be remembered that the lognormal distribution is also adopted by different standardisation bodies, such as 3GPP and COST 273, as an effective means to model global azimuth spreads [107, 116].

From Fig. 4.3, the reader can notice the excellent fit for the AoA spread while the AoD spread exhibits a slight deviation from the lognormal CDF, especially for the NLoS case. This can be attributed to the so-called transmit bimodal angular distribution which occurs at all Tx locations close to the Rx (locations 13-16) and violates the single mode assumption that lies behind the power normality on the exponential scale. In physical terms, the OLoS component and the back-wall reflections contribute to the creation of two separate regions (modes) across the transmit spatial domain; this phenomenon is clearly illustrated in Fig. 4.4 where an AoD histogram for location 14D3 has been plotted. At the Rx though, due to the highly cluttered environment in which it is situated, this effect becomes very weak and therefore the AoAs are more evenly distributed across the azimuth domain.
Figure 4.3: Empirical azimuth rms spreads and best fit lognormal distributions for two different Rx locations.
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Figure 4.4: Histogram of measured AoDs for location 14D3 showing the bimodal distribution across the transmit azimuth domain.

4.5.2.2 Correlation between the angular domains

A correlation study was also performed in order to investigate whether the mechanisms leading to spatial dispersion at the two ends are similar. The spatial correlation coefficient between the azimuth spreads was calculated for each measurement scenario according to

$$
\rho_{\varphi_t, \varphi_r} = \frac{\sum_{p=1}^{150} (\phi_{t,\text{rms}}(p) - \overline{\phi_{t,\text{rms}}}) (\phi_{r,\text{rms}}(p) - \overline{\phi_{r,\text{rms}}})}{\sqrt{\sum_{p=1}^{150} (\phi_{t,\text{rms}}(p) - \overline{\phi_{t,\text{rms}}})^2} \sqrt{\sum_{p=1}^{150} (\phi_{r,\text{rms}}(p) - \overline{\phi_{r,\text{rms}}})^2}}, \quad \rho_{\varphi_t, \varphi_r} \in [0, 1] \quad (4.20)
$$

where $\overline{\phi_{t,\text{rms}}}, \overline{\phi_{r,\text{rms}}}$ are the average values of the transmit and receive azimuth spreads respectively. All obtained values are shown in Table 4.4 (columns 5-13). Analysis of the measurement results revealed a high correlation at LoS (17) and OLoS locations (13D1, 14D3, 23D3, 24D3) where the Tx-Rx distance is low and the Tx faces the Rx$^5$. This is anticipated since the direct dominant component is followed by multiple reflections which all follow a similar route thereby

$^5$For illustrative purposes, the values obtained at LoS locations are depicted in heavy-gray coloured cells while the Tx facing the Rx cases in light-gray coloured cells.
leading to a high correlation. The dependency of the spatial domains in the LoS case can be regarded as a counterpart of the high correlation between the spatio-temporal domains (again under LoS conditions) as documented in [85, 165] (for more details please see Section 2.5.1.3). On the contrary, at the vast majority of NLoS locations the dominant path vanishes and the degree of correlation is relatively low; under these circumstances, the propagation mechanisms have become far more complex (multiple-order reflection, diffraction and scattering) and the impinging paths follow different routes reducing the dependency of the two domains.

As far as the mean azimuth spread is concerned, a number of interesting conclusions can been drawn. Firstly, the LoS and OLoS locations exhibit the lowest dispersion, indicating a lower spatial decorrelation, as the dominant paths mask the scattered waves making them lie within the noise region; that is, the lower power paths are not observable and hence did not contribute to the global azimuth spread. The Rx locations in the vicinity of the outer wall (such as 9D1, 12D1, 16D1, 18D1, 18D2, 20D1, 22D1, 22D2, 25D2) yield very high values of AoA spread because of the weak high-order waves which bounce off the surrounding walls. For the AoD dispersion, its large values at locations 14-16 are due to the bimodal energy distribution as was previously mentioned. In general, the receive azimuth spread is higher than the transmit spread at 51 out of the 72 considered scenarios (71.8% of the cases). The AoA spread ranges between 11 and 56 degrees whereas the AoD spread between 10 and 51 degrees. One explanation suggests that the transmitted energy is confined within a region around the direct Tx-Rx path while the received multipath activity is spread over the whole azimuth domain. This means that the transmitted waves create a single or at most two clusters under the bimodal conditions and hence the values of the transmit spread are normally lower than those of the receive spread. In any case though, the obtained values are well above the ones reported in the corresponding literature from measurements at a base station mounted above rooftops [161, 162]; this is a direct consequence of the low antenna heights and closer proximity of local scatterers.

4.5.2.3 Effects on ergodic capacity

In Fig. 4.5 and Fig. 4.6, the ergodic capacity, as calculated by (2.17), has been plotted against the spatial parameters of interest, i.e. the azimuth spreads and the correlation coefficient between them. Normally, low angular spreads cause a decrease in MIMO capacity since they diminish the advantages of multipath propagation causing the rank-deficiency of the channel matrix [59]. Clearly, a consistent observation can be made for the measured data set under investigation; the
<table>
<thead>
<tr>
<th>Rx locat.</th>
<th>No. of clusters</th>
<th>$\varphi_{r,rms}$ [°]</th>
<th>$\varphi_{t,rms}$ [°]</th>
<th>$\rho_{\varphi_t, \varphi_r}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1  D2  D3</td>
<td>D1  D2  D3</td>
<td>D1  D2  D3</td>
<td>D1  D2  D3</td>
</tr>
<tr>
<td>1</td>
<td>4  6  5</td>
<td>21.9  44.2  26.2</td>
<td>23.3  21.2  22.5</td>
<td>0.13  0.17  0.36</td>
</tr>
<tr>
<td>2</td>
<td>6  6  7</td>
<td>21.0  46.9  29.8</td>
<td>28.6  23.7  19.7</td>
<td>0.08  0.35  0.57</td>
</tr>
<tr>
<td>3</td>
<td>5  8  7</td>
<td>15.3  42.3  44.4</td>
<td>28.3  23.3  30.3</td>
<td>0.17  0.21  0.11</td>
</tr>
<tr>
<td>4</td>
<td>5  8  8</td>
<td>30.4  50.2  26.2</td>
<td>26.3  26.2  19.6</td>
<td>0.27  0.01  0.58</td>
</tr>
<tr>
<td>5</td>
<td>6  7  6</td>
<td>11.4  45.2  35.0</td>
<td>32.3  27.4  26.9</td>
<td>0.25  0.11  0.23</td>
</tr>
<tr>
<td>6</td>
<td>6  7  7</td>
<td>40.1  40.8  29.5</td>
<td>28.1  24.8  23.9</td>
<td>0.42  0.19  0.48</td>
</tr>
<tr>
<td>7</td>
<td>6  7  9</td>
<td>34.2  39.9  27.5</td>
<td>31.3  24.8  23.3</td>
<td>0.06  0.52  0.56</td>
</tr>
<tr>
<td>9</td>
<td>7  8  8</td>
<td>50.8  33.9  27.8</td>
<td>31.1  25.1  26.1</td>
<td>0.21  0.26  0.21</td>
</tr>
<tr>
<td>10</td>
<td>8  6  10</td>
<td>21.4  52.6  37.3</td>
<td>20.3  17.2  17.5</td>
<td>0.52  0.30  0.12</td>
</tr>
<tr>
<td>12</td>
<td>7  7  8</td>
<td>43.4  19.1  19.5</td>
<td>17.9  17.0  15.7</td>
<td>0.23  0.14  0.32</td>
</tr>
<tr>
<td>13</td>
<td>7  7  7</td>
<td>11.6  54.6  50.1</td>
<td>17.0  45.6  31.8</td>
<td>0.61  0.22  0.25</td>
</tr>
<tr>
<td>14</td>
<td>7  8  7</td>
<td>27.2  47.1  13.0</td>
<td>45.3  51.2  33.8</td>
<td>0.53  0.05  0.51</td>
</tr>
<tr>
<td>15</td>
<td>7  7  6</td>
<td>29.8  37.0  27.8</td>
<td>40.6  47.8  42.5</td>
<td>0.33  0.03  0.15</td>
</tr>
<tr>
<td>16</td>
<td>9  6  7</td>
<td>45.1  31.4  23.6</td>
<td>47.1  48.5  49.3</td>
<td>0.42  0.16  0.18</td>
</tr>
<tr>
<td>17</td>
<td>9  5  6</td>
<td>13.0  35.2  31.4</td>
<td>14.9  11.0  10.2</td>
<td>0.65  0.42  0.47</td>
</tr>
<tr>
<td>18</td>
<td>7  7  9</td>
<td>56.8  49.0  30.3</td>
<td>15.4  12.4  16.3</td>
<td>0.35  0.66  0.40</td>
</tr>
<tr>
<td>19</td>
<td>4  10 4</td>
<td>26.5  51.5  31.1</td>
<td>14.5  15.6  11.2</td>
<td>0.58  0.37  0.63</td>
</tr>
<tr>
<td>20</td>
<td>5  7  7</td>
<td>42.6  34.3  23.3</td>
<td>25.8  22.6  27.2</td>
<td>0.11  0.48  0.12</td>
</tr>
<tr>
<td>21</td>
<td>10 9  4</td>
<td>33.9  43.2  21.3</td>
<td>22.9  27.8  26.0</td>
<td>0.03  0.33  0.34</td>
</tr>
<tr>
<td>22</td>
<td>5  9  9</td>
<td>43.3  47.6  30.1</td>
<td>22.6  26.2  24.6</td>
<td>0.14  0.15  0.12</td>
</tr>
<tr>
<td>23</td>
<td>9  8  9</td>
<td>40.3  43.5  26.1</td>
<td>21.1  25.4  23.7</td>
<td>0.33  0.03  0.70</td>
</tr>
<tr>
<td>24</td>
<td>7  6  4</td>
<td>40.8  39.4  15.2</td>
<td>33.6  29.3  28.2</td>
<td>0.23  0.31  0.79</td>
</tr>
<tr>
<td>25</td>
<td>5  7  3</td>
<td>34.1  46.9  21.2</td>
<td>34.0  39.6  38.1</td>
<td>0.38  0.17  0.22</td>
</tr>
<tr>
<td>26</td>
<td>5  8  8</td>
<td>40.8  37.1  24.0</td>
<td>31.8  37.9  39.1</td>
<td>0.41  0.04  0.34</td>
</tr>
</tbody>
</table>

Table 4.4: Spatial characteristics at all Rx locations and orientations. The heavy and light-gray colored cells correspond to LoS and OLoS locations respectively.
effects of azimuth spread on capacity are more pronounced at the receive side where $\bar{\phi}_{r,\text{rms}}$ and $\overline{C}$ behave in a more correlated way than $\bar{\phi}_{t,\text{rms}}$ and $\overline{C}$ do. From a statistical viewpoint, the correlation between $\bar{\phi}_{r,\text{rms}}$ and $\overline{C}$ is 0.5518 while between $\bar{\phi}_{t,\text{rms}}$ and $\overline{C}$ is 0.1574.

![Figure 4.5: Ergodic capacity as a function of the mean rms azimuth spreads $\bar{\phi}_{t,\text{rms}}$ and $\bar{\phi}_{r,\text{rms}}$.](image)

This trend may be attributed to the fact that the values of transmit azimuth spreads are slightly misleading due to either the bimodal distribution or near-field scattering effects which artificially increase them. This means that high transmit spreads are not always indicative of high multipath activity and therefore do not always lead to larger MIMO capacities. Similarly, an increase in dependency between the spatial domains leads to a decrease in the ergodic capacity.

The relatively small number of deviations from this general trend can be attributed to strong OLoS components which raise the total received power level but, at the same time, contribute to a high degree of correlation. For practical systems, large angular spreads have a beneficial effect on MIMO capacity by enriching the SM potential (higher number of orthogonal subchannels) while independence of the two angular domains leads to an improvement in the spatial diversity of the MIMO link (high reliability).
4.6 Limitations of the SAGE algorithm

So far, only the advantages offered by the SAGE algorithm have been addressed. However, there are some concomitant deficiencies of this framework which are summarised below. The first shortcoming lies in the identification of the diffuse scattering phenomena which occur when the MPCs are closely distributed around a local region forming a cluster of rays with very similar temporal characteristics and small angular spread. The author restates herein the fundamental point-source assumption which suggests that the radio channel can be regarded as the superposition of a finite number of specular propagation paths. However, realistic radio channels contain not only concentrated propagation paths, but also an amount of MPCs resulting from distributed diffuse scattering. When the size of the cluster is smaller than the resolution of the corresponding domain, the MPCs within a cluster can not be resolved and only the nominal direction is tracked; when the cluster size is larger than the intrinsic system’s resolution, only a few dominant MPCs will be identified. In both cases though, the contributions of MPCs within a cluster are not fully removed and thus the update process is prone to interference from residual energy from the detected components (error propagation) [167].
The alleviation of this problem has been addressed separately in [168], where it was shown that the direction estimates are RVs whose distribution depends only on the angular spread of the diffuse scattering, and in [169], where a multivariate circular complex normal distribution was assigned to the diffuse scattered paths. The authors therein suggest the use of the so-called RIMAX algorithm [170, 171] which is essentially an iterative ML parameter estimation scheme based on both multi-dimensional conjugate gradient search and sequential parameter update. In comparison with SAGE, its complexity is drastically reduced especially if the number of paths is smaller than the number of samples and, furthermore, the convergence speed is enhanced as the parameter-wise search is replaced by the faster nonlinear gradient search [116]. The estimation results are the deterministic multi-dimensional parameters of the specular propagation paths as well as the parameters of a simplified model for the diffuse scattered MPCs. The Enhanced SAGE (E-SAGE) scheme is an alternative which estimates only the nominal parameters of the cluster and its spreads [172]. However, the parameters for each of the MPCs within a cluster cannot be estimated due to the limited fundamental resolution of the algorithm. This technique yields better phantom path discrimination as it takes the spread of each cluster into account when implementing the E-step and therefore the relative power difference between the strongest path and the phantom paths is increased (enhanced signal cancellation).

The assumption of far-field conditions may not be always met in practice especially for terminals mounted at low heights (for instance in peer-to-peer communications). In this case, local scatterers are more densely distributed around the terminals leading to near-field scattering, i.e. spherical instead of plane waves are created. In a similar manner, plane waves impinging on a sharp edge are expected to propagate as cylindrical diffracted wavefronts in the 3D space. Due to the high power loss associated with this propagation mechanism though (see Section 2.1), its impact on the performance of estimation algorithms becomes significant only when the diffracting body is in the Rx’s vicinity.

From a computational point of view, a limitation exists in the SIC technique which is subject to interference from the uncancelled $\ell + 1$ path as well as the residual components from the previous paths that are not totally removed from the total response. This may lead to inaccurate estimates due to power imbalance. Finally, the complexity level of the SAGE scheme, particularly that of the M-step, necessitates the use of more efficient approaches as the one described in [173]. Due to the iterative nature of the algorithm, applying it to the estimation of superimposed signals can be time consuming and impractical. The long processing time whilst
A high-resolution array processing algorithm for channel characterisation awaiting convergence, especially in multi-dimensional problems, turns out to be the main algorithm’s drawback.

4.7 Summary

The design and performance planning of MIMO systems poses a prerequisite, that is the precise knowledge of the multipath parameters in different selectivity domains. In this chapter, a new multi-dimensional version of the FD-SAGE algorithm has been presented. The channel model under consideration consists of an finite number of plane waves whose temporal and angular parameters need to be defined in the frequency domain. The SIC technique has been incorporated in both the initialisation and the estimation stages, following previous studies which demonstrated its higher reliability compared to the PIC approach in the frequency domain. By generating a synthetic environment the performance of the SAGE algorithm was tested; apart from its excellent accuracy, the scheme offers a high degree of flexibility for any antenna geometry and plus it remains robust in the presence of correlated sources in contrast to the majority of array signal processing algorithms. Nevertheless, paths are resolved only when their characteristics differ by the intrinsic resolution of the temporal and spatial domains.
Using a set of raw measurement data, a detailed characterisation of an indoor MIMO channel was also carried out in the joint AoA/AoD domain. Lower dispersion and higher correlation occur when a LoS is present or when the Tx faces the Rx and the distance between them is low (OLoS propagation) while for NLoS Rx locations, the dispersion is larger and in turn the two spatial domains are decorrelated. The transmit bimodal angular distribution is another interesting phenomenon that artificially increases the AoD spread at Rx locations close to the Tx. The common belief that high angular spreads contribute to high MIMO capacities was verified while the independence of the two azimuth domains seems to have a positive impact on capacity performance.

Finally, the fundamental limitations of the SAGE framework were addressed in the last part of this chapter since they should always be taken into account in the physical interpretation of the algorithm’s output. Summarising, this sophisticated version of the SAGE algorithm can be used to work out the propagation conditions of most practical wireless channels and ultimately aid the planning of multiple-antenna systems.
Chapter 5
Statistical characterisation of dual-branch MIMO Ricean systems

While the previous two chapters were devoted to the modelling and characterisation of indoor MIMO systems, the present chapter covers the area of short-range communications which have recently emerged as a hot topic in the area of wireless networks. In the interesting case of VTR propagation, the presence of a LoS component is highly likely especially if the road traffic is sparse and hence there are no obstacles between the two ends; this means that the fading statistics of the channel matrix entries are not Rayleigh but Ricean instead. The first aim of this chapter is to devise a dual-branch architecture able to deliver high MIMO throughput under these LoS conditions. Secondly, a detailed statistical eigenanalysis of these dual-branch MIMO architectures is performed, based on the principles of random matrix theory. The outputs of this analysis are thereafter used to construct an AD that offers a drastic reduction in the complexity and implementation cost of practical MIMO receivers. The remainder of the chapter is organised as follows: In Section 5.1, a design methodology for LoS-optimised MIMO systems is proposed that overcomes the problem of reduced multiplexing gain in LoS conditions with the derived criterion being adapted to a VTR propagation scenario. Section 5.2 elaborates on the eigenvalue and condition number statistical properties of dual-branch MIMO Ricean systems for which closed-form formulae are derived and validated via Monte-Carlo simulations. Section 5.3 exploits these analytical results to develop the aforementioned AD for the usual case of SM-MIMO systems. Finally, Section 5.4 concludes the chapter and summarises the key findings.

5.1 LoS-optimised MIMO systems for VTR communications

While it is greatly accepted that a single LoS path is optimal for SISO systems since it enhances their performance with respect to multipath conditions, these results can not be straightforwardly extended to the MIMO case. Generally, LoS propagation limits the beneficial effects
of MIMO technology because the channel matrix is normally rank deficient due to the linear
dependence of the LoS’ rays phases on the receive elements. In detail, it has been found that
in most LoS scenarios the communication subchannels have almost identical responses and the
differentiation of the received signals at the MIMO detector becomes difficult due to the reduced
multiplexing gain between the different pairs of transmit and receive elements [174–176]. Con-
sequently, an unavoidably high percentage of erroneously detected transmitted signals occurs.
Over the last years though, research in the field of short-range communications revealed that
high capacities are still achievable in LoS by appropriate positioning of the antenna elements
so that the LoS rays become orthogonal [177–179]. This means that subchannel orthogonality,
which is a key condition for capacity maximisation, can be achieved as long as special antenna
geometries are employed at both the Tx and Rx [105]. The main disadvantage of the above
cited papers though, is the fact that they were tied to fixed communication systems where both
terminals are static. Thus, in this section, these results are extended to account for the case of
DSRC where a moving car is communicating with a fixed roadside unit; under these circum-
stances, a LoS-optimised architecture is devised assuming that both ends are equipped with
two-element ULAs. The model’s equation for MIMO Ricean channels (2.31) is now rewritten
for the sake of continuity

\[
H = \sqrt{\frac{K}{K+1}} H_L + \sqrt{\frac{1}{K+1}} H_w. \quad (5.1)
\]

In the case of free-space propagation, the complex entries of the deterministic component \(H_L\)
are of the form \(e^{-jkd_{m,n}}/d_{m,n}\), where \(k = 2\pi/\lambda\) is the wavenumber corresponding to the
carrier wavelength \(\lambda\) and \(d_{m,n}\) is the distance between a receive element \(m \in \{1, 2\}\) and a
transmit element \(n \in \{1, 2\}\). Assuming, without loss of generality, isotropic radiators and
negligible differences in the path-losses the normalised free-space matrix component becomes

\[
H_L = \begin{bmatrix}
e^{-jkd_{1,1}} & e^{-jkd_{1,2}} \\
e^{-jkd_{2,1}} & e^{-jkd_{2,2}}
\end{bmatrix}. \quad (5.2)
\]

5.1.1 Maximum LoS MIMO capacity criteria

For a purely deterministic channel (\(H = H_L\)), the instantaneous capacity is also deterministic
and depends exclusively on the distances between the antenna elements whereas the corre-
sponding formula is

\[ C = \log_2 \left( \det \left( I_2 + \frac{\rho}{2} H_L H_L^H \right) \right). \]  

(5.3)

As was indicated in Section 2.3.3, the instantaneous capacity is maximised when \( HH^H = 2I_2 \). For the deterministic case, that is the eigenvalues of the LoS correlation matrix \( T = H_L H_L^H \) become equal and therefore we end up with perfectly orthogonal MIMO spatial subchannels, i.e. full-rank matrix. In [178], it was shown that this condition is satisfied when

\[ |d_{1,1} - d_{2,1} + d_{2,2} - d_{1,2}| = (2r + 1) \frac{\lambda}{2}, \quad r \in Z^+ \]  

(5.4)

where \( Z^+ \) is the set of positive integers. In physical terms, the authors therein concluded that the sum of path differences \( (d_{1,1} - d_{2,1}) \) and \( (d_{2,2} - d_{1,2}) \) needs to be an odd integer multiple of a half wavelength. While the capacity maximisation criterion (5.4) is expressed as a function of distances between the antenna elements, in practice is awkward since it disregards the array geometries and orientations. A more tractable criterion can be derived by considering the geometry depicted in Fig. 5.1 which is basically a top view of the propagation scenario under consideration, with the car moving on a straight trajectory along the \( y \)-axis and both arrays being placed perpendicular to the ground. The distance between the two arrays on the \( x \) and \( y \) axes are respectively \( dx \) and \( dy \) whereas the constant height difference is given as \( dz \). A side view of the same scenario is illustrated in Fig. 5.2; an axis rotation by an angle \( \theta \) has been conducted around the \( y \)-axis in order to make the array origins lie on the same axis and ease the post-processing. The coordinates of all elements with regard to the new coordinate system \( x'y'z' \) have also been included. The inter-element distances are respectively \( s_1 \) at the Tx and \( s_2 \) at the Rx. The distance between the first element of each array is

\[ D = \sqrt{dx^2 + dy^2 + dz^2} \]  

(5.5)

while the rotation angle \( \theta \) can be defined as

\[ \cos \theta = \frac{\sqrt{dx^2 + dy^2}}{D} \]  

(5.6)

\[ \sin \theta = \frac{dz}{D}. \]  

(5.7)
Figure 5.1: Top view of a vehicle-to-roadside propagation scenario.

Figure 5.2: Side view of a vehicle-to-roadside propagation scenario with 2-element ULAs at both ends.
The Euclidean distances between all antenna pairs are given by

\[ d_{1,1} = D \]  
\[ d_{1,2} = \sqrt{(D + s_1 \sin \theta)^2 + (s_1 \cos \theta)^2} \]  
\[ d_{2,1} = \sqrt{(D - s_2 \sin \theta)^2 + (s_2 \cos \theta)^2} \]  
\[ d_{2,2} = \sqrt{(D + (s_1 - s_2) \sin \theta)^2 + ((s_1 - s_2) \cos \theta)^2}. \]

As a next step, a Taylor series approximation is introduced in order to simplify the above set of equations

\[ \sqrt{(D + \mu)^2 + \nu^2} = (D + \mu) \sqrt{1 + \frac{\nu^2}{(D + \mu)^2}} \approx (D + \mu) + \frac{\nu^2}{2(D + \mu)}. \]  

This approach is sufficiently accurate as long as \((D + \mu)^2 \gg \nu\); this holds true for all practical systems where \(D\) is of order of meters while \(s_1, s_2\) are typically of order of centimetres. Then, the Euclidean distances become

\[ d_{1,2} \approx D + s_1 \sin \theta + \frac{(s_1 \cos \theta)^2}{2(D + s_1 \sin \theta)} \]  
\[ d_{2,1} \approx D - s_2 \sin \theta + \frac{(s_2 \cos \theta)^2}{2(D - s_2 \sin \theta)} \]  
\[ d_{2,2} \approx D + (s_1 - s_2) \sin \theta + \frac{((s_1 - s_2) \cos \theta)^2}{2(D + (s_1 - s_2) \sin \theta)}. \]

A further simplification is easily achieved if the denominators in (5.14)–(5.16) are approximated by \(2D\). Once more, the error introduced is negligible. By replacing (5.13) and modified (5.14)–(5.16) into (5.4), the simplified maximum capacity criterion can be written as

\[ s_1 s_2 \approx \lambda \left( r + \frac{1}{2} \right) \frac{D}{\cos^2 \theta}, \quad r \in \mathbb{Z}^+. \]  

This formula is now a function of the inter-element distances, Tx-Rx distance, orientation of the arrays and carrier frequency. In general, larger distance requires larger antenna spacings while higher frequency requires smaller antenna spacings. For fixed frequency and Tx-Rx distance, the arrays can be designed so that subchannel orthogonality is attained.


5.1.2 Capacity variations

Although the derived criterion is simple, it does not take into account possible deviations from the optimum values which are always present in realistic propagation environments due to either design inaccuracies or positioning displacements. What’s more, most practical applications are designed to operate within a coverage area rather than between fixed points. In this section, the capacity of configurations fulfilling the criterion (5.17) is tested under a range of more practical conditions, such as the displacements from optimal positions and the presence of multipath scattering.

5.1.2.1 Displacement effects

For the assumed scenario, the receive array is not fixed at a specific position but its location changes constantly with the car motion. The performance of the proposed scheme is firstly evaluated by means of displacement from an optimal point within an area of interest. Let’s assume the optimal point to occur when $dx = 5 \text{ m}$, $dy = 0$ and $dz = 2 \text{ m}$ ($D_{\text{opt}} = 5.3852 \text{ m}$ and $\theta_{\text{opt}} = 21.8^\circ$). These are typical values of a short-range peer-to-peer propagation scenario where one terminal is mounted well below rooftops. The carrier ITS frequency is 5.9 GHz and the SNR $\rho$ is set to 20 dB. Using the solution of equal inter-element spacing, the minimum optimal spacing for the full-rank model (i.e. the solution of (5.17) for $r = 0$) returns $s_1 = s_2 = 39.85 \text{ cm}$. At this point, capacity reaches its maximum value which is $C_{\text{max}} = 2 \log_2(1 + \rho) = 13.32 \text{ bits/s/Hz}$. The LoS component of this optimised configuration is

$$
H_{L}^{\text{opt}} = \begin{bmatrix}
0.8384 + j0.5451 & 0.9074 - j0.4202 \\
0.0160 - j0.9999 & 0.8384 + j0.5451
\end{bmatrix},
$$

with the two eigenvalues of $T^{\text{opt}}$ being equal to 2. The sensitivity of the proposed orientation to displacements from the optimal point on the $x - y$ plane can now be addressed. The considered area is determined as $0 \leq D_x \leq 15 \text{ m}$ and $-50 \leq D_y \leq 50 \text{ m}$ where $D_x, D_y$ are the displacements on the corresponding axes. The variations of capacity are illustrated in Fig. 5.3. It is easily seen that the system capacity is highly sensitive to displacements in the direction of $y$-axis whereas it seems to be less susceptible to displacements in the direction of $x$-axis (smaller dynamic range). As anticipated, when the car is passing by the infrastructure unit ($D_y = 0$) the largest capacity values are observed. For the range $-20 \leq D_y \leq 20 \text{ m}$, which

\begin{footnote}
The subscripts $\text{opt}$, $\text{subopt}$ and $\text{conv}$ respectively stand for optimal, suboptimal and conventional configurations.
\end{footnote}
Figure 5.3: Capacity variation against displacement on the $x - y$ plane.
corresponds to a total area of \(40 \times 15 = 600 \, \text{m}^2\), the proposed scheme delivers high capacities and outperforms the i.i.d. Rayleigh system which yields an ergodic capacity of 11.4 bits/s/Hz at the same operating SNR.

### 5.1.2.2 Scattering effects

So far, only a deterministic channel has been considered and for this reason free-space propagation is the only propagation mechanism. This assumption is fairly valid for short ranges where the LoS component is expected to dominate over the scattered paths (high \(K\)-factor). In practice though, some degree of scattering is always present due to the interaction of the transmitted signal with the physical environment as it travels towards the Rx. For a multipath MIMO channel, the channel matrix \(\mathbf{H}\) becomes a stochastic fading process making capacity become a RV as well. A total set of 50,000 Monte-Carlo realisations of \(\mathbf{H}\) is acquired from (5.1) using the same fixed optimum settings for the LoS matrix \(\mathbf{H}_{\text{L}}^{\text{opt}}\) as before. The effects of the \(K\)-factor on channel capacity are depicted in Fig. 5.4(a). For the specific full-rank geometry, the monotonic capacity increase with the \(K\)-factor as well as the enhanced diversity performance (steeper CDF curves) are of paramount significance. In fact, this behaviour contradicts the common belief that higher \(K\)-factors, which induce stronger deterministic components, lead to higher correlation and thus lower capacity; in strong LoS conditions the proposed configuration systematically outperforms most conventional architectures. These results are in line with those presented in [177–179]. To shed some light on this phenomenon, a conventional LR architecture with \(s_1 = s_2 = 0.5 \lambda\) and arrays in the far-field region, is also examined. This implies that the LoS signals propagate as plane wavefronts whose phases are highly correlated and therefore \(\mathbf{HH}^H = 21_2\). The LoS matrix component then becomes

\[
\mathbf{H}_{\text{L}}^{\text{conv}} = \begin{bmatrix}
0.8384 + j0.5451 & 0.8272 - j0.5618 \\
-0.1653 + j0.9862 & 0.8384 + j0.5451
\end{bmatrix}.
\]  

(5.19)

whereas the eigenvalues of \(\mathbf{T}^{\text{conv}}\) are \((4, 4, 0.8 \times 10^{-5})\). A completely inverse trend is now observed in Fig. 5.4(b) with the presence of a LoS path cancelling off the MIMO advantages. In the low \(K\)-factor regime though, the capacity performance of both systems becomes identical while in the limit \((K \to -\infty \, \text{dB})\) the LoS component vanishes and we end up with a pure i.i.d. Rayleigh channel, regardless of the antenna element positions. On the other hand, in the limit \((K \to \infty \, \text{dB})\), the conventional configuration degenerates into a single-path MIMO link.
Figure 5.4: Capacity CDFs of two stochastic MIMO channels ($\rho = 20$ dB).
As a next step, the dynamic evolution of capacity is studied again for different values of the $K$-factor and the obtained results are shown in Fig. 5.5. As the $K$-factor increases the dynamic range of capacity increases too; for $K \geq 10$ dB the ergodic channel capacity is able to reach its maximum value and becomes more robust to displacements from optimum locations. On the other hand, for $K \leq 0$ dB the system performance is unaffected by the car motion and also gets closer to the ergodic Rayleigh capacity which implies that the benefits of LoS-optimised arrays are minimised.

![Figure 5.5: Sensitivity of ergodic capacity to displacements on the $x − y$ plane for different values of the $K$-factor.](image)

### 5.2 Eigenanalysis of dual-branch MIMO Ricean systems

The impact of eigencharacteristics on MIMO performance has become evident from the previous section and has been widely recognised over the last years as well. For instance, the eigenvalues of $HH^H$ reflect the power of each multiplexed data stream and therefore are inherently related to MIMO capacity [5, 6] and further constitute a metric of multipath richness [180]. For this reason, the main objective herein is the determination of the eigenvalue profile which includes among others the marginal eigenvalue and condition number distributions.
5.2.1 Eigenvalue statistics

Since the introduction of MIMO technology, an extensive amount of research effort has been devoted to the study of eigenvalue statistics (see [6, 44, 181–184] among others) which govern a variety of MIMO features spanning from SM ability to diversity order and error performance [185–188]. Apart from the eigenvalue statistics, an equally important metric is the condition number commonly defined as the ratio of the largest to the smallest eigenvalue. In the MIMO context, the condition number indicates the multipath richness of the channel [189] and it has also been shown to drastically affect the detection performance in SM systems [190, 191]. Hence, a detailed knowledge of the eigenvalue as well as of the condition number statistics is highly desirable since it will facilitate the efficient characterisation of the promising MIMO technology and the design of future communication networks.

All the above cited papers make use of random matrix theory and particularly of the theory of random complex Wishart matrices, established by the pioneering work of James [192]. In the usual scenario of Rayleigh fading the channel matrix entries have zero mean and, consequently, the tractable class of central (zero-mean) Wishart matrices comes up for which all ordered joint/marginal eigenvalue CDFs and PDFs are known in closed form (see for instance [193] and references therein). On the other hand, the presence of the specular component in Ricean channels violates the zero-mean condition but despite their practical relevance few results have been documented on the eigenvalue statistics of Ricean channels. This fact can be attributed to the difficulty in manipulating hypergeometric functions with two matrix arguments of non-central Wishart matrices compared to the one matrix argument of central Wishart matrices [192]. For example, following the fundamental guidelines introduced by Khatri [194], the PDF and CDF of the largest eigenvalue of an arbitrary size non-central Wishart matrix were derived in [187] and thereafter were used to analyse the performance of maximal ratio combining systems. Likewise, the marginal PDF of an unordered eigenvalue was derived in [195] along with the ergodic mutual information in explicit form. On the other hand, based on the joint eigenvalue distributions, different insightful results have been reported in the literature. To be more precise, the authors in [196] explored the moment generating function of capacity whereas in [197] the main focus was on the higher-order moments of capacity. Also, in [198] tight upper and lower bounds on the ergodic capacity of correlated MIMO Ricean channels were presented. For the dual case under consideration, exact density and distribution capacity functions for rank-1 MIMO Ricean channels were derived in [199], through the unordered joint eigenvalue PDF.
To the best of the author’s knowledge, the first investigations dealing with the ordered marginal distributions of the smallest and largest eigenvalues of MIMO Ricean channels were separately addressed in [200], [185] and [201]. The former proposed the use of invariant polynomials which, in the author’s opinion, made the overall analysis excessively complicated and further it merely considered the marginal CDFs; what’s more, the distribution of the smallest eigenvalue was given in an integral non-analytical form. In [185], much simpler CDF expressions were expressed but, at the same time, the PDF densities were modelled via asymptotic first-order expansions which are, by definition, accurate only when the eigenvalues tend to zero. The latter paper recently studied the marginal eigenvalue PDFs, starting from the joint eigenvalue PDF, but the derivation of final closed-form expressions, which the authors acknowledge as quite involved, was beyond the scope of the paper. Summarising, it appears that no tractable closed-form formulae for the ordered marginal eigenvalue PDFs are available in the literature. For the rest of this chapter, the symbol $\sim \mathcal{CN}(X, Y)$ will stand for a complex normally distributed matrix with mean $X$ and covariance $Y$. The entries of an $(m \times n)$ matrix $X$ are denoted as $\{X\}_{i,j}$ where $i = 1, \ldots, m$ and $j = 1, \ldots, n$ and the all-zero $(m \times n)$ matrix as $0_{m \times n}$.

5.2.1.1 Review of dual non-central Wishart matrices

When a dual Ricean system is assumed, the $(2 \times 2)$ complex normal random matrix $H$ is distributed according to $H \sim \mathcal{CN}(M, \Sigma \otimes I_2)$. The matrix $\Sigma = \sigma^2 I_2$ is the correlation matrix containing the variances $\sigma^2$ of the entries of $H$ on its main diagonal. The instantaneous MIMO correlation matrix is defined as $\tilde{W} = HH^H$ and is said to follow the complex non-central Wishart distribution with two degrees of freedom and non-centrality matrix $\Omega = \Sigma^{-1} MM^H$, commonly denoted as $\tilde{W} \sim \mathcal{CW}_2(2, \Sigma, \Omega)^2$. Let’s now consider a scaled version of $\tilde{W}$, that is $W = \Sigma^{-1}\tilde{W}$. Since $W$ is a $(2 \times 2)$ Hermitian matrix, it has two real ordered eigenvalues $w_1 > w_2 > 0$, whose joint PDF is given by [192]

$$f(w_1, w_2) = \exp \left[ -\sum_{i=1}^{2} (\lambda_i + w_i) \right]_0 F_1 (2; \lambda, w) (w_1 - w_2)^2$$

(5.20)

where $\lambda = (\lambda_1, \lambda_2)$ contains the real ordered eigenvalues of $\Omega$ and, in turn, $w = (w_1, w_2)$ while $0 F_1 (.; .; .)$ is the complex hypergeometric function of two matrix arguments. A convenient version of $0 F_1 (2; \lambda, w)$ for the case of two transmit and two receive antenna elements

---

2It should be noted that if $M = 0_{2 \times 2}$ so that $\Omega = 0_{2 \times 2}$, a complex central Wishart matrix is obtained, i.e. $\tilde{W} \sim \mathcal{CW}_2(2, \Sigma)$. 
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was given by Gross and Richards [202] as
\[
0_1 F_1 (2; \lambda, w) = \frac{\det (0F_1 (1; w; \lambda_j))}{(\lambda_1 - \lambda_2)(w_1 - w_2)} \tag{5.21}
\]
with \(0F_1 (s + 1; x)\) being the classical hypergeometric function [203]
\[
0F_1 (s + 1; x) = s!x^{-s/2}I_s \left(2\sqrt{x}\right). \tag{5.22}
\]

Regarding the statistical characteristics of \(H\) in (5.1), it can be inferred that \(M = \sqrt{K+1}H_L\) while \(\Sigma = \frac{1}{K+1}I_2\). Then, it is trivial to show that the Wishart matrix \(\widetilde{W} = HH^H\) follows the distribution \(\widetilde{W} \sim CW_2 (2, \frac{1}{K+1}I_2, KH_LH^H_L)\) and in turn the associated LoS version of interest \(W = (K + 1)\widetilde{W}\).

### 5.2.1.2 Marginal eigenvalue PDFs

In this section, the marginal PDFs of the smallest and largest eigenvalue of dual non-central Wishart matrices are derived. The starting point of the following analysis is the work presented in [185] where the marginal CDFs of all ordered eigenvalues of random size complex non-central Wishart matrices were derived. These explicit results apply for non-centrality matrices of arbitrary rank and are rewritten herein for the ease of the reader. The following mathematical derivation is exclusively performed in the matrix domain and, consequently, the eigenvalue PDFs cannot be simply obtained after differentiating the CDFs. More interestingly, it is shown the derived formulae, which are given in matrix form as well, can be efficiently evaluated and easily programmed thanks to the compact matrix sizes. To begin with, in the general case of a \((m \times n)\) MIMO system with \(m \leq n\), the marginal CDF of the smallest eigenvalue \(w_n\) of \(W\) is [185]
\[
F_{w_n}(x) = 1 - \frac{\det (\Phi(x))}{\det (\Phi(0))}, \quad x > 0. \tag{5.23}
\]

The entries of the matrix \(\Phi(x)\) are succinctly given by
\[
\{\Phi(x)\}_{i,j} = Q_{m+n-2i+1,m+n} \left(\sqrt{2\lambda_j}, \sqrt{2x}\right) \tag{5.24}
\]
where \(Q_{p,q}(y, z)\) is the Nutall Q-function, originally defined in [205, Eq. (86)] according to
\[
Q_{p,q}(y, z) = \int_{z}^{\infty} x^p \exp \left[ -\frac{x^2 + y^2}{2} \right] I_q(yx)dx. \tag{5.25}
\]
The CDF of the largest eigenvalue $w_1$ of $W$ reads as
\[
F_{w_1}(x) = \frac{\det (\Xi(x))}{\det (\Phi(0))}, \quad x > 0. \tag{5.26}
\]

Likewise, the entries of the matrix $\Xi(x)$ are
\[
\{\Xi(x)\}_{i,j} = Q_{m+n-2i+1,m+n} \left( \sqrt{2\lambda_j}, 0 \right)
- Q_{m+n-2i+1,m+n} \left( \sqrt{2\lambda_j}, \sqrt{2x} \right). \tag{5.27}
\]

When $m = n = 2$, the following simplified expression for the entries of $\Phi(x)$ is obtained (proof given in Appendix A.1)
\[
\{\Phi(x)\}_{i,j} = \begin{cases} 
(2\lambda_j + 2) Q \left( \sqrt{2\lambda_j}, \sqrt{2x} \right) + \sqrt{2x} \exp \left[ -(\lambda_j + x) \right] \\
\times \left[ 2\lambda_j I_1 \left( 2\sqrt{\lambda_j x} \right) + \sqrt{2x} I_0 \left( 2\sqrt{\lambda_j x} \right) \right], & \text{for } i = 1 \\
Q \left( \sqrt{2\lambda_j}, \sqrt{2x} \right), & \text{for } i = 2
\end{cases} \tag{5.28}
\]

where the Marcum-$Q$ function is defined as $Q(a, b) = \int_b^\infty x \exp \left[ -\frac{a^2 + x^2}{2} \right] I_0(ax)dx$. Please note that similar simplified expressions for the marginal eigenvalue CDFs have been investigated in [204], though the authors evaluated the Nutall-$Q$ as an infinite series of polynomial terms which introduce higher computational requirements. The marginal PDF is now given by
\[
f_{w_2}(w_2) = -\frac{\det (\Phi(w_2))}{\det (\Phi(0))} \text{tr} (\Phi^{-1}(w_2) \Psi(w_2)) U(w_2). \tag{5.29}
\]

In the above equation, $U(\cdot)$ is the unit step function while the entries of the $(2 \times 2)$ matrix $\Psi(w_2)$ contain the derivatives of $\{\Phi(x)\}_{i,j}$ with respect to $x$ and are given by
\[
\{\Psi(w_2)\}_{i,j} = e^{-(\lambda_j+w_2)} \begin{cases} 
- (1 + \lambda_j) I_0 \left( 2\sqrt{\lambda_j w_2} \right) + \frac{1-2w_2}{\sqrt{2w_2}} A(w_2) \\
+ 2\sqrt{\lambda_j w_2} I_1 \left( 2\sqrt{\lambda_j w_2} \right) + \lambda_j I_2 \left( 2\sqrt{\lambda_j w_2} \right), & \text{for } i = 1 \\
- I_0 \left( 2\sqrt{\lambda_j w_2} \right), & \text{for } i = 2
\end{cases} \tag{5.30}
\]

The marginal CDF of the largest eigenvalue $w_1$ can again be extracted from [185, Theorem 2],
based on [185, Eq. (20)], as

\[
F_{w_1}(x) = \frac{\det(\Xi(x))}{\det(\Phi(0))}, \quad x > 0
\]  

(5.31)

with the entries of the matrix \(\Xi(x)\) being (please see again Appendix A.1)

\[
\{\Xi(x)\}_{i,j} = \begin{cases} 
(2\lambda_j + 2) Q\left(\sqrt{2\lambda_j}, 0\right) - \{\Phi(x)\}_{i,j}, & \text{for } i = 1 \\
Q\left(\sqrt{2\lambda_j}, 0\right) - Q\left(\sqrt{2\lambda_j}, \sqrt{2x}\right), & \text{for } i = 2.
\end{cases}
\]  

(5.32)

In a similar manner, we can obtain the marginal PDF of \(w_1\) as

\[
f_{w_1}(w_1) = \frac{\det(\Xi(w_1))}{\det(\Phi(0))} \text{tr}\left(-\Xi^{-1}(w_1)\Psi(w_1)\right) U(w_1).
\]  

(5.33)

The proof is given in Appendix A.2. Clearly, the PDFs of both eigenvalues have been expressed as the product of exponentials with modified Bessel functions of the first kind and Marcum-Q functions which can be easily applied to the performance analysis of MIMO systems.

### 5.2.2 Condition number statistics

The distribution of the condition number is now explored and closed-form formulae for its PDF and CDF are introduced as a weighted sum of polynomials. While the seminal work of Edelman [206] revealed the significant importance of the condition number as a metric of the matrix ill-condition, it was limited to the case of \((2 \times 2)\) central Wishart matrices with unit variance. The work presented by Ratnarajah et al. [207] extended these results to account for matrices of random size and with arbitrary variance but still did not allow for non-zero mean Wishart matrices. It is also worth noting an interesting approach to model the temporal transition probabilities of the condition number using a finite-state Markov process [208]; more interestingly, it was shown that the CDF of the logarithm of the condition number can be very well approximated via a gamma variable. Yet, the analysis was again limited to Rayleigh-fading MIMO channels. This implies that the contribution of this section can be regarded as a broader framework of the above cited papers [206–208].

Generally speaking, the condition number is a metric of the channel rank or, in other words, of how invertible a given matrix is; a condition number close to one indicates a well-conditioned matrix with almost equal eigenvalues. On the contrary, as the condition number gets larger the matrix rank drops and eventually degenerates into a rank-1 matrix. Its importance in the area of
MIMO communications has been demonstrated in [189–191] among others. In the considered case, the condition number of the scaled MIMO correlation matrix $W$ can be expressed as

$$z = \frac{w_1}{w_2} \geq 1.$$  \hfill (5.34)

From an information theory point of view, the impact of the condition number on MIMO capacity can be seen in the following equation, which returns the instantaneous channel capacity assuming CSI at the Rx and no knowledge at the Tx\(^3\) \[5\]

$$C = \log_2 \left( \frac{1 + \frac{w_1}{\alpha}}{1 + \frac{w_2}{\alpha}} \right)$$ \hfill (5.35)

$$= \log_2 \left( \frac{1 + \frac{zw_2}{\alpha}}{1 + \frac{w_2}{\alpha}} \right)$$ \hfill (5.36)

where $\alpha = 2(1 + K)/\rho$. From (5.36), it is evident that there is no analytical one-to-one mapping between MIMO capacity and the condition number. However, their inter-dependency can be numerically evaluated; in Fig. 5.6 this inter-dependency is illustrated for an SNR of 20 dB\(^4\). This graph verifies the notion that high-rank channels, or low condition numbers, yield high capacities and vice-versa. From the previous discussion it is apparent how essential the determination of the statistical characteristics of the condition number is; ultimately, the SM performance of MIMO channels could be analytically predicted and appropriate space-time codes could be designed. In order to get a deeper understanding, the density and distribution functions of the condition number are now studied for two different cases; the distinction is based on the associated LoS eigenvalues and, in particular, on whether these are identical.

### 5.2.2.1 Case 1 ($\lambda_1 \neq \lambda_2$)

This first category represents any conventional MIMO configuration, with no constraint on the rank of the LoS channel matrix, that offers two distinct non-zero LoS eigenvalues $\lambda_1 > \lambda_2$. It is shown that the PDF of $z$, $f_z(z)$, can then be expressed as a weighted summation of polynomials given by

$$f_z(z) = e^{-(\lambda_1 + \lambda_2)(z - 1)} \frac{e^{-\lambda_1}}{\lambda_1 - \lambda_2} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \frac{\Gamma(k + n + 3)z^k}{k!n!(z + 1)^{k+n+3}} \left[ \lambda_1^n \lambda_2^k - \lambda_2^n \lambda_1^k \right]$$ \hfill (5.37)

\(^3\)Please note that this capacity formula relies on an equal-power transmission policy where the Tx splits the power uniformly across all subchannels. This scheme, though not optimal, has been shown to be robust for maximising the capacity of the worst fading correlation matrix, or the so-called “maxmin” property [196].

\(^4\)A more detailed discussion on the simulation settings is provided in Section 5.2.3.
Figure 5.6: Capacity evolution as a function of the condition number (\(\rho = 20\,\text{dB},\, K = 5\,\text{dB}\)).

with the Gamma function being rewritten for the case of an integer index as \(\Gamma(n) = (n-1)!\). A detailed proof is given in Appendix A.3. In order to reduce the high computational complexity inserted by the infinite double summation of the above equation, only a truncated subset of terms may be considered according to

\[
 f_z(z) \approx \frac{e^{-(\lambda_1+\lambda_2)(z-1)}}{\lambda_1 - \lambda_2} \sum_{k=0}^{K_s} \sum_{n=0}^{N_s} \frac{\Gamma(k + n + 3)z^k}{(k!n!)^2(z + 1)^{k+n+3}} \left[ \lambda_1^k \lambda_2^n - \lambda_2^k \lambda_1^n \right]. \tag{5.38}
\]

The values of \(K_s\) and \(N_s\) are chosen so that a further increase in the number of coefficients holds negligible impact on the final outcome (less than 0.5% between consecutive steps). It was empirically found that to fulfill this prerequisite with the minimum number of terms, \(K_s\) and \(N_s\) should be set to the same value. In fact, by adopting this approach the asymptotic result is approximated well with \(K_s = N_s = 20\). This observation is verified in Fig. 5.7, where the evolution of the double summation against the number of terms \(K_s, N_s\) is depicted, for four arbitrary values of \(z\).
The corresponding CDF of $z$, $F_z(x)$, is related to the PDF via the well known relationship

$$F_z(x) = \int_1^x f_z(z) \, dz \quad (5.39)$$

since by definition $z \geq 1$. By substituting (5.37) into (5.39) and taking into account the Dominated Convergence Theorem which states that the summation and integration can be interchanged, the following equation is obtained after some basic algebraic manipulations

$$F_z(x) = \frac{e^{-\lambda_1 - \lambda_2}}{\lambda_1 - \lambda_2} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \frac{\Gamma(k + n + 3)}{(k!n!)^2} \left[ \lambda_1^k \lambda_2^n - \lambda_2^k \lambda_1^n \right]$$

$$\times \left\{ \int_0^x \frac{z^{k+1}}{(z + 1)^{k+n+3}} - \int_0^1 \frac{z^{k+1}}{(z + 1)^{k+n+3}} - \int_0^x \frac{z^k}{(z + 1)^{k+n+3}} + \int_0^1 \frac{z^k}{(z + 1)^{k+n+3}} \right\} \quad (5.40)$$

For the integrals involved in (5.40), a tractable representation in terms of scalar hypergeometric
functions is available in [203, Eq. (3.194)]

\[
\int_0^u \frac{t^\mu}{(1 + bt)^\nu} \, dt = \frac{u^{\mu+1}}{\mu+1} {}_2F_1(\nu, \mu + 1; \mu + 2; -bu) \tag{5.41}
\]

where \( {}_2F_1(\alpha, \beta; \gamma; u) \) is the classical Gaussian hypergeometric function defined in [203, Eq. (9.14)]. The CDF of the condition number eventually becomes

\[
F_z(x) = e^{-\lambda_1 - \lambda_2} \sum_{k=0}^\infty \sum_{n=0}^\infty \frac{\Gamma(k + n + 3)}{(k!)^2} \left[ \lambda_1^k \lambda_2^n - \lambda_2^k \lambda_1^n \right] \times \left\{ I_{1,k}^{k+1,k+n+3}(x) - I_{1,k}^{k,k+n+3}(x) \right\} \tag{5.42}
\]

where

\[
I_{1,a,b}^c(y) = \left( \frac{y^{a+1}}{a+1} \right) {}_2F_1(b, a + 1; a + 2; -y) - \left( \frac{1}{a+1} \right) {}_2F_1(b, a + 1; a + 2; -1). \tag{5.43}
\]

**5.2.2.2 Case 2 \((\lambda_1 = \lambda_2)\)**

As was reported in Section 5.1, this is a special class of specifically designed LoS configurations with extensive practical interest since it offers two equal eigenvalues and thus delivers high capacities in the presence of strong deterministic components. In the case of equal eigenvalues though, the \((\lambda_1 - \lambda_2)\) term in the denominator of (5.21) becomes zero making the analysis invalid; in order to circumvent the division by zero \(de \ h\)ôpital’s rule is employed to get a solution for the limit \((\lambda_1 \rightarrow \lambda_2)\). Following this approach, the ordered eigenvalue distribution \(f(w_1, w_2)\) becomes [201]

\[
f(w_1, w_2) = \lambda_1^{-1/2} e^{-2\lambda_1 (w_1 - w_2)} e^{-(w_1 + w_2)} \times \left( \sqrt{w_1 I_1} \left( 2\sqrt{\lambda_1 w_1} \right) I_0 \left( 2\sqrt{\lambda_1 w_1} \right) - \sqrt{w_2 I_1} \left( 2\sqrt{\lambda_1 w_2} \right) I_0 \left( 2\sqrt{\lambda_1 w_2} \right) \right). \tag{5.44}
\]

In Appendix A.3, it is shown that the PDF of the condition number has the form

\[
f_z(z) = e^{-2\lambda_1 (z - 1)} \sum_{k=0}^\infty \sum_{n=0}^\infty \frac{\Gamma(k + n + 4)}{(k!)^2(k + 1)(z + 1)^{k+n+4}} \left( z^{k+1} - z^n \right). \tag{5.45}
\]
The similarity between the infinite double summations involved in (5.37) and (5.45) is apparent and hence the finite subset approximation can be again used. In this case, a similar convergence check, as the one performed for (5.38), revealed that the choice $K_s = N_s = 15$ approximates the asymptotic solution reasonably well. As far as the condition number CDF is concerned, the concept for deriving an analytical expression is exactly the same as in (5.39)–(5.43). Thus, it is straightforward to show that for the case of equal LoS eigenvalues the condition number cumulative density reads as

$$F_z(x) = e^{-2\lambda_1} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \Gamma(k+n+4) (k!n!)^2 (k+1) \times \left\{ I_{1}^{k+2,k+n+4}(x) - I_{1}^{n+1,k+n+4}(x) - I_{1}^{k+1,k+n+4}(x) + I_{1}^{n,k+n+4}(x) \right\}.$$  

(5.46)

### 5.2.3 Numerical results

In this section, the theoretical analysis presented in Sections 5.2.1 and 5.2.2 is validated through a set of simulations. In order to allow the formulation of a general framework, a suboptimum HR configuration is used henceforth but all the presented results are readily extensible to the ideal case of equal eigenvalues. Referring back to (5.17) and Fig. 5.2, the inter-element spacings may be expressed as

$$s_1 = s_2 = \sqrt{\frac{\lambda(D + \delta d)}{2\cos^2 \theta}}$$  

(5.47)

where $\delta d$ is the deviation from the optimum solution. The simulation settings for the LoS channel component are $\{d_{11} = d_{2,2} = D = 5.3852 \text{ m}\}$ and $\{d_{12} = 5.25 \text{ m}, d_{21} = 5.53 \text{ m}\}$. The spatial deviation $\delta d$ is assumed to be -0.3852 m and the carrier frequency 5.9 GHz. The LoS matrix component then becomes

$$H_L^{\text{subopt}} = \begin{bmatrix}
0.8384 + j0.5451 & 0.9411 + j0.3380 \\
-0.5123 - j0.8588 & 0.8384 + j0.5451
\end{bmatrix}. \quad (5.48)$$

Assuming a Ricean-$K$ factor of 5 dB, the eigenvalues of $\Omega^{\text{subopt}}$ can be easily computed and thereafter concatenated into the vector $\Lambda = (7.0336, 5.6155)$. After generating 50,000 random Monte-Carlo realisations of the channel matrix $H$ according to (5.1), the accuracy of the analytical marginal eigenvalue CDFs/PDFs is respectively demonstrated in Figs. 5.8(a) and 5.8(b).
Figure 5.8: Marginal eigenvalue CDFs and PDFs of a dual non-central Wishart matrix.
Figure 5.9: Condition number CDF and PDF of a dual non-central Wishart matrix.
The analytical curves, as obtained from (5.23), (5.31) and (5.29), (5.33) respectively, are overlaid with the simulator outputs with the theoretical and simulation results being in remarkable agreement for both cases. Similarly, the quality of the analytical expressions for the condition number (5.38) and (5.42) is investigated in Figs. 5.9(a) and 5.9(b) where once more the agreement between simulation and theory is excellent.

5.3 Adaptive detection for SM-MIMO systems

In this section, a potential practical application of the previous mathematical derivations is proposed, by means of an AD suitable for SM systems. The main motivation for suggesting such a scheme is to reduce the implementation cost of MIMO detectors within most testbeds. We recall that the optimal detector for SM MIMO systems is the ML detector which minimises the error probability when all data vectors are equally likely but, at the same time, is computationally prohibitive [127]. One way to alleviate the excessive complexity of ML detectors is to settle for sphere decoding techniques, such as the Finke-Post algorithm proposed in [209], whose complexity, under certain assumptions, is polynomial in the problem size. In [210], it was shown that when the SNR is high the expected number of operations required by the sphere decoder is roughly cubic in the number of transmit antennas for a small problem size. However, the authors in [211] proved that for any arbitrarily fixed SNR the overall complexity of sphere decoders does not grow as a polynomial function of the problem size but as an exponential function instead. What’s more, when ill-conditioned channels occur, the computational complexity of sphere decoding schemes increases to a significant extent [190]. On the other hand, different suboptimal techniques exist which span from the linear ZF detector to nonlinear techniques such as Ordered Successive Interference Cancellation (OSIC) [212]; the former is the simplest detection technique but causes a systematic performance degradation and further is unable to exploit all of the available diversity. Its main disadvantage lies in its poor performance when channels with large condition numbers occur.

From the previous discussion, it is evident that an AD which could switch between a ML and a ZF scheme, depending on the instantaneous channel conditions, is of vital importance since it will allow the efficient integration of MIMO systems into practical applications by simplifying their feasibility. A similar concept of adaptive MIMO transmission has been investigated by various research groups during the last years (the interested readers are referred to [213–215] among others) and essentially goes back to the fundamental diversity-multiplexing trade-
off [42]. As far as the author’s knowledge goes, the first MIMO adaptive scheme for the receive side was recently presented in [216]. The authors however considered merely a Rayleigh channel, which leads to central complex Wishart matrices, and in this light the formulation of a generalized framework is not possible. The proposed scheme relaxes the assumption of Rayleigh fading to account for the commonly experienced LoS propagation and, consequently, embodies the model of [216] as a special case.

5.3.1 Detection schemes for SM systems

In this section the two reference detection schemes, namely ZF and ML detectors, are reviewed and thereafter the concept of the novel AD is explored. All the following investigations are based on a SM-MIMO transmission scheme, such as the widely employed V-BLAST [212], in which the data is divided into a number of $N$ blocks, equal to the number of transmit elements, that are then simultaneously emitted (see Fig. 5.10). At the Rx, the main goal is to differentiate the data blocks originating from each of the transmit elements so that the transmitted signals are efficiently recovered. This differentiation is made possible due to the (ideally) unique spatial signature acquired by each data block as a result of the propagation path from the Tx to the Rx.
5.3.1.1 ZF detection

The simplest linear MIMO detector is the ZF receiver, where the received signal vector \( y \) is multiplied by the Moore-Penrose pseudoinverse \( H^\dagger \) of the channel matrix \( H \) to obtain an estimated transmit signal vector \( \hat{x}_{ZF} \) as follows

\[
\hat{x}_{ZF} = H^\dagger H x + H^\dagger n.
\] (5.49)

The computational complexity of ZF includes an exhaustive search through the \( Q \) symbols in the constellation of the modulation technique for \( N \) times and thus it is of the order of \( O(QN) \). However, the low complexity of the ZF receiver comes at the expense of noise amplification which induces irreducible errors. In fact, as the number of transmit and receive antennas grows with no bound, the noise amplification tends to infinity [217].

5.3.1.2 ML detection

An alternative detector is the optimal ML detector which remains robust and yields the best performance among all detection techniques [127]. Assuming equally likely, temporally uncoded transmit symbols, this receiver chooses the vector \( t \) that solves the following expression

\[
\hat{x}_{ML} = \arg \min_t \| y - Ht \|_F^2.
\] (5.50)

The optimisation is performed through an exhaustive search over all possible vector symbols. This implies that the complexity of the ML detector grows exponentially with the number of transmit antennas i.e. \( O(Q^N) \), making the scheme infeasible for large antenna configurations and constellation sizes.

5.3.1.3 Adaptive detection

Given the aforementioned deficiencies of both detection strategies, the need of a detector which can adaptively switch between them in order to enhance the error performance and minimise the computational cost is strengthened. The AD uses ZF when the condition number is below a predefined threshold defined and ML detection otherwise. The key idea is to employ the ZF detector only for well-conditioned channels (low condition numbers) and let the ML deal with
the ill-conditioned channels (high condition numbers). Statistically speaking,

$$\hat{x}_{AD} = \begin{cases} 
\hat{x}_{ZF} & \text{if } z \leq \kappa \\
\hat{x}_{ML} & \text{if } z > \kappa.
\end{cases} \quad (5.51)$$

The threshold $\kappa$ affects the complexity of the proposed scheme; for $\kappa = 1$, we get $\hat{x}_{AD} = \hat{x}_{ML}$ and complexity equals that of ML detection whereas for $\kappa \to \infty$ we have $\hat{x}_{AD} = \hat{x}_{ZF}$. In general, the probability of ZF calls is $\text{Prob}\{z \leq \kappa\} \equiv F_z(\kappa) = p_\kappa$ and therefore the average AD complexity $g$ becomes

$$g = p_\kappa Q_N + (1 - p_\kappa) Q_N^{\text{ML calls}}, \quad 0 \leq p_\kappa \leq 1. \quad (5.52)$$

The percentage of complexity reduction, compared to that of the ML detector, is

$$\frac{Q_N - g}{Q_N} = p_\kappa \left(1 - \frac{N}{Q_N^{\text{ML calls}} - 1}\right). \quad (5.53)$$

An illustrative graph, indicating the significant complexity advantage by employing the AD for a fixed number of transmit elements ($N = 2$), can be seen in Fig. 5.11. Obviously, the reduction is more pronounced for greater sizes of the symbol alphabet and higher number of ZF calls. As an example, for the commonly employed 16-QAM modulation and for $p_\kappa = 0.6$, the complexity is reduced by more than 52%.

### 5.3.2 AD performance evaluation

The AD performance is now investigated for two different geometrical LoS models, namely the suboptimum HR configuration $H_L^{\text{subopt}}$ presented in Section 5.2.3 and the conventional LR configuration $H_L^{\text{conv}}$ given in Section 5.1.2.2 with antenna spacings of 0.5$\lambda$. The $K$-factor was again set to 5 dB and therefore the eigenvalues of the latter configuration $\Omega^{\text{conv}}$ become $\lambda = (12.649, 0.0001)$ thereby indicating the matrix ill-condition. For both geometrical models under investigation, 50,000 random Monte-Carlo realisations of the channel matrix $H$ are generated according to (5.1) and a 16-QAM modulation scheme is employed. From Fig. 5.6, it is inferred that when $\kappa \leq 6.46$ the instantaneous capacity of the HR channel is greater than 11.4 bits/s/Hz (Rayleigh capacity). On this basis, a lower threshold of $\kappa = 5$ has been adopted as a reasonable indicator of the channel rank and multipath richness. In Fig. 5.12, the BER curves are depicted for three different detection schemes, namely ZF, ML and the proposed AD.
As expected, higher $K$-factors lead to significant performance enhancement for arrays designed following the suboptimum HR model. On the other hand, for low values of $K$-factor (below 0 dB) the channel approaches the i.i.d. Rayleigh channel characteristics which corresponds to a rich-scattering environment; in this region, the BER curves are approximately identical in both systems and the benefits of LoS-optimised arrays are minimised. In order to get a better understanding, the main AD performance characteristics are tabulated in Table 5.1 where the radically different trends of the two configurations are readily observable. The application of the detection scheme has a noticeable impact only on the HR channel; in fact, a significant percentage of ZF calls occur for all values of the $K$-factor with a consequent complexity reduction of up to 83.35%. The reader can also acknowledge the steady increase of $p_\kappa$ as $K$ gets higher since the channel becomes full rank and delivers two approximately equal eigenvalues. In the LR case, $p_\kappa$ is always below 29.43% and further is inversely proportional to the $K$-factor. This phenomenon can be attributed to the ill-condition of conventional architectures which degenerate eventually into a rank-1 channel due to the increased dependence of the LoS rays’ phases. Consequently, for $K \geq 5$ dB the number of ZF calls is too low to exploit the adaptivity benefits and a complexity identical to that of a ML detector inevitably takes place.
Figure 5.12: BER curves for three different detection strategies (16-QAM modulation).
### Table 5.1: AD performance characteristics for two different LoS channel models as a function of the $K$-factor.

<table>
<thead>
<tr>
<th>$K$-factor</th>
<th>Suboptimum HR LoS channel</th>
<th>Conventional LR LoS channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analytical prob., $p_κ$</td>
<td>Simulated prob., $p_κ$</td>
</tr>
<tr>
<td>$K = -10$ dB</td>
<td>0.2992</td>
<td>0.3150</td>
</tr>
<tr>
<td>$K = -5$ dB</td>
<td>0.3203</td>
<td>0.3380</td>
</tr>
<tr>
<td>$K = 0$ dB</td>
<td>0.4372</td>
<td>0.4403</td>
</tr>
<tr>
<td>$K = 5$ dB</td>
<td>0.7499</td>
<td>0.7501</td>
</tr>
<tr>
<td>$K = 10$ dB</td>
<td>0.9526</td>
<td>0.9620</td>
</tr>
</tbody>
</table>

5.4 Conclusions

In this chapter, the case of short-range propagation was considered where a non-fading component dominates the wireless channel. Contrary to the common belief, LoS MIMO channels are not always rank deficient; in fact, they can deliver capacities much higher than Rayleigh (rich scattering) channels do, with appropriate positioning of the antenna arrays. A tractable criterion to achieve subchannel orthogonality was devised for the case of dual-branch VTR MIMO systems with the proposed optimised configuration remaining robust even when large displacements occur. The beneficial effects of the $K$-factor were verified and it was concluded that the presence of strong specular components stabilises the link and makes the proposed configuration outperform the conventional architectures used nowadays in wireless communications.

The eigenstatistics of the above mentioned dual systems were subsequently analytically assessed with the derived closed-form formulae being validated through Monte-Carlo trials. In general, the eigenvalue and condition number statistics are very useful tools for determining numerous MIMO characteristics, ranging from SM ability and ergodic capacity to symbol error and detection performance. To further indicate the usefulness of this statistical analysis, an AD was developed whose kernel was a hard-decision condition number-based criterion. The dramatic decrease in terms of complexity, compared to the sophisticated ML detector, makes this adaptive scheme applicable to the majority of modern practical receivers. For LoS-optimised architectures, the attained performance was shown to be reasonably good especially for high values of the $K$-factor. On the contrary, the scheme’s advantages diminish when it is applied to conventional antenna configurations since the channel matrix is inherently rank deficient and therefore yields a deteriorating performance with the increasing $K$-factor.
Chapter 6

Novel capacity upper bound for dual-branch MIMO Ricean systems

One of the most interesting topics in the theoretical analysis of wireless networks, is the determination of upper capacity bounds or, in other words, of the maximum achievable error-free data rate. In this chapter, a novel analytical upper bound on the ergodic capacity of dual-branch MIMO Ricean systems is derived based on a fundamental power constraint. The main advantages of the proposed bound are its low complexity and the fact that is applicable for arbitrary rank of the LoS component and system SNR. The mathematical formulations presented hereafter are using elements of non-central complex Wishart matrices and non-central complex quadratic forms. A comprehensive insight into the tightness of the bound is also provided where it is demonstrated that as the SNR tends to zero the bound becomes asymptotically tight; at high SNRs, the offset between empirical capacity and the proposed bound is analytically computed which implies that an explicit asymptotic capacity expression can ultimately be obtained. The remainder of the chapter is organised as follows: In Section 6.1, a detailed literature review is performed with the open problems and the chapter contributions being highlighted. In Section 6.2, some basic definitions related to quadratic forms are given along with the double-sided correlated MIMO Ricean channel model used throughout the chapter. Section 6.3 presents new upper capacity bounds for different categories of MIMO systems. In Section 6.4, the tightness of the novel bounds is explored while the numerical results are given in Section 6.5. Finally, Section 6.6 concludes the chapter and summarises the key findings.

6.1 Relations to previous and concurrent work

Taking into account the tractability in manipulating hypergeometric functions with only one matrix argument, it becomes more than expected that the majority of related studies documented in literature consider the common case of Rayleigh fading. For Rayleigh fading conditions, a plethora of results dealing with capacity bounds is available for various scenarios, spanning
from uncorrelated fading to double-sided spatial correlation (see for instance \[5, 6, 218–220\] and references therein among others). On the other hand, significantly fewer publications focusing on MIMO Ricean channels have been reported with the most important being found in \[195, 196, 198, 221–232\]. More specifically, in \[221\] the distribution of the ergodic capacity for i.i.d. rank-1 Ricean fading channels was explored at the high-SNR regime. In \[195\], explicit closed-form expressions for the ergodic capacity were presented via infinite series while in \[196\], capacity statistics (mean and second-order moment) were expressed in integral form for arbitrary rank of the mean channel matrix. An interesting approach is reported in \[222\] where upper and lower numerical bounds were derived for the i.i.d. case, assuming that the Tx has knowledge of statistical properties of the fading process but not of the instantaneous CSI. The first analytical bounds on MIMO Ricean capacity can be found in \[223–225\], where the assumption of uncorrelated fading at both ends was adopted. In \[226, 227\], these results were extended to account for spatial correlation at a single end of the MIMO link. The more general case of double-sided spatial correlation was addressed in \[228, 229\], using elements of quadratic form theory. The main characteristic of the above cited papers (\[223–229\]) though, is that they are limited to the case of rank-1 LoS matrices. As mentioned before, while this condition may occur quite often in reality, as a result of the excessive correlation of the LoS’ rays phases, at the same time is not sufficiently general since it limits the applications of MIMO technology to conventional configurations.

To the best of the author’s knowledge, the derivation of capacity bounds in the general case of arbitrary-rank mean matrices, has been separately assessed in \[230\], \[231\] and \[198\]. The former paper proposed a very tight lower bound on the ergodic capacity of semi-correlated MIMO Ricean channels after decomposing the channel correlation matrix into non-central Wishart submatrices and thereafter applying the bounding technique originally proposed in \[220\]. In \[231\], the authors relied on the expected values of elementary functions of complex non-central Wishart matrices to come up with an efficient capacity upper bound of semi-correlated MIMO Ricean channels. The latter paper represents so far the more general approach in the associated area since it derives several lower and upper bounds assuming all different types of spatial correlation. However, the paper’s general upper bound is given as an infinite summation of Hayakawa polynomials of one matrix argument, which the authors acknowledge as quite involved and computationally inefficient. It is also worth mentioning the work presented by Lozano et al. \[232\], who considered the high-SNR capacity offsets in order to establish the key effect of the so-called power offset on MIMO performance. To sum up, it appears that no
tractable analytical results exist in the literature for the upper bound of double-sided correlated MIMO systems in Ricean fading with arbitrary-rank of the deterministic component.

On these grounds, in the present chapter, using some recent results on the theory of Wishart matrices and quadratic forms, a novel and efficient upper bound on the ergodic capacity of dual-branch MIMO systems is firstly derived based on a fundamental power constraint. In order to formulate a broad framework, the effects of spatial correlation are considered at both ends and, more importantly, the rank of the mean channel matrix is allowed to be arbitrary. In fact, the following analysis is carried out for both conventional LR and optimised HR configurations, as initially defined in Chapter 5. The tightness of the bound is also investigated in detail and it is clearly shown that as the SNR tends to zero the bound becomes asymptotically tight while, at infinitely high SNRs, the offset from true capacity is analytically determined as well.

### 6.2 Multivariate statistics definitions and channel model

Let’s assume that the \((m \times n)\) complex matrix \(X\), with \(m \leq n\), is distributed according to \(X \sim CN_{m,n}(M, \Sigma \otimes \Psi)\), where \(\Sigma \in \mathbb{C}^{m \times m}\) and \(\Psi \in \mathbb{C}^{n \times n}\) are positive definite Hermitian matrices. Then, the matrix \(Q = XX^H\), with \(\Lambda \in \mathbb{C}^{n \times n}\), is said to be a non-central matrix-variate quadratic form denoted as \(Q \sim CQ_{m,n}(A, \Sigma, \Psi, M)\). In [198] and [228], the PDF of \(Q\) was expressed through complex Hayakawa polynomials of two matrix arguments which are very difficult to calculate numerically. A more tractable version of the associated PDF as a product of hypergeometric functions, can be found in [233, Eq. (5)]. Please note that non-central quadratic forms degenerate into non-central Wishart matrices when \(\Psi = I_n\) and when either \(\Lambda = I_n\) or \(\Lambda\) is idempotent with rank \(R \geq m\) [198, 234]. The following theorem returns the \(\nu\)th moment of the determinant of \((2 \times 2)\) complex quadratic forms. Please note that hereafter the symbols \(\text{det}\) and \(|\cdot|\) will be interchangeably used to denote the determinant operator. Finally, \(\text{etr}(\cdot)\) is a shorthand notation for \(\exp(\text{tr}(\cdot))\).

**Theorem 1:** Let \(Q \sim CQ_{2,2}(I_2, \Sigma, \Psi, M)\). Then, the \(\nu\)th moment of its determinant \(|Q|\) is given by

\[
E[|Q|^\nu] = |\Sigma\Psi|^{\nu} \left[ \frac{\Gamma_2(\nu + 2)}{\Gamma_2(2)} \right]_1 F_1(-\nu; 2; -\Theta)
\]

where \(\Theta = \Psi^{-1}\bar{M}\bar{M}^H\) and \(\bar{M} = \Sigma^{-1/2}M\).
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Proof: The proof begins by expressing the determinant of $Q \sim CQ_{2,2}(I_2, \Sigma, \Psi, M)$ as

$$
E \left[ \det (Q)^v \right] = E \left[ \det (XX^H)^v \right] = E \left[ \det \left( \Sigma^{1/2} \bar{X} \bar{X}^H \Sigma^{1/2} \right)^v \right] = \det (\Sigma)^v E \left[ \det (\bar{X} \bar{X}^H)^v \right]
$$

(6.2)

where the complex normal matrix $\bar{X}$ is distributed according to

$$X \sim CN_{2,2}(\bar{M}, I_2 \otimes \Psi).$$

(6.3)

Using a result from [228] through the aid of the Cauchy-Binet formula, it can be shown that

$$\bar{X}^H \bar{X} \sim CW_{2}(2, \Psi, \Theta)$$

(6.4)

and the expectation of the determinant in (6.2) can now be evaluated through [198, Theorem 1] to obtain

$$E \left[ \det (\bar{X} \bar{X}^H)^v \right] = \det (\Psi)^v \left[ \frac{\Gamma_2(v+2)}{\Gamma_2(2)} \right] \text{etr}(\Theta) \tilde{F}_1(v+2; 2; \Theta)$$

(6.5)

where the following property for the determinant of the product of square matrices has been used

$$\det (CD) = \det (DC).$$

(6.6)

The proof concludes after introducing the well known Kummer relation for hypergeometric functions of one matrix argument [235]

$$\tilde{F}_1(a; b; S) = \text{etr}(S) \tilde{F}_1(b - a; b; -S).$$

(6.7)

It should be pointed out that the above theorem is applicable only to $(2 \times 2)$ quadratic forms since for matrix sizes of $(m \times n)$, a finite summation over a collection of $\binom{n}{2}$ subsets needs to take place. The interested readers are referred to [228] for a detailed discussion. A simplified formula can now be obtained for the first-order moment of the determinant after applying the determinant representation of the hypergeometric function.
Corollary 1: For \( \nu = 1 \), (6.1) reduces to

\[
E[|Q|] = 2|\Sigma \Psi| \left( 1 + \frac{1}{2} \text{tr}(\Theta) + \frac{1}{2} \det(\Theta) \right).
\]

(6.8)

Proof: The authors in [198] showed that for any square matrix \( B \in \mathbb{C}^{m \times m} \), its hypergeometric function \( \tilde{\text{F}}_1(c; d; B) \) can be expressed according to

\[
\tilde{\text{F}}_1(c; d; B) = \frac{\det \left( \tilde{\text{F}}_1(c - m + j; d - m + j; b_i) b_j^{j-1} \right)}{\prod_{i<j}(b_j - b_i)}
\]

(6.9)

where \( b_1, b_2, \ldots, b_m \) is the set of non-zero eigenvalues of \( B \). After taking into account the following properties for the scalar hypergeometric functions

\[
\tilde{\text{F}}_1(-2, 1; z) = 1 - 2z + \frac{1}{2}z^2
\]

(6.10)

\[
\tilde{\text{F}}_1(-1, 2; z) = 1 - \frac{1}{2}z^2
\]

(6.11)

it is trivial to show that for the dual case under consideration

\[
\tilde{\text{F}}_1(-1; 2; -\Theta) = \frac{1}{2} (2 + \theta_1 + \theta_2 + \theta_1 \theta_2)
\]

(6.12)

where \( \theta_1, \theta_2 \) are the eigenvalues of \( \Theta \). The proof concludes after recalling that the sum and product of the eigenvalues return the trace and the determinant of a matrix, respectively. It is noteworthy that the same result can be drawn if we represent the hypergeometric function \( \tilde{\text{F}}_1(-1; 2; -\Theta) \) via its zonal polynomials, as originally proposed in [234] and amended for the MIMO case in [231, Appendix I].

With regard to the MIMO channel model under consideration, the effects of spatial correlation at both ends can be easily incorporated into the i.i.d. Ricean model given in (5.1). To be more precise, the MIMO transfer channel matrix can now be rewritten according to

\[
H = \sqrt{\frac{K}{K + 1}} H_L + \sqrt{\frac{1}{K + 1}} \frac{1}{2} R_r^{1/2} H_W R_t^{1/2}.
\]

(6.13)

As was highlighted in Chapter 2, this Kronecker-type of modelling is inherently simple and sufficiently accurate when a small number of antenna is used [96]. Most importantly, it is the most common correlation structure model used in the vast majority of related publications [198,
Clearly, the channel matrix is distributed according to

\[
H \sim \mathcal{CN}_{2,2} \left( \sqrt{\frac{K}{(K+1)}}H_L, (K+1)^{-1}R_r \otimes R_t \right).
\]  

(6.14)

It should be noted that for optimised configurations the effects of spatial correlation are rather weak due to the increased antenna spacings. However, in the following analysis the presence of correlation is considered for the fairness of comparison with conventional configurations (more details are given in Section 6.5).

### 6.3 Ergodic capacity upper bounds

In this section, novel expressions for the upper bound of ergodic capacity based on a power constraint are derived. Let's assume firstly that the Rx has perfect CSI while the Tx knows neither the statistics nor the instantaneous CSI; then the uniform-power allocation ergodic capacity reads \[5, 6\]

\[
\overline{C} = E \left[ \log_2 \left( \det \left( I_2 + \frac{\rho}{2} HH^H \right) \right) \right].
\]  

(6.15)

#### 6.3.1 Double-sided correlated Ricean and Rayleigh fading

In the general case of double-sided correlated Ricean fading, where the channel matrix is distributed according to (6.14), the MIMO correlation matrix \( \tilde{W} = HH^H \) exhibits non-central quadratic form distribution with the following properties

\[
\tilde{W} \sim \mathcal{CQ}_{2,2} \left( I_2, R_r/(K+1), R_t, \sqrt{\frac{K}{(K+1)}}H_L \right).
\]  

(6.16)

The following theorem returns an upper bound on the ergodic capacity of a double-sided correlated dual MIMO Ricean system.

**Theorem 2:** The ergodic capacity in bits/s/Hz of a \((2 \times 2)\) double-sided correlated MIMO Ricean channel with mean matrix \( \sqrt{\frac{K}{K+1}}H_L \), receive correlation matrix \((K+1)^{-1}R_r\) and transmit correlation matrix \(R_t\) is analytically upper bounded by

\[
\overline{C} \leq \log_2 \left( 1 + 2\rho + \frac{\gamma \rho^2}{2} \right)
\]  

(6.17)
where the parameter $\gamma$ is given as

$$\gamma = (K + 1)^{-2}|R_r||R_t| \left(1 + \frac{1}{2} \text{tr}(\Theta) + \frac{1}{2} \det(\Theta) \right) \quad (6.18)$$

with

$$\Theta = KR_t^{-1}R_r^{-1/2}H_tH^H_t \left(R_r^{-1/2}\right)^H. \quad (6.19)$$

Proof: An alternative way to express the ergodic MIMO capacity is through the real positive eigenvalues $\tilde{w}_1, \tilde{w}_2$ of $\tilde{W}$ which, in practice, represent the power carried by each spatial sub-channel. Then, (2.16) can be rewritten as

$$\overline{C} = E \left[ \log_2 \left(1 + \rho \tilde{w}_1 \right) \left(1 + \rho \tilde{w}_2 \right) \right]. \quad (6.20)$$

Expanding (2.17), to get

$$\overline{C} = E \left[ \log_2 \left(1 + \frac{\rho}{2} (\tilde{w}_1 + \tilde{w}_2) + \frac{\rho^2}{4} \det(\tilde{W}) \right) \right]. \quad (6.21)$$

Taking into account that $\log(\cdot)$ is a concave function and making use of the Jensen’s inequality the following result is obtained

$$\overline{C} \leq \log_2 \left(1 + \frac{\rho}{2} E[\tilde{w}_1 + \tilde{w}_2] + \frac{\rho^2}{4} E[\det(\tilde{W})]\right)$$

$$= \log_2 \left(1 + 2\rho + \frac{\rho^2}{4} E[\det(\tilde{W})]\right). \quad (6.22)$$

The second line follows from the widely used power constraint

$$E\left[ ||H||^2_F \right] = 4 \quad (6.23)$$

or equivalently,

$$E\left[ \text{tr}(HH^H) \right] = E\left[ \text{tr}(\tilde{W}) \right] = E[\tilde{w}_1 + \tilde{w}_2] = 4. \quad (6.24)$$

The upper bound in (6.17) follows immediately after introducing Corollary 1 and simplifying.

As was mentioned in Chapters 3 and 5, the key normalisation in (6.23) has been widely adopted into the capacity characterisation of MIMO systems [5, 6, 222, 231]. With regard to the novel upper bound derived in (6.17), two important remarks should be made. The first one is that the
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bound is strictly applicable to dual-branch configurations since for larger MIMO setups we end up with a series of eigenvalue cross-products that are created after expanding (2.17). Secondly, by inspection of (6.17) it can be inferred that the proposed upper bound is rather simple as it just requires the computation of the elementary functions of three different deterministic matrices ($R_r$, $R_t$, and $\Theta$) only once. Comparatively, the bound in [198, Eq. (66)] for arbitrary rank of the LoS component relies on an infinite summation of Hayakawa polynomials and therefore is hard to evaluate either analytically or numerically.

In the case of double-sided correlated Rayleigh fading ($K = 0$), the channel matrix is distributed according to $H \sim \mathcal{C}N_{2,2}(0_2, R_r \otimes R_t)$ and the upper bound in (6.17) reduces to

$$\overline{C} \leq \log_2 \left( 1 + 2\rho + \frac{\rho^2}{2} |R_r R_t| \right)$$

(6.25)

which is in perfect agreement with the bound derived in [219, Eq. (25)].

6.3.2 Uncorrelated Ricean and Rayleigh fading

For the sake of brevity, the case of single-side correlation is omitted in this chapter since the derivation is based on exactly the same concept as before. Therefore, let’s now consider the special case of both ends exhibiting uncorrelated i.i.d. Ricean fading. Under these circumstances, the channel matrix is distributed according to

$$H \sim \mathcal{C}N_{2,2} \left( \sqrt{\frac{K}{K+1}} H_L, \frac{1}{K+1} I_2 \otimes I_2 \right).$$

(6.26)

Corollary 2: The ergodic capacity in bits/s/Hz of a $(2 \times 2)$ uncorrelated MIMO Ricean channel with mean matrix $\sqrt{\frac{K}{K+1}} H_L$ and receive correlation matrix $R_r = \frac{1}{K+1} I_2$ is analytically upper bounded by

$$\overline{C} \leq \log_2 \left( 1 + 2\rho + \frac{\beta \rho^2}{2} \right)$$

(6.27)

where $\beta = \left( 1 + 2K + 0.5K^2 \det(T) \right) / (K + 1)^2$ and $T = H_L H_L^H$.

Proof: This corollary is a consequence of (6.17) after taking into account that $\Theta \equiv K T$ for the case of uncorrelated fading at both ends. Furthermore, it holds that $\text{tr}(K T) = K \text{tr}(T)$ and given that the entries of the deterministic LoS component matrix are unit-amplitude complex exponentials, it is trivial to show that $\text{tr}(T) = 4$. Likewise, the determinant of $K T$ may be
expressed as $\det(K^T) = K^2 \det(T)$ which concludes the proof. Note that, the upper bound in (6.27), depends only on $T$ through the elementary symmetric polynomials of its eigenvalues. This is in agreement with the findings in [231].

The case of i.i.d. Rayleigh fading is obtained directly from (2.31), by setting $K = 0$ and $R_r = R_t = I_2$. The upper bound in (6.27) then reduces to ($\beta = 1$

$$\overline{C} \leq \log_2 \left( 1 + 2\rho + \frac{\rho^2}{2} \right) \quad (6.28)$$

which is identical with the results presented in [231, Eq. (5)], [218, Theorem 2] and [219, Eq. (22)].

### 6.4 Tightness of the upper bound

A crucial characteristic of all capacity bounds is their tightness, or in other words, the offset between the analytical bound and the empirical capacity. In general, the absolute error $\epsilon$ inserted by an upper bound $U$ is given as $\epsilon = U - \overline{C}$. In this section, it is shown that the upper bound converges to the true capacity at low SNRs whereas at high SNRs, the offset from the true capacity is analytically determined. In the first case, the following corollary holds:

**Corollary 3:** The upper bound in (6.17) becomes asymptotically tight as the SNR $\rho$ tends to zero.

**Proof:** The proof begins with further upper bounding the ergodic capacity in (6.17) according to

$$\overline{C} \leq \frac{1}{\ln 2} \left( 2\rho + \frac{\gamma \rho^2}{2} \right) \quad (6.29)$$

where the logarithm property $\ln(1 + x) \leq x$ has been used. Following [231] and [236], we can lower bound the ergodic capacity according to [236, Eq. (23)]

$$\overline{C} \geq E \left[ \log_2 \left( 1 + \frac{\rho}{2} \|H\|_F^2 \right) \right]$$

$$\geq \frac{\rho}{2 \ln 2} E \left[ \|H\|_F^2 \right] - \frac{1}{2 \ln 2} \left( \frac{\rho}{2} \right)^2 E \left[ \|H\|_F^4 \right]$$

$$= \frac{2\rho}{\ln 2} - \frac{\rho^2}{8 \ln 2} E \left[ \|H\|_F^4 \right]. \quad (6.30)$$
The second line follows from the property \( \ln(1 + x) \geq x - \frac{1}{2}x^2 \). After subtracting (6.30) from (6.29), the absolute error \( \epsilon \) of the proposed upper bound becomes

\[
\epsilon = \frac{\rho^2}{2 \ln 2} \left( \gamma + \frac{1}{4}E\left[\|H\|^4_F\right] \right) \tag{6.31}
\]

which asymptotically tends to zero as \( \rho \rightarrow 0 \).

**Corollary 4:** As the SNR \( \rho \rightarrow \infty \), the absolute error inserted by the upper bound in (6.17) tends to

\[
\epsilon = \log_2(2\gamma) - E\left[\log_2\left(\det\left(\widetilde{W}\right)\right)\right]. \tag{6.32}
\]

**Proof:** As \( \rho \rightarrow \infty \), the upper bound \( U \) in (6.17), simplifies to

\[
U \approx \log_2(2\gamma) + 2\log_2 \left(\frac{\rho}{2}\right). \tag{6.33}
\]

In (6.21), the quadratic term becomes significantly larger in the high SNR-regime and therefore the ergodic capacity may be approximated as

\[
\overline{C} \approx E\left[\log_2 \left(\frac{\rho^2}{4}\det\left(\widetilde{W}\right)\right)\right] = 2\log_2 \left(\frac{\rho}{2}\right) + E\left[\log_2\left(\det\left(\widetilde{W}\right)\right)\right]. \tag{6.34}
\]

Subtracting (6.34) from (6.33), yields (6.32).

From (6.32), it is apparent that the bound’s error is given in a non-analytical form; in this light, the crucial issue is to determine the expectation of the \( \log \det \) function of a complex non-central quadratic matrix, which involves a nonlinear \( \log \) function. Thus, the following theorem is introduced.

**Theorem 3:** Let’s assume that \( \widetilde{W} \sim \mathcal{CQ}_{2,2} \left( I_2, R_r/(K + 1), R_t, \sqrt{K/(K + 1)}H_L \right) \). Then the first-order moment of the logarithm of its determinant is given as

\[
E\left[\log_2\left(\det\left(\widetilde{W}\right)\right)\right] = \frac{1}{\ln 2} \left[ \psi(1) + \psi(2) - 2 \ln(K + 1) + \ln |R_r, R_t| \right.
\]

\[
- \frac{1}{\theta_1 - \theta_2} \left( \Lambda_1(\Theta) + \Lambda_2(\Theta) \right) \tag{6.35}
\]

where \( \theta_1, \theta_2 \) are the eigenvalues of the matrix \( \Theta \) which was given in (6.19) while the well
known digamma functions $\psi(x)$ are defined as

$$
\psi(x) \triangleq \frac{d}{dx} \ln \Gamma(x) = \frac{\Gamma'(x)}{\Gamma(x)},
$$

(6.36)

The polynomial terms $\Lambda_1(\Theta)$ and $\Lambda_2(\Theta)$ are essentially functions of the eigenvalues $\theta_1$ and $\theta_2$ and, in particular

$$
\Lambda_1(\Theta) = \theta_2 h_1(\theta_1) - h_2(\theta_1) \quad (6.37)
$$

$$
\Lambda_2(\Theta) = h_2(\theta_2) - \theta_1 h_1(\theta_2) \quad (6.38)
$$

where

$$
h_1(x) = \sum_{k=0}^{\infty} \frac{\mathcal{P}(k, x)}{k} \quad (6.39)
$$

$$
h_2(x) = x \sum_{k=0}^{\infty} \frac{\mathcal{P}(k, x)}{k+1} \quad (6.40)
$$

with $\mathcal{P}(a, x)$ being the regularised gamma function [237, 6.5.1].

$$
\mathcal{P}(a, x) = \frac{1}{\Gamma(a)} \int_0^x t^{a-1} e^{-t} dt = \frac{\gamma(a, x)}{\Gamma(a)} \quad (6.41)
$$

where $\gamma(a, x)$ is the lower incomplete gamma function.

Proof: The proof begins with the following key transformation

$$
E[\ln x] = \frac{d}{dv} E[x^v] \big|_{v=0} \quad (6.42)
$$

which holds since, by definition, $x^v = e^{v \ln x}$. By combining (6.42) and (6.1) and denoting

$$
\zeta = E\left[\log_2 \left(\det \left(\tilde{W}\right)\right)\right] = \frac{1}{\ln 2} E \left[\ln \left(\det \left(\tilde{W}\right)\right)\right] \quad (6.43)
$$

we can directly get

$$
\zeta = \frac{1}{\ln 2} \frac{d}{dv} \left\{ \ln (K + 1) - \ln \left(\det \left(\tilde{R}_v \tilde{R}_d^v\right)\right) \left[\frac{\tilde{F}_2(\nu + 2)}{\Gamma(2)}\right] \frac{1}{\Gamma_1(-\nu; 2; -\Theta)}\right\} \big|_{v=0}. \quad (6.44)
$$

It can be easily observed that the above differentiation consists of three multiplicative terms. Treating each one separately due to the chain rule, it is trivial to show that the first term results
in $\ln |\mathbf{R}_x\mathbf{R}_x^t| - 2 \ln (K + 1)$. The second one, may be rearranged according to

$$
\frac{d}{dv} \left\{ \frac{\tilde{\Gamma}_2(v + 2)}{\Gamma_2(2)} \right\} \bigg|_{v=0} = \frac{\tilde{\Gamma}_2(v + 2)}{\Gamma_2(2)} \frac{d}{dv} \left\{ \ln \left( \tilde{\Gamma}_2(v + 2) \right) \right\} \bigg|_{v=0} \\
= \frac{d}{dv} \left\{ \sum_{i=1}^{2} \ln (\Gamma(v + 2 - i + 1)) \right\} \bigg|_{v=0} 
$$

(6.45)

which, after invoking the definition of digamma functions (6.36), readily yields $\psi(1) + \psi(2)$.

Focusing now on the last term, we get

$$
\frac{d}{dv} \left\{ 1 \tilde{\mathcal{F}}_1 (-v; 2; -\Theta) \right\} \bigg|_{v=0} = \frac{d}{dv} \left\{ \text{etr}(-\Theta) 1 \tilde{\mathcal{F}}_1 (v + 2; v + 2; \Theta) \right\} \bigg|_{v=0} \\
= \frac{d}{dv} 1 \tilde{\mathcal{F}}_1 (v + 2; v; \Theta) \bigg|_{v=0}.
$$

(6.46)

where the second line follows from the property $1 \tilde{\mathcal{F}}_1 (\alpha; \alpha; x) = \exp(x)$. The proof concludes after introducing a very useful result from [198, Appendix II] for the nominator in the above equation. Substituting (6.45) and (6.46) into (6.44) and simplifying yields (6.35).

Please note that the derivation of the formula (6.35) relies, without loss of generality, on the assumption of two non-zero eigenvalues of the matrix $\Theta$. For the case of rank-1 matrices, a similar analysis should be followed; this is however beyond the scope of this chapter and the interested readers are referred to [198] for a detailed discussion. Evidently, after replacing (6.35) into (6.32), we can obtain an analytical formula for the bound’s offset at high SNRs, for the general case of double-sided correlated Ricean fading. In addition, this result can be further used to deduce exact capacity expressions in the high-SNR regime. When the channel exhibits i.i.d. Ricean fading and both ends are employed with optimally designed arrays as discussed in Section 5.1, the LoS component yields two equal eigenvalues and thus, the following corollary should be introduced.

**Corollary 5:** As the SNR $\rho \to \infty$, the absolute error inserted by the upper bound for the case of i.i.d. Ricean fading and optimised LoS configurations tends to

$$
\epsilon = \log_2(2\beta) - \frac{1}{\ln 2} \left[ \psi(1) + \psi(2) - 2 \ln (K + 1) \\
+ \sum_{k=1}^{\infty} \frac{(2k + 1)\gamma(k, \lambda_1) - \lambda_1e^{-\lambda_1}\lambda_1^{k-1}}{(k + 1)!} \right] 
$$

(6.47)
where $\lambda_1 = \lambda_2$ represents any of the two equal eigenvalues of $\Omega \equiv K^T$.

**Proof:** The proof starts by noting that for i.i.d. Ricean fading $\Theta$ should be replaced by $\Omega \equiv K^T$ in all manipulations. Further, in the specific case of optimised configurations, the equality of eigenvalues leads to a division by zero in (6.35). In order to circumvent this singularity, *de l’Hôpital’s* rule is used to get a solution at the limit $(\lambda_1 \to \lambda_2)$. In particular, the last term in (6.35) can be rewritten as

$$\xi = \lim_{\varepsilon \to 0} \left[ \frac{d}{d\varepsilon} (\lambda_1 h_1(\lambda_1 + \varepsilon) - h_2(\lambda_1 + \varepsilon)) - h_1(\lambda_1) \right].$$ \hspace{1cm} (6.48)

Taking into account that

$$\frac{d}{dx} P(a, x) = e^{-x} x^{a-1} \frac{1}{\Gamma(a)}$$ \hspace{1cm} (6.49)

and after some algebraic manipulations we end up with

$$\lim_{\varepsilon \to 0} \frac{d}{d\varepsilon} h_1(\lambda_1 + \varepsilon) = \sum_{k=1}^{\infty} e^{-\lambda_1} \frac{\lambda_1^{k-1}}{k \Gamma(k)},$$ \hspace{1cm} (6.50)

$$\lim_{\varepsilon \to 0} \frac{d}{d\varepsilon} h_2(\lambda_1 + \varepsilon) = \sum_{k=1}^{\infty} e^{-\lambda_1} \frac{\lambda_1^{k-1}}{(k+1) \Gamma(k)} + \frac{h_2(\lambda_1)}{\lambda_1}.$$ \hspace{1cm} (6.51)

Substituting (6.50)–(6.51) into (6.48),

$$\xi = h_1(\omega) + \frac{h_2(\omega)}{\omega} - \omega e^{-\omega} \sum_{k=1}^{\infty} \frac{\omega^{k-1}}{k(k+1) \Gamma(k)}$$

$$= \sum_{k=1}^{\infty} \frac{(2k+1) \gamma(k, \omega) - \omega e^{-\omega} \omega^{k-1}}{k(k+1) \Gamma(k)}.$$ \hspace{1cm} (6.52)

Recalling that for integer $n$, $\Gamma(n) = (n-1)!$, (6.47) is finally obtained.

### 6.5 Numerical results

In this section, the theoretical analysis presented in Sections 6.3 and 6.4 is validated through a set of Monte-Carlo simulations. Using exactly the same set of simulations as in Section 5.1.2, i.e., $D_{opt} = 5.3852$ m and $\theta_{opt} = 21.80^\circ$, we examine both an optimised and conventional configuration, whose LoS matrix components are respectively taken through (5.18) and (5.19). Throughout the simulations, the constant correlation model is adopted thanks to its inherent simplicity. The entries of $R_r$ and $R_t$ in (2.31) can be modelled as $\{R_r\}_{i,j} = (\delta_R)^{|i-j|}$ and,
Figure 6.1: Upper bound and ergodic capacity as a function of the SNR ($\delta_R = 0.2$, $\delta_T = 0.5$).
in analogy, \( \{ R_{i,j} \} = (\delta_T)^{|i-j|} \), where \( \delta_R, \delta_T \in [0, 1) \). After generating 50,000 Monte-Carlo realizations of the channel matrix according to (2.31) and setting \( \delta_R = 0.2 \) and \( \delta_T = 0.5 \), the proposed bound in (6.17) is firstly evaluated against the SNR for different values of \( K \). From Figs. 6.1(a) and 6.1(b), it can be easily seen that the bound is remarkably tight for the optimised configuration and, likewise, performs satisfactorily for conventional configurations. Moreover, at low SNRs both bounds converge asymptotically to the empirical values of ergodic capacity. Generally speaking, the bound becomes tighter as the \( K \)-factor increases and SNR decreases which is line with the conclusions drawn in [227, 229, 231]. Once more, the superiority of optimised configurations in the presence of strong deterministic components is indisputable.

As a next step, the effects of the \( K \)-factor on the performance of the proposed bound are investigated in Fig. 6.2, where it is again apparent that both bounds become tighter with an increasing \( K \)-factor. For Rayleigh-fading conditions though, or \( K \leq 0 \) dB, the achieved tightness is degraded and, under these circumstances, it is sensible to use more efficient bounds which are inherently tied to Rayleigh channels, like the ones presented in [218–220].

![Figure 6.2: Upper bound and ergodic capacity as a function of the K-factor (\( \delta_R = 0.2, \delta_T = 0.5 \) and \( \rho = 20 \) dB).](image-url)
In Fig. 6.3, the relationship between practical values of spatial correlation and MIMO capacity is addressed. Clearly, the effects of correlation on ergodic capacity become less significant (smaller dynamic range) as the $K$-factor gets higher for both configurations under investigation, i.e. high $K$-factors provide robustness against spatial correlation. As expected, the large inter-element spacings make the optimised setup remain unaffected by the level of correlation; hence, it offers almost the same ergodic capacity regardless of the values of $\delta_R$ and $\delta_T$. The conventional configuration, however, suffers from spatial correlation with the ergodic capacity decreasing as correlation gets higher. Intuitively, the tightness of the corresponding bound is relatively improved in the high-correlation regime. Please note that this outcome is in agreement with the results initially given in [219, 229, 231].

The absolute error inserted by the proposed bound is now tested against the system SNR and $K$-factor. The obtained surf plots are depicted in Figs. 6.4(a) and 6.4(b). The main difference between the two error distributions lies in the high-SNR/high-$K$-factor region. More specifically, when $\rho \geq 20$ dB the bound’s error associated with optimised configurations decreases rapidly when $K \geq 5$ dB, whereas that of conventional configurations remains relatively unaf-
Figure 6.4: Absolute error of the upper bound as a function of the SNR and K-factor ($\delta_R = 0.2$ and $\delta_T = 0.5$).
fected. This is a result of the diminishing SNR effects on the ergodic capacity of LoS-optimised, as the $K$-factor gets higher. In other words, when $K \geq 5$ dB MIMO capacity approaches its maximal value and, consequently, the absolute error tends to decrease, regardless of the system SNR.

At the last stage of the evaluation process, the high-SNR deviation between the ergodic capacity and the proposed upper bound is considered, using the analytical formulae derived in (6.32) and (6.47). In Fig. 6.5, the analytical curves are overlaid with the outputs of a Monte-Carlo simulator with the match being remarkably good, thereby validating the accuracy of the above presented theoretical analysis. The error associated with optimised configurations is constantly lower than that of conventional ones, as a result of the rank-deficiency of the former. What’s more, it appears that the latter error has a much smaller dynamic range revealing that a high $K$-factor does not have an extensive impact on its value. On the other hand, the bound for the optimised configuration yields an enhanced tightness as $K$ increases and under strong Ricean conditions, the corresponding offset is minimised.

**Figure 6.5:** Analytical and simulated absolute error of the upper bound in the high-SNR regime as a function of the $K$-factor ($\delta_R = 0.2$ and $\delta_T = 0.5$).
6.6 Summary

In this chapter, the main purpose has been the derivation of a tractable upper bound for the ergodic capacity of dual-branch MIMO Ricean systems with the key concept originating from a widely used power constraint. The first empirical bound depends on the expected value of the determinant of either a non-central quadratic form (double-sided correlated Ricean fading) or non-central Wishart matrix (single-sided correlated and uncorrelated Ricean fading). For this reason, the determinant expectation had to be analytically defined by introducing the determinant representation of hypergeometric functions of one matrix argument. By doing so, the derived analytical bound becomes remarkably simple as it depends only on the elementary symmetric functions of, at most, three deterministic matrices and hence can be very efficiently evaluated. Apart from its inherent simplicity, another advantage of this novel bound is the fact that it is not confined to the common case of rank-1 deterministic LoS components. The simulation results demonstrated that the bound is sufficiently tight for optimised configurations and marginally looser for the conventional setups. The tightness of the bound was finally assessed in the low and high-SNR regions; in the former, the bound becomes asymptotically tight (absolute error tends to zero) whereas in the latter the bound’s offset tends to a constant value that was analytically determined and validated through Monte-Carlo trials.
This thesis has covered a wide range of areas related to modern MIMO wireless communications. It has been shown that its contributions are of both theoretical and practical interest and serve as a good starting point for additional research. In this concluding chapter, all the key findings from different chapters are summarised and several future research routes are suggested.

7.1 Summary of results

In Chapter 3, the Nakagami fading model is developed upon the eigendecomposition of the full spatial MIMO correlation matrix $R_{HH}$ using the data collected at a 5.2 GHz carrier frequency. The reason behind choosing the Nakagami-$m$ distribution to model the eigenmodes’ envelope variations can be attributed to its inherent flexibility that makes it exhibit the best statistical fit with the raw data. Although the computer generation of independent Nakagami-$m$ deviates is broadly viewed as a trivial task, the reality is different; to be more precise, none of the the available known techniques is applicable for any arbitrary values of the shape parameters ($m$ and $\Omega$) or on their whole range. Hence, there was a motivation to introduce a novel rejection-based technique which fulfils both prerequisites and yields a satisfactory efficiency. The goodness of the proposed channel model is tested and compared with that of the Weichselberger and VCR models; the comparative results demonstrate the superiority of the Nakagami fading model from both information theory and error performance perspectives. The performance enhancement over the sophisticated Weichselberger model was found to be 2.2 dB in the case of ergodic and outage capacity and 3 dB in the case of BER mismatch. The VCR model, on the other hand, is unable to capture the spatial activity with accuracy due to the artificial generation of MPCs and, as a result, it systematically overestimates most channel characteristics. As was conjectured in Chapter 3, the Nakagami fading model is particularly important for 5-GHz band WLAN systems as well as for MIMO computer simulations, construction of optimum spatial filtering and design of space-time codes.
Apart from modelling the wireless channel, its characterisation is essential for understanding the spatio-temporal structure of the channel transfer matrix and ultimately predicting the performance of MIMO systems through the radio channel conditions. Intuitively, the extraction of multipath characteristics dictates the development of multi-dimensional channel parameter estimation algorithms; for this reason, in Chapter 4 the 3D FD-SAGE algorithm is introduced that, contrary to most array processing algorithms such as ESPRIT, Unitary ESPRIT and RMUSIC, can be directly applied to any arbitrary antenna geometry provided that the array response is known a priori. The scheme yields a remarkable robustness in a synthetic environment when used in conjunction with the SIC technique. The latter is also incorporated within the initialisation stage to detect the number of dominant MPCs since it poses no restrictions on the model order whereas most of the information theoretic criteria do. Using the same set of measured data as before, the performance of a real-time indoor MIMO channel is investigated in the double directional domain. It is found that the dependency of the two domains grows when a LoS is present or when the Tx faces the Rx and the distance between them is low (OLoS propagation). On the other hand, at NLoS Rx locations the azimuth dispersion gets larger since it benefits from the complex propagation paths’ interactions and, in turn, the correlation between the angular domains falls off. It is worth mentioning that the average values tabulated in Table 4.4 serve as a good reference point for the planning of future indoor WLANs.

While the first part of the thesis is focused on indoor channels, the second part is purely devoted to short-range communications where the presence of a deterministic component violates the assumption of Rayleigh fading and the channel entries are Ricean distributed. Under these circumstances, it is widely believed that the beneficial effects of multipath propagation are diminished due to the high level of spatial correlation. However, with appropriate positioning of the antenna elements, the presence of a free-space component seems to strengthen the link so that it delivers high throughput. To this end, in Chapter 5 a 2D maximum capacity criterion is derived for the special case of two-element ULAs at both ends, as a function of the separation distance between the two arrays, their orientations and inter-element spacings on each array. This simplified criterion can be used as a guideline for designing LoS-optimised MIMO systems which can achieve higher capacity than that predicted for an i.i.d. Rayleigh MIMO channel.

Aside from this design methodology, a detailed eigenanalysis of dual-branch MIMO Ricean systems is performed using elements of random matrix theory. The marginal PDF and CDF distributions of the eigenvalues as well as of the condition number are deduced in closed-form
Conclusions

and validated via simulations. These formulae can aid the prediction of the most significant MIMO features, namely the SM ability, ergodic and outage capacity and finally the symbol error and detection performance. As a potential application of the above mentioned theoretical analysis, an AD is proposed so that the high cost and complexity of ML-based receivers is reduced. The scheme offers an extensive complexity reduction along with a satisfactory BER performance even when applied to suboptimum LoS configurations.

In Chapter 6, a tractable analytical upper bound on the ergodic capacity of dual MIMO Ricean systems is derived which, contrary to the majority of similar works documented in literature, is applicable for arbitrary rank of the mean channel matrix. In fact, the bound is evaluated for both a conventional rank-1 and optimal configurations with two equal LoS eigenvalues. In order to allow the formulation of a broad framework, the effects of spatial correlation at both ends are taken into account as well; by doing so, the derived results have not only a higher usability but also include previously published works as special cases. The asymptotic tightness of the bound is also explored where it is shown that as the SNR tends to zero the bound becomes asymptotically tight while it tends to a constant, that is analytically determined, for infinitely high SNRs.

7.2 Future research areas

There are several areas of this thesis that can be expanded at a future stage and some of these are being outlined below:

- In Chapter 3, the author showed the very good match of the Nakagami-$m$ distribution with the indoor measured data. Due to time limitations, only a limited amount of data could be acquired and processed. Additional MIMO measurement trials to further characterise indoor channels in various propagation conditions would lead to greater confidence of the model. Another attractive research area is to extend the model to the wideband case thereby making it appropriate for the investigation of MIMO-OFDM systems. Further, it is quite challenging to explore whether different distributions can offer the same, or even a better, fit with the eigenmodes’ envelope distributions. A strong candidate is the Weibull distribution [238] which has been proved to exhibit good fit to experimental fading measurements, for both indoor [239, 240], and outdoor environments [241, 242], and further includes the Rayleigh distribution as a special case.
• Another possible topic to be addressed is the asymptotic error performance of the SAGE algorithm and particularly the determination of the CR lower bound of the estimators. Unfortunately, due to time constraints, the author could not explore the interesting theory of point estimation; as a general rule whatsoever, the Fisher information matrix has firstly to be computed along with the log-likelihood function of the signal model [243] and thereafter the procedure described in [151] should be followed. The algorithm can also be extended to higher dimensions in order to embody the polarisation and Doppler information. From a comparative point of view, the application of the gradient-based ML RIMAX algorithm on the measured data is expected to increase the convergence speed compared to the coordinate-wise search strategy of the SAGE algorithm and further aid the detection of diffuse scattering contributions (see Section 4.6).

• One of the most interesting topics for future research, is the conduction of the first-ever VTR MIMO campaign at the standardised ITS frequency of 5.9 GHz. It is an indisputable fact that this campaign could serve as a very useful starting point for assessing the channel statistics in the joint spatio-temporal-Doppler domain under practical conditions. Nevertheless, the ultimate goal remains the development of new sophisticated channel models based on measurement data which will enrich our understanding of the emerging short-range MIMO communications in fast-varying environments.

• In Chapter 5, the main focus was on dual MIMO Ricean systems with two transmit and receive antennas since, as it was pointed out, these configurations are of high practical relevance thanks to their low setup size and implementation cost. While the criterion derived for maximum MIMO capacity (5.17) retains its straightforward form for a higher number of antennas according to [178], the same does not hold true for the eigenvalue and condition number statistics. Under these circumstances, the simplified relationships for dual systems (5.20), (5.21) and thereof become invalid; as was underlined in Section 5.2.1, the marginal eigenvalue CDF densities for an arbitrary size Wishart matrix can be found in [185]. The estimation, however, of the condition number distributions dictates among others the extraction of the joint density \( f(w_1, w_n) \) (assuming a \((m \times n)\) MIMO system with \(m \leq n\)) which is a non-trivial task. Briefly stated, an appropriate transformation of variables followed by a \(n - 1\) integrations over all eigenvalue baselines have to take place. The interested reader is referred to [192, Eq. (102)] for additional information on the joint eigenvalue PDF of random size complex Wishart matrices.
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• Likewise, the derivation of the upper bound in Chapter 6 is tied to these specific configurations due to the eigenvalue cross-products that are created after expanding the key capacity-eigenvalues relationship (2.17). In any case though, it would be really interesting to expand the semi-correlated analysis of [231], which is entirely based on the elementary functions of the channel correlation matrix, to allow for double-sided correlation. This can be achieved by decomposing the associated matrix into a series of weighted submatrices and thereafter applying some of the results on the moments of elementary functions of quadratic forms, recently presented in [198, 228].
Appendix A
Analytical derivations of eigenvalue and condition number distributions

A.1 Proofs of (5.28) and (5.32)

By inspection, it is noticed that the sum of the two indices of the Nutall-$Q$ function in (5.24) is always odd. In such a case, one can express the Nutall-$Q$ in terms of only a Marcum-$Q$ function and a finite weighted sum of modified Bessel functions, using a result from [244]. Replacing the values $m = n = 2$ and $i = 1$ into [244, Eq. (13)], we get

\[
Q_{0+2\cdot1+1,0}(a,b) = 2^1 1! L^0_1\left(-\frac{a^2}{2}\right) Q_{0+1}(a,b) + \exp\left[-\frac{a^2 + b^2}{2}\right] \times \left\{ 2^1 1! \left(L^0_1\left(-\frac{a^2}{2}\right) - L^0_0\left(-\frac{a^2}{2}\right)\right) \frac{b}{a} I_1(ab) + bP_{1,1}(b^2) I_0(ab) \right\} \tag{A.1}
\]

where, for the sake of simplicity, the same notation has been used as in [244]. This means that $L^n_k(x)$ is the generalized $k$-th order Laguerre polynomial [244, Eq. (14)] and $P_{k,l}(x)$ is a polynomial of order $k - l$ in $x$ defined in [244, Eq. (10)]. By observing that $L^n_0(x) = 1$, $L^0_1(x) = 1 - x$ and $P_{1,1}(x) = 1$, the key equation (5.28) is derived in a straightforward manner. The result in (5.32) can be readily obtained after following the same procedure.

A.2 Proofs of (5.29)–(5.33)

The derivation process relies on the classical formula for the derivative of a determinant, that is [245]

\[
\frac{d}{dt} \det (B(t)) = \det (B(t)) \text{tr} \left( B^{-1}(t) \frac{d}{dt} B(t) \right). \tag{A.2}
\]

The above relationship is now applied to (5.23) which immediately yields (5.29); the use of the step function guarantees the positivity of the considered eigenvalue. At a next stage, the entries of the matrix $\Phi(x)$ need to be differentiated with respect to $x$. The partial derivative of
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a Marcum-Q function $Q(a, b)$ with respect to $b$ was derived in [246] as

$$\frac{\partial Q(a, b)}{\partial b} = -b I_0(ab) \exp \left[ -\frac{a^2 + b^2}{2} \right]$$  

that gives

$$\frac{\partial Q(\sqrt{2\lambda_j}, \sqrt{2x})}{\partial x} = -I_0(2\sqrt{\lambda_j x}) \exp \left[ -(\lambda_j + x) \right].$$  

The fundamental formulae for the derivatives of modified Bessel functions are also being used

$$\frac{\partial I_q(z)}{\partial z} = \frac{1}{2} (I_{q-1}(z) + I_{q+1}(z))$$  

$$\frac{\partial I_0(z)}{\partial z} = I_1(z).$$

Combining (A.3)–(A.6) with (5.28) and after some manipulations, it is trivial to calculate the entries of $\Psi(w_2^2)$. The result for the largest eigenvalue is readily obtained after following the same procedure for the entries of $\Xi(x)$.

### A.3 Proofs of (5.37) and (5.45)

Starting with the joint eigenvalue PDF $f(w_1, w_2)$, the following transformation of variables is applied to estimate the marginal PDF of the condition number $z = w_1/w_2$ [123, Eq. (6.43)]

$$f_z(z) = \int_0^\infty w_2 f(zw_2, w_2) dw_2.$$  

By substituting (5.20) into (A.7), the integral becomes

$$f_z(z) = e^{-(\lambda_1 + \lambda_2)}(z - 1)^2 \int_0^\infty w_2^2 e^{-w_2(z+1)} 0 \tilde{F}_1 (2; \lambda, w') \, dw_2$$  

where $w' = (zw_2, w_2)$. If (5.21) is introduced in the analysis, the following relationship is obtained

$$0 \tilde{F}_1 (2; \lambda, w') = \frac{\det (aF_1(1; w'_i \lambda_j))}{w_2(\lambda_1 - \lambda_2)(z - 1)}$$

which leads to a simplified version of (A.8)

$$f_z(z) = \frac{e^{-(\lambda_1 + \lambda_2)}(z - 1)}{\lambda_1 - \lambda_2} \int_0^\infty w_2^2 e^{-w_2(z+1)} \det (aF_1 (1; w'_i \lambda_j)) \, dw_2.$$
For the dual case, (5.22) reduces to

\[ _0F_1(1; x) = I_0 \left( 2\sqrt{x} \right) \]  

(A.11)

and therefore

\[ f_z(z) = \frac{e^{-(\lambda_1+\lambda_2)}(z-1)}{\lambda_1 - \lambda_2} \int_0^\infty w_2^2 e^{-w_2(z+1)} \det \left( I_0 \left( 2\sqrt{w_i^I \lambda_j} \right) \right) \, dw_2 \]  

(A.12)

or

\[ f_z(z) = \frac{e^{-(\lambda_1+\lambda_2)}(z-1)}{\lambda_1 - \lambda_2} \times \left[ \int_0^\infty w_2^2 e^{-w_2(z+1)} I_0 \left( 2\sqrt{z \lambda_2} \right) I_0 \left( 2\sqrt{w_2 \lambda_1} \right) \, dw_2 \\
- \int_0^\infty w_2^2 e^{-w_2(z+1)} I_0 \left( 2\sqrt{z \lambda_1} \right) I_0 \left( 2\sqrt{w_2 \lambda_2} \right) \, dw_2 \right]. \]  

(A.13)

To the best of the author’s knowledge, there is no analytical solution for the integrals involved in (A.13); in light of this fact, the zeroth-order modified Bessel function is expressed as an infinite sum of powers according to

\[ I_0(x) = \sum_{k=0}^\infty \frac{\left( \frac{1}{k!} \right)^2 \left( \frac{x}{2} \right)^{2k}}{\left( k! \right)^2} \]  

(A.14)

which results in

\[ f_z(z) = \frac{e^{-(\lambda_1+\lambda_2)}(z-1)}{\lambda_1 - \lambda_2} \times \left[ \int_0^\infty w_2^2 e^{-w_2(z+1)} \sum_{k=0}^\infty \sum_{n=0}^\infty \frac{(\lambda_1 z)^k \lambda_2^k w_2^{k+n}}{(k!n!)^2} \, dw_2 \\
- \int_0^\infty w_2^2 e^{-w_2(z+1)} \sum_{k=0}^\infty \sum_{n=0}^\infty \frac{(\lambda_2 z)^k \lambda_1^k w_2^{k+n}}{(k!n!)^2} \right]. \]  

(A.15)

The summation is directly interchanged with the integration and taking into account the following straightforward formula

\[ \int_0^\infty x^p e^{-ax} \, dx = \frac{\Gamma(p+1)}{a^{p+1}} \]  

(A.16)

the proof of (5.37) is concluded.
The derivation of (5.45) represents essentially an extension to the analysis presented above. To be more precise, by combining (5.44) with (A.7) we get

\[
f_z(z) = \lambda_1^{-1/2}e^{-2\lambda_1(z - 1)} \times \left[ \int_0^\infty \sqrt{z}w_2^{5/2}e^{-w_2(z+1)}I_1\left(2\sqrt{z\lambda_1w_2}\right)I_0\left(2\sqrt{\lambda_1w_2}\right) \, dw_2 \right. \\
- \left. \int_0^\infty w_2^{5/2}e^{-w_2(z+1)}I_1\left(2\sqrt{\lambda_1w_2}\right)I_0\left(2\sqrt{z\lambda_1w_2}\right) \, dw_2 \right].
\]  

(A.17)

Once more, the infinite series representation of a first-order modified Bessel function of the first kind is adopted according to

\[
I_1(x) = \frac{x}{2} \sum_{k=0}^\infty \frac{1}{k!\Gamma(k+2)} \left(\frac{x}{2}\right)^{2k} \\
= \frac{x}{2} \sum_{k=0}^\infty \frac{1}{k!(k+1)} \left(\frac{x}{2}\right)^{2k}.  
\]  

(A.18)

Substituting (A.14) and (A.18) into (A.17) one can obtain

\[
f_z(z) = \lambda_1^{-1/2}e^{-2\lambda_1(z - 1)} \left[ \int_0^\infty \sqrt{z}w_2^{5/2}e^{-w_2(z+1)}\sqrt{\lambda_1w_2} \sum_{k=0}^\infty \sum_{n=0}^\infty \frac{z^k (\lambda_1w_2)^{k+n}}{(k!n!)^2(k+1)} \, dw_2 \right. \\
- \left. \int_0^\infty w_2^{5/2}e^{-w_2(z+1)}\sqrt{\lambda_1w_2} \sum_{k=0}^\infty \sum_{n=0}^\infty \frac{z^n (\lambda_1w_2)^{k+n}}{(k!n!)^2(k+1)} \, dw_2 \right].
\]  

(A.19)

which after making use of (A.16) and some trivial manipulations returns (5.45).
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On Analytical Derivations of the Condition Number Distributions of Dual Non-Central Wishart Matrices
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Abstract—In this paper, we explore the statistical characterization of Multiple-Input Multiple-Output (MIMO) channel correlation matrices with the main focus being on their condition number statistics. More specifically, novel expressions are derived for the probability density function (PDF) and cumulative distribution function (CDF) of the MIMO condition number. Contrary to the majority of related studies, where only the common case of Rayleigh fading was considered, our investigation is extended to account for the generalized case of Ricean fading where a deterministic Line-of-Sight (LoS) component exists in the communication link. The overall analysis is based on the principles of random matrix theory and particularly of dual complex non-central Wishart matrices; the latter represent a practical class of MIMO systems, namely dual-branch systems which are equipped with two transmit and receive antenna elements. All the derived formulae are validated through extensive simulations with the attained accuracy being remarkably good.

Index Terms—MIMO systems, non-central Wishart matrices, condition number, Ricean fading.

I. INTRODUCTION

It is an indisputable fact that, nowadays, Multiple-Input Multiple-Output (MIMO) systems are considered as a hot topic in the area of wireless communications. The pioneering works of Foschini [1] and Telatar [2] demonstrated the extensive performance enhancement when multiple antenna elements are used at both ends of a radio link. While a considerable amount of research effort has been devoted to the study of MIMO technology, there are still some open aspects that have not been addressed. One of the most interesting topics is the eigenanalysis of the MIMO correlation matrix and especially the statistical determination of its condition number, commonly defined as the ratio of the largest to the smallest eigenvalue. In the MIMO context, the condition number indicates the multipath richness of the channel [3] and has also been shown to drastically affect the detection and error performance in spatial multiplexing (SM) systems [4], [5]. Hence, a detailed knowledge of the condition number statistics is highly desirable since it will shed some light into the efficient characterization of the promising MIMO technology. We point out that throughout the paper our main interest lies in dual-branch (or simply dual) MIMO configurations, which are expected to be employed in the majority of future practical systems (e.g. hand-held devices), thanks to their small size and low complexity/implementation cost.

In order to conduct the above mentioned analysis, we have resorted to the use of complex Wishart matrices which have recently attracted considerable interest following the rapid development of MIMO systems. Most studies dealing with the application of Wishart matrix theory on MIMO systems elaborate on the common case of a rich scattering environment where no Line-of-Sight (LoS) component is present and the inter-element spacings are assumed to be sufficiently high; under these conditions, the entries of the channel matrix exhibit uncorrelated Rayleigh fading and the channel is said to be Ricean distributed instead. Surprisingly, despite their practical relevance, few results have been reported focusing on the eigenstatistics of Ricean channels. This fact can be attributed to the difficulty in manipulating hypergeometric functions with two matrix arguments of non-central Wishart matrices compared to the one matrix argument of central Wishart matrices [7].

With regard to the condition number statistics, we primarily recall the seminal work of Edelman [8] which revealed the vital importance of the condition number as a metric of the matrix ill-condition. However, his analysis was limited to the case of $(2 \times 2)$ central Wishart matrices with unit variance where the generalized work of Ratnarajah et al. [9] accounted for matrices of random size and with arbitrary variance. An interesting approach to model the temporal transition probabilities of the condition number using a finite-state Markov process can be found in [10]; more importantly, it was shown that the CDF of the logarithm of the condition number can be approximated particularly well via a gamma variable. Yet, all the above cited papers ([8]–[10]) were limited to Rayleigh-fading MIMO channels while the extension to Ricean-fading channels remains an open problem. On this basis, in the present study we explore the statistics of the condition number of a dual non-central Wishart matrix and introduce closed-form formulae for its PDF and CDF as weighted sums of polynomials. For the sake of completeness, two different cases are assessed with the classification being based on the
eigenvalues of the LoS matrix component (distinct or equal). As potential applications of our theoretical analysis, we can expect that it can facilitate the prediction of capacity and link-level performance of MIMO channels as well as the design of space-time codes and MIMO simulations.

The remainder of the paper is organized as follows: In Section II, the fundamental properties of the theory of Wishart matrices are outlined. In Section III, new expressions for the condition number distributions are derived. In Section IV, the underlying MIMO Ricean channel model used throughout the paper is discussed followed by the numerical results obtained by Monte-Carlo simulations. Finally, Section V concludes the paper and summarizes the key findings.

A note on notation: We use upper and lower case boldfaces to denote matrices and vectors, respectively while \( \mathbb{C} \) will denote the set of complex-valued numbers. The nomenclature \( \sim \mathcal{CN}(X, Y) \) stands for a complex normally distributed matrix with mean \( X \) and covariance \( Y \). An \((n \times n)\) identity matrix is expressed as \( I_n \) while the all-zero \((n \times m)\) matrix as \( 0_{n \times m} \). The symbols \( (\cdot)^{\dagger} \) and \((\cdot)^{-1}\) correspond to Hermitian transposition and matrix inversion whereas \( \otimes \) is the Kronecker product. Finally, \( \det(\cdot) \) and \( || \cdot ||_F \) respectively return the matrix determinant and Frobenius norm.

II. NON-CENTRAL WISHART MATRICES

As was previously highlighted, we are particularly interested in dual complex non-central Wishart matrices. In such a case, a \((2 \times 2)\) complex normal random matrix \( H \) is considered which is distributed according to \( H \sim \mathcal{CN}(M, \Sigma \otimes I_2) \). The matrix \( \Sigma = \sigma^2 I_2 \) is the correlation matrix containing the variances \( \sigma^2 \) of the entries of \( H \) on its main diagonal. The so-called instantaneous MIMO correlation matrix is defined as \( \tilde{W} = HH^\dagger \) and is said to follow the complex non-central Wishart distribution with two degrees of freedom and noncentrality matrix \( \Omega = \Sigma^{-1}MM^\dagger \), commonly denoted as \( \tilde{W} \sim \mathcal{CW}_2(2, \Sigma, \Omega) \).

We now consider a scaled version of \( \tilde{W} \), that is \( W = \Sigma^{-1}\tilde{W} \). Since \( W \) is a \((2 \times 2)\) Hermitian matrix, it has two real ordered eigenvalues \( w_1 > w_2 > 0 \), whose joint PDF is

\[
f(w_1, w_2) = \exp\left(-\sum_{i=1}^{2}(\lambda_i + w_i)\right) \tilde{F}_1(2; \lambda, w) (w_1 - w_2)^2
\]

where \( \lambda = (\lambda_1, \lambda_2) \) contains the real ordered eigenvalues of \( \Omega \) and, in turn, \( w = (w_1, w_2) \); moreover, \( \tilde{F}_1(\cdot; \cdot, \cdot) \) is the complex hypergeometric function of two matrix arguments [7]. A convenient version of \( \tilde{F}_1(2; \lambda, w) \) for the dual case was given by Gross and Richards [11] as

\[
\tilde{F}_1(2; \lambda, w) = \frac{\det(\tilde{F}_1(1; 1, \lambda_i) - w_i))}{\lambda_1 - \lambda_2 |w_1 - w_2|}
\]

with \( I_q(\cdot) \) denoting the \( q \)th order modified Bessel function of the first kind and \( \tilde{F}_1(s + 1; x) \) is the classical hypergeometric function [12]

\[
\tilde{F}_1(s + 1; x) = s! \pi^{-s/2} I_s(2\sqrt{x}).
\]

III. STATISTICS OF THE CONDITION NUMBER OF \( W \)

It is well established that the condition number is a metric of the channel rank or of how invertible a given matrix is; a condition number close to one indicates a well-conditioned matrix with almost equal eigenvalues. As the condition number gets larger though, the matrix rank drops and eventually degenerates into a rank-one matrix. Its importance in the area of MIMO communications has been demonstrated in [3]–[5] among others. In the considered case, the condition number of the scaled MIMO correlation matrix \( W \) becomes

\[
z = \frac{w_1}{w_2} \geq 1.
\]

From an information theory point of view, the impact of the condition number on MIMO capacity can be seen in (5), which returns the instantaneous channel capacity (in bits/Hz) assuming perfect channel knowledge at the Rx and no knowledge at the Tx and uniform power allocation [1]

\[
C = \log_2 \left( \det \left( I_2 + \frac{\rho}{2} HH^\dagger \right) \right) = \log_2 \left( \frac{1 + \frac{w_1}{\sigma}}{\frac{1 + \frac{w_2}{\sigma}}{\rho}} \right)
\]

where \( \rho \) is the system Signal-to-Noise ratio (SNR) and \( \alpha = 2(1 + K)/\rho \). The symbol \( K \) stands for the the Ricean K-factor, normally expressing the ratio of the free-space signal power to the power of the scattered waves. From (5), it is evident that there is no analytical one-to-one mapping between MIMO capacity and the condition number. However, their inter-dependency can be numerically evaluated; in Fig. 1, this inter-dependency is illustrated for an SNR of 20 dB.

This graph verifies the notion that high-rank channels, or low condition numbers, yield high capacities and vice-versa. To get a deeper understanding, the density and distribution functions of the condition number are now studied for two different cases; the distinction is based on the associated LoS eigenvalues and, in particular, on whether these are identical.

![Fig. 1. Capacity evolution as a function of the condition number (SNR = 20 dB).](image-url)
1) Case 1 ($\lambda_1 \neq \lambda_2$): We firstly consider the common case of two distinct non-zero LoS eigenvalues $\lambda_1 > \lambda_2$ which reflects any conventional MIMO configuration with no constraint on the rank of the LoS channel matrix. We can show that the PDF of $z$, $f_z(z)$, can then be expressed as a weighted summation of polynomials given by

$$f_z(z) = \frac{e^{-(\lambda_1+\lambda_2)(z-1)}}{\lambda_1 - \lambda_2} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \frac{\Gamma(k+n+3)z^k}{(k!)^2(z+1)^{k+n+3}} \times \left[ \lambda_1^{n+1} - \lambda_2^{n+1} \right]$$

(6)

with $\Gamma(n)$ denoting the Gamma function which, for the case of an integer index, can be rewritten as $\Gamma(n) = (n-1)!$. The full proof of (6) is provided in Appendix A.

In order to reduce the high computational complexity inserted by the infinite double summation of the above equation, a truncated finite subset of terms may be considered as

$$f_z(z) \approx \frac{e^{-(\lambda_1+\lambda_2)(z-1)}}{\lambda_1 - \lambda_2} \sum_{k=0}^{K_1} \sum_{n=0}^{N_1} \frac{\Gamma(k+n+3)z^k}{(k!)^2(z+1)^{k+n+3}} \times \left[ \lambda_1^{n+1} - \lambda_2^{n+1} \right].$$

(7)

The values of $K_1$ and $N_1$ are chosen so that a further increase in the number of coefficients holds negligible impact on the final outcome (less than 0.5% between consecutive steps). It was empirically found that to fulfill this prerequisite with the minimum number of terms, $K_1$ and $N_1$, should be set to the same value. In fact, by adopting this approach the asymptotic result is approximated well with $K_1 = N_1 = 20$. This observation is verified in Fig. 2, where the evolution of the double summation against the number of terms $K_1$, $N_1$, is depicted, for four arbitrary values of $z$.

The corresponding CDF of $z$, $F_z(x)$, can then be deduced by the PDF as

$$F_z(x) = \int_{x}^{\infty} f_z(z) \, dz.$$  

(8)

By substituting (6) into (8) and taking into account the Dominated Convergence Theorem which states that summation and integration can be interchanged, Eq. (9) at the top of the next page is obtained after some basic algebraic manipulations. For the integrals involved in (9), a tractable representation in terms of scalar hypergeometric functions is available in [12, Eq. (3.194)]

$$\int_{0}^{\infty} \frac{t^\mu}{(1+bt)^\nu} \, dt = \sum_{\mu=0}^{\infty} \frac{\mu+1}{\mu+1} \frac{(\nu; \mu+1; 1; -b)}{\nu},$$

(10)

where $_2F_1(\alpha, \beta; \gamma; a)$ is the classical Gaussian hypergeometric function defined in [12, Eq. (9.14)]. The CDF of the condition number eventually becomes

$$F_z(x) = \frac{e^{-(\lambda_1+\lambda_2)(x-1)}}{\lambda_1 - \lambda_2} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \frac{\Gamma(k+n+3)}{(k!)^2} \left[ \lambda_1^{n+1} - \lambda_2^{n+1} \right] \times \left\{ \frac{1}{k+1,k+n+3}(x) - \frac{1}{k+1,k+n+3}(x) \right\}$$

(11)

where

$$I_1^{a,b}(y) = \frac{\Gamma(a+1)}{a+1} \frac{\Gamma(b+1)}{b+1} \frac{\Gamma(1-a-b)}{1-a} \int_{0}^{\infty} \frac{e^{-t} t^{a-1} (1+t)^{-b}}{y(t+1)} \, dt,$$

(12)

2) Case 2 ($\lambda_1 = \lambda_2$): This is a special class of specifically designed full-rank LoS configurations with extensive practical interest since it offers two equal eigenvalues and thus delivers high capacities in the presence of strong direct components. This is achieved with appropriate positioning of the antenna elements at both ends of the link so that subchannel orthogonality is attained [13]-[15]. This phenomenon is contrary to the common belief that LoS channels represent a hindrance in the area of MIMO communication since they are usually rank-deficient and therefore have only one non-zero eigenvalue.

In the case of equal eigenvalues though, the $(\lambda_1 - \lambda_2)$ term in the denominator of (2) becomes zero making the analysis invalid; in order to circumvent this singularity we employ de l'Hôpital’s rule to get a solution for the limit $(\lambda_1 \rightarrow \lambda_2)$. Then, the ordered eigenvalue distribution $f(w_1, w_2)$ becomes [13]

$$f(w_1, w_2) = \lambda_1^{-1/2} e^{-2\lambda_1 (w_1 - w_2)} e^{-(w_1 + w_2)}$$

$$\times \left( \sqrt{\lambda_1} I_1 \left( 2 \sqrt{\lambda_1 w_1} \right) I_0 \left( 2 \sqrt{\lambda_1 w_2} \right) - \sqrt{\lambda_2} J_1 \left( 2 \sqrt{\lambda_1 w_1} \right) I_0 \left( 2 \sqrt{\lambda_1 w_2} \right) \right).$$

(13)

In Appendix B, it is shown that the PDF of the condition number has the following form

$$f_z(z) = e^{-2\lambda_1 (z-1)} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \frac{\Gamma(k+n+4)}{(k+n+4)!(k+n+3)!(z+1)^{k+n+4}} \times \left( z^{k+1} - z^n \right).$$

(14)

The similarity between the infinite double summations involved in (6) and (14) is apparent and hence the finite subset approximation can be used again. In this case, a similar
convergence check, as the one performed for (7), revealed that the choice \(K_x = N_x = 15\) approximates the asymptotic solution reasonably well. As far as the condition number CDF is concerned, the concept for deriving an analytical expression is exactly the same as in (8)–(12). Thus, it is trivial to show that for the case of equal LoS eigenvalues the condition number CDF is

\[
F_k(x) = e^{-2\lambda_k} \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \Gamma(k + n + 4) (M_k n^2)^{(k + 1)} \times \left\{ I_{r,k+2,k+n+1}(x) - I_{r,k+1,k+n+4}(x) + I_{r,k+1,k+n+4}(x) \right\}.
\]

(15)

IV. MIMO CHANNEL MODEL AND NUMERICAL RESULTS

The underlying MIMO channel model is now presented for the case of LoS propagation. For an uncorrelated fading scenario, the channel transfer function matrix \(H \in \mathbb{C}^{2 \times 2}\) consists of a spatially deterministic component \(H_L\) and a randomly distributed component \(H_W\) which accounts for the scattered signals. Then, the channel model is

\[
H = \sqrt{\frac{K}{K + 1}} H_L + \sqrt{\frac{1}{K + 1}} H_W. \tag{16}
\]

A common policy in the analysis of MIMO systems is to normalize the entries of \(H\) so that they have unit energy on average and the mean SNR is independent of the channel matrix. For this reason, \(H_W\) is modeled as a Rayleigh distributed matrix with independent and identically distributed (i.i.d.) circular symmetric zero-mean complex Gaussian variables with unity variance. With regard to the free-space LoS component \(H_L\), its entries can be expressed as \(e^{-j2\pi d_m / \lambda_d}\), where \(k = 2\pi / \lambda\) is the wavenumber corresponding to the carrier wavelength \(\lambda\) and \(d_m, n\) is the distance between a receive element \(m \in \{1, 2\}\) and a transmit element \(n \in \{1, 2\}\). Please note that we have assumed, without loss of generality, isotropic radiators. Regarding the statistical characteristics of \(H\), it can be inferred that \(M = \sqrt{\frac{K}{K + 1}} H_L\) while \(\Sigma = \frac{1}{K + 1} I_2\). Then, it is trivial to show that the Wishart matrix \(W = HH^H\) follows the distribution \(W \sim \mathcal{C} \mathcal{W}_2\left(2, \frac{K}{K + 1} I_2, K H_L H_L^H\right)\) and the associated LoS version of interest \(W = K^{-1} W\).

We can now validate the theoretical analysis presented in Section III through a set of simulations. For the sake of brevity, we consider the more general case of unequal LoS eigenvalues but all the presented results are readily extensible to the case of full-rank LoS configurations. Due to space limitations, we directly consider the LoS suboptimum configuration, as originally given by the authors in [16, Eq. 20], with

\[
H_L = \begin{bmatrix}
0.8384 + j0.5451 & 0.9411 + j0.3380 \\
-0.5123 - j0.8588 & 0.8384 + j0.5451
\end{bmatrix} \tag{17}
\]

This matrix intuitively satisfies the power constraint, i.e. \(\|H_L\|_F^2 = 1\). After generating 50,000 random Monte-Carlo realizations of the channel matrix \(H\) according to (16) and setting the \(K\)-factor equal to 5 dB, the ordered eigenvalues of \(\Omega\) were easily computed and thereafter concatenated into the vector \(\lambda = (7.0306, 5.6155)\). As a main step of the performance evaluation process, the analytical expressions derived for the statistics of the condition number are validated. In Figs. 3(a) and 3(b), the closed-form relationships (6) and (11) are respectively tested, where it is easily seen that theoretical and simulation results are in remarkable agreement for both cases.
From inspection of Fig. 1 and Fig. 3, we can also conjecture that for a relatively high percentage of realizations the proposed architecture yields large capacities and outperforms the common i.i.d. Rayleigh system which offers an ergodic capacity of 11.4 bits/Hz for the same operating SNR. This observation is consistent with the results presented in [13]–[15] where different optimized architectures were proposed for the case of near-field LoS propagation.

V. CONCLUSION

In the present contribution, a detailed statistical eigenanalysis of dual-branch MIMO systems has been performed. In detail, we derived the PDF and CDF of the condition number of a dual complex non-central Wishart matrix. This class of matrices has an increasing practical interest since it corresponds to compact MIMO systems with two antenna elements at both ends. The statistics of the condition number were thoroughly explored for a conventional as well as a specifically designed full-rank configuration with equal LoS elements at both ends. The statistics of the condition number was kept as low as possible. More importantly, they can be easily evaluated since the overall complexity burden was kept as low as possible. More importantly, they constitute the basis of the statistical assessment of Ricean MIMO channels and further are very useful tools for determining numerous MIMO characteristics, spanning SM ability to symbol error and detection performance.

APPENDIX A

DERIVATION OF THE PDF OF THE CONDITION NUMBER OF W(λ₁ ≠ λ₂)

Starting with the joint eigenvalue PDF \( f(w₁, w₂) \), we apply the following transformation of variables to estimate the marginal pdf of the condition number \( z = \frac{w₁}{w₂} \)

\[
f_z(z) = \int_0^∞ w_2 f(z w_2, w_2) dw_2.
\]

By substituting (1) into (18), the integral becomes

\[
f_z(z) = \frac{1}{\lambda₁ - \lambda₂} \int_0^∞ \frac{u_2^2}{u_2^2 - u_2(z+1)} \ e^{-\lambda₁u_2(z+1)} aF_1(2; \lambda, w') dw_2 \]

where \( w' = \{zw_2, w_2\} \). If (2) is introduced in our analysis, the following relationship is obtained

\[
aF_1(2; Λ, w') = \det(gF_1(1; u'λ₂)) \ det(u_2(λ₁ - λ₂)) \ det(uF_1(1; u'λ₁))
\]

which leads to a simplified version of (19)

\[
f_z(z) = \frac{1}{\lambda₁ - \lambda₂} \int_0^∞ \frac{u_2^2}{u_2(z+1)} aF_1(2; \lambda, w') dw_2.
\]

For the dual case, (3) reduces to

\[
f_z(z) = \frac{1}{\lambda₁ - \lambda₂} \int_0^∞ \frac{u_2^2}{u_2(z+1)} aF_1(2; \lambda, w') dw_2.
\]

We can now evaluate (22) as shown in (23) in the next page. To the best of our knowledge, there is no analytical solution for the integrals in (23); in this light, we express the zeroth-order modified Bessel function as an infinite sum of powers according to

\[
I₀(x) = \sum_{k=0}^∞ \left( \frac{1}{k!} \right)^2 \left( \frac{x}{2} \right)^{2k}.
\]

Inserting (24) into (23) and taking into account the following straightforward formula

\[
\int_0^∞ x^p e^{-ax} dx = \frac{Γ(p + 1)}{a^{p+1}}
\]

we conclude the proof of (6).

APPENDIX B

DERIVATION OF THE PDF OF THE CONDITION NUMBER OF W(λ₁ = λ₂)

The derivation presented herein represents essentially an extension to the analysis of the previous section. To be more precise, by combining (13) with (18) we get (26) at the top of the next page.

Once more, the infinite series representation of a first-order modified Bessel function of the first kind is used according to

\[
I₀(\lambda) = \frac{x}{2} \sum_{k=0}^∞ \frac{1}{k!} \left( \frac{\lambda}{2} \right)^{2k}.
\]

After substituting (24) and (27) into (26) and making use of (25), we can directly obtain (14).
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\( f_z(z) = \frac{e^{-(\lambda_1+\lambda_2)}(z-1)}{\lambda_1 - \lambda_2} \times \left[ \int_0^\infty w_2^2 e^{-w_2(z+1)} I_0 \left( 2\sqrt{2\lambda_2}w_2 \right) I_0 \left( 2\sqrt{2\lambda_2}w_2 \right) dw_2 \right. \\
- \left. \int_0^\infty w_2^2 e^{-w_2(z+1)} I_0 \left( 2\sqrt{2\lambda_2}w_2 \right) I_0 \left( 2\sqrt{2\lambda_2}w_2 \right) dw_2 \right] . \) (23)

\( f_z(z) = \lambda_1^{-1/2}e^{-2\lambda_1}(z-1) \times \left[ \int_0^\infty \sqrt{2w_2} e^{-w_2(z+1)} I_1 \left( 2\sqrt{2\lambda_1}w_2 \right) I_0 \left( 2\sqrt{2\lambda_1}w_2 \right) dw_2 \right. \\
- \left. \int_0^\infty \sqrt{2w_2} e^{-w_2(z+1)} I_1 \left( 2\sqrt{2\lambda_1}w_2 \right) I_0 \left( 2\sqrt{2\lambda_1}w_2 \right) dw_2 \right] . \) (26)

to the ideal behavior. The termination of the antenna will result in ringing behavior that should be smoothed by an appropriate loading scheme. A partially focused monocone antenna would provide an omnidirectional radiator with the properties of (6), while a partially focused TEM horn would provide one with more gain. The antenna designer by Ameya, et al., seems to accomplish this task by tapering the impedance of the printed monocone.

VI. CONCLUSION

In this paper we have presented requirements for an UWB antenna that can provide a dispersionless channel when used as both the transmit and receive antenna. The desired antenna would need to closely approximate an ideal, pulsed line source and would radiate a waveform that approximates a half derivative of the applied voltage. We demonstrated that such a waveform could be generated by a current source that is spatially limited by a Gaussian waveform.

Creating an antenna that produces such a pulse is a challenge. We provided a concept that might lead to such an antenna. By noting that a focused aperture antenna radiates a derivative of the applied voltage and a completely unfocused aperture radiates a replica of the applied voltage [4], it was hypothesized that an antenna that is focused in elevation but unfocused in azimuth would create the desired waveform, at least in the vicinity of the antenna. Further analysis of the proposed strategy is warranted. However, recent experimental results using printed monopole antennas seem to indicate that the desired goal can be achieved, at least over a limited range of frequencies [9].
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A MIMO Channel Model Based on the Nakagami-Faded Spatial Eigennodes

Michail Matthaiou, David I. Laurenson, and John S. Thompson

Abstract—We propose a stochastic model for multiple-input multiple-output (MIMO) communication systems based on the eigen-decomposition of the spatial correlation matrix. It is shown that the channel matrix can be well modeled by the superposition of the spatial eigennodes experiencing independent Nakagami-\(m\) fading. The proposed scheme is also compared with the existing correlation-based models using the data obtained from an indoor measurement campaign so that its performance is assessed in depth.

Index Terms—Fading channels, multiple-input multiple-output (MIMO) systems, spatial correlation.

I. INTRODUCTION

In recent years, the area of multiple-input multiple-output (MIMO) channel modeling has attracted considerable research interest since a reliable model can in principle predict the propagation mechanisms and ultimately make possible the integration of MIMO technology into real-time applications. On this basis, various stochastic modeling approaches have been proposed in the literature with a view to capturing the spatial behavior at both the transmitter (Tx) and the receiver (Rx).

More specifically, the so called “Kronecker model” [1] assumes that the spatial correlation properties at both ends of the link are separable which can result though in the multipath structure being rendered incorrectly. In other words, it enforces the joint angular power spectrum (APS) to be the product of the direction of arrival (DoA) and direction of departure (DoD) power spectra. The model may give accurate estimates when three or less antenna elements are employed but for larger arrays (and hence an improved angular resolution) its performance deteriorates significantly [2]. However, it has been extensively used for the theoretical analysis and simulations of MIMO systems thanks to its simplicity.

On the other hand, the so called “Weichselberger model” [3] alleviates the deficiencies of the Kronecker model by considering the joint correlation structure of both ends and consequently the average coupling between the spatial subchannels is effectively modeled. Although more robust than the Kronecker model with systems employing more than four antennas, it still falls short of precisely capturing all spatial activity [4], [5]. Yet, the multipath environment is occasionally not reproduced properly resulting in an inaccurate estimate of the joint APS.

In this letter, we present a full spatial correlation model which encompasses a generalized version of the aforementioned approaches and yields a better fit, in terms of statistical metrics, with the measured data. The common assumption of Rayleigh fading, which is often violated in measured channels, is relaxed by considering the more flexible Nakagami-\(m\) distribution in order to account for the presence of strong obstructed line-of-sight (LoS) components.

The letter is organized as follows: In Section II, we derive the proposed MIMO channel model in a straightforward manner. In Section III, an indoor MIMO measurement campaign is described. The statistical characteristics as well as the accuracy of the Nakagami-\(m\) model are evaluated in Section IV.
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fading assigned to each eigenmode are addressed in Section IV. The performance of the stochastic model is evaluated in Section V using the measured data. Finally, Section VI summarizes the key findings.

II. MIMO CHANNEL MODEL

For a flat-fading MIMO system equipped with $N$ transmit and $M$ receive antenna elements, the complex input-output relationship can be written for the discrete case as

$$y = Hx + n$$  

(1)

where $x \in \mathbb{C}^{N \times 1}$ is the transmitted signal vector, $y \in \mathbb{C}^{M \times 1}$ is the noise-corrupted received signal and $n \in \mathbb{C}^{M \times 1}$ corresponds to the additive noise plus interference. The term $H \in \mathbb{C}^{M \times N}$ is usually referred to as the channel transfer function matrix and contains the complex responses between all antenna pairs. The full spatial correlation matrix, describing the joint correlation properties of both link ends, is defined as [1]

$$R_{\text{H}} \triangleq E_{\text{tr}} \{ \text{vec}(H) \text{vec}(H^H) \} \in \mathbb{C}^{MN \times MN}$$  

(2)

where $\text{vec}(\cdot)$ operator stacks the columns of a matrix into a vector and $(\cdot)^H$ is the Hermitian transposition. The eigendecomposition of $R_{\text{H}}$ into a sum of rank-one matrices yields

$$R_{\text{H}} = \sum_{k=1}^{MN} \lambda_k u_k u_k^H$$  

(3)

where $\lambda_k$ are the real non zero ordered eigenvalues ($\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{MN} \geq 0$) and $u_k$ contain the corresponding eigenvectors which are by definition mutually orthogonal and have unit norm. We note that the number of non-zero eigenvalues determines the rank of $R_{\text{H}}$ which is upper bounded by $\min\{M,N\}$. The eigenvector $u_k$ can be reshaped column-wise into the matrix $U_k = \text{vec}(u_k) \in \mathbb{C}^{N \times N}$ which we will refer to hereafter as the $k$-th eigenmode. From a physical viewpoint, eigenvalues specify the degree of diversity offered by the channel while eigenmodes, commonly representing a linear combination of propagation paths, are indicative of the spatial multiplexing (SM) ability [3]. Likewise, the channel matrix can be modeled as

$$H_{\text{model}} = \sum_{k=1}^{MN} g[k] \sqrt{\lambda_k} U_k.$$  

(4)

From (4), we readily infer that the probability density function (pdf) of $g[k]$ expresses the fading variations of the channel. In fact, the fading coefficients $g[k]$ are independent and identically distributed (i.i.d.) random variables satisfying the relationship $E_{\text{tr}}[g[n]g^*[n]] = h_{mn}$, where $h_{mn}$ is the Kronecker delta function. We underline the fact that the second-order moment of $g[k]$ is assumed to be the same for all $k$ so that the eigenvalues $\lambda_k$ reflect the power of each eigenmode.

III. INDOOR MEASUREMENT CAMPAIGN

An indoor measurement campaign was carried out in the Electrical Engineering Building in Vienna University of Technology [6]. The measurements were conducted using the MEDAV RUSK ATM channel sounder which was probed at 193 equipped frequency bins, covering 120 MHz of bandwidth, at a carrier frequency of 5.2 GHz. The Rx employed a uniform linear array (ULA) of eight vertically-polarized elements with an inter-element distance of 0.45 $\lambda$, which was fully calibrated in order to remove the undesired effects of mutual coupling and other array imperfections. At the Tx, an omnidirectional antenna was moved on a 10 x 20 rectangular grid with element spacings of 0,5 $\lambda$.

By considering a virtual eight-element ULA on each row, we end up with $13 \times 10 = 130$ spatial realizations of the $8 \times 8$ MIMO transfer matrix. Thus, a total set of $130 \times 193 = 25,090$ space and frequency realizations per measurement scenario was obtained.

The Rx was placed at 24 locations in several offices while the Tx was fixed in a hallway. In order to capture the whole azimuth domain activity, the Rx was steered to three different directions (spaced by 120$^\circ$), leading to the generation of 72 data sets, i.e., combinations of Rx positions and directions.

IV. NAKAGAMI-M FADING CHARACTERISTICS

Intuitively, the main concept behind the proposed model (4) originates from the well-known Karhunen-Loeve transform (KLT) which has been extensively used in numerous applications that range from image compression to seismology and computer graphics in order to decorrelate multi-element data based on the eigendecomposition of the correlation matrix [7]. The resulting uncorrelated eigenmodes are assigned a Nakagami-$m$ fading process [8] which yields a satisfactory fit with real-time data for various measured channels (see [9] and references therein). The normalized Nakagami-$m$ pdf of the fading envelope $R$ is given by

$$f_m(r) = \frac{2}{\Gamma(m)} m e^{2m r - m r^2}, \quad r \geq 0$$  

(5)

with $\Gamma(\cdot)$ expressing the gamma function. The Nakagami fading figure $m[k](1 \leq k \leq MN)$, which determines the severity of fading, is estimated directly from the measured data according to

$$m[k] = \frac{E \left\{ \left| u_k^\text{vec}^H H \right|^2 \right\}^2}{E \left\{ \left| u_k^\text{vec}^H H \right|^4 \right\} - E \left\{ \left| u_k^\text{vec}^H H \right|^2 \right\}^2} \approx \frac{\lambda_k^2}{2}$$  

(6)

In Fig. 1, we illustrate the cumulative distribution function (cdf) of a normalized measured fading envelope which indicates the excellent fit of the Nakagami-$m$ distribution.

This aggregate statistical metric shows the poor match of the commonly used Rayleigh distribution while the Ricean distribution fits reasonably well, except in the tails of the measured data. Similar trends were observed at most of the considered cases. To further justify our choice, we have computed the mean squared error (MSE) of these three candidate cdf fits across the whole data set with the key characteristics being tabulated in Table I. The average and standard deviation measures indicate that the Nakagami-$m$ fit yields a rather good accuracy and substantially outperforms the Rayleigh fit by an order of one magnitude while it remains robust and experiences the lowest maximum MSE. On the basis of which model best fits the measured data set, we notice the smallest MSE to occur at 72.40% of the cases when a Nakagami-$m$ fit is employed thereby confirming its improved performance compared to the other two reference distributions (right-hand column of Table I). For the generation of the uncorrelated Nakagami-$m$
envelope varies we adopt the rejection/acceptance method proposed in [10] which is accurate and computationally efficient for arbitrary values of $m$. Then, the spatial fading coefficients may be expressed as $[\alpha[l]] = [\tilde{l}[l]] \exp(j\theta[l])$, where $[\tilde{l}[l]]$ is a random phase distributed uniformly in $[0, 2\pi)$. The uniform phase assumption was found to be valid even for large values of the $m$ factor (i.e., non-Rayleigh conditions) and thanks to its intrinsic simplicity was incorporated throughout our analysis.

V. MIMO CHANNEL MODEL VALIDATION

The proposed model is assessed by means of the mutual information and the link-level performance using a minimum mean squared error (MMSE) detector which can minimize the overall error caused by noise and mutual interference. Firstly, we compute the measured correlation matrix, using all space and frequency realizations, and thereafter the matrix is decomposed in order to obtain the spatial eigenmodes; as a matrix, using all space and frequency realizations, and thereafter the measurements for each of the 72 scenarios under investigation. The uniform phase assumption was found to be valid even for large values of the $m$ factor (i.e., non-Rayleigh conditions) and thanks to its intrinsic simplicity was incorporated throughout our analysis.

\[
\mathbf{W} = \mathbf{-\bar{x} - \arg\min}_w E\left(\|\mathbf{W}\mathbf{y} - \mathbf{x}\|^2\right)
\]

and thus the following closed-form expression is finally obtained

\[
\mathbf{x} = \mathbf{H}^H(\mathbf{H}\mathbf{H}^H + \mathbf{N}_0\mathbf{I}_M)^{-1} \cdot \mathbf{y}
\]

with $N_0$ expressing the noise power. Due to space constraints, we directly focus on the BER mismatch at a target SNR of 20 dB against the Nakagami $m$-factor of the dominant eigenmode (cf. Fig. 3). In general, the BER mismatch is defined as the difference between the measured and the modeled BER at a target SNR. The distribution of the $m$ values validates clearly the assumption of Nakagami fading while we notice a significant portion of them well beyond the typical unity value. The proposed model holds again a superior performance for the vast majority of measured scenarios (68 out of 72 scenarios); in fact, its BER estimators deviate by up to 11% while the Weichselberger’s by up to 20% and the MSEs (for the same target SNR) are $2.24 \times 10^{-5}$ and $4.47 \times 10^{-5}$ respectively, expressing a 3 dB improvement. It is noteworthy that the relative difference of estimators is higher when more than one eigenmodes experience purely Nakagami fading ($m > 2$).

The only disadvantage of the proposed scheme lies in its increased complexity burden which is generally a crucial issue that affects the choice of the most appropriate channel model.While the Kronecker

2This value is chosen so that the system SNR is well below the measured SNR which lies in the region 55-60 dB after averaging the channel response across 128 temporal snapshots.
and the Weichselberger models require respectively $M^2 + X^2 = 128$ and $M(Y + 1)(M - 1) + X(N - 1) = 176$ real parameters to be specified, the complexity order of our scheme is equal to that of the full correlation model, i.e., $(M N)^2 = 4096$. This implies that for practical systems of interest the complexity increase is modest; further, in terms of processing time an increase of 45% was observed on a 3.2 GHz Pentium, making the model rather appealing when an enhanced accuracy is desired.

VI. CONCLUSION

In this letter, a stochastic channel model has been presented with a view to the decomposition of the spatial correlation matrix. The Nakagami fading approach yields a satisfactory performance since in the majority of measured locations the presence of strong obstructed LoS components violates the common assumption of Rayleigh fading conditions. It is shown that the proposed model outperforms the sophisticated Weichselberger model in terms of both information theory (mutual information) and link-level performance (BER). The scheme can be regarded as a framework for describing different channels operating at the 5 GHz frequency band, e.g., Wireless Local Area Networks (WLANs), fixed wireless and peer-to-peer communications. It can also be used as a tractable tool for the simulation of MIMO systems, design of space-time codes and construction of spatial filtering at both ends.
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Rejection method for generating Nakagami-\(m\) independent deviates

M. Matthaiou and D.I. Laurenson

The Nakagami-\(m\) distribution has gained considerable research interest in the area of wireless communications thanks to its good fit to empirical fading data. A simple scheme for the generation of independent Nakagami-\(m\) random variables (RVs) is presented and compared with the existing methods available in the literature.

Introduction: It is well established that the Nakagami-\(m\) distribution [1] yields a satisfactory fit with measured fading data over a wide range of frequency bands [2]. The Nakagami-\(m\) probability density function (PDF) of the signal’s envelope \(r\) is given by the formula

\[
f(x) = \frac{2\Gamma(\frac{m}{2})}{\Gamma(\frac{m+1}{2})} \left(\frac{x}{\Omega}\right)^{m-1} e^{-\frac{x^2}{\Omega}} \quad x \geq 0, \quad m \geq 0.5, \quad \Omega \geq 0
\]  

(1)

where \(\Gamma(.)\) expresses the gamma function, \(m = \text{E}(\frac{1}{\gamma^2})/\text{var}(\gamma^2)\) is the shape parameter, determining the severity of fading, and \(\Omega = \text{E}(\gamma^2)\). The generation of independent Nakagami-\(m\) RVs can provide an insight into the characterisation of practical diverse systems operating in slowly varying Nakagami-\(m\) fading environments. Surprisingly, to the best of the authors’ knowledge, few results have been reported dealing with the computer simulation of independent Nakagami-\(m\) fading [3–5]. The so called ‘brute method’ [5], which considers the square root of a sum of squares of \(n\) zero-mean identically distributed Gaussian random variables, leads to a Nakagami distribution with \(m = n/2\); however, this scheme is limited to integer and half-integer values of \(m\). The authors in [4] showed that the product of a square-root beta process and a complex Gaussian process holds an accurate model but similarly is valid only for values of \(m < 1\). The inverse method proposed in [5] is sufficiently accurate for arbitrary values of \(m\) but requires the computation of a different set of coefficients for each \(m\) value.

In this Letter, we present a novel technique for generating independent Nakagami-\(m\) samples based on the rejection method [6]. A similar approach has been recently addressed in [7] but lacks a uniform approach for the whole range of \(m\) values. In particular, the authors suggest the use of either the folded-Gaussian (0.5 \(\leq m \leq 1.0\)) or the Gaussian (\(m \geq 1.0\)) PDFs as hat functions, resulting in the achieved efficiency being strongly dependent on the corresponding interval (65.75 and 66.67% respectively), with the option to select different constants (which are determined empirically) to improve efficiency for particular ranges of \(m\) (see Tables 1 and 2 in [7]). This was achieved by applying the rejection scheme only in the confined region \(0 \leq x \leq 4\Omega\). In light of this fact, a simple uniform technique, without any constraints on the range of random values, is proposed herein, which alleviates the deficiencies of the aforementioned schemes and yields an excellent accuracy.

Rejection method: The rejection method relies on the selection of a comparison function (usually referred to as the hat function) \(p(x)\) that has finite area and satisfies the inequality \(p(x) \geq f(x)\), where \(f(x)\) is the original PDF. We propose the use of a second-order inverse polynomial function which can be expressed as

\[
p(x) = \frac{A \sqrt{x}}{\Omega - B \sqrt{x} + x^2} \geq f(x)
\]  

(2)

An illustrative graph of the two functions under investigation is shown in Fig. 1. Taking into account that the maxima of (1) and (2) should coincide, it is trivial to show that \(B = 2(2m - 1)/2m\). The scaling factor, \(A\), is set such that the curves intersect at a single point, \(x = x_{\text{max}}\), without crossing. Thus

\[
A = \frac{\Omega - B \sqrt{x_{\text{max}}} + x_{\text{max}}^2}{\sqrt{\Omega}} f(x_{\text{max}})
\]  

(3)

Solving \(x_{\text{max}} = \sqrt{\Omega}\) gives one real positive solution at \(x_{\text{max}} = \sqrt{\Omega}\), which, when substituted into (3), yields

\[
A = \frac{\Omega - B \sqrt{\Omega} + \sqrt{\Omega}^2}{\sqrt{\Omega}} f(\sqrt{\Omega})
\]  

(4)

To generate independent samples from (2) we employ the widely known rejection scheme [6]; firstly, the indefinite integral \(\int p(x)/f(x)\) is computed, leading to the closed-form function

\[
t(x) = \frac{2x}{\sqrt{4 - B^2} + \sqrt{4 - B^2 \tan \left(\frac{\sqrt{4 - B^2}}{2A}\right) + B}}
\]  

(5)

A random sample of \(x\) is generated via the inverse function of (5)

\[
x = \sqrt{\frac{\Omega}{4 - B^2 \tan \left(\frac{\sqrt{4 - B^2}}{2A}\right) + B}}
\]  

(6)

where \(t\) is a RV distributed uniformly in the range

\[
\left[\frac{2 \tan^{-1} \left(\frac{-B}{\sqrt{4 - B^2}}\right) - A \pi}{\sqrt{4 - B^2}}, \frac{A \pi}{\sqrt{4 - B^2}}\right]
\]

It is worth noting that the above limits express, respectively, the minimum and maximum of (5) and define also the efficiency of the rejection method; in fact, their difference represents the area below \(p(x)\). The generated sample \(x\) is accepted or rejected as a deviate based on the difference between (1) and (2). A detailed description of this well known algorithm can be found in [6].

Performance evaluation: By generating \(2^{25}\) random \(x\) samples using (6) we were able to study the algorithm’s performance in depth. Fig. 2 shows the theoretical and simulated Nakagami-\(m\) PDFs for \(\Omega = 1\); it can be clearly seen that the achieved accuracy is noticeably high for all values of \(m\), validating the choice of the rejection scheme as a powerful and straightforward technique for generating random deviates. A further study revealed that the maximum-likelihood (ML) estimators for the two shape parameters of the Nakagami PDF (\(\Omega\) and \(m\)) give excellent agreement with theoretical values.
Efficiency: It can be easily inferred that the method’s efficiency is directly related to the $m$ value. For high values of $m$, the tails of (1) decay slower than those of (2) and therefore the achieved efficiency decreases. In any case though, the efficiency in the common range of interest ($0.5 \leq m \leq 2.5$) lies above 65% (see Fig. 3).

Conclusions: The generation of independent Nakagami-$m$ deviates has been addressed by means of the rejection scheme based on an inverse polynomial function. It has been shown that the method can be easily applied for all values of the $m$ parameter, yielding a high accuracy along with a satisfactory efficiency.
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Abstract—In this paper, a novel adaptive detection scheme for the case of Multiple-Input Multiple-Output (MIMO) Ricean channels with two transmit and receive antenna elements is presented. Our prime aim is to reduce the extensive complexity of Maximum-Likelihood (ML) detectors by developing an adaptive scheme which switches between a ML and a much simpler Zero-Forcing (ZF) detector depending on the instantaneous spatial conditions. The kernel of the adaptive detector (AD) is a hard-decision criterion based on the condition number of the MIMO correlation matrix. It is demonstrated that the proposed scheme offers a remarkable reduction in terms of complexity along with a satisfactory performance when specifically designed antenna arrays are employed.

I. INTRODUCTION

The use of MIMO technology has become the new hot topic in wireless communications since the breakthrough works of Telatar [1] and Foschini [2] revealed the great advantages of employing multiple antennas at both the transmitter (Tx) and receiver (Rx). This technology can potentially enhance the reliability and speed of current and future wireless systems such as wireless local area networks (WLANs) or fourth generation cellular systems (4G). However, when it comes down to the feasibility of MIMO systems, a number of practical issues arises with the most prominent being the overall implementation complexity and cost.

Undoubtedly, the detection stage may be regarded as one of the most significant aspects in real-time applications. At this point, we recall that the optimal detector for spatial multiplexing (SM) MIMO systems is the ML detector which minimizes the error probability when all data vectors are equally likely but, at the same time, it is computationally prohibitive [3]. One way to alleviate this excessive complexity is to settle for sphere decoding techniques, such as the Finke-Post algorithm proposed in [4], whose complexity, under certain assumptions, is polynomial in the problem size. In [5], it was shown that when the Signal-to-Noise ratio (SNR) is high, the expected number of operations required by the sphere decoder is roughly cubic in the number of transmit antennas for a small problem size. However, the authors in [6] proved that for any arbitrarily fixed SNR, the overall complexity of sphere decoders does not grow as a polynomial function of the problem size but as an exponential function instead. What’s more, when ill-conditioned channels occur, the computational complexity of sphere decoding schemes increases to a significant extent [7].

The previous discussion implies that an AD which could switch between a ML and a ZF scheme, depending on the instantaneous channel conditions, is of paramount interest since it will allow the efficient development of MIMO systems. In this paper, an AD is devised for the general case of Ricean MIMO channels where a dominant Line-of-Sight (LoS) component or a specular wavefront impinges on the receive array; we are particularly interested in the practical case of dual1 Ricean MIMO systems. A similar concept of adaptive MIMO transmission has been investigated by various research groups during recent years (the interested readers are referred to [9]–[11] among others) and essentially goes back to the fundamental diversity-multiplexing tradeoff [12]. To the best of the authors’ knowledge, the first MIMO adaptive scheme for the receive side was recently presented in [13]. The authors therein, however, considered only the common case of Rayleigh channels and hence the formulation of a generalized framework is infeasible; the proposed scheme relaxes the constraint of Rayleigh fading to account for the commonly experienced Ricean propagation and, consequently, it includes the model of [13] as a special case.

The hard-decision criterion for the adaptive switching relies on the condition number distribution whose exact determination requires knowledge of the theory of non-central complex

1Throughout the paper, the term dual will stand for MIMO systems with two transmit and two receive antenna elements.
Wishart matrices. On these grounds, we firstly derive a novel closed-form formula for the cumulative distribution function (CDF) of the MIMO condition number which is validated via Monte-Carlo simulations. It will also be shown that the AD preserves the robustness of the ML detector as well as the simplicity of the ZF detector and therefore can be easily implemented within most MIMO testbeds.

The remainder of the paper is organized as follows: In Section II, the preliminaries of the theory of Wishart matrices are outlined and a closed-form expression for the condition number CDF distribution is derived. In Section III, the underlying MIMO Ricean channel model used throughout the paper is presented. In Section IV, we briefly address the main characteristics of ZF and ML detections and subsequently those of the proposed adaptive scheme. In Section V, the validity of the analytical formula is tested and at a next stage we assess the performance of the AD for two different LoS geometrical configurations. Finally, Section VI concludes the paper and summarizes the key findings.

A note on notation: We use upper and lower case boldface to denote matrices and vectors, respectively while the symbol $\mathbb{C}$ denote the set of complex-valued numbers. The nomenclature $\sim \mathcal{C}N(X, Y)$ stands for a complex normally distributed matrix with mean $X$ and covariance $Y$. An $(n \times n)$ identity matrix is expressed as $I_n$, while the all-zeros $(n \times n)$ matrix as $0_{n \times n}$. The symbols $(\cdot)^T$ and $(\cdot)^{-1}$ correspond to Hermitian transposition and matrix inversion, respectively whereas $\otimes$ is the Kronecker product. Finally, $\det(\cdot)$ returns the determinant of a matrix.

II. Non-Central Wishart Matrices and Condition Number Distribution

As was previously mentioned, we are particularly interested in dual non-central Wishart matrices. In such a case, a $(2 \times 2)$ complex normal random matrix $\mathbf{H}$ is considered which is distributed according to $\mathbf{H} \sim \mathcal{C}N(M, \Sigma \otimes I_2)$. In general, $M \neq 0_{2 \times 2}$ whereas $\Sigma = \sigma^2 I_2$ is the correlation matrix containing the variances $\sigma^2$ of the entries of $\mathbf{H}$ on its main diagonal. The so-called MIMO correlation matrix is defined as $\mathbf{W} = \mathbf{HH}^H$ and is said to follow the complex non-central Wishart distribution with two degrees of freedom and non-centrality matrix $\Omega = \Sigma^{-1} M M^H$, commonly denoted as $\mathbf{W} \sim \mathcal{CW}_2(\Sigma, \Omega)$. It should be emphasized that if $M = 0_{2 \times 2}$, so that $\Omega = 0_{2 \times 2}$, a complex central Wishart matrix is eventually obtained, i.e. $\mathbf{W} \sim \mathcal{CW}_2(2, \Sigma)$.

We now consider a scaled version of $\mathbf{W}$, that is $\tilde{\mathbf{W}} = \Sigma^{-1} \mathbf{W}$. Since $\mathbf{W}$ is a $(2 \times 2)$ Hermitian matrix, it has two real ordered eigenvalues $(w_1 > w_2 > 0)$ where $w_1$ is the largest and $w_2$ the smallest eigenvalue, respectively; the joint eigenvalue PDF $f(w_1, w_2)$ is given by [14]

\[
f(w_1, w_2) = \exp \left[- \sum_{i=1}^{2} (\lambda_i + w_i) \right] \tilde{F}(2; \lambda, w) (w_1 - w_2)^2 \tag{1}
\]

where $\lambda = (\lambda_1, \lambda_2)$ contains the distinct real ordered eigenvalues of $\Omega$ and, in turn, $w = (w_1, w_2)$; furthermore, $\tilde{F}(\cdot, \cdot)$ is the complex hypergeometric function of two matrix arguments. A convenient version of $\tilde{F}(\cdot; \lambda, w)$ for the dual case was given by Gross and Richards [15] as

\[
\tilde{F}(2; \lambda, w) = \frac{\det(aF_1(1; w_i; \lambda_j))}{(\lambda_1 - \lambda_2)^{(w_1 - w_2)}} \tag{2}
\]

with $I_q(\cdot)$ denoting the $q$-th order modified Bessel function of the first kind and $aF_1(s + 1; x)$ is the hypergeometric function [16]

\[
aF_1(s + 1; x) = s^{x - s/2} I_s(2 \sqrt{x}) \tag{3}
\]

From a mathematical point of view, the condition number $z$ is defined as the ratio of the largest to the smallest eigenvalue and therefore

\[
z = \frac{w_1}{w_2} \geq 1 \tag{4}
\]

In [17], the authors showed that the probability density function (PDF) of $z$, $f_z(z)$, can be written as a weighted summation of polynomials according to (5), shown at the top of the next page. In (5), $\Gamma(n)$ denotes the Gamma function which, for the case of an integer index, can be rewritten as $\Gamma(n) = (n - 1)!$. The corresponding CDF of $z$ is then directly written as

\[
F_z(x) = \int_{1}^{x} f_z(z) dz \tag{6}
\]

or, equivalently

\[
F_z(x) = \int_{0}^{x} f_z(z) dz - \int_{0}^{1} f_z(z) dz. \tag{7}
\]

By substituting (5) into (7) and taking into account the Dominated Convergence Theorem which suggests that the differentiation and integration can be interchanged we readily obtain (8). For the integrals involved in (8), a closed-form solution is available as [16, Eq. (3.194)]

\[
\int_{0}^{x} F_z(z) dz = \frac{\mu^{\mu+1}}{(1 + 6d)^{\mu+1}} F_1(\nu, \mu + 1; \mu + 2; -bu) \tag{10}
\]

where $\mu F_1(\nu, \beta; \gamma; u)$ is the classical Gaussian hypergeometric function defined in [16, Eq. (9.14)]. We can finally write the CDF of the condition number according to (9), where

\[
I_{1,n}^k (x) = \frac{x^{k+2}}{k + 2} \mu F_1(k + n + 3, k + 2; k + 3; -x) - \frac{1}{k + 2} \mu F_1(k + n + 3, k + 2; k + 3; -1) \tag{11}
\]

and

\[
I_{2,n}^k (x) = \frac{x^{k+1}}{k + 1} \mu F_1(k + n + 3, k + 1; k + 2; -x) - \frac{1}{k + 1} \mu F_1(k + n + 3, k + 1; k + 2; -1). \tag{12}
\]

Clearly, we have expressed the condition number distribution as a weighted summation of Gaussian hypergeometric functions which can be efficiently evaluated and easily programmed.
III. MIMO CHANNEL MODEL

In this section, the underlying MIMO channel model is discussed for the case of LoS propagation. We consider a memoryless, flat-fading MIMO system equipped with two elements at both the Tx and the Rx. The complex input-output relationship can be written for the discrete case as

\[ y = Hx + n \]  

(13)

where \( x \in \mathbb{C}^{2 \times 1} \) is the transmitted signal vector, \( y \in \mathbb{C}^{2 \times 1} \) is the noise-corrupted received signal and \( n \in \mathbb{C}^{2 \times 1} \) corresponds to the additive noise plus interference term. Moreover, the term \( H \in \mathbb{C}^{2 \times 2} \) is referred to as the channel transfer function matrix and contains the complex responses between all antenna pairs.

In the case of Ricean fading, the channel matrix consists of a spatially deterministic specular component \( H_L \) and a randomly distributed component \( H_W \) which accounts for the scattered signals. Then, the channel model reads as [18]

\[ H = \sqrt{\frac{K}{K + 1}} H_L + \sqrt{\frac{1}{K + 1}} H_W \]  

(14)

where \( K \) denotes the Ricean K-factor expressing the ratio of the free-space signal power to the power of the scattered waves. The entries of \( H \) are assumed to be independent and identically distributed (i.i.d.) circular symmetric complex Gaussian variables with zero mean and unity variance so that their amplitudes follow the well-known Rayleigh distribution. As far as the LoS component \( H_L \) is concerned, when the distance between the Tx and the Rx is small or the array size is large, its entries represent spherical wavefronts in the near-field region. Without loss of generality, we assume isotropic radiators and the complex responses are of the form \( e^{-jld_{m,n}}/d_{m,n} \), where \( k = 2\pi/\lambda \) is the wavenumber corresponding to the carrier wavelength \( \lambda \) and \( d_{m,n} \) is the distance between a receive element \( m \in \{1,2\} \) and a transmit element \( n \in \{1,2\} \).

Regarding the statistical characteristics of \( H \), it can be inferred that \( M = \sqrt{\frac{K}{K + 1}} H_L \) while \( \Sigma = \frac{1}{K + 1} I_2 \). Then, it is trivial to show that the Wishart matrix \( W = HH^H \) follows the distribution \( W \sim \mathcal{CW}_2 \left( 2, \frac{1}{K + 1} I_2 ; K H_L H_L^H \right) \) and in turn the associated LoS version of interest \( \tilde{W} = (K + 1)W \).

IV. DETECTION SCHEMES FOR SM SYSTEMS

In this section we review the two reference detection schemes, namely ZF and ML detectors, and explore the concept of the novel adaptive detection strategy. All the following investigations are based on a SM-MIMO transmission scheme, such as the widely employed V-BLAST [8], in which the data is divided into a number of \( N_t \) blocks (equal to the number of transmit elements) that are then simultaneously emitted. At the Rx, the main goal is to differentiate the data blocks originating from each of the transmit elements so that the transmitted signals are efficiently recovered.

A. ZF detection

The simplest linear MIMO detector is the ZF receiver, where the received signal vector \( y \) is multiplied by the Moore-Penrose pseudoinverse \( H^H \) of the channel matrix \( H \) to obtain an estimated transmit signal vector \( \hat{x}_{ZF} \) as follows

\[ \hat{x}_{ZF} = H^H y + H^H n. \]  

(15)

The computational complexity of ZF includes an exhaustive search through the \( Q \) symbols in the constellation of the modulation technique for \( N_t \) times and thus it is of the order of \( O(QN_t) \). However, the low complexity of the ZF receiver comes at the expense of noise amplification which induces irreducible errors. In fact, as the number of transmit and receive antennas grows with no bound, the noise amplification tends to infinity [19].

B. ML detection

On the other end, the optimal ML detector resides which remains robust and yields the best performance among all detection techniques [3]. Assuming equally likely, temporally uncoded transmit symbols, this receiver chooses the vector \( t \) that solves the following expression

\[ \hat{x}_{ML} = \arg \min_t \| y - Ht \|^2. \]  

(16)
The optimization is performed through an exhaustive search over all possible vector symbols. This implies that the complexity of the ML detector grows exponentially with the number of transmit antennas i.e. $O(Q^N)$, making the scheme infeasible for large antenna setups and constellation sizes.

C. Adaptive detection

Given the deficiencies of both detection strategies, we herein propose a novel detector which can adaptively switch between them in order to enhance the error performance and minimize the computational cost. The AD uses ZF when the condition number is below a predefined threshold defined and ML detection otherwise. The key notion is to employ the ZF detector only for well-conditioned channels (low condition numbers) and let the ML deal with the ill-conditioned channels (high condition numbers). We can then write

$$x_{AD} = \begin{cases} \hat{x}_{ZF} & \text{if } z \leq \kappa \\ \hat{x}_{ML} & \text{if } z > \kappa. \end{cases}$$

(17)

The threshold $\kappa$ affects the complexity of the proposed scheme; for $\kappa = 1$ we get $x_{AD} = x_{ML}$ and complexity equals that of ML detection whereas for $\kappa \rightarrow \infty$ we have $x_{AD} = \hat{x}_{ZF}$. In general, the probability of ZF calls is $\text{Prob}(z \leq \kappa) \equiv F_z(\kappa) = p_z$ and therefore the average AD complexity $g$ becomes

$$g = \frac{p_z Q_{N_t} + (1 - p_z)Q_{N_r}}{Q_{N_t}} \geq 0 \leq 1.$$  

(18)

The percentage of complexity reduction, compared to that of the ML detector, is

$$\frac{Q_{N_t} - g}{Q_{N_t}} = p_z \left(1 - \frac{N_t}{Q_{N_t}}\right).$$  

(19)

Evidently, the reduction is more pronounced for greater sizes of the symbol alphabet and a higher number of ZF calls.

V. SIMULATION RESULTS

In this section, the theoretical analysis presented in Section II is validated through a set of simulations and subsequently the link-level performance of the AD is assessed in terms of complexity and bit-error-rate (BER). In order to get a deeper insight, we explore two different geometrical models for the LoS component.

In particular, the first model belongs in the family of high-rank (HR) configurations which, contrary to the common belief, can deliver high MIMO capacities in the presence of strong LoS components (large $K$-factors). This is achieved by appropriate positioning of the antenna elements at both ends so that subchannel orthogonality is attained, or, the eigenvalues of $\Omega$ become equal. In such a case though, the $(\lambda_1 - \lambda_2)$ term in the denominator of (2) becomes zero making the analysis invalid (division by zero). In this light, we consider a suboptimum HR LoS channel model in order to guarantee that $\lambda_1 \neq \lambda_2$; the LoS matrix component then reads [17]

$$H_L = \begin{bmatrix} 0.8384 + j0.5451 & 0.9411 + j0.3380 \\ -0.5123 - j0.8588 & 0.8384 + j0.5451 \end{bmatrix}$$  

(20)

Assuming a Ricean-$K$ factor of 5 dB, the eigenvalues of $\Omega$ can be easily computed and thereafter concatenated into the vector $\lambda = (7.6336, 5.6155)$. The second model is a conventional architecture whose deterministic matrix reads

$$H'_L = \begin{bmatrix} 0.8384 + j0.5451 & 0.9411 + j0.3380 \\ -0.5123 - j0.8588 & 0.8384 + j0.5451 \end{bmatrix}$$  

and, likewise, $\lambda' = (12.649, 0.0001)$. For both geometrical models under investigation, 50,000 random Monte-Carlo realizations of the channel matrix $H$ were generated according to (14). In Fig. 1, the simulated CDF curves of the condition number are overlaid with the analytical results returned by (9).

![Simulated and analytical CDFs of the condition number $\kappa$ of two Ricean MIMO channel models ($K = 5$ dB).](image)

Fig. 1. Simulated and analytical CDFs of the condition number $\kappa$ of two Ricean MIMO channel models ($K = 5$ dB).

The match between the simulated and theoretical results is excellent in both cases, thereby indicating the validity of the derived formulae. We also point out that for the HR model a significant percentage of realizations is close to unity.
(well-conditioned channels) while, in contrary, the LR model systematically yields a rather high condition number.

The next stage of our investigation comprises the assessment of the AD advantages assuming a 16-QAM modulation type. In [17], we found that when $\kappa \leq 0.46$ the instantaneous capacity of the HR channel is greater than the ergodic capacity of a common $(2 \times 2)$ i.i.d. Rayleigh channel and hence we have adopted a threshold of $\kappa = 5$ as a reasonable indicator of the channel rank and multipath richness. In Fig. 2, the BER curves are depicted for three different detection schemes, namely ZF, ML and the proposed AD. As anticipated, higher $K$-factors lead to significant performance enhancement for arrays designed following the suboptimum HR model. On the other hand, for low values of $K$-factor (below 0 dB) the channel approaches the i.i.d. Rayleigh channel characteristics which corresponds to a rich-scattering environment; in this region, the BER curves are approximately identical in both systems and the benefits of LoS-optimized arrays are minimized. In the limit ($K \to \infty$ dB) the LoS component vanishes and we end up with a pure i.i.d Rayleigh channel where all multipath components have equal amplitudes.

In order to get a better understanding, the main AD performance characteristics are tabulated in Table 1 where the radically different trends of the two configurations are readily observable. More specifically, the application of the detection scheme has a noticeable impact on the HR channel; in fact, a significant percentage of ZF calls occur for all values of the $K$-factor with a consequent complexity reduction of up to 83.35%. We also observe a steady increase of $p_\text{zc}$ as $K$ gets higher since the channel becomes full rank and delivers two approximately equal eigenvalues. In the LR case $p_\text{zc}$ is always below 29.43% and further is inversely proportional to the $K$-factor. This phenomenon can be attributed to the ill-condition of conventional architectures which degenerate eventually into a rank-one channel due to the linear dependence of the LoS rays’ phases (higher spatial correlation). Consequently, for $K \geq 5$ dB the number of ZF calls is too low to exploit the adaptivity benefits and a complexity identical to that of a ML detector inevitably takes place.

VI. CONCLUSION

In the present contribution, the potential of developing an AD relying on the condition number of the MIMO correlation matrix, has been investigated. On this basis, we firstly derived a closed-form formula for the CDF of the condition number of dual non-central complex Wishart matrices as a weighted summation of Gaussian hypergeometric functions. The analytical CDF expression was firstly validated through extensive Monte-Carlo simulations where it was clearly demonstrated that the match between theory and simulation is very good.

At a next stage, the distribution of the condition number was used to construct the hard-decision criterion of the proposed AD which is appealing not only from a theoretical but also from a practical perspective; most importantly, the dramatic decrease in terms of complexity, compared to the sophisticated ML detector, makes the model applicable to the majority of modern practical receivers. Further, when the antenna elements are positioned in such a way to guarantee subchannel orthogonality, the attained performance was shown to be reasonably good, especially for high values of the $K$-factor. On the contrary, the scheme advantages diminish when it is applied to a conventional antenna configuration since the channel matrix is inherently rank deficient and therefore yields a deteriorating performance with the increasing Ricean $K$-factor.
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TABLE I
PERFORMANCE CHARACTERISTICS FOR TWO DIFFERENT LoS CHANNEL MODELS AS A FUNCTION OF THE $K$-FACTOR.

<table>
<thead>
<tr>
<th>$K$-factor</th>
<th>Suboptimum HR LoS channel model</th>
<th>LR LoS channel model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analyt. $p_c$</td>
<td>Simul. $p_c$</td>
</tr>
<tr>
<td>$K = -10$ dB</td>
<td>0.2992</td>
<td>0.3150</td>
</tr>
<tr>
<td>$K = -5$ dB</td>
<td>0.3203</td>
<td>0.3380</td>
</tr>
<tr>
<td>$K = 0$ dB</td>
<td>0.4372</td>
<td>0.4403</td>
</tr>
<tr>
<td>$K = 5$ dB</td>
<td>0.7499</td>
<td>0.7501</td>
</tr>
<tr>
<td>$K = 10$ dB</td>
<td>0.9526</td>
<td>0.9620</td>
</tr>
</tbody>
</table>
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