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Abstract

Nanoelectrodes are defined as electrodes which have a critical dimension on the order of nanometres. Due to their smaller dimensions they have a reduced iR drop and enhanced mass transport, which results in the rapid establishment of an enhanced steady-state diffusion profile and a greater Faradaic current density, along with a smaller relative double layer capacitance, which together give a significantly increased signal to noise ratio compared to macroelectrodes. This potentially makes nanoelectrodes better sensors and analytical tools than macroelectrodes in terms of their having lower limits of detection and faster detection times. However, due to difficulties with fabrication most nanoelectrode designs are highly irreproducible which has inhibited their characterisation and commercial development. The Mount group has previously reported the design, fabrication and characterisation of a novel nanoelectrode design in conjunction with Engineers from the Scottish Microelectronic Centre (SMC). Microsquare Nanoband Edge Electrode arrays (MNEEs) consist of an array of cavities with nanoscale Pt bands (formed by sandwiching the metal between insulating layers) exposed around their perimeter. MNEEs are fabricated using a photolithographic process so can be reproducibly made in large quantities to high fidelity.

The purpose of this work is to develop our understanding of the fundamental electrochemical behaviour of MNEEs for biosensing. First, a quantitative analysis of the cyclic voltammograms (CVs) and Electrochemical Impedance Spectroscopy (EIS) of macroelectrodes, microelectrodes and MNEE are compared and discussed. Second, their fundamental response is compared in terms of their biosensing properties by using a pre-established impedimetric biosensing protocol developed on macroelectrodes. This protocol uses a PNA probe to detect the meca cassette of methicillin resistant staphylococcus aureus (MRSA). The procedure has been optimised and compared for macroelectrodes, microelectrodes and MNEE so as to compare their performances as biosensors. It was observed that MNEE's: (a) form thiol films faster than electrodes with larger dimensions, determined by kinetic studies of 6-mercaptohexan-1-ol film formation (b) form films with different packing structures dependant on the electrode bulk to edge ratio (c) can detect the same concentration of target in less time than larger electrodes because of their increased sensitivity. The film packing has also been quantitatively investigated using EIS and it can be seen that films formed n MNEE were better able to incorporate target DNA into their more splayed out structure.

Unique to this project has been the establishment of a protocol to form heterogeneous carbazole-alanine hydrogel matrices on nanoelectrodes, whose polymerisation is initiated by a pH swing at the electrode surface induced by the oxidation of hydroquinone. The gels growth pattern follows the diffusion field at the electrode and can be monitored using EIS. This also gives a measure of the permeability of the gel by fitting to the correct equivalent circuit. The gel structure has been imaged using light microscopy, confocal microscopy and scanning electrochemical microscopy (SEM). The results give a visual demonstration that MNEE has enhanced diffusion at the corners of the cavities, which is in agreement with previously published
simulations, and give evidence as to the onset of hemispherical diffusion and the conditions at which the diffusion field between neighbouring electrodes begin to overlap, a phenomenon which can be observed visually and correlated to changes in the EIS data.

Hydrogels have been grown chronopotentiometrically at different currents and the permittivity (through the diffusion coefficients) has been measured of redox couples through gels grown at different speeds. It was found that the hierarchical structure of the hydrogels can be tuned; potentially opening the door to a new breed of tuneable, biocompatible anti-biofouling matrices on bio-functionalised electrodes. The system was characterised using the same MRSA detection protocol as optimised for the MNEE and the target DNA was found to be able to permeate through the hydrogels and bind to the probe, which resulted in a significant change in impedance.
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1. Introduction

1.1. Motivation
The study of biosensors is a wonderfully diverse and complex field. Utilising a vast array of techniques such as electrochemistry and spectroscopy to detect a variety of biomarkers, such as DNA and proteins, for a multitude of diseases. The ideal biosensor will be quick, easy to use, cheap and able to detect biomarkers of interest at clinically relevant concentrations. There is a drive within the field for in vivo, real time diagnostic devices to monitor key indicators in a patient. This has led to the development of so called “smart sensors” like those developed for diabetics that can not only monitor blood glucose levels in real time, but can then trigger the release of insulin at appropriate levels back into the blood stream to keep the patient’s blood glucose levels at a uniform concentration. Current treatments, in which larger concentrations of insulin are administered whenever blood glucose levels get too low, result in peaks and troughs in a diabetic’s glucose levels which is bad for their general health. This is an ideal system as it allows for the automated release of an appropriate amount of the treatment drug, optimised for the needs of each specific patient, whilst minimising the hassle for the patient; making it more user friendly. It is easy to imagine similar smart devices being used to treat bacterial infections with antibiotics, or targeting cancerous tumours with chemotherapeutics. In effect keeping the blood concentration of drugs above the ED$_{50}$ and below the LD$_{50}$ at all times during a treatment. In order for all these systems to work they need sensors to accurately and reliably provide information as to the disease state of the patient.

As a result of the drive for in vivo smart sensors, it is vital that implantable sensors are developed. Logically this requires the miniaturisation of the sensors themselves. The move towards nanoscale sensors is therefore inevitable and the benefits of making electrochemical sensors on the nanoscale make electrochemistry the ideal sensing technique. It has been reported within the literature that electrochemical sensing on nanoelectrodes offers lower limits of detection and faster detection times than on a macro electrode. It is also preferable for in vivo monitoring to use a label free sensing technique as labels can be expensive and must be checked for toxicity. One such electrochemical technique is electrochemical impedance spectroscopy (EIS). Often seen as the “dark art” of electrochemistry, EIS is the most sensitive of electrochemical techniques and as such is prone to pick up changes in the experimental system such as slight changes in temperature which makes it very cumbersome to use practically.

If EIS were to be used in conjunction with nanoelectrodes the combined sensitivities of the two would theoretically make some of the most sensitive electrochemical biosensors in the world. There is precedent within the literature for achieving femto molar limits of detection using EIS on macro electrodes, hypothetically the combination of EIS and nanoelectrodes will result in even lower limits of detection. Whilst in vivo monitoring may be some way off, limited by biofouling and electrode miniaturisation, nanoscale impedance based diagnostic sensors could find uses in the immediate future as in vitro sensors for biomarkers present in extremely low concentrations in biological media. One such use would be the detection of foetal biomarkers in a mother’s bloodstream. At present amniocentesis is used to test a foetus for a variety of possible genetic mutations such as downs syndrome. Amniocentesis is
a risky and invasive procedure so alternatives would be beneficial. It known that small
quantities of the babies’ blood cells pass across the placenta into the mother’s blood
stream.\textsuperscript{19, 20} If a sensor was developed with low enough limits of detection capable of
measuring foetal blood biomarkers in maternal blood samples then this would be
advantageous for pre-natal screening.

The \textit{modus operandi} of electrochemical biosensors can be thought of as following the same
general formula. An electrode is functiona1ised with a probe film which is electrochemically
characterised (in terms of its resistivity, conductivity, capacitance, etc.). Biological media
containing a target that will specifically interact with the probe molecule in the film in a way
that will alter the electrochemistry of said film; either by increasing/decreasing the
electrochemical parameter of interest within the system. Thus there are in reality only 3
cOMPONENT parts of a functioning electrochemical biosensor: the electrode, the sensing film
and the electrochemical measurement. Each of these components will be discussed in the
remainder of this introductory chapter to familiarise the reader with the theory and state of
the art for each component at the time of writing.

1.2. Electrodes

Traditional electrochemical techniques were all developed on macro electrodes. In the field
of biosensors, these are typically either gold\textsuperscript{14, 21} or platinum\textsuperscript{22, 23} (other conductive materials
on which films can be formed such as silanes\textsuperscript{24, 25} and carbon\textsuperscript{26, 27} have been widely reported)
as these are biocompatible, form strong thiol-metal bonds for probe film formation and are
easily mass produced using standard photolithographic techniques. What is particularly
important for the successful use of the electrodes as biosensors is that they are uniformly
clean and smooth. Any variations in roughness of cleanliness will cause irreproducibility
between the sensors.\textsuperscript{28} Roughness especially will affect the electrode surface area, which is
an important parameter for most electrochemical techniques.\textsuperscript{29} Macro electrodes are
typically cleaned by polishing with alumina slurries,\textsuperscript{28} see chapter 3.2, which scratches the
surface and causes roughness. In spite of this macro electrodes are the most commonly used
electrodes in the literature; this is due to their ease of fabrication, price and the fact that the
fundamental electrochemical properties of macro electrodes are better understood than
those of micro and nano electrodes.

There are three main benefits to using nanoelectrodes over conventional macro-
electrodes:\textsuperscript{30}

1. Smaller electrodes have enhanced mass transport and measure a steady state
current.
2. A smaller double layer capacitance combined with enhanced mass transport means
that there is a higher faradaic current density and therefore a better signal to noise
ratio.
3. Current is proportional to edge length, as the electrodes get smaller we get a
proportionally smaller IR drop. This means that the potential being measured is less
affected by the current being passed.
When the cell is said to be at a steady state, the capacitance double layer has been set up and the rate of flow of redox agent to the electrode is under diffusional control.\textsuperscript{31}

The detailed structure of the electrodes used in this work and their fabrication can be found in chapter 2, in the interest of avoiding repetition these will not be described in detail here. It is the purpose of this introduction merely to give an overview of the benefits of using nanoscale electrodes and familiarising the reader with the current “state of the art”. However, a brief overview of the architecture of the nanoscale electrodes is required in order to fully appreciate the remainder of this introduction. The nano electrodes used in this project have been termed Microsquare Nanoband Edge Electrode (MNEE) arrays. They are formed by sandwiching a conductive platinum or gold layer only nano meters high between two insulating layers and etching cavities through the layers to relieve a conductive band running along the walls of the cavities. They are given their nanoscale properties by the height of the band which is typically 10-100nm high. The cavities are reproducibly made using standard photolithographic processes, they range from 10-100µm in diameter or edge length depending on whether they are circles or squares. The structures are hard to describe and are better represented by figure 1.1. the use of nanoelectrode arrays means that the currents are much larger so easier to measure and the average response of all the electrodes in the array is observed which masks possible defects on a few electrodes in the array.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{NOT TO SCALE. Schematics of the MNEE used in this project. The materials used and dimensions are discussed in detail in chapter 2. (A) shows the vertical architecture of the devices with a Pt band sandwiched between two insulating layers, as well as the etch through the materials. (B) if the reader were to be dropped inside a square cavity and look towards the corner of said cavity they would observe a platinum band (blue) running like cornicing around the wall of said cavity.}
\end{figure}

The majority of articles in the literature about nanoelectrode biosensing focus on fixing nanoparticles on macroelectrode surfaces for enhancing the sensing performance of macro disk electrodes.\textsuperscript{32-35} Another common approach is to electrochemically plate metals, usually gold, for short periods of time in order to “grow” nanoelectrodes.\textsuperscript{9-11, 36-38} Another similar approach is to etch electrodes to roughen them and create nanoscale features on the electrode surface.\textsuperscript{8} Whilst these techniques have undoubted promise they lack the reproducibility to make commercially viable biosensors. Current reproducible nanoelectrode fabrication methods have broadly been grouped into three classes: metal films whose edge is only exposed to solution, electrochemical etching of metals to create thin cones and the subsequent insulating of all but the tips of the cones and the deposition of metal layers through nanoporous membranes.\textsuperscript{22} MNEE arrays fall into the first of these three classes.
1.3. Self-assembling monolayers

The most common method for attaching probe molecules to the electrodes is by the formation of thiolate self-assembling monolayers (SAMs). SAMs are extensively used in the biosensing community as they provide a fast, cheap, easy and efficient route to functionalising noble metal electrode surfaces. It is possible to easily functionalise the tail without disrupting the self-assembly process. The chemistry of SAMs can be divided into two subcategories, the chemistry of the metal-sulfur bond and that between neighbouring alkanethiols in the film. The thiol-metal bond is notoriously strong with a bond dissociation enthalpy of 253.6 ± 14.6 kJ mol⁻¹ for gold, similar to those of Au-Au and Pt-Pt which are 226.2 ± 0.5 kJ mol⁻¹ and 306.7 ± 1.9 kJ mol⁻¹ respectively. The formation of the metal thiolate bond formally requires the deprotonation of a thiol, equation 1.1.

\[
RSH \rightarrow RS^- + H^+ \quad \text{(Eqn 1.1)}
\]

The Au-S bond is so strong that the thiols can restructure a gold surface by forming clusters around nano-roughened defects in the Au surface layer which are more thermodynamically stable than the Au-Au bonds. Studies carried out by Petrovykh et al. examine the nature of the sulfur 2p orbital hybridising to Pt after different electrode cleaning and binding protocols using XPS, IR, ellipsometry and contact angle measurements. Three distinct sulfur states were found; they were assigned to a thiolate film, a partially oxidised thiolate film and a third state which was postulated as being one of the following: S bound to Pt bound to an O, S bound to a Pt with a different coordination number, or S adsorbed to Pt as a disulfide.

The interactions between neighbouring thiols in the film are not as strong as the metal-thiol bond. Typically the hydrophobic interactions of the alkyl chains hold neighbouring molecules together, with longer chains forming denser SAMs due to their increased hydrophobicity. Other intermolecular interactions have been proposed to increase the order within the film, such as zwitterionic SAMs, but these were not investigated in this project. Studies have shown that alkanethiols can be both physisorbed and chemisorbed to the electrode surface, with the ratio between the two dependent on the size of the alkyl chain. Non-covalent interactions between the alkanethiol and the metal surface have been observed by using a variety of techniques including ellipsometry, XPS, IR, QCM, AFM, STM, low energy helium diffraction and electrochemistry. These techniques prove that two phases exist in a SAM at thermodynamic equilibrium, with the alkanethiol either “lying down” on the electrode or “standing up” at 30° with respect to the normal of the electrode. The ratio between the two phases is dependent on the electrode topography amongst other factors, with a perfect Au(111) surface reportedly capable of forming a monolayer in only the “standing up” phase. These different phases within the SAM layer are a source of experimental variability and as such there has been much research into the fundamentals of film formation and methodologies to create reproducible alkanethiol monolayers. Commonly films are put down in ethanol, DMSO, water, or some mixture of aqueous and organic solvent.
One of the seminal papers within the field was by Poirier in which STM studies of SAM binding kinetics show that there are as many as 6 different phases formed during the formation of a decanethiol monolayer on a Au(111) surface preceding saturation. A brief description of each of these phases is given below.

**Figure 1.2** Schematic of the α-phase of alkanethiol film formation. The sulfur head group is represented by the blue disc as it has a variety of possible states, the green arrows represent the ability of the alkanethiol to translocate on the electrode surface.

The first phase (α-phase, figure 1.2) has only been observed using ultra-high vacuum gas phase deposition of thiols. In this phase thiol coverage is very low and the thiols are thought to be able to move around on the metal surface, which shows that the barrier height of a thiol transitioning between neighbouring binding sites must be smaller than $kT$. Thiols can be thought of as two dimensional gasses in that they are unconstrained in all but one dimension.

**Figure 1.3** Schematic of the β-phase of alkanethiol film formation. The sulfur head group is represented by the blue circle as it could be any of three possible states, the green arrows represent the ability of the alkanethiol to translocate on the electrode surface.

The second phase is the β-phase, figure 1.3, in which the thiol head groups begin to aggregate and form thiolate “islands” on the electrode surface. This process is driven by the hydrophilic head groups and hydrophobic tails aggregating at higher coverage. The size of the alkane side group will determine the amount of hydrophobic interaction and hence the surface coverage at which the β-phase is observed; with longer, more hydrophobic, chains aggregating at lower surface concentrations. For the decanethiol experiments reported, the β-phase was onset when the surface coverage was 26% of the fully saturated film coverage.
Figure 1.4 Schematic of the χ-phase of alkanethiol film formation. The sulfur head group is represented by the blue circle as its exact state is unknown.

The third phase is the χ-phase, figure 1.4, in which the surface is covered by the combination of thiol head groups and alkane chains. To accommodate further binding as the film continues to saturate the side chains overlap and the film begins to grow in the axis perpendicular to the plane of the electrode. This phase existed between 32-40% of the final saturation coverage of the electrode in the decanethiol experiments performed by Poirier.\textsuperscript{40} The χ-phase is a metastable phase, an intermediate combination of the β-phase and δ-phase.

Figure 1.5 Schematic of the δ-phase of alkanethiol film formation. The sulfur head group is represented by the blue circle as its exact state is unknown.

The δ-phase, figure 1.5, occurs next and corresponds to the surface of the electrode being completely covered by the overlapping thiols. This phase is referred to as the interdigitated phase by Poirier and has a two molecule repeating unit of overlapping “islands”. Subsequent addition of more alkanethiol will cause a growth of the film perpendicular to the electrode surface.

Figure 1.6 Schematic of the ε-phase of alkanethiol film formation. The sulfur head group is represented by the blue circle as its exact state is unknown.

The fifth observed phase is the ε-phase, figure 1.6. This is a very important phase for the comparison of macro and nano electrodes it is found on the boundaries of the φ-phase and edges of electrodes. Since the edge to bulk ratio of a nano electrode is different to that of a macro electrode; there will be a higher proportion of this ε-phase on a SAM formed on MNEE. The phase is a highly dynamic region created by the alkanethiol on the edge of a well-structured φ-phase region. The alkane chain is free to move in three dimensions in the
volume at the edge of the island/electrode, in effect being limited to one quadrant of a hemisphere with its centre at the metal thiol bond with a radius equal to the persistence length of the alkane chain. In the configuration shown, figure 1.6, where islands of φ-phase alkanethiol can move around on the electrode and the ε-phase is not limited to overhanging the edge of the electrode, the alkane chain may be blocking the electrode by “lying down” on the surface held there by the van der Waals forces between electrode and molecule; or “standing up” freeing the space at the electrode, driven by the van der Waals between neighbouring alkanethiol molecules in the φ-phase. In reality the alkanethiol is in dynamic motion in the ε-phase constantly switching between the two configurations.

Figure 1.7 Schematic of the φ-phase of alkanethiol film formation. The sulfur head group is represented by the blue circle as its exact state is unknown.

The final phase is the afore mentioned φ phase, figure 1.7; in which the alkanethiols form well-ordered films with the alkane chain sitting 30° from the normal of the electrode in a close packed resistive structure. This is the monolayer phase that should theoretically have the highest impedance, as it is the most densely packed. There will still be ε-phase thiols at the edges of the electrodes assuming the thiol does not covalently bind to the insulator.

The theory dictates that SAMs formed on macro and nano electrodes will have a different ratio of ε-phase to φ-phase probe molecules due to their different bulk to edge ratios which may affect their biosensing performance.

SAMs can either be formed by functionalising the biomolecular probe and creating a SAM directly out of it, or by forming a SAM layer and binding the probe to the SAM through some other chemistry. Both methods allow for any biomolecule to realistically be used as a sensing probe so long as its activity is not compromised during SAM formation i.e. if an antibody were to form a SAM where its active site was held towards the electrode so rendering it unable to bind to the antigen in solution. The general principle of function is that the binding of the probe and target will induce some form of change to the SAM layer, whether that be in terms of its packing density or inherent charge, and that this change will correlate to changes in the electrochemical response of the SAM film.

1.3.1. PNA and DNA probes
In this project only PNA and DNA probes are used. Both of which have 15 base sequences specific for binding the mecA cassette of methicillin resistant staphylococcus aureus (MRSA). This biosensing protocol has previously been published by Corrigan et al using the PNA probe. PNA is a synthetic probe modelled on DNA but with the phosphate backbone having been replaced by glycine. This removal of a negative charge from the molecule increases binding efficiency with target ssDNA oligomers. There is also a tendancy for ssPNA probe
SAM layers to aggregate and pack more densely than ssDNA probe SAMs due to a lack of electrostatic repulsion between neighbouring probe sequences.\textsuperscript{52}

1.4. Electrochemical measurements

1.4.1. Cyclic voltammetry

One of the most frequently used electrochemical techniques is cyclic voltammetry (CV), in which a range of potentials are scanned through and the current measured. In linear sweep voltammetry the potential is scanned in only one direction (i.e. from 0 V → 1 V) whereas in cyclic voltammetry the scan goes back to the start potential (0V → 1V → 0V, for example). The potential time transient for a cyclic voltammogram with two complete cycles is given in figure 1.8.

![Cyclic voltammetry diagram](image)

**Figure 1.8.** A schematic of a typical potential time transient for a cyclic voltammogram going through two full cycles.

A typical CV of a reversible redox couple at a macro electrode has been included in figure 1.10. The basic principle behind cyclic voltammetry is that in order to transfer electrons between the electrode and a redox active species in solution, the right potential must be applied. This is in order to raise the energy of the electrons in the Fermi level of the electrode to a higher energy state than the LUMO of the redox agent for reduction of the redox agent, or conversely to lower the LUMO of the electrode to a state where there is a thermodynamic drive for electron in the HOMO of the redox agent to transfer to the electrode an oxidation reaction. The potential of zero charge is obtained at thermodynamic equilibrium and there is no net transfer of charge between redox agent and electrode. It is important to note that this is an equilibrium and electrons are free to flow between the electrode and redox agent but the forward and reverse reactions are occurring at the same rate and therefore there is no current measured as passing. This is often referred to as the open circuit potential (OCP) as when a three electrode system is set up with a redox agent in solution it will sit at the thermodynamic steady state and the potential across the cell will be a measureable. As the potential in the cell is moved away from the OCP the electrons begin to flow in a particular
direction, from electrode to redox agent as the potential decreases (reduction) and from redox agent to electrode as the potential increases (oxidation). This of course is the very definition of a current and a linear response is normally observed where the rate of electron transfer is proportional to the potential being applied, figure 1.9.

![Energy diagram showing the difference in electron transfer kinetics as the potential is moved positive and negative of the open circuit potential (OCP).](image)

In both cases $k_2 > k_1 > k_{eq}$. The LUMO is the lowest unoccupied molecular orbital and the HOMO is the highest occupied molecular orbital.

At potentials further from the OCP the linearity of this response breaks down, figure 1.10. Peaks are observed in the voltammogram due to the kinetics of electron transfer no longer being the limiting process. At these high potentials electron transfer is so rapid that the limiting factor is the transport of fresh redox agent to and from the electrode surface. Electrons can only transfer over very short distances of $< 5$ nm. So must be transported from the bulk electrolyte to the electrode surface in order to undergo electron transfer, when the rate of the reaction is limited by the flux of redox agent it is said to be under mass transport control. As the potential continues to increase the current levels off. At these and higher potentials the natural convection within the bulk solution is refreshing the electrode surface with redox agent so a constant current is measured.
Figure 1.10 The CV wave of 1mM ferri ferrocyanide at a Au macrodisc electrode showing the potential of the oxidation and reduction peaks (+0.20 V and +0.13 V respectively) and the peak currents as well (-1.05 µA and +1.05 µA).

There are many equations used for calculating important experimental factors from a voltammogram. Perhaps the two most important as far as this work is concerned are the Randles’-Sevcik equation, equation 1.2.

\[ i_l = 0.4463nFAC_0 \left( \frac{nFvD}{RT} \right)^{1/2} \]  
\[ \text{(Eqn 1.2)} \]

In which \( i_l \) is the diffusion limited current, \( D \) is the diffusion coefficient in m²s⁻¹, \( n \) is the stoichiometric number of electrons being transferred, \( F \) is Faraday’s constant, \( A \) is the surface area of the electrode and \( C_0 \) is the initial concentration of redox agent.

Equations for calculating the limiting current for micro disk, recessed micro square and recessed nanoband edge electrodes have previously been established and reported. They have been given in equations 1.3-1.5.

**Microdisc:**

\[ i_L = 4nFDcr \]  
\[ \text{(Eqn 1.3)} \]

**Microsquare array:**

\[ i_L = \frac{2.34nFDcr}{1764 \text{ (no.of squares in the array)}} \]  
\[ \text{(Eqn 1.4)} \]

**MNEE array:**

\[ i_L = \frac{0.956nFDcr}{1764 \text{ (no.of squares in the array)}} \]  
\[ \text{(Eqn 1.5)} \]
1.4.2. Differential pulse voltammetry

Cyclic voltammetry is not the only voltammetric technique used in this thesis. Differential pulse voltammetry is used occasionally as it makes analysis of the OCP easier as well as being slightly more sensitive than cyclic voltammetry. Rather than scanning the potential linearly a stepwise potential is scanned with the current measured before and after potential steps, figure 1.11.

![Figure 1.11 Potential time transient of a differential pulse voltammogram (DPV). The current is measured at points (A) and (B) and the difference between them plotted against the base potential. The amplitude of the pulse (i) is tunable but normally 25 mV, the pulse duration (ii) is very short usually 50 ms, the time between pulses (iii) is normally 0.5 seconds and (iv) is the drop potential which is typically half the magnitude of (i). This measuring of the current before and after potential pulses and plotting of the change in current is where the name differential pulse voltammetry originates. This technique has become fashionable in the field as, despite being more complex than cyclic voltammetry, the data is more user friendly; a layman is better able to appreciate a single peak getting bigger or smaller than a CV where two peaks can smear and become more wavelike. It does however offer less information than cyclic voltammetry so was not used as extensively in this project where the more fundamental information as to electrode processes was sought. The DPV response is typically given in a plot of the change in current (ΔI) vs potential (V), figure 1.12.](image-url)
1.4.3. Electrochemical impedance spectroscopy (EIS)

Impedance can be thought of as complex plane resistance; where ideal resistance can be described by Ohm’s law, equation 1.6.\textsuperscript{31}

\[ Z \equiv \frac{E}{I} \]  \hspace{1cm} (Eqn 1.7)

Where resistance (R) is equivalent to the voltage (E) divided by the current (I).

For a resistor to be ideal it must meet the following criteria:\textsuperscript{16}

- It must follow Ohm’s Law at all currents and voltages.
- Resistance does not vary with frequency.
- AC voltage and current signals through a resistor must be in phase with one another.

Complex plane resistance is commonly referred to as impedance (Z) which has greater real world applications.\textsuperscript{16, 54} It makes sense to conceptually think of both impedance and resistance as the ability of a circuit to curb the flow of the electrical current. Ohm’s law for non-ideal resistors can therefore be re-written for impedances as in equation 1.7.

\[ Z = \frac{E}{I} \]  \hspace{1cm} (Eqn 1.7)
In EIS the cell is held at a DC potential and a small sinusoidal AC potential, typically 0.01 V, is passed across the electrode; and the sinusoidal current signal produced is measured. The applied AC potential is kept small so that the cells response is pseudo-linear, i.e. the current and potential sinusoids will have the same frequency and will only change in amplitude ($E_0$ and $I_0$) and phase ($\phi$), see figure 1.13.\textsuperscript{16, 31, 54}

![Figure 1.13 The applied sinusoidal potential (red) and measured current sinusoid (green) and how they change in phase ($\phi$) and amplitude ($E_0/I_0$).](image)

The potential sinusoid can be expressed by equation 1.8.\textsuperscript{16}

$$E_t = E_0 \sin(\omega t)$$  \hspace{1cm} (Eqn 1.8)

Where $E_t$ is the potential at time $t$, $E_0$ is the amplitude of the signal and $\omega$ is the frequency in radians. In a linear system the current signal can be described by equation 1.9.

$$I_t = I_0 \sin(\omega t + \phi)$$  \hspace{1cm} (Eqn 1.9)

Where $I_t$ is the current at time $t$, $I_0$ is the amplitude of the signal sinusoid, $\omega$ is the frequency in radians and $\phi$ is the change in phase between the applied and measured sinusoids.

Substituting equations 1.8 and 1.9 into equation 1.7 allows the calculation of impedance in terms of amplitude ($Z_0$) and phase shift ($\phi$), equation 1.11.\textsuperscript{16}

$$Z = \frac{E_t}{I_t} = \frac{E_0 \sin(\omega t)}{I_0 \sin(\omega t + \phi)} = Z_0 \frac{\sin(\omega t)}{\sin(\omega t + \phi)}$$  \hspace{1cm} (Eqn 1.10)

Using Euler’s formula, equation 1.11, $E_t$ and $I_t$ can be expressed as complex functions, equation 1.12 and 1.13 respectively, and the impedance at a set frequency as a complex number, equation 1.14.\textsuperscript{16, 55}

$$\exp(-i\phi) = \cos \phi - i \sin \phi$$  \hspace{1cm} (Eqn 1.11)

$$E_t = E_0 \exp(-i\omega t)$$  \hspace{1cm} (Eqn 1.12)

$$I_t = I_0 \exp(-i\omega t + \phi)$$  \hspace{1cm} (Eqn 1.13)

$$Z(\omega) = \frac{E}{i} = Z_0 \exp(i\phi) = Z_0(\cos \phi - i \sin \phi)$$  \hspace{1cm} (Eqn 1.14)

EIS data is typically analysed and displayed in the form of a Nyquist plot. Each point on a Nyquist plot is the impedance measured at a set frequency. This impedance will consist of
real and imaginary components as shown in equation 8; in a Nyquist plot the real component \( Z_0 \cos \phi = Z' \) is plotted on the x-axis and the imaginary component \( -Z_0 \sin \phi = -Z'' \) on the y-axis, figure 1.14. As stated, an ideal resistor has no frequency dependency so forms a straight vertical line on a Nyquist plot as shown in red on figure 1.14.

![Generalised Nyquist plot showing an ideal (red) and non-ideal (blue) resistor with the accompanying circuits they fit too. The impedance at each point on the semicircle can be expressed in terms of magnitude \(|Z|\), and phase change (\(\phi\)).](image)

**Figure 1.14**

1.4.4. Equivalent circuit representation

For analysis, EIS data must be modelled with an equivalent circuit. This is an electrical circuit with elements used to represent the different physical processes taking place at the electrode, fitting allows the quantification of these different elements and therefore a quantitative analysis of the changes in the system. Examples of this include modelling the resistance of the solution as a resistor, and the capacitance double layer as a capacitor. Before discussing the elements that are commonly present in systems it seems prudent at this point to revise the electrical components we can model in the circuit.

1.4.4.1. Resistors (R)

Resistors are circuit elements that limit the flow of current through a circuit. The ability to restrict the flow of current is measured in Ohms. Ideal resistors follow Ohms law, equation 1.6, and can be related to impedance by substituting \( Z \) for \( R \), equation 1.7.\(^1\)

1.4.4.2. Capacitors (C)

A capacitor is a component that can store electrical charge, it is comprised of two conducting layers separated by an insulating layer. The units for the amount of charge stored by a capacitor is the Farad, where 1 Farad equates to one coulomb of charge being stored when one volt is applied across the capacitor.\(^1\)
Equation 1.15 is used to fit the capacitance of an impedance spectrum, \( Z \) is the magnitude between each data point and the origin on the Nyquist plot. Since this magnitude and the frequency of the measurement in radians (\( \omega \)) is known then the capacitance can be calculated for each frequency sampled. These fitted values are then averaged and a standard deviation quoted as the error in the fit.

A capacitor’s impedance decreases as frequency increases, also the measured current sinusoid will be shifted 90° from the applied potential sinusoid when passing through an ideal capacitor.\(^{16}\) Capacitors are discussed in more detail in the context of the capacitance double layer in section 1.4.6.2.

### 1.4.4.3. Warburg element (W)

The Warburg element is used to model diffusion of a redox species to the electrode surface when it is the limiting factor in the reaction rate. It manifests itself as a 45° line on a Nyquist plot and varies depending on electrode surface area and diffusion coefficients.\(^{54}\) Warburg elements give outputs of admittance \( Y_0 \) quantified using equation 1.16 in a similar fashion to the determination of capacitance:

\[
Z = \frac{1}{Y_0 \sqrt{i\omega}} \quad \text{(Eqn 1.16)}
\]

W is a direct measure of the permittivity of the electrolyte at the electrode solution interface to the redox agent, it sits at a constant angle of 45° when the solution is under convection limited flux of redox agent refreshing the surface at 25 °C. Explaining the nature of a line at 45° to the x-axis requires a complex mathematical derivation which is outwith the scope of this work, those interested should consult the textbooks on EIS by Barsoukov.\(^{15}\) In terms of fitting EIS data, Warburg elements model the data in the same manner as a constant phase element but with a fixed N value of 0.5, see section 1.4.4.d below. The fitting software quotes fits to the Warburg element in units of mho (the SI unit being siemens, S, with 1 Mho = 1 S).

### 1.4.4.4. Constant phase elements (CPE, Q)

Constant phase elements are a source of controversy within the field, as they fit the data to an equation that does not have a clear theoretical basis. The more parameters to which a circuit is fit the better the fit will be, but the model must still have a physical basis in reality. A justification of why a constant phase element is fitted should be given whenever used. The CPE gives values of admittance in conjunction with an “N” value. A true capacitor will form a perfect semi-circle in an RC circuit as it causes a phase change between the potential and current sinusoids of exactly 90°. An ideal Warburg causes a phase change of 45°, the CPE is able to fit non-ideal values for each of these elements by offsetting the x-axis to which it is fitting. Figure 1.15 depicts this “tilting” of the axis. The offset angle of the new axis and the original axis is given directly by “N”. When N = 1 there is no offset and the response is being modelled as an ideal capacitor, i.e. there is a 90° phase change. When N = 0.5 there is a 45° offset and the fit is equivalent to an ideal Warburg element. N = 0 is caused by an ideal resistor, where the signal does not register a positive value on the imaginary axis. Which means that there is no phase change with frequency response, the definition of ideal resistance.
Some examples of where constant phase elements are used correctly include the fitting of an inhomogeneous film on an electrode where the capacitance double layer is not uniform across the electrode surface.

The equation for fitting the CPE is given below, equation 1.17, it is a modification of the equation 1.15, which is used for fitting capacitors, to include the integer value of N.

\[
Z = \frac{1}{Y_0(\omega)^N} \tag{Eqn 1.17}
\]

1.4.5. Combinations of circuit elements in series and parallel
Because there are multiple elements in an equivalent circuit it is vital to appreciate the behaviour of resistors and capacitors when in series and parallel with one another and the resulting effect on impedance.

When we have impedances in series the overall impedance of the circuit is the sum of the impedances of the individual circuit elements, equation 1.18:\textsuperscript{31, 56, 57}

\[
Z_{total} = Z_1 + Z_2 + Z_3 \ldots + Z_n \tag{Eqn 1.18}
\]

For impedances in parallel the inverse impedance of the cell is equal to the sum of the reciprocals of the individual impedances of each element in the cell, equation 1.19:\textsuperscript{16, 31, 57}

\[
\frac{1}{Z_{total}} = \frac{1}{Z_1} + \frac{1}{Z_2} + \frac{1}{Z_3} \ldots + \frac{1}{Z_n} \tag{Eqn 1.19}
\]
For capacitors and Warburg elements the inverse is true as they are both inversely proportional to impedance.

### 1.4.6. Physical electrochemical elements

It is possible therefore to model the resistive and capacitive behaviours of the physical properties of the cell and quantify them all by fitting to an equivalent circuit; so it is prudent at this point to discuss the typical physical properties that are manifest in the system.

#### 1.4.6.1. Resistance of the solution ($R_s$)

There is a resistance to passing a current through the solution, this is known as the solution resistance ($R_s$). A conceptual way of thinking about this is to imagine a single charged particle at a very short distance from the working electrode, at very high frequencies electrode is switching between charge states, changing between negative and positive of the open circuit potential, very rapidly. This causes the particle to vibrate as it is being attracted and repelled by the electric field. As the frequency decreases the particle moves by an increasing amount until a frequency low enough for a build-up of ions at the electrode surface is reached, see figure 1.16.

![Figure 1.16](image)

**Figure 1.16** Scanning from high to low frequencies the movement of ions in the solution increases until they make contact with the electrode and a signal is observed

This is when we first start to see a change in the impedance of the electrode surface. In this case the highest frequency at which a non-zero response is seen on a Nyquist plot should give the value of $R_s$, which is a measure of the conductivity of the solution. The resistance of an ionic solution will vary depending on ionic strength, and temperature. The values of $R_s$ are obtained by finding the high frequency x intercept of the fitted semi-circle on a Nyquist plot.
1.4.6.2. Capacitance double layer ($C_{dl}$)

Once ions start to gather at the electrode/solution interface they form a capacitive double layer ($C_{dl}$). The charge on the electrode causes ions of opposite charge to start to collect at the electrode, but the frequency still exceeds the timescales required for electron transfer. The separation between the ions in the double layer and the electrode is incredibly small, typically on the scale of angstroms. The separation of charges by an insulator causes a capacitance which is why the double layer is modelled using a capacitor.

Figure 1.17 Schematic of the double layer at the electrode surface showing the inner and outer Helmholtz planes (IHP and OHP respectively). The anions are coloured red and the cations green with the blue dots representing water molecules.

The magnitude of the $C_{dl}$ is dependent on the potential, the electrolyte, the metal and the electrode area, with typical values between 20-60 $\mu$Fcm$^{-2}$. Fouling of the electrode will reduce the number of coordination sites for ions but may introduce a parasitic capacitance.

The earliest attempt to explain the double layer can be credited to Helmholtz (1853). His parallel plate model stipulates that there is free charge on the electrode and charge in the solution. These charges are separated by free space in the region between the electrode and ions. The capacitance of parallel plates can be calculated from equation 1.20 in which the Helmholtz capacitance, $C_H$, is related to the permittivity of free space, $\varepsilon_0$ (8.8542 $\times 10^{-12} \text{ J} \cdot \text{C}^2\text{m}^{-1}$), the dielectric constant of the solvent, $\varepsilon$, the area of the electrode, $A$, and the distance between plates, $d$, which is taken from the radius of the solvated cation.

$$C_H = \frac{\varepsilon_0 \varepsilon A}{d} \quad \text{(Eqn 1.20)}$$

Since anions are typically smaller and de-solvate to come into contact with the electrode, whereas cations are typically larger and less likely to de-solvate; there are two values of $d$ for each system. This gives rise to the inner and outer Helmholtz planes as shown in figure 1.17.

The Helmholtz model fails to describe the effects of changing potential on the size of the double layer or its dependence on ion concentration, which led to the development of the Diffuse-double layer theory of Gouy (1910) and Chapman (1913). Gouy and Chapman independently proposed that there are two forces acting upon the ions in solution, the charge on the electrode and the random thermal motion of the solution, which acts to equalize the charges within the solution. In effect the charge of the electrode causes an
ordered system of layered ions to form, but thermal convection in the solution means that the order in the layers is gradually lost farther away from the electrode surface. The flaw with this model is that it does not correlate with the experimental results; it only agrees with those results obtained in dilute solutions at potentials very close to the point of zero charge.  

Finally, there is the Stern model (1924); which combines the Helmholtz and Gouy-Chapman models. The model is that there is a Helmholtz type, compact, double layer immediately at the electrode surface. Beyond this a more diffuse double layer which extends into the bulk solution, see figure 1.18.

![Figure 1.18](image.png)  

There have been publications where binding of analytes causes enough of a change in the capacitance double layer that it can be used as a sensing parameter, removing the need for a redox agent in solution, this is commonly referred to as non-faradaic EIS or capacitance spectroscopy.  

1.4.6.3. Charge transfer resistance ($R_{ct}$)

The charge transfer resistance is the resistance encountered when transferring an electron from a redox agent to an electrode or vice versa. This charge transfer has a given rate which is dependent on the reaction type, temperature, potential and concentration of redox species. The rate of electron transfer is typically very fast, it is modelled as a resistor as an increase of energy is needed to move an electron in the HOMO of the redox agent to the LUMO of the electrode, or vice versa. The probability of the electron tunnelling between the electrode and a redox agent is dependent on the field at the electrode. This is a thermodynamically controlled process where the rate of electron transfer is dependent on the thermodynamic driving force of the potential drop. The minimum theoretical value of $R_{ct}$ can be related to the area of the electrode by equation 1.21.

\[ R_{ct} = \frac{2RT}{n^2F^2c_\infty k^A} \]  

(Eqn 1.21)
Where R and $T$ are the gas constant and temperature respectively, $F$ is Faraday’s constant, $n$ is the number of electrons being transferred, $C_\infty$ is the concentration of redox agent in the bulk electrolyte, $A$ is the area of the electrode and $k^0$ is the rate constant for the redox reaction. 30

1.4.6.4. Warburg diffusion (W)

When the rate of the reaction is controlled by the linear diffusion of redox agent from the bulk solution to the electrode surface, a 45° line is observed in a Nyquist plot. This steady state is set up much faster on smaller electrodes as they have enhanced mass transport. 59 A more detailed explanation of Warburg diffusion is not required for this thesis, it should simply be noted that as stated in section 1.4.4.3, the element is fit as a constant phase element with N=0.5 and models linear diffusion to an electrode surface.

1.4.6.5. Non-linear resistance ($R_{nl}$)

On macro electrodes the majority of redox agent diffuses to the electrode in a linear fashion, so can be fit to a Warburg element at low frequencies. On micro and nano electrodes the majority of signal is no longer coming from the linear diffusion, but rather a hemispherical steady state diffusion profile is formed at low frequencies. 30

Figure 1.19 (LEFT) The linear diffusion pattern seen over the bulk of an electrode at higher frequencies, which can be fit by a Warburg element. (RIGHT) A hemispherical diffusion pattern formed on smaller electrodes and at lower frequencies, fit by $R_{nl}$.

At high frequencies the redox agent at the electrode solution interface will undergo redox chemistry, further redox species must diffuse into the Helmholtz plane for electron transfer to occur. Initially there is enough redox agent within the immediate vicinity of the Helmholtz plane to refresh the electrode by diffusing in a linearly to the electrode, which can be modelled by a Warburg element. However, as the depletion zone grows to a similar dimension to the electrode the diffusion profile takes on a hemispherical shape, figure 1.19. On smaller scale electrodes the depletion zone of the same dimensions as the electrode forms much faster/at much higher frequencies, than it would for a larger electrode in the same system. There is an inherent resistance to transporting a redox agent through the depletion zone to the Helmholtz plane, this is modelled as the resistance of non-linear diffusion, $R_{nl}$. In an ideal system, electrodes of any and all dimensions could theoretically set up a hemispherical diffusion profile. However, natural convection means that $R_{nl}$ cannot be seen for a macro electrode left stationary in solution. 59
The magnitude of $R_{NL}$ can be theoretically calculated by equation 1.22.  

\[ R_{nl} = \frac{4NRT}{0.96nF^2c_0DL} \]  
(Eqn 1.22)

Where $N$ is the number of squares in the array, $R$ is the universal gas constant, $T$ is the temperature, $n$ is the number of electrons being transferred, $F$ is Faraday’s constant and $c_0$ is the bulk concentration of redox agent, $D$ is the diffusion coefficient and $L$ is the length of the squares in the array.

### 1.4.6.6. Normalising circuit elements

Since electrodes of different dimensions are to be compared throughout this thesis, it is therefore important to be able to normalise data from different sized electrodes.

In equivalent circuits, when considering capacitances, the capacitance ($C$) can be calculated using equation 1.20. Thus if one assumes the double layer capacitance arises from a simple capacitor (neglecting such effects as the variation of $C_{dl}$ with ionic strength, electrode potential, temperature, ion type, electrode cleanliness and electrode roughness), the response can be normalised by dividing by the geometric area of the electrode.

In contrast, resistances (e.g. the resistance to charge transfer, $R_{ct}$) have an inverse relationship to the electrode area (see equation 1.21) so all resistance must be normalised by multiplying by the area of the electrode (again ignoring effects that will vary the resistances measured or area of the electrode).

### 1.4.7. Typical equivalent circuits

There are equivalent circuit to which data can be modelled throughout the literature. What is important when selecting the equivalent circuit to use is to understand the system under investigation and use a circuit that fits all the physical parameters present in said system. For instance, the Randles’ circuit, equivalent circuit APP 1.2, is used to model a typical macro electrode response. Where at high frequencies the resistance of the solution will be observed, as the frequency is decreased a capacitance double layer forms. As the frequency is again scanned lower the charge transfer takes place until it becomes diffusion limited, at which point a linear diffusion profile will be present and a Warburg element used to fit the data. Throughout this thesis, different equivalent circuits will be used for different electrodes in different systems. At all times a justification of the choice of equivalent circuit will be provided. To avoid repetition all the equivalent circuits used have been summarised in appendix 1 and will be referred to in the text by their equivalent circuit number as indicated in said appendix.

### 1.5. Imaging techniques

Throughout this thesis the chips were imaged by optical microscopy, scanning electron microscopy (SEM) and, in chapter 6, confocal microscopy. Light microscopy is a commonly used and well understood technique so will not be explained here, a discussion of confocal microscopy can be found in chapter 6.1.1.3. A brief description of SEM is given below.
1.5.1. Scanning electron microscopy

Scanning electron microscopy (SEM) is a common technique in which the sample is mounted in a chamber that is vacuumed down. The sample is then bombarded with a beam of electrons, focused by a magnetic field, electrons that are scattered back from the sample are collected by a detector and the electrical signal is sent to a video screen. The beam is then scanned across the sample area to obtain an image of the sample. Conventional light microscopes are limited in resolution by the de Broglie wavelength of the light used, in SEMs the typical resolution is limited by the ability to focus the electron beam (rather than the de Broglie wavelength of the electrons which can be as short as 10 pm). Typical resolutions of SEMs are in the region of single nanometres.

Obtaining SEM images of metal samples can be difficult as a large amount of surface charging takes place, the electrons are absorbed by the metal surface and cause the metal to “glow”. This is a result of secondary electron excitation within the sample, the intense brightness of the metals can distort the images collected by this technique, but in this thesis at times provides a clear indication as to the presence or absence of platinum, chapter 2.3.
2. Microfabrication

2.1 Introduction

Previous work published by the Mount group determined a procedure for fabricating microsquare (MS) and microsquare nanoband edge electrodes (MNEE).\textsuperscript{22, 30, 59, 61} These electrodes can be made using standard photolithographic procedures by sandwiching a metal between two insulators and etching square cavities 10-100 µm wide through the layers. In the case of MS arrays only the top insulator is etched exposing a metal pad, whereas in the MNEE arrays the cavities are etched right the way through to leave a Pt band running along the cavity wall. The ability to deposit thin films only nano meters thick means that the electrodes on the cavity wall can be typically made 50-100 nm wide, thus having a critical dimension on the nanoscale and exhibiting nanoelectrode responses. A schematic representation of MS arrays and MNEE arrays in given in figure 2.1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2.1.png}
\caption{Optical images of (A) an MS array and (B) an MNEE array with schematics (C) the cross section of a MS and (D) the MNEE showing the constituent materials in the final devices. Note the thicknesses of the layers in the device have been exaggerated for clarity the target thicknesses have been provided.}
\end{figure}

At the commencement of this project the run sheet given in appendix 3 was the accepted methodology for fabricating MNEE arrays.\textsuperscript{62} However, it was found that further optimisation of the process run sheet was required as it did not yield working electrodes after repeated fabrication attempts. The purpose of this chapter is to outline the afore mentioned optimisations, familiarise the reader as to how the devices were made and inform future researchers how to fabricate the MS and MNEE arrays.
2.2. General background and the original MNEE array fabrication protocol

Microelectrodes were originally fabricated in house at the Scottish Microelectronics Centre (SMC) as per the previously developed run sheet given in appendix 3. The silicon wafers used were 525 µm thick p-type <100> wafers, each with a resistivity of 1-10 Ω cm (IDB technologies) supplied with a 1 µm thick oxide layer, which electrically isolated the silicon semiconductor from the metal. 10-30 nm thick of titanium was first deposited on these 3-inch silicon wafers using an e-beam evaporator, followed by a 50 nm thickness of platinum. The titanium acts as an adhesion layer between the platinum and silicon dioxide. The individual metals were then patterned to define the metal forming the electrodes, interconnect and contact pads. Figure 2.2 show the Pt metal layout of the twenty devices on a wafer.

![Figure 2.2 Schematic showing the layout of Pt electrode metal patterned to create 20 chips on a 3-inch silicon wafer after patterning.](image)

On top of this platinum layer a 300-500 nm silicon nitride insulating layer was then deposited using low pressure chemical vapour deposition of dichlorosilane and ammonia at 800°C. This resulted in the platinum/titanium metal layers being sandwiched between the two insulators as shown in figure 2.3. The stoichiometry of this nitride layer was controlled by altering the flow rate of ammonia and dichlorosilane fed into the nitride furnace. For the purposes of this research only stoichiometric silicon nitride was formed.
The next step was to expose the bond pads as shown in figure 2.4. This patterning was produced by photolithography and a CF$_4$ reactive ion etch (RIE) and a wet etch in HCl:H$_2$O:HNO$_3$ in a 3:2:1 ratio by volume. The aim was to create a 2mm x 2mm square of exposed Pt in the top corner of each device that acted as the connection point (contact pad) to connect the MNEE electrode array to the potentiostat.

![Figure 2.3](image1.png)

**Figure 2.3** A schematic diagram of the vertical layers on the wafer before etching the cavities and/or contact pads.

![Figure 2.4](image2.png)

**Figure 2.4** (A) Schematic top view of the 3inch wafer with twenty devices each with their 4 mm$^2$ Pt bond pad. In this diagram purple corresponds to 300 nm of silicon nitride on Pt and green to 300 nm of Si$_3$N$_4$ on SiO$_2$. (B) A cross section of the wafer once the bond pads had been etched into the devices. The colours correspond to those in Fig 2.2

The final step in the fabrication process was to etch an array of square cavities into each device to expose the MNEE array electrodes. These squares have the same edge length within each device, but different edge lengths ranging from 10-100 µm in different devices and were created through the coating of the wafer with photoresist and its selective removal. A mask was used to selectively expose areas to UV light, these exposed areas were then developed and the resulting photoresist pattern used to etch the array. The etch process was performed in three steps; in the first a CF$_4$ etch removed the Si$_3$N$_4$, in the second an Ar milling step removed the Pt and Ti and the third was a wet etch in HCl:H$_2$O:HNO$_3$ (in a 3:2:1 ratio by volume) to further remove Pt and Ti. The etch rate and etch time of these processes was controlled such that it could be stopped after the CF$_4$ etch to leave micro
square (MS) platinum array devices, or both steps could be used to produce MNEE devices, with Pt bands around the perimeter of each square cavity. There were two sets of masks used in this project, the first mask gave a variety of different electrode array devices, the areas and spacing’s of which are provided in appendix 2; the second set of masks used in this project had a number of devices all consisting of 30 µm x 30 µm edge length square cavities in a square array of 1764 cavities. Adjacent squares were separated by 90µm, thus on any device the occupied area of array was 0.5 cm x 0.5 cm and given the area of each square was 900 µm$^2$, the total exposed electrode area on the MS array devices was $1.59 \times 10^{-6}$ m$^2$. For the MNEE every cavity had an exposed band electrode area of $4 \times 30$ µm $\times$ 0.05 µm, resulting in a total electrode surface area of $1.06 \times 10^{-8}$ m$^2$ (i.e. 150 times less than the MS array).

The naming protocol for the varied sizes and spacings of squares/cavities is Xµm YD, where X equals the edge length of the squares in the array and Y equals the closest separation between neighbouring squares in the array in multiples of the edge length. Therefore, when Y = 1, the spacing between the neighbouring edges of two adjacent electrodes in the array is the same as the edge length of one of the squares.

Finally, the wafers were coated in a photoresist (SPR350) to protect them from damage during dicing using a “Disco saw”.

2.3. Devices from the first batch AP1402

The first batch of devices fabricated by the author (AP1402, the naming follows the order of: initials of author year and month in which fabrication began) showed the presence of a pink residue that fouled the electrode surface. Light microscope images of these devices, figure 2.5.A, and after use in ferri-/ferro-cyanide buffer, figure 2.5.B, suggested that the pink residue was primarily located in the electrode cavities and on the surface of the nitride insulator. This was clearly a problem as the residue was observed to cover the electrode surface and translocate during experiments, introducing irreproducibility between measurements. This contaminant was eventually identified as being residual photoresist SPR350 which was coated on all the electrodes prior to dicing (appendix 3 step 13) to catch any dust or debris thrown up during the dicing step in order to prevent it fouling the electrode. The established microfabrication procedure for removing this resist post dicing was to wash in a stream of first acetone, then isopropan-2-ol (IPA) and then water for 10 seconds each.64 Clearly this process was inadequate for these devices, which is consistent with the fact that the other photoresist removal steps in appendix 3 require sonication in a resist stripper (ACT, which is a much stronger solvent than acetone) at 50°C with sonication for 30 minutes.
Figure 2.5. A 30µm3D MNEE array under a 10x optical zoom light microscope before (A) and after (B) experiments were run in potassium ferricyanide (0.1 mM), potassium ferrocyanide (0.1 mM) in phosphate buffer (10mM) pH 7 (total experimental time was roughly 15 min). As can be seen the pink coloured photoresist is present in the cavities as well as on the insulating layer and the presence of smearing in (B) indicates it is mobile after carrying out the experiments in the buffer.

To try and salvage the electrodes from this batch an attempt was made to remove the resist by sonicating in ACT at 50°C. Half an hour of this treatment was found not to be sufficient to remove the resist, figure 2.6.A, so this was repeated to give a total of 1h sonication figure 2.6.B. Unfortunately, this harsh treatment, whilst removing the photoresist, also led to cracking of the silicon nitride layer, and the exposure and cracking of the platinum layer underneath, thereby breaking the electrode array. The optical images in figure 2.6.B also suggest that even with this, there may still be some unremoved photoresist in the cavities of the electrode. Thus, it was deemed impossible to remove the photoresist without breaking the electrodes and all the devices in this batch had to be written off.

Figure 2.6. Light microscope images with a 10x zoom of the 30µm3D MNEE arrays after (A) 15min cleaning in ACT at 50°C with sonication (B) 1h cleaning in ACT at 50°C with sonication. There is a gradual removal of the photoresist over time, however with prolonged sonication the array fractured as shown in B.

SEMs were taken of these devices after 1h cleaning, figure 2.7. From these images, it can be seen that the resist had apparently formed small islands that aggregated and remained stuck to the device surface. In all these images there is no platinum band running along the cavity walls. This was attributed to the use of piranha solution in a final attempt to remove the photoresist from the device surface, which was done prior to learning of the damage caused when exposing these electrodes to piranha solution.
Figure 2.7. SEMs of the MNEE device arrays with photoresist after sonication in ACT for 1 hr at 50°C, and exposure to piranha solution. The insulator deposits are all sub-micron in size.

Figure 2.8. (A) The cyclic voltammogram (CV) of a 30µm 3D MNEE array in H₂SO₄ (0.1M) showing a sharp oxidation peak at 1.6V and a wave like Pt oxide reduction at 0.1V that then becomes a hydrogen reduction wave. (B) Nyquist plot recorded at the OCP using ferrocene carboxylic acid in 0.1mM in citrate buffer pH 7. All experiments were carried out using a Pt gauze counter electrode with a saturated calomel reference electrode.

Typical electrochemistry from these devices is given in figure 2.8, in which it should be noted that the CV, figure 2.8.A, has all the features expected from a Pt MNEE array but the currents are too low for an electrode of this geometric surface area in these conditions, likely due to the photoresist passivating a portion of the electrode surface. This decrease in electrode area is also seen in the EIS, figure 2.8.B, which has impedances several orders of magnitude greater than expected, consistent with the reduced currents seen in the CV.
2.4. Investigating the MNEE array dicing and wet etch protocols

The issues with the first batch were addressed as follows in the next batch (AP1405). The first refinement investigated was not using a protective resist for dicing. A new batch was therefore made in which only half of the wafer was coated with protective resist prior to dicing. Also on this wafer the necessity of using a wet etch step was evaluated, as it was thought that the wet etch might be responsible for a further issue, which was that the cavities had roughened edges and the metal looked as though it had been dissolved and redeposited inside the cavity, figure 2.9. The wet etch step was in addition to the dry etching, and involved putting the wafers in a 3:2:1 mixture by volume of HCl:H₂O:HNO₃ at 45°C for 60s. It was interesting that there were also clear signs of uneven topography in figure 2.9.A and 2.9.B, most notably the patchy silicon nitride layer and cavity floor, which were also attributed to uneven etching.

A wafer plan was devised that would result in quarter regions of the standard 20 electrode wafer, each with five equivalent devices prepared under different conditions: with and without wet etching, and with and without dicing resist. The wafer had two different regions vertically, with a left-hand side (which had resist coated on it for the final dicing, appendix 3 step 13) and a right-hand side (which did not). The wafer also then had an upper region which was exposed to the wet etching, appendix 3 step 11, whereas the bottom half was shielded from the etchant with photoresist. A schematic of this wafer and its regions is given in figure 2.10.

![Figure 2.9](image_url)

**Figure 2.9.** SEM’s of an MNEE cavity in a device from the completed first batch. (A) and (B) are SEMs of the corners of cavities in the array. Of note are the glowing “blobs” of platinum that are also notable in (B); these have droplet like shapes suggestive of the platinum having been chemically dissolved and then redeposited upon the drying of the solvent.
The 4 sets of five electrodes were then studied using light microscopy, SEM and electrochemical measurements.

2.4.1. Controls (wet etched and resist for dicing)
It was reassuring that the 5 electrodes that were made in the same manner as the first batch, AP1402, (top left of figure 2.10) had the same issues as this first batch in terms of the resist being impossible to remove, figure 2.11, and with ragged, nonlinear cavity walls, figure 2.12.
Figure 2.12. SEM images of AP1405 control electrodes that had been wet etched and had SPR350 coated on before dicing. Both (A) and (B) exhibit an under etch of the cavity floor. (B) is a close-up of one of the corners showing the irregularity of the cavity walls.

It is interesting that the SEMs of these electrodes, figure 2.12, also showed a rough and patchy cavity floor; a feature that had not been observed in batch AP1402 or the inherited electrodes; this was attributed to under-etching, in which the combination of argon milling and wet etching steps had not removed the layers sufficiently thoroughly to get to the silicon dioxide insulating layer. Belaidi et al. argue that argon milling can split the Si-O bond in any exposed silicon dioxide, removing oxygen atoms which will oxidise nearby titanium, which will have a different etch rate to the un-oxidised Ti. This leads to the formation of “chimneys” on the cavity floors and walls, a process which could explain the observed rough and patchy cavity floor.

It is interesting that these features were more apparent in this second batch than in the first batch. This underlines the need for system checks after each stage of the fabrication process to check its effectiveness and completion. The Pt and Ti layers have a yellowish colour under a light microscope whereas the silicon is typically black; in this case checking the cavities under an optical microscope should give a clear indication of robust fabrication control (although using colour to assign materials should be treated with caution, as silicon nitrides and oxides can be different colours depending on their thickness, stoichiometry and roughness). In this case, however it was noted that etching through the metal layers always yielded a black square.

Typical electrochemical responses of the resulting devices are given in figure 2.13.A-D. The CV in figure 2.13.C for one of these control electrodes in sulfuric acid (0.1M), is compared to that (figure 2.13.D) from a later batch of electrodes (AP1508). From the comparison of these two CVs it is clear that the electrode from this batch is not behaving as expected. It is possible that the signal observed is in this case coming from the titanium electrode with its surface titanium dioxide layer. The characteristic electrochemistry of such titanium electrodes is widespread in the literature due to its use as a charge a carrier in solar cells, the CV in figure 2.13.C is in general agreement with the literature, consistent with these AP1405 control electrodes actually being titanium dioxide microsquares as opposed to Pt MNEEs. The Nyquist plots will then be a combination of the response of these active titanium microsquares and the Pt MNEE band, which might account for the extra domes in the EIS, figure 2.13.A and B, as there will now be two charge transfer resistances.
Figure 2.13. Electrochemical data taken from the AP1405 control electrodes that had been wet etched and had dicing resist. The Nyquist plot (A) was recorded in phosphate buffer pH 7.2 containing 1mM potassium ferricyanide and 1mM potassium ferrocyanide. (B) is a close up of the high frequency region of (A) and together they show that >3 observable hemispheres. (C) is a CV recorded of the AP1405 control electrode in 0.1 M sulfuric acid and (D) is the same experiment repeated with an electrode from a later batch (AP1508) for comparative purposes. All experiments were carried out using a Pt gauze counter electrode and saturated calomel reference electrode.

It can be concluded that these AP1405 control MNEE arrays are not clean Pt nanobands. One intriguing possibility, given the under etch, is that they are titanium microsquares with Pt bands above them, it is interesting to note that the wet etch step that had seemed too harsh in AP1402 had under-etched the titanium in this case.

Another image of interest appeared when analysing the SEM images of these electrodes. Figure 2.14 shows an SEM where the contrast has been increased by + 40% and “watermarks” can be seen on the cavity bed. These markings are only seen on electrodes that have been wet etched and have had resist coated on them for dicing, so these are most probably features due to an uneven and incomplete etching of the cavity floor. This may be as a result of undeveloped resist over the cavities causing an uneven etch.
2.4.2. Devices wet etched with no dicing resist

Light microscopy images of the devices that were wet etched and had no dicing resist are given in figure 2.15.

Worryingly the images have patches over the entire surface, the greener patches also seem to have darker cavities. It may be that residual photoresist from the cavity etching step was filling some cavities; or that said photoresist was unevenly coated over the wafer and the different coloured cavities have been etched to different heights. The colours of the silicon...
nitride should be analysed with caution, as whilst they are indicative of different silicon nitride and/or silicon oxide heights, the colour alone cannot be used to determine the material thickness as the colour is dependent on thickness, roughness and stoichiometry. The only conclusions that can be safely drawn from the images in figure 2.15 is that there is a non-uniformity in the silicon nitride across the image.

Figure 2.16. SEM images of AP1405 electrodes that have been wet etched but had no dicing resist. (A) Debris resulting from the magnifications of the cavity walls and “chimneys” of Ti; the patchy nature of the nitride layer can be seen in figure (C).

The SEM images of these electrodes are again consistent with the fact that the etch had only gone down to the titanium adhesion layer, which was why the electrochemistry of these electrodes, figure 2.16, mirrored that of the control electrodes from AP1405. The SEM in figure 2.16A showed that debris created during the dicing had landed in the electrode cavity. The purpose of coating the wafers with SPR350 was to prevent such debris from blocking the electrode, however, in figure 2.16B one of these electrodes that had been cleaned with a jet of deionised water for 30s was imaged with no visible debris on the electrode. Given this, it would seem preferable to have a short wash step with water rather than coating a wafer with resist that must be removed by harsh treatments that can damage the devices. Figure 2.16C and D are magnifications of the cavity walls; showing the chimneys of silicon oxide and nitride as described by Belaidi et al.\textsuperscript{63}

The electrochemistry of these electrodes is shown in figure 2.17. They have the same properties as the control electrode data, which would indicate that they are also behaving essentially like titanium micro-square arrays due to process under etch. Notwithstanding the apparent slight discontinuity in the data in the Nyquist plot, due to a small difference in resistor calibration on an automated resistor switch (automated range change) in the
computer controlled potentiostat, the measured impedances are of the same order of magnitude as the control electrodes.

![Figure 2.17](image1) (A) CV in 0.1M H₂SO₄ of a 30µm 3D MNEE from batch AP1405 that have been wet etched but had no resist on for dicing. (B) EIS of the same electrode in 0.1M KCl containing 1mM potassium ferricyanide and 1mM potassium ferrocyanide. Both experiments were conducted using a Pt gauze counter electrode and a saturated calomel reference electrode, EIS was recorded at OCP.

Based on these data it was concluded that there is no obvious advantage to using a dicing resist, this process step would therefore be removed from future batches as it is a possible source of error. Its purpose was to protect the electrodes from debris, however, this debris could be easily washed off with water which is preferable as it posed no risk of damaging the arrays. Whilst the removal of the dicing resist from the process did not resolve any of the issues previously experienced, its exclusion did not appear to be the cause of any electrode issues so its inclusion was deemed unnecessary.

2.4.3. No wet etch, with dicing resist
The light microscopy images in figure 2.18 show the array area before (A) and after cleaning in ACT for 10 minutes at 50°C with sonication (B). From these images, it can be seen that the cavities are all orange, indicative of an under-etch.

![Figure 2.18](image2). Batch AP1405 electrodes that had no wet etch but did have dicing resist (A) after washing with acetone, methanol and water to remove the dicing resist. (B) after further washing for 10min in ACT with sonication at 50°C. Light microscopy images were recorded at 10x optical zoom.

Whilst in theory the removal of the wet etch step should cause a greater under etching than the control electrodes, the optical microscopy images in figure 2.18 and SEM’s in figure 2.20
would suggest that they are identical to the controls and that the wet etch step is not producing significant etching of the titanium at the bottom of the cavity. There is also no evidence of a significant change in the unevenness of the silicon nitride, the titanium layer on the cavity floor, or the straightness of the cavity walls, figure 2.19. Whilst this suggests that these imperfections were not a product of the wet etch but most probably arise from the photolithography, the data also show that the wet etch has no significant remedial effect.

![Figure 2.19. SEMs of AP1405 electrodes that had not been wet etched but did have dicing resist.](image)

**Figure 2.19.** SEMs of AP1405 electrodes that had not been wet etched but did have dicing resist.

![Figure 2.20.](image)

**Figure 2.20.** (A) CV in 0.1M H₂SO₄ of AP1405 MNEE that have not been wet etched but had dicing resist. (B) EIS of the same electrode in 0.1M KCl containing 1mM potassium ferricyanide and 1mM potassium ferrocyanide. Both experiments were conducted using a Pt gauze counter electrode and a saturated calomel reference electrode.

The electrochemistry suggested that the Ti/TiO₂ at the bottom of the cavities was still producing a signal as the response was similar to figure 2.17, and none of the characteristic
features of a Pt CV in sulfuric acid could be observed in figure 2.20.A. As a result of these tests, the wet etch was removed from the fabrication process.

2.4.4. No wet etch, no dicing resist
The final set of electrodes from batch AP1405 had no wet etch and were not coated with SPR350 prior to dicing. As had previously been established by comparing the control with the other electrodes in this batch, the wet etch and protective resist coating step were not necessary. These electrodes should therefore resemble what a future batch would look like were the wet etch and dicing resist to be removed. The light microscopy images of these electrodes, figure 2.21, show a patchy silicon nitride film as well as uneven cavity etching.

![Figure 2.21](image)

Figure 2.21. Light microscopy images of batch AP1405 electrodes at (A) 10x magnification and (B-D) 40x magnification.

At the time the issues with the nitride layer was initially attributed to a fault with the plasma etcher (JLS). The collaborating engineers suggested that the etching tool might not have been operated correctly, and that the process should be repeated. However, this was not the solution with these problems eventually being attributed to the photolithography parameter being non-optimal, although this was not identified until batch AP1508.

Figure 2.21.D is particularly interesting as a chip removed the silicon nitride layer and metal from the cavity, exposing what is thought to be grey-black silicon oxide underneath based on its colour (this should be confirmed by XPS). This one image provides the best evidence of all the light microscope images that an under-etch has been prevalent across all the electrodes in this batch as none of them have grey-black cavity floors.
The SEM images of the AP1405 electrodes with no wet etch and no resist displayed an under-etch to the titanium adhesion layer which displayed the same electrochemistry as the other electrodes from this batch, figure 2.22.

The electrochemistry of these electrodes has been given in figure 2.23 for completeness and again shows that the majority of the signal is coming from titanium on the cavity floor and the devices are not behaving as they should.

2.4.5. Conclusions from batch AP1405
After analysing all the electrodes in batch AP1405, it can be concluded that the systematic study of the necessity of the wet etch and SPR350 coating prior to the dicing steps revealed that the resist coating process to protect the wafer for dicing was an unnecessary step, as any debris that landed on the electrodes during dicing could be easily washed off with water and the dicing resist was at times impossible to remove without sonication in a resist stripper (ACT), which damages the devices. The wet etch in hot aqua regia has no benefit to the devices. As a result of these findings, both the wet etch and resist coating steps were removed from the run sheet.
2.5. Electrode re-design
Batches AP1503 and AP1506 were fabricated using the run sheet given in appendix 4; which built on the previous fabrication experience. In these batches, new masks were used, so as to introduce changes as part of an electrode architecture re-design. These new electrode designs can be seen in figure 2.24. Firstly, the devices were lengthened to reduce the risk of the electrolyte wetting the bond pad as was observed experimentally and as discussed in chapter 3.6. Secondly, the area of metal under the silicon nitride was reduced to decrease parasitic capacitances caused by the double layer formed at the silicon nitride/electrolyte interface due to the charge induced by potentials applied to the underlying platinum. Thirdly, the new masks feature a range of array designs, the properties of which are summarised in appendix 2.

Figure 2.24. Please note that this schematic diagram is NOT shown to scale, and that the number of array elements is therefore not representative. Schematic diagram of the new “long-dip” devices designed for ease of use in (A) MS array and (B) MNEE array formats. The number of squares in each array type are given in appendix 2.

It was noticed that all the fabricated wafers were a different colour in the middle than they were at the edges, an example is given in figure 2.25.A. This suggests the photoresist was being removed and the nitride was being thinned with a bullseye non-uniformity that would be expected from a photoresist layer that was being spun on too thin.

Figure 2.25. (A) photograph of a wafer after part way through fabrication where the electrode metal had been defined. Note the difference in colour between the centre and edges of the wafer. (B) Schematic diagram, not to scale, of the wafer chuck, coloured grey, that could be placed in the plasma etching chamber, with an example wafer shown in purple. Both the wafer and chuck are free to be rotated as indicated by the red arrows.
This suggested that the photoresist was not coated thick enough, so that the argon milling was etching through the resist layer and etching the edges of the wafer, where the resist would be thinner, more than the centre. The working practice at the time was to put a random sized “blob” of photoresist onto the centre of a wafer by hand and spin at 2400 rpm for 60s to get an even coating of photoresist on the wafer. The theory was that the spin speed determined the thickness of the resist and that the volume of resist added was inconsequential. Given the observed inhomogeneity, this theory was tested in the next batch (AP1508).

As well as overspinning there is also the potential for photoresist to “dry out” if left for sustained periods of time. Typically resist would be spun on and left overnight if the etching equipment were not immediately available for use. During this time, organic solvents in the photoresist would evaporate, a process known as outgassing, thereby decreasing the resist thickness. It was therefore decided that in future batches the photoresist would not be left on the wafers for time periods exceeding 2h.

2.6. Optimisation of the photolithography

The theory that spin speed alone determined the thickness of the resist, and that the volume of resist added was inconsequential, was tested in the next batch (AP1508). A set volume of 10 ml of photoresist was poured onto the centre of a clean silicon wafer. This was then spun at different speeds and baked as before, the resulting resist thickness was measured using reflectometry on the “Nanospec”.

It was found that, as expected, spinning at faster speeds produced thinner films. The photoresist used was SPR 220 3.0; the 3.0 represents the optimum resist thickness in microns. The spin speed of 2500 rpm with 10 ml of photoresist gave a resist layer thickness of 1.8 µm. In order to get a resist thickness of 3.0 µm, 10 ml of photoresist needed to be spun at a speed of 1400 rpm.

The UV exposure time was also optimised at 25s, this increase was rationalised as an increase from the time in the run sheet due to the thicker resist layer. Once this had been done it was reassuring that the etching times were much shorter and the electrodes fabricated in this batch had one uniform colour across the wafer and straighter cavity edges than any of the previous batches, as shown by the optical images in figure 2.26.
Optical Images of AP1508 electrodes. (B) and (C) are optical microscope images of a 10µm 4D MS array at 5x and 10x optical zoom respectively. (D) and (E) are 30 µm 3D MNEE arrays at 5x and 40x optical zoom respectively.

The electrochemical performance of these electrodes is discussed in section 2.7 below. These benchmark measurements show that the devices fabricated by this process, the run sheet for which is given in appendix 5, behave in accordance with the theory.

2.7. The electrochemistry of macro, micro and nanoelectrodes

This section displays the voltammetry and EIS of clean macro electrode disks, along with Micro Square (MS) arrays and Microsquare Nanoband Edge Electrode (MNEE) arrays from batch AP1508 which demonstrate the success of their fabrication. First the electrochemistry of macro electrodes is outlined, which enables physical parameters to be extracted and compared to the literature. These parameters are then measured experimentally on micro and nano electrodes and compared to the macro electrode data to demonstrate that the devices are working.

2.7.1. Macro electrodes

The electrochemical techniques used have previously been discussed in chapter 1.4 and explained in terms of macro electrode systems.
Figure 2.27. Typical cyclic voltammograms of a commercial macro disk electrode with a diameter of 1.6mm at a variety of scan rates shown. Plotted are the third scans run between -0.15 V and +0.45 V, with each scan starting and ending at 0 V. Performed at 25 °C in a degassed buffer of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode.

The typical voltammograms of a Pt macro disk is at a variety of different scan rates are given in figure 2.27, for which the OCP for a Pt electrode in this system is + 170 mV. Peak like responses are seen at all scan rates as expected; there should be a constant 59 mV separation between peaks for a reversible one electron transfer in an ideal system, independent of sweep rate. The deviation of the data to the measured peak separation of 108 mV, and slight increase in peak separation with sweep rate, is most probably due to the iR drop in the solution.31

Using the Randles-Sevcik equation, equation 2.1,

\[ i_l = 0.4463nFAc \left( \frac{nFVD}{RT} \right)^{0.5} \]  

(Eqn 2.1)

where \( i_l \) is the limiting current (in A), \( n \) is the number of electrons being transferred, \( F \) is Faraday’s constant (in C mol\(^{-1}\)), \( A \) is the Area of the electrode (in cm\(^2\)), \( c \) is the concentration of redox agent in the bulk electrolyte (in mol cm\(^{-3}\)), \( v \) is the scan rate (in V s\(^{-1}\)), \( D \) is the diffusion coefficient (in cm\(^2\) s\(^{-1}\)), \( R \) is the universal gas constant (in J K\(^{-1}\) mol\(^{-1}\)) and \( T \) is the temperature (in K), it was possible to calculate the diffusion coefficients for both ferricyanide and ferrocyanide and compare these to literature values. The error was calculated by taking the standard deviation calculated from the diffusion coefficients obtained at each scan rate. It was found using this method that the diffusion coefficient for ferrocyanide was 9.1 (± 1.0) ×
$10^6 \text{ cm}^2\text{s}^{-1}$ was within experimental error (three standard deviations) of the literature value of $(6.67 \pm 0.11) \times 10^{-6} \text{ cm}^2\text{s}^{-1}$.

Figure 2.28. Typical Nyquist plot (black squares) with corresponding fit of the regression model (Randles circuit, APP 1.2) to the data (red line), for the 1.6 mm$^2$ diameter Pt macro disk electrode measured at OCP (+170 mV). Performed at 25 °C in a degassed buffer of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode.

A typical Nyquist plot of the electrode is shown in figure 2.28, where it can be seen that a single semi-circle followed by a near 45° line is obtained. This is the classic response of a macro electrode and fits well to the established Randles’ equivalent circuit, APP 1.2, as shown by the fit in figure 2.28 and the fitted values in table 2.1. The $\chi^2$ value is relatively low, at 0.1855, indicating the goodness of the fit; with the majority of the fitting error coming from the Warburg element modelling linear diffusion to the electrode at the low frequency end of the spectrum; this is most probably due to the contribution of electrode surface roughness, which would lead to a constant phase element rather than a capacitance for the electrode, which would slightly flatten the semicircle and reduce the Warburg element angle below 45°. The goodness of fit could be improved by fitting to a constant phase element as opposed to a capacitor. However, this has not been done as this would involve adding a further fitting parameter.
Table 2.1. Equivalent circuit fits and errors in the fits to one standard deviation for each element in the Randles’ circuit, equivalent circuit APP 1.2, for the data provided in figure 2.28.

<table>
<thead>
<tr>
<th>Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ (Ω)</td>
<td>846 ± 13</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>32 400 ± 700</td>
</tr>
<tr>
<td>$C_{dl}$ (µF)</td>
<td>1.15 ± 0.02</td>
</tr>
<tr>
<td>$Y_0$ (µS)</td>
<td>1.40 ± 0.10</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.1855</td>
</tr>
</tbody>
</table>

2.7.2. Square Microelectrode (MS) Arrays
In this project, recessed microsquare electrode arrays were used. The response of these arrays has been established, showing close correlation between simulation and experimental measurement.

Figure 2.29. Typical cyclic voltammograms of a 30 µm 3D MS array (see APP 2 for more information) at the variety of scan rates shown. The scans shown are overlays of the 3rd, 4th and 5th scans, performed at 25 °C in a degassed buffer of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode.

Cyclic voltammograms of a 30 µm 3D MS array at different scan rates are overlayed in figure 2.29. It can be seen that, as expected, a more wavelike response is observed than for the
macro electrode under the same conditions. The macroelectrode peaks are caused by the
time dependence of the linear mass transport of FFC to the electrode, whereas the waves
are due to hemispherical mass transport to the MSs in the array. At faster scan rates, there
is little or no overlapping of the diffusion fields of neighbouring electrodes in the array. As
the scan rate decreases the diffusion fields begin to overlap, causing the current to decrease
and mass transport to become more linear and hence more peak like. As a result, the
diffusion coefficient should be calculated from the theoretical MS limiting current at the
fastest scan rate.

The established limiting current equation for recessed microelectrode square arrays when
the scan rate is sufficiently fast that the electrodes in the array are acting independently is
given by equation 2.2:

\[ i_l = 2.34nNFDcL \]  
(Eqn 2.2)

where \( i_l \) is the limiting current, \( n \) is the number of electrons transferred, \( F \) is Faraday's
constant, \( D \) is the diffusion coefficient, \( c \) is the concentration of redox agent in the bulk
electrolyte, \( L \) is the edge length on one of the squares in the array and \( N \) is the number of
individual squares in the array.

Using equation 2.2 it was possible to calculate the diffusion coefficients for the MS array and
compare them to that of the macro electrode above and in the literature. It was found that
the diffusion coefficient for the ferrocyanide reduction peak for the 0.5 Vs\(^{-1}\) scan in figure
2.34 was \( 7.78 \times 10^{-6} \) cm\(^2\)s\(^{-1}\), which is in good agreement with the macro electrode and
literature.\(^{68}\) Given the dependence of the response on scan rate, and equivalent standard
deviation could not be determined by the same method as the macro electrode.
Figure 2.30. Typical Nyquist plot of a 30µm 3D MS array. EIS recorded at OCP at 25 °C in a degassed buffer of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode. The raw data are black squares and the fit to the established modified Randles’ circuit for a microelectrode, APP 1.3, is given by the red line. The fitted values and error in said fit are provided in table 4.2. EIS was recorded using the same protocol as the macro electrode data in figure 2.28, however, the fitting was restricted to frequencies greater than 1Hz as opposed to 0.1Hz to exclude the 45° line caused by array overlap, as this region cannot be fitted by the established equivalent circuit.

The Nyquist plot of the 30µm 3D MS array and its corresponding fit to the modified Randles’ circuit for a recessed microsquare, APP 1.3, are given in figure 2.35, with a summary of the fits given in table 2.2. It can be clearly seen that there are two apparent semi-circles in the Nyquist plot, a smaller semicircle at the high frequency end of the plot and a larger near semicircular feature at the lower frequency end of the plot. Previous analysis of the two semi-circles showed that the first can be attributed to charging of the double layer capacitance and a resistance due to the electron transfer kinetics. Analysis of the second apparent semi-circle reveals that it most closely resembles a Warburg element in parallel with a resistor. The Warburg element has been attributed to the linear diffusional flow of FFC towards and away from the electrode. The resistor, which becomes increasingly important as the frequency is reduced can be attributed to the evolution of hemispherical, steady-state non-linear diffusion at the electrode surface and so this has been dubbed the non-linear resistance, The Warburg feature at the lowest frequencies is attributable to array overlap. As the equivalent circuit only applies to single microelectrodes (or the response on N independent microelectrodes in an array with no overlap) these data were excluded from the fit in figure 2.35.

At the highest frequencies there is the tail of another very small hemisphere, most probably caused by induction in the wiring in the potentiostat, which occurs even before $R_s$ can be measured. This data would introduce an error in the fit to APP 1.3, which was avoided by excluding these points from this and other fits. Data were therefore recorded over a wider
range than it was necessary to model, with the fitting restricted to the frequency range of interest.

**Table 2.2.** fitted values and errors in the fits of all the elements in the modified Randles’ circuit for recessed 30 μm 3D MS arrays, data and fit shown in figure 2.30. All errors given to one standard deviation.

<table>
<thead>
<tr>
<th>Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ (Ω)</td>
<td>423 ± 85</td>
</tr>
<tr>
<td>$C_{dl}$ (μF)</td>
<td>197 ± 24</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>2 530 ± 180</td>
</tr>
<tr>
<td>$Y_0$ (μS)</td>
<td>37 ± 2</td>
</tr>
<tr>
<td>$R_{nl}$ (Ω)</td>
<td>12 300 ± 200</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.16917</td>
</tr>
</tbody>
</table>

It is satisfying that the $\chi^2$ value is similar to that of the macro electrode in table 2.1, which is again indicative of a good fit to theory and diagnostic of the expected MS response.
2.7.3. MNEE arrays

The cyclic voltammograms in figure 2.31 show the typical response of a 30 µm 3D MNEE array. As has been established there is again a wavelike response as mass transport to each nanoelectrode is again under hemispherical diffusion, as with the MS array.\textsuperscript{30}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2_31.png}
\caption{Typical Cyclic voltammograms of a 30µm 3D MNEE array at 25 °C in a degassed buffer of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode.}
\end{figure}

The limiting current for this array of recessed nanoelectrodes, at fast scan rates where each electrode is acting independently and neighbouring diffusion profiles have not begun to overlap, has again been established through simulation and experiment, see equation 2.3:\textsuperscript{30}

\[ i_l = 0.956nNFDCcL \]  \hspace{1cm} (Eqn 2.3)

where \( i_l \) is the limiting current, \( n \) is the number of electrons being transferred, \( F \) is Faraday’s constant, \( D \) is the diffusion coefficient, \( c \) is the concentration of redox agent in the bulk solution, \( L \) is the length of one of the squares and \( N \) is the number of squares in the array.

At slower scan rates there is overlap of the diffusion layers of neighbouring electrodes, and the observed current are seen to reduce. At the fastest scan rates, the values of \( D \) for the MNEE array was calculated as \( 7.9 \times 10^{-6} \text{ cm}^2\text{s}^{-1} \); this is again the same within experimental error as is observed on the macro and micro electrodes and consistent with the value in the literature.\textsuperscript{68}

The Nyquist plot of a clean MNEE array is given in figure 2.32 with the fit to the modified Randles circuit for MNEE arrays, APP 1.3, overlaid and the values for each fitted element given in table 2.3.
Figure 2.32. Typical data from a 30µm 3D MNEE array recorded at OCP at 25 °C in a degassed buffer of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode. Fit of the modified Randles circuit for MNEE arrays, equivalent circuit 3, where the second hemisphere is fit to a Warburg element as opposed to a capacitor. The low frequency tail due to array overlap was excluded from fitting.

The Nyquist plots for the MNEE have two overlapping apparent semi-circles like the MS arrays. This time the high frequency semi-circle is the larger of the two; the resistance involved can again be attributed to electron transfer. The second, smaller, apparent semi-circle can again be attributed to an equivalent circuit element which is the parallel combination of an element (due to diffusional transport) and a resistance due to non-linear diffusion ($R_{nl}$), which both signifies and enables quantification of the establishment of steady-state hemispherical diffusion profile. Previous work indicated that a capacitor gave the best fit for diffusional transport, which was interpreted as being due to a rapid depletion of the redox species near the electrode when establishing hemispherical diffusion, due to the enhance diffusion seen at nanoelectrodes.\textsuperscript{30} This was supported by the calculation that the amount of charged passed in charging the capacitor was consistent with that required to create a hemispherical depletion zone of redox species above each cavity.\textsuperscript{30}
Table 2.3. Fitted values for each element in equivalent circuit 3, to which the data in figure 2.32 has been fit.

<table>
<thead>
<tr>
<th>Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ (Ω)</td>
<td>233 ± 33</td>
</tr>
<tr>
<td>$C_{dl}$ (nF)</td>
<td>71 ± 2</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>4 350 ± 130</td>
</tr>
<tr>
<td>$R_{nl}$ (Ω)</td>
<td>7 560 ± 120</td>
</tr>
<tr>
<td>$Y_0$ (µS)</td>
<td>17.7 ± 1.0</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.036884</td>
</tr>
</tbody>
</table>

However, fitting of this data to the equivalent circuit APP 1.4 was found to give a worse fit for this data than equivalent circuit APP 1.3, which applies to the MS electrodes and has a Warburg element. These data, are given in table 2.3. The fitted values for the capacitor and Warburg fitted in figure 2.33.A and 2.33.B were $C = 2.37 ± 0.33$ µF ($\chi^2 = 4.212$) and $Y_0 = 17.7 ± 1.0$ µMho ($\chi^2 = 1.270$) respectively. The physical reality of the system is most probably linear diffusion to the nanoband within the cavity that then leads to a capacitance at lower frequencies caused by redox depletion of a hemisphere above the cavity. In this instance, the Warburg feature dominates, which shows that the linear diffusion is dominating. This is not unexpected when considering that the previous work used a 10 µm edge length cavity MNEE array whilst this work was conducted using a 30 µm edge length cavity; meaning that linear diffusion will persist over a wider frequency range and the capacitance due to the exhaustive depletion of electrolyte within the cavity is less likely to be observed in this larger cavity.

Figure 2.33. The same dataset as in figure 2.32 but fit to equivalent circuit APP 1.4 in (A) where the second hemisphere is fitted used a capacitor corresponding to redox depletion of a hemisphere above each cavity; and (B) where the same apparent semi-circle is fit to a constant phase element, circuit APP 1.5.
2.8. Conclusions and future work
Although a successful process had previously been established for MS and MNEE array fabrication, problems were identified with using this inherited process. After systematic optimisation, it was found that the photolithography process required modification. Three enhancements and/or simplifications to the run sheet were developed as a result; the wet etch of Pt in aqua regia and the dicing resist were found to be at best unnecessary and were therefore removed. It was also found that there were issues with control of the initial cavity etch process; this was due to the photoresist coating being too thin, which resulted in a photoresist layer that was not suitable for the etch required. The optimum spin speed for a set volume of photoresist has been identified and this resulted in wafers with devices that had uniformly flat surfaces and showed reproducible electrochemistry. The fabrication process has also been updated to include process checks to ensure continued device production fidelity. For example; checking of the thickness of the photoresist by depositing a set volume on a dummy wafer at a set spin speed should be performed before each use. Such enhancements led to a significantly more robust MS and MNEE array production. On the initial wafers it was noted that the chips at the centre of the wafer were more likely to, but did not always, perform better than those on the outer edges of the wafer. Once the photolithography had been optimised ever chip on every wafer made by this process worked perfectly.

The proper function of the fabricated electrodes was confirmed by measuring the electrochemical responses of a macro electrode in the experimental system and extracting the physical parameters of the system, and then showing that MS and MNEE arrays performed in accordance with the established responses in the literature. This has produced the benchmark response for subsequent SAM biosensor studies on MS and MNEE arrays.
3. Development of the experimental set up

3.1. Introduction

Given the enhanced sensitivity and reactivity of nanodimensional systems over micro or macrodimensional systems, the purpose of this chapter is to consider the experimental factors that need to be optimised or controlled when working with and comparing nanoelectrode biosensors. These factors include, but are not limited to, electrode cleanliness, system temperature, redox agent choice and the ionic strength of the buffer. Consideration of the optimisation of these parameters, will also require an appreciation of the experimental set up. Confidence that the experimental conditions are optimised can only be obtained by first considering the fundamental electrochemical and expected biosensing behaviour of the MNEE arrays and then discussing the behaviour of the developed system in this context. In order to identify enhancements in the electrochemical behaviour of the nanoelectrodes, they are also compared to macro and microelectrodes where necessary in this chapter. This forms a benchmark for the responses seen in subsequent chapters.

3.2. Cleaning electrodes

Given the fact that MNEE arrays are costly in time and money to fabricate, once used as biosensors it would be ideal if they could “cleaned” i.e. regenerated and reused. For this, it is important either that the thiol SAM used in the biosensing protocol can either be completely removed and the SAM reformed, or that the target can be removed from the probe without damaging the SAM, thereby regenerating the SAM layer for further biosensing study. In this section the removal of thiols from Pt MNEE arrays is therefore investigated. The literature on the topic of thiol removal from (macro)electrodes is extensive and varied.\textsuperscript{28, 47, 69, 70} Techniques such as UV lithography,\textsuperscript{71} plasma cleaning,\textsuperscript{70, 72, 73} chemical cleaning,\textsuperscript{70} electrochemical oxidation,\textsuperscript{69, 70, 74} and electrochemical reduction,\textsuperscript{69, 70, 75, 76} of thiols on metal surfaces have all been reported and extensively studied. What is clear from the literature is that there is no general consensus established on a procedure to remove thiols from an electrode surface. There are chemically destructive methods of SAM and/or metal surface removal that are agreed to regenerate the electrode surface for re-use whatever the surface layer (e.g. using piranha and/or dilute aqua-regia), but not surprisingly these also have been reported to damage electrodes.\textsuperscript{70} The loss of electrode metal from a macroelectrode, whilst undesirable, does at least yield a fresh macroelectrode surface of similar area to that previously; the loss of electrode material from a nanoelectrode, however, will have a greater effect on its active surface area, its profile and therefore its performance. Macro electrode cleaning protocols also tend to involve a mechanical polishing step,\textsuperscript{14, 77-79} a process which is not possible on the MNEE or MS arrays due to their fragile, cavity architecture, and the potential for materials transfer onto the nanoelectrode.

Due to the variety of cleaning protocols advocated in the literature it was deemed necessary to test several cleaning techniques in a systematic fashion to determine which worked best.
3.2.1. Quantifying Cleanliness

Electrode cleanliness is a relative concept and as such there need to be ways of quantifying whether an electrode is completely, or at least sufficiently, clean. On macroelectrodes protocols which quantify cleanliness through analysing the position, shape and size of the oxygen and hydrogen evolution peaks observed in sulphuric acid have previously been reported.\textsuperscript{80-82} The practice typically involves integrating the Pt oxide reduction peak of a macro electrode in sulfuric acid, figure 3.1 peak F, to calculate the charge passed, and using the knowledge that Pt and Au electrodes pass 200 µC and 100 µC of charge respectively to form a monolayer of adsorbate on every cm\textsuperscript{2} of electrode.\textsuperscript{31} In theory this can also be done by integrating the hydrogen desorption peaks A, B and C, figure 3.1., but is less commonly done because of the difficulty in resolving these peaks.\textsuperscript{83} Both methods determine the active electrode surface area which can be compared to the geometrical dimensions of the electrode to quantify its cleanliness and/or its surface roughness.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{cv.png}
\caption{CV of Pt macro rotating disc electrode in oxygenated 0.1M H\textsubscript{2}SO\textsubscript{4} vs. a saturated calomel reference electrode and Pt gauze counter electrode at a scan rate of 0.1V s\textsuperscript{-1}. The CV shown was the third scan between -0.32 V and +1.5 V starting and ending at 0 V. The peaks A, B and C correspond to hydrogen desorption from the three crystal faces of Pt; D is the formation of a Pt oxide/OH monolayer; E and I are the solvent limits. F is the platinum oxide reduction peak; G and H are the corresponding proton reduction and hydrogen adsorption peaks to B and C.}
\end{figure}

Figure 3.1. shows the CV of a Pt macro electrode in H\textsubscript{2}SO\textsubscript{4} (0.1M), there are nine distinct peaks on this graph. Peaks A, B and C are caused by the oxidation and desorption of hydrogen from the different crystal faces of Pt with H and G being the corresponding proton reduction and hydrogen adsorption peaks. pH studies have shown the process can be achieved by the two mechanisms shown in equations 3.1 and 3.2. below:\textsuperscript{80}

\[ \text{Pt} + H_2O^+ + e^- \rightleftharpoons \text{Pt} (H_{ads}) + H_2O \]  \hspace{1cm} \text{(Eqn 3.1)}
\[ Pt + H_2O + e^- \rightleftharpoons Pt(H_{ads}) + OH^- \]  
(Eqn 3.2)

There are in fact three hydrogen adsorption peaks that can be better resolved at lower pHs,\textsuperscript{84} in the case of figure 3.1 the solvent limit may be obscuring the third hydrogen adsorption peak.

Peak D is attributed to the formation of a Pt oxide/hydroxide monolayer.\textsuperscript{53} The reverse process at peak F is the reduction of this oxide/hydroxide layer on Pt, described by equations 3.3-3.6 respectively.\textsuperscript{31, 53}

\[ Pt + H_2O \rightleftharpoons Pt(OH_{ads}) + H^+ + e^- \]  
(Eqn 3.3)

\[ Pt + H_2O \rightleftharpoons Pt(O_{ads}) + 2H^+ + 2e^- \]  
(Eqn 3.4)

\[ Pt + OH^- \rightleftharpoons Pt(OH_{ads}) + e^- \]  
(Eqn 3.5)

\[ Pt + OH^- \rightleftharpoons Pt(O_{ads}) + H^+ + 2e^- \]  
(Eqn 3.6)

The feature E is the current due to oxidation of the solvent water molecules, known as the solvent limit, which results in oxygen gas evolution at the Pt electrode. Feature I is the solvent limit at the reductive end of the cycle, resulting in hydrogen gas evolution. It is worth noting that the same processes can be seen on gold macroelectrodes but the potentials at which they occur are slightly shifted. One potential advantage of using CV analysis is that gaseous oxygen and hydrogen evolution as a result of features E and I can also be used to clean electrodes through chemical and/or mechanical surface action. Thus, CV cycling can be used to both enhance and monitor surface cleanliness.

Understanding the processes by which hydrogen and oxygen/OH monolayers form on an electrode allows the determination of active electrode surface area. This can be done by integrating to find the area under a peak in which a monolayer is formed or removed and diving by the literature value for charge per unit area for monolayer formation. In the case of Pt this is 200-210 \( \mu \text{C cm}^{-2} \) depending on the literature source.\textsuperscript{31, 83, 85} Once the experimentally derived active electrode surface area has been calculated it can be compared to the geometric electrode surface area, based on the dimensions of the electrode, to quantify the cleanliness of said electrode. It should also be noted that any roughening of the electrode surface will increase the active electrode surface area and affect these cleanliness calculations.
Figure 3.2. Cyclic Voltammograms of (A) a 30 µm edge length 3D spacing microsquare array and (B) 30 µm edge length 3D spacing MNEE array, see chapter 2.2 for details about naming convention, in 0.1M H$_2$SO$_4$ vs a saturated calomel reference and Pt gauze counter electrode at a scan rate of 0.1Vs$^{-1}$. The CVs were run from -0.3 V to +1.5 V with the scans starting and ending at 0 V, the third scan has been plotted in both (A) and (B).

Similar measurements on micro and nano electrodes were found to be not practical. This is due to the relative enhancement of features governed by mass transport in these systems (which scale with length) over those governed by electrode adsorption (which scale with area). Therefore, the reduction of dissolved oxygen dominates the voltammetry (figures 3.2.A and 3.2.B). Such mass transport limited features also become wave like not peak like, as when diffusion limited there is significant and steady state mass transport to each of these systems. It should be noted that the solvent limits are electrode material not area dependant and as such the potential at which features occur should be constant and qualitatively indicative of cleanliness. There are small, hard to resolve peaks on both the micro and nanoelectrode CVs (below -0.1V in figure 3.2.A and 3.2.B) consistent with peaks A to C and G, H but their relative size makes them unfit for quantitative analysis. The Pt oxidation peak, which begins at roughly + 0.8 V is very broad and flat making it difficult to discern the potential window appropriate to integrate across. Also in the case of the MNEE, figure 3.2.B, this peak appears to merge with the oxidative solvent limit. Thus, a different approach was developed for assessing the cleanliness on micro and nanoelectrodes.

3.2.1.1 Measuring electrode active area using voltammetry

A well-established electrochemically reversible redox couple in solution can be used to determine the active area of a macrodisc electrode by relating the measured peak current in voltammetry to the area through the Randles-Sevcik equation, equation 3.7:

$$i_p = 0.4463nFAC \left( \frac{nFDV}{RT} \right)^{1/2}$$

(Eqn 3.7)

where $i_p$ is the peak current, $n$ is the stoichiometric number of electrons transferred in the redox reaction, $F$ is Faradays constant, $A$ is the active electrode surface area, $D$ is diffusion coefficient of the redox agent, $c$ is concentration of the redox agent, $v$ is the scan rate, $R$ is the universal gas constant and $T$ is the temperature.

Practically, a literature value for $D$ can be obtained and the expected limiting current calculated, thus if the electrodes are cleaned by cycling into the solvent limits using cyclic voltammetry, if there is a known concentration of a specific redox agent also in the solution and provided the cleaning and redox reaction processes are independent, cleaning will be
seen to be completed when the expected redox response (in terms of the position of the redox reaction and its calculated limited current) is seen.

Similar equations for determining the theoretical maximum limiting current for MS arrays and MNEE arrays are equations 2.2 and 2.3 respectively. Cyclic voltammograms of macro micro and nano electrodes in FFC buffer of known concentration have been given in chapter 2.7, along with their experimentally measured diffusion coefficients which correlate very well too literature values under the same conditions, thereby establishing this method for assessing the cleanliness of the electrodes.

3.2.2. Oxide layer removal

Another important consideration when making measurements is that metals readily form oxide layers such as Pt oxide and Au oxide, particularly under some of the harsh conditions employed in microfabrication, and that nanoelectrodes, with their enhanced reactivity, are likely to be more prone to such reactions. These are less conductive than the pure metal and therefore can affect the electrode response.\(^5\) However, these oxide layers can also be electrochemically removed, by scanning to negative potentials in aqueous KCl. Figure 3.3 shows CVs of a Pt MNEE electrode fresh from the clean room where consecutive voltammetry scans are taken in -0.1 V increments as the lower potential limit in an aqueous solution of 1mM potassium ferricyanide, 1mM potassium ferrocyanide and 100mM KCl. The ferri/ferrocyanide wave is seen to be almost non-existent when the first CV is taken but grows in as consecutive reductive scans are performed.

As oxide layers form in the air or in oxygen rich buffers such as water,\(^5\) the electrode used in figure 3.3 was left sitting open to the air overnight in ambient conditions before reductive sweeps between -1.1 V and + 0.45 V in the ferri-/ferro- buffer were run again. The resulting CV scans are given in figure 3.4; the first scan shows a resistive response attributable to an oxide layer which can be almost entirely removed by a single scan down to -1.1 V. On subsequent scans the characteristic ferri/ferrocyanide redox waves are seen, which are of the order of the expected limiting currents (the literature diffusion coefficient of
ferrocyanide, $D = 7.7 \times 10^{-6}$ cm$^2$ s$^{-1}$, gives a limiting oxidation current of 17 µA and of ferricyanide, $D = 6.2 \times 10^{-6}$ cm$^2$ s$^{-1}$, gives a limiting reduction current of -9.7 µA, from equation 2.3).

![Graph](image_url)

**Figure 3.4.** Cyclic voltammograms of the electrode in figure 3.3 after being left exposed to the laboratory atmosphere overnight. CVs were performed in 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode. CVs were recorded under the same conditions as those in figure 3.3. The first scan was started at 0V and was initially scanned positive, reaching a maximum current of 5 µA at +0.45 V. The first scan starts at 0V and reaches 5 µA at 0.4 V.

Newly fabricated electrodes can therefore be treated as clean once their oxide layers have been removed and their active surface area has been established to be the same as their geometric surface area.

### 3.2.3. Electrochemical removal of SAM layers

As with other surface layers, thiols can be oxidised or reduced from an electrode surface electrochemically. The mechanism of each is discussed in more detail below, but it is important at this stage to mention some of the pros and cons involved with both electrochemical removal methods. The major benefit is that since the (particularly nano) electrodes are very small, recessed and surrounded by other materials, it is an advantage that the removal method only applies to the electrode, which reduces the potential for reaction on, and contamination by products from, the surrounding materials. The necessary equipment for cleaning is also cheap and readily available, whereas UV light cleaners or plasma cleaners would require the purchase of further instrumentation. The ability to quantify the cleanliness of the electrode during the removal process is another advantage of using an electrochemical method. Recent work published by Erbe et al in which ellipsometry was used to monitor alkyl SAMs during a reductive clean was consistent with bubbles of H$_2$ forming under the desorbed SAM. This work showed that even after the M-S bond has been broken the van der Waals forces between neighbouring molecules in the SAM cause the film to retain much of its structure after de-binding, see figure 3.5. These thiols are then capable of resorbing to the metal surface. When hydrogen bubbles are
formed the alkyl chains of the desorbed molecules are thought to aggregate at the surface of the H$_2$ bubble, reducing the interfacial energy between hydrogen gas and the electrolyte. It is possible that something similar could be true for oxygen and oxygen bubbles formed in oxidative removal protocols.

**Figure 3.5.** (A) Desorbed thiols after a reductive cleaning process are thought to be still in close proximity to one another and are able to re-adsorb to the metal surface. It is not known whether or not there is hydrogen in the interfacial region between thiol and electrode. (B) when bubbles of hydrogen are formed the SAM is thought to restructure to have the alkyl chains at the bubble interface further away from the electrolyte, which makes re-adsorption less likely as the SAM molecules are in the wrong orientation. Image taken from Erbe et al. 76

Once the thiols have been removed from the electrode surface they are free to diffuse into the bulk solution where the concentration is tiny due to dilution. However, even after the removal process has been completed the thiols are capable of re-adsorbing. Therefore, notwithstanding the large dilution effect, to ensure complete thiol removal it was thought prudent to remove the device to a fresh buffer solution and repeat the method until the correct limiting current was obtained, as stipulated above. This is consistent with similar studies, where longer chain thiols were shown to be harder to remove due to their decreased solubility. 75 The theory below focusses exclusively on breaking Au-S bonds, but oxidative and reductive thiol removal can also be applied to the other gold sulfur bond types discussed in section 1.3.

### 3.2.3.1. Oxidative thiol removal

The principal concept behind this method is to oxidise the platinum surface, forming platinum oxide, breaking the metal thiol bond and oxidising the thiol species bound to the electrode surface. The literature suggests that the oxidation of thiols bound to noble metals is a complex process and depends heavily on the reaction conditions. In alkaline medium, IR spectroscopic studies have shown that the thiol can be oxidised to sulphate in an 11 electron process that also breaks the S-C bond, fragmenting the thiol species, equation 3.8:87

\[
M - SCH_2R + 14OH^- \rightarrow M(0) + SO_4^{2-} + RCO_2^- + 8H_2O + 11e^- \quad \text{(Eqn 3.8)}
\]

In acidic media the 5 electron process below has been observed:88

\[
M - SR + 3H_2O \rightarrow M(0) + 5e^- + RSO_2^- + 6H^+ \quad \text{(Eqn 3.9)}
\]
whilst other studies using IR and ellipsometry suggest a 3 electron transfer in acidic media leading to the formation of sulfonic acid:\(^{69}\)

\[
M - SR + 2H_2O \rightarrow M(O) + RSO_2H + 3e^- + 3H^+ \quad \text{(Eqn 3.10)}
\]

It can therefore be concluded that the oxidative desorption of thiols is a complex process with a variety of possible mechanisms, all of which are postulated in resulting in the loss of chemically modified thiol and the production of an oxide surface. If an electrode were cleaned oxidatively it will therefore have an oxide layer present which must be removed as discussed in section 3.2.2. There are also a variety of fragmentation products which can be generated, the adsorption of which could complicate the process.

### 3.2.3.2. Reductive thiol removal

The literature on the reductive desorption mechanism indicates it to be much less complex than that for oxidative desorption. Reductive desorption is typically studied in high pH media (>8.5) so as to see the reduction peak clearly without interference from the hydrogen adsorption and evolution peaks.\(^{75}\) The accepted reduction mechanism is a simple 1 electron reduction given in equation 3.11:\(^{47, 75, 87, 89}\)

\[
M - SR + e^- \rightarrow M + RS^- \quad \text{(Eqn 3.11)}
\]

### 3.2.3.3 Testing electrochemical thiol removal on MNEE

To establish a suitable nanoelectrode thiol removal protocol, a 20 µm 4D MNEE array was first coated in a mercaptohexanol film as described in section 3.7. The electrode array was assessed for reductive thiol removal in a solution of 1mM FFC in 100mM KCl by cycling between -1.1 V and +0.45 V vs. a saturated calomel reference electrode for 2 minutes at a scan rate of 0.1 Vs\(^{-1}\). The same electrode was then cleaned oxidatively in the same buffer by cycling between -0.1 V and +0.8 V vs a saturated calomel electrode. The oxide layer was removed by 4 consecutive scans as in section 3.2.2. CVs of the FFC wave from the SAM coated electrode at each stage are overlaid in figure 3.6.

Even after two minutes of cleaning by either method the current were enhanced, showing that both are viable methods for SAM removal. It was determined that the reductive cleaning would be used in future as it did not necessitate a further oxide removal step. The final cleaning protocol was to reductively clean by cycling between -1.1 V to + 0.45 V in 1mM FFC and 100 mM KCl, replacing the buffer periodically, in practice this was done every 10min, to dilute the thiol concentration in the bulk solution. Cleaning was only stopped when the limiting current of the FFC waves reach the expected limiting currents, i.e. the electrode active area is the same as its geometric area. This method allowed the real-time assessment of electrode cleanliness during the process.
Figure 3.6. CVs of a 20µm 4D MNEE array coated with mercaptohexanol (black) then after 2 minutes cycling between -1.1V and +0.45V (red) and then finally after 2 minutes cycling between -0.1V and +0.8V (blue); in both cases the cycling started and ended at 0V. All CVs were recorded in a solution of 1 mM FFC and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode.

3.3. The measurement buffer
The choice of buffer used is an important consideration when designing an experiment. There are a multitude of redox couples that have been extensively characterised and published in the literature, based on the cleaning method outlined in section 3.2 where the cleanliness of the electrode can be calculated using a redox couple, it was vital to use a very well characterised redox couple that has been extensively characterised in the literature.

3.3.1. The (potassium) ferricyanide/ferrocyanide (FFC) redox couple
The FFC redox couple is the most widely used of all the redox couples, being extensively cited in the literature. Some of the major benefits are its high solubility in aqueous media (46.4g/100ml at room temperature) and its large overall negative charges of 3- and 4-, which can cause a large impedance effect through electrostatic repulsion when negatively charged DNA is bound to the electrode surface (this electrostatic repulsion is known as the Donnan effect). This couple had an experimentally derived open circuit potential of +170 mV vs. a saturated calomel reference electrode on a Pt working electrode in 100 mM KCl when both species were present at mM concentrations, which is also a useful region within the solvent window where few competing processes are taking place.
The use of the FFC redox couple is somewhat contentious in the literature, with one recent paper suggesting that it forms an insoluble prussian blue precipitate during use which fouls the electrode.\textsuperscript{94} Prussian blue is a polynuclear mixed valence iron cyanide complex of potassium ferro/ferricyanide hexacyano hexahydrate $\text{Fe}_{4}^{III}[\text{Fe}^{II}(\text{CN})_{6}]_{3}.6\text{H}_{2}\text{O}$.\textsuperscript{27,94} During the course of this project a blue residue (consistent with prussian blue formation, although it should be noted it could also be a related polynuclear mixed valence iron complex) was formed from buffers containing FFC on multiple occasions, however, it was noted that it would only form on devices previously cleaned in $\text{H}_{2}\text{SO}_{4}$ solutions. To test the theory that the acid is responsible for causing the formation of the Prussian blue, $0.1\text{M }\text{H}_{2}\text{SO}_{4}$ was added to a $1\text{mM}$ FFC buffer. Within a matter of minutes, the solution had gone from yellow to colourless with a blue precipitate lined at the base of the beaker. It should be noted that no electrochemical measurements were necessary to form Prussian blue, this was a spontaneous chemical and/or photochemical reaction. This was a major motivation behind devising a protocol to enable cleaning of electrodes in non-acidic media.

**WARNING:** Great care should be taken when adding any acids to ferric cyanide solutions, as this can trigger the release of highly toxic cyanide gas. This experiment was only ever performed with dilute acid ($0.1\text{M }\text{H}_{2}\text{SO}_{4}$) in controlled conditions.

### 3.3.2. Background electrolyte

There are multiple background electrolytes used in the literature, such as tris-$\text{HCl}$, phosphate buffered saline (PBS), 4-(2-hydroxyethyl)-1-piperazinethanesulfonic acid (HEPES), tris-saline and KCl to name a few. Some redox agents will undergo different electrochemistry at different pHs, so it is important in some instances to select a supporting electrolyte to buffer the pH at a selected value.

After testing different background electrolytes it was determined to use KCl for this project. All the afore mentioned supporting electrolytes worked perfectly well but KCl was chosen because of its low cost and purity.

### 3.3.3. Ionic strength

The ionic strength of a solution ($\mathcal{I}$) can be calculated using the concentration ($c$) and formal charge ($z$) of each ionic species ($n$) in solution, using equation 3.12. Calculating in its
dimensionless form also requires \((c^0)\) which is equal to 1 mol kg\(^{-1}\). For 1:1 electrolytes such as KCl, the ionic strength is equal to the solution concentration, equation 3.12:

\[
I = \frac{1}{2} \sum_n c_n \frac{z_n^2}{c^0_n}
\]  
(Eqn 3.12)

In chapter 5, the electrode responses in different ionic strength buffers is tested to study the of charge on and in the films. Having higher concentrations of background electrolyte in the SAM allows the neighbouring charges in SAM films to be more efficiently shielded from one another. The four background electrolyte concentrations used were 1 mM, 10 mM, 100 mM and 500 mM KCl, each also containing 1 mM potassium ferrocyanide and 1 mM potassium ferricyanide (FFC, which has a calculated ionic strength of 16 mM). Using equation 3.12, these solutions have calculated ionic strengths of 0.017, 0.026, 0.116 and 0.516 mM respectively. It is important for these calculations to remember to include the counter ions in the potassium ferricyanide and potassium ferrocyanide salts and it is clear that the FFC is progressively less of a contributing factor to the total ionic strength of the solution at higher supporting electrolyte concentrations.

3.4. Temperature dependence of the electrode response

The electrochemical response of the electrodes was found to be extremely dependant on the temperature of the system. The graph in figure 3.8 is an example overlay of the impedance response of a Pt MNEE array (which is resistive as it from an early batch, but the exposed Pt band still shows the trend being discussed) and the room temperature measured over the course of 48 h. The two are clearly inversely correlated as expected, but it is clear even small temperature fluctuations (e.g. at the 20 hour point) cause relatively large changes in the measured impedance.
As a result of these findings it was determined that fine control over the temperature of the experiments was an absolute necessity, especially for the kinetic experiments in Chapter 4 where $k_{\text{off}}$ of a 6-mercapohexan-1-ol film would be measured over the course of several days.

Two water baths were built in house using parts donated by other groups within the school (the author would like to extend his thanks to the Hulme group for the parts). The units were from old water baths and had controlled heating units and pumps. A water jacket was then made in house and connected by tubing to the heating/pumping unit that was placed in a bucket of water. After calibration, this was shown to be able to hold the buffer in the unit at a stable temperature to within $\pm 0.1$ °C. Photographs of the baths built in house are given in figure 3.9.
Figure 3.9. Photographs of a water bath built in house. Figures (A) and (B) show the control unit with heating element and pump, as well as the bucket of water in which it sat. (C) and (D) show the custom-built glass heated jacket where the water was pumped through the bottom inlet and then exited back to the bucket from the top outlet. Thus, heated water passed around the inner jacket which was filled with measurement buffer. A thermocouple was placed in the measurement buffer and the control settings enabled control of temperature to 25 ± 0.1 °C.

3.5. Degassing
Degassing (more accurately sparging) the buffers through bubbling inert gas is common practice to remove O₂ from solution because it is redox active. It has already been shown in the cleaning section of this chapter how oxide formation on Pt affects the electrochemistry of the working electrode. In order to counter this, it was necessary to not just sparge the buffers with argon prior to use but keep them sparged over the course of the experiments, which in the case of the k_{off} experiments in chapter 4 meant keeping solutions sparged for several days. Typically, this was done by creating an argon blanket over the cell by flowing gas over the sparged solution. This was unfortunately found to expedite the loss of the
solvent, which could increase the effective concentration of redox agent in the solution. Constantly bubbling the solution had a similar effect with the added disadvantage of disturbing the buffer and occasionally the electrode surface if the gas flow moved the stream of bubbles over the electrode. Over the course of the experiments the gas flow therefore needed to be kept constant as the depleting pressure in the gas line over the course of the experiments added variability to the experiments. Parafilm was used to create a lid over the experiment, closing the system in an argon atmosphere to prevent oxygen entering the system. However, the parafilm seal was never airtight and some oxygen could still enter the cell.

In the end it was found that having a very low flow of argon, controlled by a gas flow regulator, into an already degassed buffer with a parafilm lid offered an acceptable method to prevent oxygen entering the buffer. Over longer periods of time however, the solvent would condense on the parafilm and drop down back into the solution, these drops would occasionally land on the electrode bond pad and cause shorting. For the purposes of the kinetic experiments done in chapter 4, any experiments in which this occurred had to be excluded and repeated. The characteristic electrochemical response was a sudden decrease in impedance as the device shorted and current flowed directly through the bond pad. This was the motivation for changing the electrode design to the long dip electrodes, chapter 2.5.

3.6. Reproducible device connection

The connection between electrode and potentiostat was vitally important. A more resistive connection was unreliable, gave decreased currents and irreproducible and slower responses due to longer charging times.

The main issue with the connections on an MNEE array is that the bond pad is a square of Pt 50 nm thick and most connections require a good grip and no loss of Pt from the bond pad to get the best possible connection. A risk is therefore that the abrasion on connection will lead to an increase or variability of connection resistance. One solution could be to make the bond pads thicker and more robust e.g. by depositing a thick layer of metal over the bond pads to prevent the effects of abrasion. It was deemed too costly and time consuming to incorporate this additional processing step during microfabrication.

![Figure 3.10. Photograph of electrode connection using a croc clip with a ball bearing to prevent abrasion of the bond pad.](image)
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It was decided that the best approach would be to soften the teeth of a croc clip but still use the force of its spring action to get a good connection. This was first done by folding aluminium foil and clamping it between the croc clip and bond pad. Although this did prevent the abrasion of the bond pad there was an appreciable loss of connection reproducibility, as the force of the clip was now too well distributed across the bond pad area. Instead a somewhat fiddly connection was developed where a steel ball bearing was sandwiched between croc clip and bond pad which concentrated the downward pressure of the croc clip onto a single rounded point on the bond pad. Because the ball bearing was spherical any knocking or minor movements of the connection did not abrade the bond pad surface. Whenever using a croc clip on these devices a ceramic plate was used on the back of the electrodes to protect them from the bottom teeth of the croc clips which also could break the electrode. A picture of this connection set up is provided in figure 3.10.

3.7. SAM formation protocol development
Unfortunately, unlike DNA thiols, PNA thiol molecules are markedly less soluble and prone to aggregation in aqueous solution, and require the addition of an organic cosolvent to enable the production of a viable PNA solution from which to form SAMs. The established cosolvent for this protocol was DMSO. However, electrode devices (particularly nanoelectrodes) have been shown in this and other previous work to be sensitive to adsorption, particularly of low level impurities. To optimise the cosolvent buffer for SAM-PNA formation, studies were therefore undertaken using clean Pt macro electrodes. These were incubated with 1.5 µM PNA probe, 30 µM MCH and 150 µM TCEP in one of either 50:50 v/v DMSO (≥99.7%) and H₂O; neat ethanol (≥99.8%) or neat deionised water for 16h. Each was then exposed to 30mer DNA target in deionised water overnight at 5°C to saturate. The resulting data are plotted in figure 3.11 and show that DMSO does indeed form SAM probe films with markedly lower impedances than water (despite the low solubility of PNA), which itself shows a lower impedance than those deposited from ethanol. Furthermore, the increase in impedance observed on target binding is also greater for ethanol deposited SAMs, which is consistent with the SAMs formed in ethanol being of the highest integrity. As a result of these studies the published procedure was adapted to use EtOH as the solvent in PNA SAM deposition.
Figure 3.11. Overlayed Nyquist plots of films put down in 50% DMSO, pure water and pure ethanol solutions to show that the most densely packed PNA probe SAM films were formed in solutions of pure ethanol. All experiments were carried out on a 20µm 4D MNEE array in 1 mM FFC and 100 mM KCl, all EIS was recorded at OCP in degassed measurement buffers at 25°C.

3.8. Conclusions

In order to set up an experiment and get the best possible nanodevice data many factors need to be optimised. It was the purpose of this chapter to detail the optimisation undertaken in this project, partly to act as a practical guide to anyone intending to either repeat these experiments or to develop their own set up for their own investigations. The crucial experimental optimisations included the choice of the solution redox couple, the optimisation and analysis of the nanodevice cleanliness and the enhancement of device connectivity through changing from a resistive edge connector. This chapter also displayed the sensitivity of nanoelectrode devices to fluctuations in temperature, and how this was avoided through temperature control.

Through a discussion of the literature on electrode cleaning and experimental data it was shown that electrochemical cleaning of MNEE arrays in KCl to desorb thiols is possible, and capable of returning the electrode surface to what it was prior to experimentation. This discussion also led to an appreciation of oxide formation on Pt and the need to keep the solution stringently sparged during use, especially during the long kinetics experiments undertaken during this project, see chapter 4. This paves the way for the study of the nanoelectrode device response to SAM film and hydrogel formation presented in the following chapters.
4. The study of the formation of self-assembling monolayers (SAMs) on nanoelectrodes

4.1. Introduction
An introduction to self-assembling monolayers is given in chapter 1.3. The purpose of this chapter is to compare the kinetics of SAM formation on macro and nano electrodes. The description of SAMs in chapter 1.3 details that the structure of SAMs is dependent on the electrode bulk to edge ratio, which is smaller on nanoelectrodes than macro electrodes. It is therefore of interest to determine if the kinetics of SAM formation are different on macro and nano electrodes, as this would inform as to whether the rate of SAM formation is dependent on the structure of the SAM formed.

4.2. Experimental challenges
A variety of techniques can be used to image and analyse thiolate SAMs, however, due to the structure of the MNEE most of these techniques are not suitable. The major limitation being that the electrodes are on the inside of a cavity wall, making them inaccessible to AFM and STM tips. It was also deemed impossible to obtain ellipsometry, XPS or IR measurements on the electrodes due to their architecture preventing an incoming beam of radiation from being reflected in a measurable plane. Only electrochemical measurements were possible in this system for analysing SAMs on the MNEE. Electrochemically measuring the kinetics of SAM formation and desorption on macro and nanoelectrodes would divulge information as to the SAM structure. Measuring the film stability over time after it had formed would inform as to the dynamic nature and stability of the monolayer. EIS was utilised as it yields more information and is more sensitive than other electrochemical techniques, the responses of different fitted elements in the equivalent circuit might yield a better understanding of the nature of film.

It was deemed most appropriate to study the film kinetics using an incubation buffer for making the film and a measurement buffer for the electrochemical measurements; rather than adding the alkanethiol to the measurement buffer and monitoring film formation in real time. There were many reasons for doing this, not least that it is the system most applicable to the final intended use of the devices. Commercially available sensing films are obviously manufactured and distributed to the point of use before the sample to be tested (blood, saliva, mucus, etc.) is put on the electrode for analysis. Thus, understanding the change of a film structure as it is switched between different buffers is of great practical importance. A typical EIS takes 3 min to record, scanning 50 frequencies logarithmically from 100 kHz to 0.1Hz, which makes it difficult to record a signal quickly enough to measure the MNEE MCH film formation kinetics. Whilst this could be fixed by further diluting the alkanethiol, using multi-sine or single frequency EIS; it was decided to go down the route of separate incubation and measurement buffers.
The literature is inconsistent as to the time it takes for a monolayer to form. There are thought to be two stages in SAM formation, a rapid diffusion controlled adsorption followed by a slow re-crystallisation process taking days. However, other sources state that densely packed well-ordered films form within a two hour period, albeit at a temperature of 36°C; or in as little as 150s at an increased potential. In general left under ambient conditions SAMs are left for at least 24 hours to saturate a clean macroelectrode surface. For the purposes of this study it was determined to leave the MCH monolayer in the incubation buffer overnight to ensure that the film had reached a thermodynamic steady state. This was confirmed by taking repeated measurements after subsequent time periods in the incubation buffer to determine that the impedance signals measured did not change.

Since thiol film formation on macro electrodes has been extensively studied using a variety of techniques, the experiment could be tested and optimised on a macro electrode to test its suitability and validity. It was decided that for the purposes of these experiments, the simplest possible model should be tested. Using DNA or PNA probe thiols that can non-specifically bind to each other through their respective base pairs, or in the case of DNA repel each other through their negatively charged phosphate backbones, adding a level of complexity and variability to the system. It was decided that using a 6-mercaptohexan-1-ol (MCH) only film would still yield the necessary information about SAM formation. MCH is used extensively in the literature as a backfilling agent so its SAM formation properties have a broad impact within the field.

4.3. Experimental conditions

4.3.1. Electrochemical measurements

All electrochemical measurements were performed in a Faraday cage using a Metrohm Autolab PGSTAT128N with a FRA32 module (Metrohm Ltd.). The measured voltages reported were with respect to a saturated calomel reference electrode (SCE, Accumet® 13-620-61, Fischer Scientific) unless otherwise stated, and the gauze counter electrode was made in house using Pt gauze and wire (Sigma-Aldrich). The “measurement buffer” was the same as the cleaning buffer described previously and consisted of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide (FFC) and either 10 mM or 100mM KCl as stated throughout (all from Sigma-Aldrich, Cumbria, UK) in ultrapure water (18.2 MΩ.cm, Millipore MilliQ). This was used to characterise the clean electrodes in that their voltammetric and EIS responses could be analysed to check that they were behaving according to the established theory for their size and shape, see chapter 2.7. The solution was degassed prior to use by bubbling with Argon for 10-15 minutes, during the experiments the solution was kept degassed by bubbling through a syringe at a constant flow rate of 0.1 litres per minute using a gas flow regulator (Key Instruments, USA). This prevented oxygen dissolving into the measurement buffer and oxidising the electrode during the course of the experiment, see chapter 3.5. The temperature was held at 25°C using a water bath built in house, see chapter 3.4.

All EIS spectra were recorded from 100 kHz → 0.1Hz scanning 50 frequencies logarithmically spaced with the amplitude of the potential sinusoid set to 10 mV rms. All EIS were performed at the open circuit potential for a clean electrode in the measurement buffer (+170 mV).
4.3.2. Electrode cleaning
Macrodisk Pt electrodes with a diameter of 1.6 mm (geometric area 2.01 mm²) were obtained from IJ Cambria. These were cleaned in piranha solution (WARNING, explosive, use with extreme caution) for 30s to regenerate the electrode surface. The electrode was then polished in slurries of 1.0 µm, 0.3 µm and 0.05 µm alumina micropolish (Buehler, IL, USA) consecutively on a polishing microcloth (Buehler, IL, USA). Electrochemical cleaning involved cycling between -1.1 V and +0.45 V in 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 10 mM KCl (all from Sigma-Aldrich, Cumbria, UK) in ultrapure water (18.2 MΩ.cm⁻¹, Millipore MilliQ). Cleaning was stopped when the peak current for the solution made using FFC waves reached the calculated currents for an electrode of this geometry, using the Randles-Sevcik equation and literature diffusion coefficients of 7.26 ×10⁻⁶ cm²s⁻¹ for ferrocyanide⁶⁸ and 6.67 ×10⁻⁶ cm²s⁻¹ for ferricyanide⁶⁸; the oxidation and reduction peak currents should be 4.8 µA and 4.5 µA respectively at a scan rate of 0.1 Vs⁻¹, temperature of 25°C (controlled using a water bath built in house). For more information on the electrode cleaning protocol see chapter 3.2.

4.3.3. 6-mercaptohexan-1-ol SAM formation
The “incubation buffer” consisted of 30 µM 6-mercaptohexan-1-ol (MCH; Sigma-Aldrich, Cumbria, UK), 150 µM tris-(2-carboxyethyl)phosphine (TCEP, Sigma-Aldrich, Cumbria, UK) in a 50:50 mixture of dimethylsulfoxide¹ (DMSO, Fisher Scientific) and ultrapure water (18.2 MΩ.cm⁻¹, Millipore MilliQ). For the MNEE experiments this solution was diluted by a factor of 1 000 to give 30 nM MCH and 150 nM TCEP in 50:50 DMSO:water by volume.

4.3.4. Kinetic measurements
The electrode was dipped in the incubation buffer for a set time before rinsing with a jet of ultrapure water and transferring to the measurement buffer. Electrochemical measurements were started as soon as possible after moving to the measurement buffer. After each measurement, residual measurement buffer would be washed off the electrode with ultrapure water and the electrode placed back in the incubation buffer, this process was repeated until the film had reached a steady state. The electrode would be left in the incubation buffer overnight in an evaporation proof chamber prior to measuring again to obtain the steady state film response. Once the film had formed the electrode was left in the measurement buffer with electrochemical measurements automated to run at set time intervals using Autolab’s NOVA 1.10 software package. All experiments were conducted at a controlled temperature of 25 °C water baths built in house (see chapter 3.4); and with constant sparging optimised to not disrupt the system (see chapter 3.5).

¹ DMSO was used according to the previously established protocol but it was later found that using ultrapure water alone gave the SAM with the highest impedance, see chapter 3.7. These experiments had been completed at the time of this discovery and there was insufficient time to repeat them using a different incubation buffer.
4.4. Results and discussion

4.4.1. Macro electrode SAM formation kinetics

Examples of Nyquist plots obtained during these experiments are given in figure 4.1, with the fitted values and errors in the fits given in table 4.1. All macro electrode data were fitted to the Randles’ circuit (APP 1.2) and the changes in each of the fitted parameters is discussed in more detail below.

Figure 4.1. Nyquist plots of a clean electrode (black squares), an electrode partially covered with MCH after a combined total of 1.25 h in the incubation buffer (blue triangles) and once a steady state had been reached (green offset squares). Plots of the fits to the Randles’ equivalent circuit, APP 1.2, are given by the line plots for a clean electrode (red), partially covered electrode (pink) and steady state film (navy blue). The values from these fits are given in table 4.1. All measurements were made at OCP, at 25°C in a degassed solution of 1mM potassium ferricyanide, 1mM potassium ferrocyanide and 100 mM KCl vs a saturated calomel reference electrode and Pt gauze counter electrode.

Table 4.1. The fitted values and errors in the fits to one standard deviation for each of the Randles’ circuit elements fitted in figure 4.1.

<table>
<thead>
<tr>
<th></th>
<th>Clean</th>
<th>1.25 hours MCH</th>
<th>Steady state</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ (Ω)</td>
<td>184 ± 1</td>
<td>184 ± 3</td>
<td>185 ± 4</td>
</tr>
<tr>
<td>$C_m$ (nF)</td>
<td>1022 ± 19</td>
<td>764 ± 15</td>
<td>689 ± 16</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>381 ± 12</td>
<td>4418 ± 125</td>
<td>5770 ± 200</td>
</tr>
<tr>
<td>$Y_0$ (μS)</td>
<td>76.3 ± 0.5</td>
<td>66.7 ± 1.8</td>
<td>61.2 ± 2.3</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0247</td>
<td>0.1643</td>
<td>0.2682</td>
</tr>
</tbody>
</table>
It is evident that the $\chi^2$ values in table 4.1 increase as the film forms, with the majority of the error coming from the low frequency domain of the EIS spectra. This is hardly surprising as the film is known to be dynamic and the dynamic motion of the film will cause more variability within the film at the lower frequencies, and when more film is present on the electrode. The act of measuring the EIS may also be affecting the film. As ions are brought to the electrode surface during the measurement, they will change the local solvation state which will affect the film structure.

4.4.1.1. Macro electrode film formation kinetics, $R_s$

On examining figure 4.2, it can be observed that there is no change in $R_s$ caused by MCH binding to the electrode. As discussed in Chapter 1.4.6.1., $R_s$ is a measure of the conductivity of the electrolyte.

![Figure 4.2](image)

Figure 4.2. Plot of $R_s$ vs. time. All data recorded on a Pt macro electrode in measurement buffer. All time points below 0s were repeat measurements of a clean electrode in the measurement buffer to ascertain the baseline signal.

Since in these experiments the electrode is being taken out of the buffer to have thiol added, the conductivity of the measurement buffer should undergo no significant change. This is confirmed by figure 4.2. (note: where $t < 0$ a clean electrode was measured repeatedly in the measurement buffer to obtain a baseline signal for the system). The values of $R_s$ remain constant throughout the experiment never deviating significantly from 180-195 Ω (3.6-3.9 Ω.cm$^2$), to one standard deviation. $R_s$ offers no information as to the SAM film but the consistency across these values can at least provide an indication as to the stability of the experimental setup.
4.4.1.2. Macro electrode film formation kinetics, $R_{ct}$

Typical fitted values of $R_{ct}$ from these experiments are given in figure 4.3.

![Figure 4.3. $R_{ct}$ vs time from the Pt macro kon experiments. The film was left to saturate overnight in the incubation buffer as shown by the red line two measurements were then taken 15 minutes apart to confirm that the film had reached a steady state. The error bars are from the error in the fit to one standard deviation.](image)

The formation of the MCH film on the surface increases $R_{ct}$ as the uncoated electrode surface decreases. In figure 4.3 the fitted values of $R_{ct}$ increase and asymptotically approach the steady state which is reached after about two hours, during which the values of $R_{ct}$ increased from 500 $\Omega$ (10 $\Omega$.cm$^2$) to 4500 $\Omega$ (90 $\Omega$.cm$^2$) from baseline to equilibrium. This nine-fold increase in $R_{ct}$ is the biggest change in any of the fitted parameters, making $R_{ct}$ the most sensitive candidate for studying film formation and potentially biosensing.
4.4.1.3. Macro electrode film formation kinetics, $C_{dl}$

Typical fitted values of $C_{dl}$ from these experiments are given in figure 4.4.

Figure 4.4. Plot of $C_{dl}$ vs time from the $K_{on}$ experiments on a Pt macro electrode. The electrode was left to saturate in the incubation buffer overnight at the saturation point shown by the red line. After this saturation, there were two measurements taken 15 minutes apart.

Figure 4.4 shows the film takes just under two hours to reach a steady state, with the values dropping by 36% from the baseline, 1.1 $\mu F$ (0.55 F/m$^2$) to 0.7 $\mu F$ (0.35 F/m$^2$). $C_{dl}$ decreases from the baseline asymptotically approaching the steady state over the two-hour period. There appears to be a smooth change in all the fitted parameters, on the same timescale as was observed for $R_{ct}$. This decrease in $C_{dl}$ can be explained by the decrease in uncoated electrode surface area as a film forms as well as a reduction in the dielectric permittivity at the electrode surface as the water is replaced by MCH.
4.4.1.4. Macro electrode film formation kinetics, W

The characteristic Warburg admittance, $Y_0$, of the electrodes decreases as a film forms, as would be expected for an electrode as the uncoated surface area decreases, reaching a constant value as the steady state is reached, figure 4.5.

**Figure 4.5.** $Y_0$ vs time from the Pt macro $k_{on}$ experiments. The error bars are from the error in the fit to one standard deviation. The electrode was left overnight to saturate in the incubation buffer as indicated by the red line, repeat measurements were taken 15 minutes apart to check the signal consistency of the saturated film.

The fitted value of $Y_0$ decrease from 76 $\mu$S to 61 $\mu$S when going from a baseline to a thermodynamic equilibrium. This equates to a 20% decrease from the baseline to the steady state value. The admittance follows the same trend as $R_{ct}$ and $C_{dl}$ of asymptotically approaching the steady state over a period of around 2 hours. There are two competing processes that could be decreasing $Y_0$; either as the film forms the electrode area is decreasing and pinholes in the film still allow diffusion to a smaller active electrode surface area, or the film inhibits the flow of redox agent to the electrode, thereby decreasing the diffusion coefficient and lowering $Y_0$. It is not known which of these processes is dominating but this warrants further investigation.

4.4.1.5. Summary of macro electrode MCH film formation kinetics

The data shows that all fitted elements except for $R_s$ asymptotically approach a steady state from the baseline signal over a period of about two hours. The model of SAM formation put forward in this thesis is based on conclusions drawn from this and the MNEE array data in 4.4.2. It is thought that there is rapid stochastic binding of SAM that then re-arranges to a steady state conformation (postulated to be the $\phi$-phase over the bulk of the electrode and $\varepsilon$-phase at the edges) over time, which from the data in this section takes approximately 2
hours. Since there are multiple phases that the SAM could theoretically be in before re-arra
ranging to the steady state it is not known what kinetic function should be fit to the data in this section.

4.4.2. MNEE array SAM formation kinetics
Initially experiments were conducted under the same experimental conditions as employed with the macro electrode. However, it was found that to measure the kinetics of film formation on MNEEs the concentration of MCH in the incubation buffer needed to be diluted 1 000 fold from 30 µM to 30 nM as the rate of film formation was too rapid to be measured on a practical timescale at the higher concentration. This already demonstrates a nanoelectrode kinetic enhancement.

These experiments were not all conducted on nanoelectrodes from the final fabricated batch, AP1508, and before the development of a proper electrode cleaning protocol. Earlier batches typically gave different electrochemical performances as discussed in chapter 2.3. Despite these discrepancies the data can still be qualitatively analysed as what is being analysed here is a relative change in fitted elements as a film forms. The data is still consistent with the response of nanoelectrodes but the fitted values are not quantitatively comparable with other chapters in this thesis. Repeats with batch AP1508 were not possible due to time constraints but should form the basis of future work. The goodness of the fits of the equivalent circuits to the data obtained on these electrodes is evidenced by the error bars in the figures throughout this chapter.

The experiments were conducted with two different ionic strengths of measurement buffer; both 10 mM KCl and 100 mM KCl measurement buffers were used. The lower ionic strength buffer was used first as it was the same as used in the macro electrode experiments. Typical data are shown in figure 4.6.
Figure 4.6. Nyquist plot showing a clean 30 µm 3D MNEE array in measurement buffer with 100 mM background KCl, blue triangles, which can be fit to the modified Randles’ circuit for MNEE arrays (equivalent circuit APP 1.3, fit given as pink line). The same electrode was then analysed in diluted measurement buffer (10 mM KCl) the response (black squares) becomes apparently close to and dominated by a single near semi-circular feature (equivalent circuit APP 1.1, fit shown as red line).

At these ionic strengths, the characteristic MNEE response was not retained and fits to the modified Randles’ circuit for a MNEE array, equivalent circuit APP 1.3, produced large errors. An in depth discussion of the responses of micro and nano electrodes in different ionic strength buffers is given in chapter 5.3.1., where they were investigated in more detail experimentally. It is suffice to say that the second apparent semi-circle could not be resolved and studied in 10 mM KCl, however, changing the salinity of the measurement buffer to 100 mM did allow the investigation of the lower frequency fitted elements. Although this change to the buffer may have also affected the SAM film through changing the dielectric permittivity of the solution and solvation of the MCH film.

The 10 mM KCl data were fit to a single semi-circle, equivalent circuit APP 1.1. This circuit consists of a resistor to model $R_\infty$, a constant phase element to model the combination of $C_{dl}$ and $Y_0$; and $R_t$ to model the combination of $R_{ct}$ and $R_{nl}$. In chapter 5, where experiments are performed using probe SAMs on MNEE arrays from batch AP1508, it is shown that the majority of change in the EIS comes from a change in $R_{ct}$; therefore, it is assumed that the majority of $R_t$ changing during these experiments comes from a change in $R_{ct}$ rather than $R_{nl}$. Analysis of the MCH film formation in both sets of measurement buffers is important to allow direct comparison with the macro electrode kinetics (in 10 mM KCl) as well as analysing film through the changes to different equivalent circuit elements (in 100 mM KCl).
Figure 4.7 shows the variation of the extracted values of $R_x$ vs. time. The value of $R_x$ was seen to increase linearly with time. The linear rate of change indicates a zero order rate dependency, the rate of formation is independent of the amount of film formed. This could be the result of reduced steric stress in the film by the reduced bulk to edge electrode ratio meaning that a much greater proportion of the film is in the ε-phase on nano electrode films than macro electrode films, therefore allowing a rapid SAM rearrangement on the nanoelectrodes.

An immediate rush of MCH to the electrode surface that then re-arranges to a more resistive film conformation over time would theoretically produce zero order film formation kinetics. This rearrangement occurs at a constant rate over 100 s and would require the electrode to be completely covered with MCH in a time less than the first measured increment (5s). This theory is supported by the fact that the linear fit shown in figure 4.7 does not cross through the origin.

The steady state is reached in a matter of minutes, as opposed to hours on the macro electrode, despite diluting the concentration of MCH in the incubation buffer by a factor of 1 000, which may be important in filling any pinholes created during SAM rearrangement. However, the theory could still be applicable to both systems, the film re-arrangement to a
more resistive conformation would theoretically take longer on a macro electrode than a nano electrode due to the larger bulk to edge ratio and an increased surface roughness due to cleaning macro electrodes by polishing in alumina slurry. As mentioned above the steric strain will theoretically be greater in macro electrode SAMs as a result of them having a higher bulk to edge ratio, this could conceptually increase the rate of thiol desorption on macro electrodes meaning that they would follow first order rate kinetics, as observed in section 4.4.1.

4.4.2.2. MNEE array film formation kinetics, \( W/Y_0 \)

The fitted values of \( Y_0 \) given in figure 4.8, show that there is an instantaneous decrease from the baseline to the steady state.

\[
Y_0 (\text{Mho})
\]

Figure 4.8. Relationship between \( Y_0 \) and time including a baseline obtained by taking repeat measurements of a 30 \( \mu \)m 3D MNEE array in 10 mM measurement buffer as shown in all the time points below 0s. The kinetic experiments were performed as described in the experimental section until a steady state was reached as indicated by the red line. All errors given are the errors in the fits given to one standard deviation.

This is in agreement with the model of rapid stochastic film formation that re-arranges to a more resistive conformation. The film re-arrangement is not as noticeable in \( Y_0 \) as it was in \( R_\varepsilon \). The presence of all phases over the entire electrode will still change the dielectric permittivity (\( \varepsilon_r \)), subsequent re-arrangement must have a minimal effect on the magnitude of \( \varepsilon_r \).
4.4.2.3. MNEE array film formation kinetics, $R_s$

The fitted values of $R_s$ are constant over the course of the experiment, figure 4.9, as would be expected, as it was observed in the macro electrode experiment, section 4.4.1.1.

![Figure 4.9](image-url)

**Figure 4.9.** Plot of $R_s$ vs. time including a baseline obtained by taking repeat measurements of a 30 µm 3D MNEE array in 10 mM measurement buffer as shown in all the time points below 0s. The kinetic experiments were performed as described in the experimental section. All errors in the fits are given to one standard deviation.

It is interesting to note that the error in the fit markedly decreases when a film has formed. This may be as a result of changing values of $R_s$ and $Y_0$ meaning that a better fit of $R_s$ is obtained. As there was no significant change in fitted error this was not investigated in more detail.
4.4.3. MNEE in 100 mM KCl

4.4.3.1. MNEE array SAM formation kinetics, $R_s$

Figure 4.10 shows the value of $R_s$ stays constant during the film formation experiments on the MNEE arrays in 100 mM KCl, just as it did in 10 mM KCl, figure 4.9, and for the macro electrode, figure 4.2.

![Figure 4.10](image)

*Figure 4.10.* The values of $R_s$ during the MNEE SAM formation experiments. All time points below and including 0s are from a clean 30 µm 3D MNEE array in 100 mM KCl buffer to establish a baseline. The error bars are from the error in the fit to one standard deviation.

It is satisfying that the fitted values of $R_s$ are the same for the macro and nano electrodes as the solution resistance does not scale with electrode area. $R_s$ offers no information as to the film structure or stability and has only been included to give confidence in the fits. It is interesting that at in these higher ionic strength buffers there are larger errors in the fits, since this is also observed in the baseline readings it is probably a function of the improper electrode fabrication discussed in chapter 2.
4.4.3.2. MNEE array SAM formation kinetics, $R_{ct}$

The fitted values of $R_{ct}$ for MCH SAM formation on an MNEE array measured in 100 mM KCl are given in figure 4.11.

![Figure 4.11](image)

**Figure 4.11.** $R_{ct}$ as a function time showing the baseline signal for a clean MNEE 30µm 3D MNEE array in measurement buffer at time-points below 0s. The electrode was left in the incubation buffer for 30 s intervals with EIS recorded in the measurement buffer after each incubation. The electrode was left in the incubation buffer overnight to reach a steady state as indicated by the solid red line. All errors given are the errors in the fits of the data to one standard deviation.

Figure 4.11 shows that the film forms in a steady state conformation rapidly on the MNEE with the $R_{ct}$ values rising from baseline to steady state after the first incubation. Even with further incubations the resistance remains constant within three standard deviations, implying that the steady state was reached almost immediately. This is different to the data obtained in the 10 mM KCl buffer, meaning that the subsequent re-arrangement is not observed in 100 mM KCl. Since the SAMs were formed in the same incubation buffer and only the measurement buffers were changed, there can only be two explanations for this finding. Either the SAM that formed in the incubation buffer does not need to re-arrange in the 100 mM KCl buffer as it is already in the most stable state, which would mean that the thermodynamic steady state conformation of a SAM layer is dependent on the buffer in which it is placed. Or the more likely situation which is that the rate of SAM re-arrangement is increased in higher ionic strength buffers, to the extent where it is too rapid to be detected over the timescales investigated in these experiments.

One possible explanation for this trend that has not been examined up till now is the trapping of solvent in the SAM layer. As stated in section 4.3.3, the MCH is put down in 50% DMSO in water. It is highly likely that there will be DMSO trapped within the SAM layer, the release of
which will be dependent on the partition coefficient of DMSO from the MCH film into the measurement buffer. This partition coefficient will naturally change with changing ion concentration in the measurement buffer, which could drive the rate of re-arrangement. Given the hydrophobic nature of the SAM layer it is unlikely that much hydration of the layer will occur, but the rate of this process could also be driving the re-arrangement rate.

4.4.3.3. MNEE array film formation kinetics, $R_{nl}$

The values of $R_{nl}$ mirror the sharp increase in resistance after the first exposure to MCH seen in $R_{ct}$, figure 12.
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**Figure 4.12.** Plot of $R_{nl}$ vs. time showing the baseline signal for a clean MNEE 30µm 3D MNEE array in measurement buffer at time-points below 0s. The electrode was left in the incubation buffer for 30 s intervals with EIS recorded in the measurement buffer after each incubation. The electrode was left in the incubation buffer overnight to reach a steady state as indicated by the solid red line. All errors given are the errors in the fits of the data to one standard deviation.

In both $R_{ct}$ and $R_{nl}$ there is a nearly three-fold increase from the baseline to the steady state resistance. This rapid increase in impedance would suggest the rapid formation of a film. No linear fit has been plotted on this data as the trend in $R_{nl}$ over the course of these incubations does not appear to deviate significantly from the baseline trend. Since it is fit to the low frequency end of the EIS spectrum $R_{nl}$ is naturally more prone to noise caused by random fluctuations in the system that could not be controlled (e.g. convection currents in the measurement buffer); as such steady baseline signals could not be accurately obtained.
4.4.3.4. MNEE array SAM formation kinetics, $C_{dl}$

The fitted values of $C_{dl}$ increase instantly when the MCH film forms, figure 4.13. They then decrease linearly before levelling out at the steady state which is the same within error as the baseline signal.

![Figure 4.13](image)

Figure 4.13. Plot of $C_{dl}$ vs. time during the $k_{on}$ experiment for a 30 µm 3D Pt MNEE array. The negative time points are where the clean electrode had measurements taken repeatedly in the measurement buffer to obtain a baseline. The error bars are representative of the errors in the fit of $C_{dl}$ to one standard deviation.

In the macro electrode and MNEE array in 10 mM KCl experiments, the capacitance was seen to decrease significantly, by 38% and 36% respectively when taken from baseline to steady state. Over the course of this experiment, using an MNEE array in 100 mM KCl, there is no significant change from baseline to steady state to more than one standard deviation of the error in the fit. Although to one standard deviation the data hints that some re-arrangement might be taking place. These variations may be due to stray capacitances within the system.
4.4.3.5. MNEE array SAM formation kinetics, W

A plot of the change in admittance, $Y_0$, during the experiment is given in figure 4.14.
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**Figure 4.14.** Plot of $Y_0$ vs. time during the $k_{on}$ experiment for a 30 µm 3D Pt MNEE array. The negative time points are where the clean electrode had measurements taken repeatedly in the measurement buffer to obtain a baseline. At the 0s time point the electrode was placed in the incubation buffer for 5 second intervals and the impedance of the film formed measured in the measurement buffer. After a total of 250 seconds of film formation the electrode was left in the incubation buffer for overnight saturation. The error bars are representative of the errors in the fit to one standard deviation.

The fits for the Warburg element were constant to within two standard deviations of the error in the fit. Mirroring the response seen in $C_{dl}$, again, hinting that there is some rearrangement but not proving so comprehensively.
4.4.4. Discussion of SAM formation kinetics on macro and nano electrodes

The percentage change in each fitted element on macro and nanoelectrodes is given in table 4.3.

Table 4.2. The percentage change in each of the fitted elements from baseline to steady state from the $k_{on}$ experiments on both macro electrodes and 30 µM 3D MNEE arrays.

<table>
<thead>
<tr>
<th></th>
<th>Baseline → Steady state (Δ%)</th>
<th>Macro (10 mM KCl)</th>
<th>Nano (100 mM KCl)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$C_{dl}$</td>
<td>-36</td>
<td>-38</td>
<td></td>
</tr>
<tr>
<td>$R_{ct}$</td>
<td>+800</td>
<td>+150</td>
<td></td>
</tr>
<tr>
<td>$W$</td>
<td>-22</td>
<td>-33</td>
<td></td>
</tr>
<tr>
<td>$R_{nl}$</td>
<td>-</td>
<td>+205</td>
<td></td>
</tr>
<tr>
<td>$R_s$ (MNEE in 10 mM KCl)</td>
<td>-</td>
<td>+2900</td>
<td></td>
</tr>
</tbody>
</table>

Comparing the data for the macro and nano electrodes; it is encouraging that the relative change in $C_{dl}$ is roughly the same on both electrode types. The decrease of about a third of the signal is expected as the literature dictates that for a $\phi$-phase SAM, one third of all the available binding sites on the electrode surface will be occupied.\textsuperscript{40, 44} Depending on the experimental conditions the capacitance double layer may extend beyond and above the monolayer, but will definitely be able to form on the unoccupied sites between neighbouring alkanethiols, as shown in figure 4.15. Thus, the decrease of a third of the signal implies that a $\phi$-phase film was obtained in the steady state. There may be patches of alkanethiol in other phases, which will have a capacitance double layer formed above them as all other phases have the alkane chains in a “lying down” conformation, this and the $\epsilon$-phase MCH on the edge of the electrode accounts for the signal decrease being slightly more than 33%.

Figure 4.15. Schematic cartoon (not to scale) showing the capacitance double layer forming between neighbouring alkanethiols in the MCH film and a relatively smaller double layer forming above a molecule in a “lying down” orientation. The red circles represent the anions and the blue circle is the sulfur head group of the MCH in one of its bound states.
The value of $R_{nl}$ doubles, consistent with the diffusion coefficient, $D$, halving when a layer is formed; caused by the increased impedance of having to diffuse through the film, see equation 1.22. This change in $D$ is further evidenced by the decrease in $Y_0$ of roughly 30%, which would be expected by halving $D$ in equation 6.4.

Again, the working theory is that the film rushes onto the electrode in a variety of phases, the film must then rearrange to the thermodynamic steady state. This process is faster on nanoelectrodes because they are better able to cope with stress within the film. As the different phases re-arrange to the most thermodynamically stable $\phi$-phase the sulfur head groups migrate closer to each other, in the $\phi$-phase the sulfur head groups are more closely packed than any of the preceding phases. This densification of the film causes the impedance to increase. In order for more thiol to bind to the surface it must approach pinholes in the monolayer or alkanethiols in the $\varepsilon$-phase where binding sites are available. The increased ratio of $\varepsilon$-phase MCH on the MNEE, because of the increased edge to bulk ratio, means that theoretically this densification process would be faster on the MNEE. An incoming thiol can bind at the edge of the electrode and the bulk bound molecules can “re-shuffle” to a more stable conformation by translocating on the electrode surface. On a macro electrode this “re-shuffling” process will take longer as there is more bulk. A cartoon depicting this process is given in figure 4.16. The MCH would theoretically bind preferentially to the $\varepsilon$-phase because it provides less steric hindrance to an incoming molecule. Pinholes are perhaps better described as unoccupied binding sites as they can encompass those sites blocked by “lying down” alkanethiols.

![Figure 4.16](image)

Figure 4.16. Proposed mechanism of film densification where an incoming MCH molecule can bind at the $\varepsilon$-phase SAM on the edge of the electrode causing the electrode bound thiols to translocate and fill pinholes in the bulk of the film.
It is interesting to note that the ionic strength of the measurement buffer appears to be altering the SAM rearrangement kinetics. The incubation buffer was kept constant, it was only the ionic strength of the measurement buffer that was changed. Clearly the act of transferring the film to a measurement buffer is affecting the film, and that the different ionic strength buffers affect the film to different extents. The proposed explanation for this is that the increased concentration of ions in solution are competing for solvation by the water molecules which increases the amount of aggregation within the SAM film, as there are fewer free water molecules to solvate the hydrophobic SAM film, thereby affecting the rate of rearrangement.

If there is an increased risk of aggregate formation in higher ionic strength buffers there is also the increased risk of MCH multilayer formation. MCH is a surfactant capable of forming micelles on the electrode surface as shown in figure 4.17. The critical micelle concentration (CMC) is a measure of the concentration of a surfactant at which it begins to form micelles in solution, knowing the CMC for MCH in 10 mM and 100 mM KCl would determine whether or not aggregates are capable of existing in these conditions. Unfortunately, these values could not be found in the literature and due to time constraints could not be determined experimentally.

Figure 4.17. Schematic showing the possible structure of a micelle on an electrode. With a hydrophilic alkane chain intercalating with an \( \phi \)-phase SAM. Other aggregate structures are possible; this is merely given as one example. The blue circles represent the polar sulfur head group in one of its three possible stable states.
4.4.5. SAM desorption kinetics

After the SAM had formed it was left in the measurement buffer so as to determine the stability of the SAM for extended periods of time. As described in section 4.3.4, these data were collected by leaving the electrode with a formed SAM layer in measurement buffer and taking repeated EIS measurements over a 3 day period.

4.4.5.1. Macro electrode MCH desorption kinetics, $R_s$

When measuring the rate of thiol desorption, the values of $R_s$ were similar to the first half of this chapter, in that the value drops gradually, figure 4.18, from 184 $\Omega$ (3.7 $\Omega$.cm$^2$) to 171 $\Omega$ (3.4 $\Omega$.cm$^2$).

![Plot of $R_s$ vs. time in measurement buffer once a saturated MCH film has been made on a Pt macro disk electrode.](image)

This decrease is small enough to be attributed to the changes in the buffer over long periods of time, such as evaporation of the water increasing the effective concentration of FFC. As stated before $R_s$ offers no information on the film and has only been included for completeness and to inspire confidence in the experimental set up.
4.4.5.2. Macro electrode MCH desorption kinetics, $R_{ct}$

The measured $R_{ct}$ values are highly variable.

![Diagram](null)

**Figure 4.19.** $R_{ct}$ vs time from the Pt macro $k_{eff}$ experiments. The error bars are from the error in the fit to one standard deviation.

Since the trend is not observed in the fitted values of $R_{ct}$, figure 4.18, the change cannot be due to experimental flaws, including but not limited to a loss of temperature control or oxygenation of the buffer, so must be a real phenomenon.

The data is indicative that there is some, as yet, unexplained transformation within the SAM films in measurement buffer over time. It is interesting to note that the values of $R_{ct}$ never drop below the value of the steady state response. Thus, the SAM does not appear to be coming off the gold surface, as would be expected due to the strength of the Au-S bond.

The practical relevance of these findings is small, as most sensors aim to make readings as quickly as possible thus minimising the change in signal due to the effect observed here.
4.4.5.3. Macro electrode MCH film desorption kinetics, $C_{dl}$

The fitted values of $C_{dl}$ from the $k_{off}$ experiments have been plotted in figure 4.20.

![Figure 4.20](image)

Figure 4.20. Plot of $C_{dl}$ vs time from the $k_{off}$ experiments on a Pt macro electrode. The error bars are from the error in the fit to one standard deviation.

The fitted values of $C_{dl}$ are constant within error over the course of the experiment, consistent with the findings of section 4.4.5.2 which show that there is no SAM desorption over the time course measured.
4.4.5.4. Macro electrode MCH film desorption kinetics, W

Figure 4.21 shows that the admittance of the electrode remains constant within error during the $K_{off}$ experiment.

![Figure 4.21](image)

*Figure 4.21*. Plot of fitted values of $W$ vs time from the Pt macro $k_{off}$ experiments. The error bars are from the error in the fit to one standard deviation. The scale has been chosen to match that given in the $k_{on}$ experiments.

This data is again consistent with the finding that there is no thiol desorption over the course of the experiment.
4.4.6. MNEE MCH film desorption kinetics
As stated in section 4.3.5, the desorption kinetics of an MCH film on the MNEE arrays was done for completeness sake

4.3.6.1. MNEE MCH film desorption kinetics: $R_x$, $R_{ct}$ and $R_{nl}$

The fitted values of $R_x$, $R_{ct}$ and $R_{nl}$ for a MNEE array from 3 separate experiments, to determine MCH film desorption kinetics are given in figure 4.22.

Figure 4.22. Plot of the changing values of (A) $R_x$ (B) $R_{ct}$ and (C) $R_{nl}$ when a saturated MCH film on a Pt 30 µm 3D MNEE array is left in measurement buffer for 72 hours. The error bars are the error in the fits to one standard deviation.

As with the macro electrode data there is an inexplicable change in impedance over the time course investigated. It is again encouraging that the final impedance value does not drop below that measured for a steady state SAM, ruling out any thiol desorption.

4.3.6.2. MNEE MCH film desorption kinetics: $R_s$, $C_{dl}$ and $Y_0$

The fitted values of $R_s$, $C_{dl}$ and $Y_0$ for a MNEE array from 3 separate experiments, to determine MCH film desorption kinetics are given in figure 4.23.

Figure 4.23. Plot of the values of (A) $R_s$ (B) $C_{dl}$ and (C) $Y_0$ when a saturated MCH film on a Pt 30 µm 3D MNEE array is left in measurement buffer for 72 hours. The error bars are the error in the fits to one standard deviation.

The fitted values of $R_s$, $C_{dl}$ and $Y_0$ for a MNEE array are roughly constant just as they were for the macro electrode. This is again indicative of there being no thiol desorption over the time course measured.
4.5. Conclusions and future work

For the first time the differences in SAM formation on macro and nano electrodes has been reported. In both instances there is rapid binding of SAM to the electrodes which then rearranges to a stable conformation. This rearrangement process is much more rapid on nanoelectrodes, occurring over hundreds of seconds, than on macro electrodes where it can take hours.

It was found that the nanoelectrodes reach a thermodynamic equilibrium in a matter of seconds to minutes using 1000 times more dilute MCH than the macro electrode. This is a clear advantage for the use of nanoelectrode sensors as the probe molecules put down in a SAM layer can be prohibitively expensive. EIS has been used to investigate the mechanism of film formation and suggests that the enhanced rate of film formation on the MNEE may be down to the ability of the film to respond to increases in stress. This ability of the film to cope with the rearrangement process is a result of the increased edge to bulk ratio of MNEE compared to macro electrodes.

Analysis of the stability of an MCH monolayer once it has been moved to a measurement buffer showed that there is a period over which the film becomes more resistive. This process occurs on a timescale of hours and is sensitive to changes in the ionic strength of the measurement buffer. There is also a difference in the time of this rearrangement between macro and nano electrodes. Electrochemical analysis of these data may be indicative that aggregates formed in one of either the incubation buffer or measurement buffer is causing the increase in impedance.

Whilst EIS is a very powerful technique, it cannot be used to differentiate between what different SAM phases are present within a film. The differences in the kinetics of different phase formation and stability could not be ascertained using EIS. Having another mechanism to check what phases the film is in and whether or not aggregates have formed should be the subject of future work. This should involve using spectroscopic techniques such as SPR, XPS, ellipsometry, etc. on MNEE fabricated on glass as opposed to silicon wafers, used as shown in figure 4.24. MNEE have already been fabricated on glass wafers by Belaïdi et al. so the fabrication has already been optimised and spectroscopic analysis of the electrode is possible through the glass.
Figure 4.24 Schematic of MNEE fabricated on a glass wafer showing its ability to allow spectroscopic measurements of the electrode surface through the glass. Such electrodes have been fabricated and used for spectroscopy by Belaidi et al.63
5. Specific DNA detection on macro, micro and nano electrodes

5.1. Introduction

In this chapter the biosensing ability of the MNEE arrays will be studied by comparing their probe film and target binding responses to those of macro and micro electrodes. The previously published sensing protocol for the meca cassette of Methicillin Resistant Staphylococcus aureus (MRSA)\textsuperscript{18} is used as it utilises a protocol established within the group of relevance to MRSA sensing and detection. A 15 base peptide nucleic acid (PNA) probe homologous to the DNA target sequence of interest is immobilised on a Pt macro electrode by using an AEEEA thiolate linker.\textsuperscript{18, 92} This is then exposed to a 30 base ssDNA target sequence and an increase in impedance reported.\textsuperscript{18, 92} It has previously been reported that an overhang of 15 base pairs from the target DNA gives the optimum increase in impedance upon hybridisation.\textsuperscript{92} Shorter overhangs give a lesser increase in the impedance attributed to a smaller barrier to charge transfer at the interface and longer sequences also give a lesser impedance attributed to a decrease in the degree of target binding to the increase in the repulsive interactions and/or re-organisational energy that must be overcome for target hybridisation.\textsuperscript{92} The SAM detection protocol had been fully optimised for macro electrodes prior to this study, but its optimisation and characterisation for micro and nano electrodes would be novel.

Furthermore, these findings could inform the optimisation of similar sensing systems for smaller electrodes. As the field of electrochemical biosensors moves towards smaller scale electrodes\textsuperscript{11, 33, 97, 98} it would be advantageous to take pre-established sensing protocols, established on macro electrodes, and transfer them to nanoelectrodes to exploit the enhanced sensing capabilities that nanoscale electrodes possess. Thus a fundamental study of the biosensing protocol on macro, micro and nanoelectrodes will inform the field as to what considerations must be made when optimising a macro electrode sensing protocol for smaller scale electrodes. To enable this, a comparison was made between DNA and PNA probe films along with the differences in the electrochemical response of the different probe films formed on macro, micro and nanoelectrodes. It is a purpose of this chapter to investigate the biosensing properties of these different electrodes; this will include differences in the electrochemical signal observed for a probe SAM on an electrode using voltammetry and EIS, and the study of PNA and DNA probe film layers to determine how the presence of probe backbone charge affects the film response. Also the effect of DNA target binding to each of the probe films will be investigated on micro and nano electrodes to determine their limits of detection and probe the physicochemical processes taking place within each film as the target binds.

The literature is full of different observations as to the direction and magnitude of the changes in impedance (and the processes) which occur when target binds to a probe film.\textsuperscript{12, 21} First, the impedance has been observed to increase, as the target binds to the probe, explained by hindered access of the negatively charged redox agent to the underlying electrode, due to the film becoming denser and having an increasingly repulsive negative charge density.\textsuperscript{33, 77, 79, 90, 91, 99} Conversely, probe films have been shown to be less resistive
with target hybridisation. This phenomenon of a reduction in surface impedance is attributed to densely packed films, with the opening up of channels within a densely packed film on target binding. Charge is also reported to be an important property in determining SAM behaviour, as it is widely accepted that the negatively charged DNA phosphate backbone will repel a negative redox agent such as ferri-/ferro-cyanide (FFC), causing a greater increase in impedance, whilst a film with an opposite charge to the redox agent is used, the target can bring said redox agent to the electrode surface, thereby causing a decrease in impedance. The effects of charge can be studied by performing the experiments in buffers of different ionic strengths. High ionic strength buffers can shield charges, so more DNA could theoretically bind at higher ionic strengths. In reality there will be a combination of both steric and electrostatic effects that change the signal upon target binding. Therefore a multitude of competing steric and electrostatic processes at each stage of the biosensing process, which can be used to justify both current increases and decreases upon target binding. This chapter will investigate these processes in more detail with the specific aim of characterising which of these processes are dominating in the electrode systems. If the electrode dimension causes a different film structure to form, how do the films in each orientation respond to the steric and electrostatic changes of target binding?

5.2. Experimental

5.2.1. Electrochemical set up

A 1.6 mm diameter Pt macro disk electrode (IJ Cambria, UK) was cleaned by polishing using alumina MicroPolish™ slurries of first 1.0 µm then 0.3 µm and finally 0.05 µm alumina on a polishing microcloth (all supplied by Buehler). All electrochemistry was performed using an Autolab PGSTAT128N controlled using NOVA 1.10 software (Metrohm Autolab, Utrecht, Netherlands). All experiments were conducted in a Faraday cage that was built in house from a metal fuse box (RS components, UK). All voltages are quoted vs a saturated calomel reference electrode and all studies were carried out at a temperature of 25 ± 0.05 °C (controlled with a water bath built in house) and in solutions sparged with argon (Boch, UK) for 10 minutes prior to use. During measurements the solution was constantly sparged at a flow rate of 0.01 Litres per minute of argon to keep it deoxygenated; this flow was controlled using an analogue gas flow regulator (Kl systems). All EIS measurements were performed at the open circuit dc potential (OCP) of the system, fixed by the ferri/ferrocyanide couple, superimposing a potential sinusoid with a 10 mV rms amplitude over a frequency range of 100 kHz to 0.1 Hz. In total 50 frequencies were scanned, logarithmically spaced, which resulted in 5 frequencies per decade. The MS arrays and MNEE arrays were cleaned electrochemically by the process discussed in chapter 3.2. Once clean the electrodes were transferred to the measurement buffer of 1 mM potassium ferricyanide, 1mM potassium ferrocyanide and KCl of the appropriate concentration (one of either 1 mM, 10 mM, 100 mM or 500 mM). EIS and cyclic voltammetry were run to ensure typical clean electrode responses, these are shown in the data sets for all experiments included in this chapter.
5.2.2. Probe film formation
Fifteen base probe films (sequence 5'-TTCCAGGAATGCAGA-3') were formed in solutions containing 30 µM MCH, 150 µM TCEP (both Sigma-Aldrich, UK) and one of either 1.5 µM DNA Probe (Sigma-Aldrich, UK) or 1.5 µM PNA Probe (Panagene, Daejeon, South Korea) as appropriate in a solution of 50:50 by volume ethanol (Sigma-Aldrich): deionised water (resistivity 18.2 MΩcm⁻¹, from Millipore MilliQ). Note that this solution was diluted by a volume factor of 1000 for the nano electrodes before film formation. SAM film formation was done for 16 hours overnight in an evaporation chamber to ensure sufficient time for the film to reach a steady state. Once the film had been formed the electrodes were rinsed with Ultrapure water and placed in the appropriate measurement buffer before EIS and CVs were recorded as described above.

5.2.3. Target hybridisation
Thirty base target ssDNA (sequence 5'-GTATGCTTTGGTCTTTCTGCATTCCTGGAA-3') was obtained from Sigma-Aldrich and made to 1 µM in deionised water, no salt was added to this target buffer so as to not screen the charges between probe and target during hybridisation. Hypothetically target binding efficiency could be improved by introducing electrolyte into the target hybridisation buffer to screen charge repulsion and increase film density and therefore impedance. The SAM probe films were then incubated in this target solution overnight to allow hybridisation to equilibrate before being washed in a stream of deionised water and placed back into the measurement buffer for electrochemical characterisation. In the limit of detection studies the film was first incubated in 1 aM target solution for 1h, before the electrochemical response was recorded in measurement buffer. This process was repeated with the different target solutions in ascending concentration from 1 fM target until 1 µM target. A final measurement was made after an overnight incubation in 1 µM target solution to obtain the response from high concentration, equilibrated probe-target binding. These different concentrations of target were obtained by performing serial dilutions of the stock 1 µM target solution.

SAM films undergo a change in impedance when transferred to a new buffer. For the purposes of these experiments the electrode had EIS measured as quickly as possible after transferring from the probe/target incubation buffers to the measurement buffer to minimise this effect; i.e. the film was in the steady state reached in the incubation buffer.

5.3 Results and discussion
5.3.1 Response of clean microelectrode and nanoelectrode arrays to the ferri/ferrocyanide couple in different ionic strength measurement buffers
It is vital for the purpose of this study to be able to resolve the two apparent semi-circles when a SAM film was put on the micro and nano electrodes. Since $R_{ct}$ and $R_{nl}$ change to different extents when going from clean → probe → target, the optimum ionic strength buffer for resolving these two features may be different at each stage of the process. A balance must be struck between using low ionic strengths to maximise the absolute values of $R_{ct}$ and $R_{nl}$ (and therefore increase the absolute change in impedance upon probe target
hybridisation) and increasing supporting electrolyte concentrations to resolve the two semicircles. Changing the ionic strength of the buffer will change the electrochemical response observed, so for comparing the change in each circuit element as the electrode goes through the biosensing procedure from clean → probe → target, the ionic strength of the buffer used must be kept constant throughout. The responses of clean MS arrays and MNEE arrays in buffers across a range of different ionic strengths (1 mM FFC with 1 mM, 10 mM, 100 mM and 500 mM background KCl) were tested to ascertain which gave the best response for studying the fundamentals of biosensing, figure 5.1.

**Figure 5.1.** The electrochemical responses in 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and background KCl concentrations as indicated in the figure legends of clean electrodes vs a saturated calomel reference electrode and Pt gauze counter electrode. All CVs were performed at a scan rate of 0.1 Vs⁻¹ and EIS performed at the OCP in each buffer. (A) the CV of a 30 µm 1D MS array (B) The CV of a 30 µm 1D MNEE array (C) Nyquist plot of a 30 µm 1D MS array with inset close-up of the high frequency region and (D) Nyquist plot of a 30 µm 1D MNEE array. Both (C) and (D) include fits to the equivalent circuit APP 1.3.

From the voltammograms in figure 5.1A and 5.1B, it can be seen that the lower ionic strength buffers are under a different rate limiting process, where the diffusion of FFC to the electrode is prevented by the build-up of negative charge at the electrode surface. Insufficient counter ions, in this case K⁺, are present to balance the negative charge of the FFC accumulating at the electrode. This build-up of charge is preventing more FFC from approaching the electrode by electrostatically repelling it. In order for fresh FFC to reach the electrode more cations need to permeate the negatively charged field. At lower ionic strengths the reduced quantity of cations in solution means that this flux of K⁺ is the rate limiting step on the reductive scans.
On the MNEE array, figure 5.1.B, the voltammogram in 1 mM KCl buffer is extremely resistive and gives a much worse response than the micro electrode in the same buffer. This data shows that the MNEE array will make worse voltammetric sensors than micro electrodes in low ionic strength media. The voltammetry also becomes more capacitive at higher ionic strengths on electrodes of all dimensions.

On the micro electrode the OCP increases with ionic strength, this is not the case for the nano electrode. This discrepancy may be an experimental error from incorrectly weighing out the correct mass of potassium ferricyanide, potassium ferrocyanide and KCl. Whilst the limits of precision of the balance are quoted as ± 0.000005 g; in practice the balance is nearly 6 years old and well used, so is less precise than quoted. It may also be that at higher ionic strengths the potential across the reference electrode junction will be varied. A saturated calomel reference electrode is used so the flow of ions from the saturated KCl in the RE through the frit to the solution will be greater in lower concentration KCl buffers. This may cause the potential across the frit to be different in different ionic strength buffers. This change in the reference electrode would account for the systematic increase in OCP with increasing ionic strength, whilst the deviation from this trend by the 500 mM KCl buffer with an MNEE array may be due to human experimental errors.

The impedance data is best evaluated by looking at the fitted values for each element in the equivalent circuit, table 5.1. It should be stressed that the EIS were run at the open circuit potential for the electrodes in each buffer.

### Table 5.1. Fitted values each element in the equivalent circuit (equivalent circuit APP 1.3) for clean 30 µm 1D MS and MNEE arrays in 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and KCl as indicated. The errors in the fits are provided to one standard deviation. All EIS recorded at the OCP vs a saturated calomel reference electrode and Pt gauze counter electrode at 25 °C in a solution that had been degassed and any oxide electrochemically removed.

<table>
<thead>
<tr>
<th></th>
<th>1 mM KCl</th>
<th>10 mM KCl</th>
<th>100 mM KCl</th>
<th>500 mM KCl</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MSE array</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R_e (Ω)</td>
<td>995 ± 18</td>
<td>499 ± 5</td>
<td>200 ± 1</td>
<td>167 ± 1</td>
</tr>
<tr>
<td>C_m (nF)</td>
<td>1.094 ± 20</td>
<td>1.020 ± 22</td>
<td>793 ± 45</td>
<td>1032 ± 26</td>
</tr>
<tr>
<td>C_m/A (µF/cm²)</td>
<td>17.6 ± 0.3</td>
<td>16.5 ± 0.4</td>
<td>12.8 ± 0.7</td>
<td>16.6 ± 0.4</td>
</tr>
<tr>
<td>R_m (Ω)</td>
<td>4039 ± 173</td>
<td>745 ± 20</td>
<td>58 ± 2</td>
<td>106 ± 2</td>
</tr>
<tr>
<td>R_a × A (Ω·cm²)</td>
<td>250.4 ± 10.7</td>
<td>46.2 ± 1.2</td>
<td>3.5 ± 0.1</td>
<td>6.6 ± 0.1</td>
</tr>
<tr>
<td>Y_m (µS)</td>
<td>34 ± 3</td>
<td>103 ± 3</td>
<td>200 ± 2</td>
<td>245 ± 3</td>
</tr>
<tr>
<td>R_mg (Ω)</td>
<td>5.424 ± 138</td>
<td>4.474 ± 123</td>
<td>2.560 ± 35</td>
<td>1.985 ± 34</td>
</tr>
<tr>
<td>x²</td>
<td>0.0029</td>
<td>0.0072</td>
<td>0.0029</td>
<td>0.0042</td>
</tr>
</tbody>
</table>

| **MNEE array** |          |           |            |            |
| R_e (Ω) | 1.034 ± 23 | 613 ± 9   | 209 ± 10   | 169 ± 4    |
| C_m (nF) | 104 ± 2   | 92 ± 1    | 135 ± 2    | 87 ± 1     |
| C_m/A (µF/cm²) | 252 ± 5   | 223 ± 2   | 327 ± 4    | 210 ± 2    |
| R_m (Ω) | 35 552 ± 1 298 | 8 372 ± 153 | 6 667 ± 377 | 774 ± 38   |
| R_a × A (Ω·cm²) | 14.70 ± 0.53 | 3.46 ± 0.06 | 2.76 ± 0.14 | 0.32 ± 0.02 |
| Y_m (µS) | 18 ± 3    | 22 ± 2    | 39 ± 4     | 130 ± 5    |
| R_mg (Ω) | 56 842 ± 2275 | 12 338 ± 332 | 8 956 ± 294 | 3 185 ± 37 |
| x²      | 0.2003    | 0.0635    | 0.0814     | 0.0092     |
The EIS shows that at higher ionic strengths $R_s$ decreases as would be expected. It is satisfying that the values of $R_s$ are the same for micro and nanoelectrodes, except for the anomalous case of the 10 mM KCl buffer.

The capacitance double layer is constant at all ionic strengths for micro and nano electrodes. The literature dictates that a clean macro electrode will have a $C_{dl}$ of about 20-60 $\mu$F/m$^2$,\textsuperscript{16} it is known that smaller electrodes will have relatively smaller capacitance double layers which is why the fitted micro electrode values are slightly below these values.\textsuperscript{103} The values of $C_{dl}$ are the same as those reported on MNEE arrays by Mount et al\textsuperscript{30}, the $C_{dl}$ from figure 11 of said paper can be calculated as 195 ± 6 $\mu$F/cm\textsuperscript{2}.

The double layer effects on $R_{ct}$ are commonly described by the Frumkin effect.\textsuperscript{31} The potential decreases exponentially from the outer Helmholtz plane out into solution. Therefore if the double layer is large, then electron transfer has to take place from farther away from the electrode surface which will reduce electron transfer kinetics and increase $R_{ct}$. From the data in table 5.6 the fitted values of $C_{dl}$ are larger per unit area on a nano electrode than on a micro electrode. This correlates to a decreased mean electrode-ion distance and therefore enhanced electron transfer kinetics. It is therefore encouraging that the normalised $R_{ct}$ values are also lower on the nano electrode than the micro electrode. The values of $C_{dl}$ do not vary with ionic strength of the supporting electrolyte which would be expected, they should only vary with the applied potential; and since all of these systems were run at OCP, which is fixed by the ferri-ferrocyanide couple which was constant throughout, it is encouraging that there is no significant change in the fitted values of $C_{dl}$.

The admittance, $Y_0$, can be used to calculate the diffusion coefficient of the redox agent in solution with equation 5.1.\textsuperscript{61} In which, The diffusion coefficient ($D$) can be determined using the universal gas constant ($R$), temperature ($T$), admittance ($Y_0$), the number of electrons transferred ($n$), Faraday’s constant ($F$) the area of the electrode ($A$) and the concentration of redox agent in solution in the bulk solution ($c_0$).

$$D = \left( \frac{2RTY_0}{n^2F^2A c_0} \right)^2$$  \hspace{1cm} (Eqn 5.1)

The fitted values of $Y_0$ increase as ionic strength increases which shows that the flux of FFC to the electrode is increasing with increased ionic strength. This supports the theory that the flux is limiting the electron transfer kinetics observed as the values of $Y_0$ are well below those needed to get the literature values of $D$. For the reaction considered, a 1 electron transfer between the electrode and 1 mM ferri/ferro cyanide at 25°C the diffusion coefficient should be 7.26 ×10$^{-6}$ cm$^2$s$^{-1}$.\textsuperscript{68} Therefore the expected values of $Y_0$ for a 30 $\mu$m 1D MS array and 30 $\mu$m 1D MNEE array are 845 $\mu$Mho and 209 $\mu$Mho respectively.

$R_{nl}$ decreases with increasing ionic strength. This is probably due to the increased shielding between ferricyanide ions in solution which will increase the diffusion coefficients of the FFC ions, by reducing electrostatic drag, thereby decreasing $R_{nl}$.

In summary, it can be deduced that the process of electron transfer of FFC is affected by a multitude of factors. The micro electrodes display electron transfer kinetics in agreement with literature values in solutions with 100 mM and 500 mM supporting electrolyte whereas the MNEE arrays perform better in higher ionic strength buffers. This is an important consideration when selecting a sensor for a real-world system. Because of these findings it
was determined that the limits of detection experiments should be performed in 500 mM KCl, however, in order to compare the performances of electrodes of different dimensions, their responses in 10 mM KCl would be analysed. The justification for this is to make them directly comparable to the responses published on a macro electrode. It should also be noted that using higher ionic strength buffers may be better for studying the fundamental processes of electron transfer, it may not be the best buffer for sensing, so a systematic study of the electrodes biosensing in different ionic strength media may show that the different electrodes with different probes have different sensitivities in various buffers.

The motivation behind doing these experiments was partially, as outlined above, to determine the best buffers for sensing on different sized electrodes; but was also to determine the effect of charge within the film on both the film structure and target binding. This was achieved by using PNA and DNA probes to bind DNA target on different sized electrodes in different buffers. The data in table 5.1 shows that whilst the electron transfer kinetics are not in line with the literature at the highest ionic strength used, the differences in response between probe and target in different ionic strength buffers will still elucidate information as to the effects of charge within the film.

**5.3.2. Macro, micro and nano electrodes with a PNA probe**

**5.3.2.1. Macro electrodes with PNA probe**

The procedure was first repeated on a macro disk electrode using the protocol found in the literature, see section 5.2, to check the experimental set up and outline the expected responses.

![Figure 5.2](image.png)

*Figure 5.2. Nyquist plots overlayed from a Pt macro electrode when clean (black squares), with a PNA probe film (red dots) and after having been exposed to 1 µM target DNA (blue triangles). The corresponding fits are plotted in fluorescent green, olive green and orange for the clean, probe and 1 µM target respectively. All data were recorded at OCP vs a saturated calomel reference electrode and Pt gauze counter electrode in 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide in 10 mM KCl.*
The Pt macro electrode can be fit to the Randles’ circuit and, as seen in figure 5.2, the impedance increases with going from clean $\rightarrow$ probe $\rightarrow$ target. The fitted values of interest are given in table 5.2.

**Table 5.2.** Fitted values for selected elements from the Randles’ circuit to which the macroelectrode data shown in figure 5.2 was fit. The values of $C_{dl}$ and $R_{ct}$ have also been normalised per unit area. All values in red were fixed from the clean electrode values to obtain a better fit, as the value was sufficiently small that it could be fixed without introducing significant error.

<table>
<thead>
<tr>
<th>Element</th>
<th>Clean</th>
<th>PNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_t$ (Q)</td>
<td>846 ± 13</td>
<td>846</td>
<td>846</td>
</tr>
<tr>
<td>$C_{dl}$/A (µF/cm²)</td>
<td>1 150 ± 23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CPE $Y_0$ (nS)</td>
<td>-</td>
<td>2 986 ± 101</td>
<td>1 795 ± 53</td>
</tr>
<tr>
<td>CPE $Y_0$/A (µS/cm²)</td>
<td>-</td>
<td>148 ± 5</td>
<td>89 ± 3</td>
</tr>
<tr>
<td>CPE N</td>
<td>-</td>
<td>0.71 ± 0.01</td>
<td>0.77 ± 0.01</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>32 366 ± 695</td>
<td>142 760 ± 2 484</td>
<td>229 490 ± 3 435</td>
</tr>
<tr>
<td>$R_{ct}$ $\times$ A (Ω·cm²)</td>
<td>651 ± 14</td>
<td>2 869 ± 50</td>
<td>4 613 ± 69</td>
</tr>
<tr>
<td>$Y_0$ (µS)</td>
<td>140 ± 10</td>
<td>142 ± 14</td>
<td>78 ± 6</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.1855</td>
<td>0.1289</td>
<td>0.1136</td>
</tr>
</tbody>
</table>

The fitted circuit for a clean electrode uses a capacitor, when a film is formed on the electrode a constant phase element (CPE) must be used. The use of constant phase elements is a source of controversy within the field as their physical basis in reality has never been established. One theory is that when a heterogeneous film is formed a constant phase element can account for the non-uniform coverage of the SAM. Perhaps when a perfectly formed, single phase monolayer is formed a capacitor can be used in the equivalent circuit; however, the data in chapter 4 showed that the system is much more complicated with multiple phases and possibly aggregates within the film, so a constant phase element is required to get a good fit. Switching between elements as we go from a clean electrode to one with a SAM film may account for the changes to the measured value of $C_{dl}$, as such the capacitance values have not been analysed in detail. The CPE has units of F/s$^{(1-\alpha)}$/cm² so is not directly comparable to the capacitor values when $\alpha \neq 1$.

The fitted value of $C_{dl}$ for the clean electrode is within the expected range which suggests that the electrode is working properly. $R_{ct}$ on the clean electrode is 32 kΩ, which equates to a $k^0$ of $8 \times 10^{-5}$ cms⁻¹. This would imply that the electron transfer is in some way inhibited. As discussed before the flow of redox agent to the electrode surface is limiting the electron transfer at this concentration of supporting electrolyte. It should again be noted that this protocol was taken straight from the literature and was not optimised in any way during this project.

From table 5.2 it can be seen that the major change observed is in $R_{ct}$ which increases 4.4 fold from clean $\rightarrow$ PNA probe then 1.6 fold from PNA probe $\rightarrow$ target. This increase is expected as the binding of target not only further sterically blocks the surface, but the introduction of negative charge at the electrode surface will repel the highly negatively charged FFC redox agent.

The published limits of detection for this system were femtomolar.
5.3.2.2. Pt Microsquare array (30 µm 1D) with PNA Probe

The MS array was tested in 4 measurement buffers of different ionic strength. The CV and EIS of the electrode in 1 mM, 10 mM, 100 mM and 500 mM background KCl are given in figures 5.3.A-D, for a clean electrode, after PNA probe film formation and after DNA target binding.

![Cyclic voltammograms of a 30µm 1D microsquare array when clean (black line), with a PNA probe SAM (red line) and after incubating overnight with 30 mer Target DNA (blue line). All CV’s recorded at 10 mVs⁻¹ vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl and (D) 500 mM KCl.](image)

The cyclic voltammograms given in figure 5.3 show that there is an appreciable change in peak current for the oxidation of ferrocyanide → ferricyanide when going from clean → probe → target; with the peak current decreasing at each stage in every buffer. The same is true for the reduction peak current where ferricyanide is converted to ferrocyanide but in the lowest ionic strength buffer the change in reduction peak current is not as pronounced as for the oxidation. In all the CVs the peak shifts to the right (more positive) when the probe film is formed on the clean electrode, these changes are better analysed by DPV, figure 5.4. These studies suggest that the optimum buffer for these experiments is that containing 10 mM KCl background electrolyte, because it has the greatest change in peak current at each stage of the process. This is in agreement with the macro electrode protocol as published by Corrigan et al.¹⁸

When DNA target binds to the PNA probe a negative charge is introduced to the film and again the flow of cation into the negative field to balance the charge is the rate limiting step, that is why there is no change in the reduction peak current when target binds in buffers
with a low concentration of supporting electrolyte, the peak is limited by the natural convection driven flux of $K^+$ into the field. At higher ionic strengths there is most probably a breakdown of Donnan exclusion effects.

When the probe film is formed on the electrode it maintains the mass transport controlled peak shaped limiting current associated with diffusion overlap on a microelectrode array, but begins to look a bit more wavelike than it did on a clean electrode in low ionic strength buffers. After target is hybridised the peaks become waves in the 1 mM and 10 mM KCl buffer but not at the higher ionic strengths. This is because the negative charge associated with the DNA target needs to be counterbalanced with the cations in solution. This decreases the amount of $K^+$ available to shield the DNA from the FFC further impedes the flow of FFC to the electrode.

Figure 5.4. DPV of a 30 µm 1D microsquare array when clean (black), after the formation of a PNA probe film SAM (red) and after exposure to 1 µM 30 mer DNA target overnight (blue). The DPV were recorded in at a scan rate of 10 mVs$^{-1}$ vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl (D) 500 mM KCl.

Differential pulse voltammetry was utilised to better investigate the half wave potential shift to a more positive value. In the 10 mM KCl buffer the peak voltages as the electrode goes from clean → PNA probe → target are 0.122 V → 0.137 V → 0.132 V respectively. The peak voltage shifts first positively by +25 mV when the PNA probe film forms on a clean electrode then negatively by -5 mV when the target binds. This shifting of the half wave potential would imply that the electron transfer is impeded when a PNA film forms as would be expected since the surface is covered and the surface area of the electrode decreases. Target binding causes a minimal decrease in the resistivity to the electron transfer but the mass transport of the film is impeded, as the peak position does not change as drastically as the change in
current. In 500 mM KCl, the higher supporting electrolyte concentration shields neighbouring probe-target helices, reducing their repulsion towards each other and therefore decreasing the shift to a less positive voltage. In figure 5.4.D where there is no measurable change in the peak voltage when going from probe → target. Encouragingly the change in peak current is minor which adds weight to the theory that this is a shielding effect at the FFC is also being shielded from the phosphate backbone of the target DNA by the KCl in the buffer.

Figure 5.5. Nyquist plots of a 30µm 1D microsquare array when clean (black dots), with a PNA probe SAM (red dots) and after incubating overnight with 30 mer Target DNA (blue dots) and corresponding fits. All EIS recorded at OCP vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl and (D) 500 mM KCl.

Figure 5.5 shows that for the microelectrodes the best EIS results were obtained in 10 mM background electrolyte. Both in terms of the % change in signal going from clean → probe → target and the ability to resolve each of the two semi-circles in the Nyquist plot. The data from the 10 mM KCl experiments are discussed in more detail below by analysing the fitted data given in table 5.3. The other fitted data have been omitted for ease of reading.
Table 5.3. Fitted values and errors for each element from the fits in figure 5.5.B. above; for a 30 µm 1D MS array in a 10 mM KCl buffer with 1 mM potassium ferricyanide and 1 mM potassium ferrocyanide when clean, saturated with PNA probe and after target has hybridised to the probe overnight. All errors are given to one standard deviation.

<table>
<thead>
<tr>
<th>MICRO</th>
<th>Clean</th>
<th>PNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ (Ω)</td>
<td>499 ± 5</td>
<td>516 ± 4</td>
<td>547 ± 6</td>
</tr>
<tr>
<td>$C_p$ (nF)</td>
<td>1 020 ± 22</td>
<td>980 ± 12</td>
<td>1 110 ± 17</td>
</tr>
<tr>
<td>$C_{dl}/A$ (µF/cm²)</td>
<td>16.5 ± 0.4</td>
<td>15.8 ± 0.2</td>
<td>17.9 ± 0.3</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>745 ± 20</td>
<td>1 807 ± 45</td>
<td>2 811 ± 150</td>
</tr>
<tr>
<td>$R_{ct} \times A$ (Ω.cm²)</td>
<td>46 ± 2</td>
<td>112 ± 3</td>
<td>174 ± 9</td>
</tr>
<tr>
<td>$Y_0$ (µS)</td>
<td>103 ± 3</td>
<td>73 ± 4</td>
<td>43 ± 5</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>4 473 ± 123</td>
<td>4 275 ± 108</td>
<td>5 423 ± 173</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0072</td>
<td>0.0067</td>
<td>0.0136</td>
</tr>
</tbody>
</table>

For the analysis of this data set the fitting was windowed to exclude the inclining tail of the signal at low frequencies, this could have been fit with a Warburg element in series with the modified Randles’ circuit for microelectrodes but for the sake of not changing the circuit the data was simply excluded from the fit. This Warburg element is a product of array overlap and is not important for sensing. Each circuit element should be discussed in isolation to gain a fuller understanding of the processes involved during the biosensing protocol.

The values of $R_s$ are constant within three standard deviations of the fit. There will also be a small experimental error from the balance when weighing out the FFC.

The capacitance double layer remains constant when the errors are taken to three standard deviations, in agreement with the findings of chapter 4. The slight deviation in the size of the double layer when target binds is probably due to random experimental errors.

The values of $R_{ct}$ are seen to increase at every stage of the process. The formation of a film on the electrode will reduce the available electrode surface area thereby decreasing the $R_{ct}$, as discussed in Chapter 4. The hybridisation of a DNA target to a PNA probe film will have multiple effects on the structure and charge of the film but in this instance the values of $R_{ct}$ are seen to increase. Therefore, the dominating effect is the electrostatic repulsion between the DNA and FFC (the Donnan effect). There is a 2.4-fold increase from clean → PNA probe and a 1.6-fold increase from PNA probe → target.

The values of $Y_0$ decrease at each step therefore the flow of FFC to the electrode is being reduced at each stage. The formation of a probe film causes a 29% reduction in the fitted value of $Y_0$, subsequent target binding to said probe film causes a 41% decrease in the fitted values. Again, these cannot be directly correlated to the clean macro electrode data as it was fit with a different circuit. But when the target binds to the probe on the macro electrode there was a similar decrease of 45% of the fitted $Y_0$ value which is encouraging, and would suggest that the micro and macro electrode responses are very similar.

The resistance to non-linear diffusion does not change when going from clean → probe. This is in stark contrast with the findings in chapter 4 where they are seen to rise when a film forms on the electrode. The reasons for this difference are not known but should be the subject of future investigation by repeating the experiments in chapter 4 using a probe film solution as opposed to MCH. When target binds to the probe there is a small but significant
increase in $R_{nl}$. This may be due to the repulsion of FFC by the DNA target. This increase is minor with the target $R_{nl}$ being 1.26 times the magnitude of the probe $R_{nl}$.

Intuitively it makes sense that as a neutral film forms there will be minimal to no effect on $R_{nl}$. The diffusion profile of the electrode should undergo minimal changes during this process. The inclusion of charge when target binds will conceptually make a difference to the diffusion field. This build-up of charge will repel incoming FFC molecules, explaining the increase in resistance observed. If this is true then the formation of a negatively charged DNA probe film, discussed in section 5.3.3.2. below should also cause an increase in $R_{nl}$, which it does.

### 5.3.2.3. MNEE array (30 µm 1D) with PNA Probe

On the 30 µm 1D MNEE array there is again a decrease in peak current when going from clean $\rightarrow$ probe $\rightarrow$ target. Although the changes occur over such a large range they cannot be observed on the normalised axes in figure 5.6.

![Cyclic voltammograms](image)

**Figure 5.6.** Cyclic voltammograms of a 30 µm 1D MNEE array when clean (black), coated with PNA probe SAM (red) and after incubation with 1 µM 30 mer DNA target overnight (blue/purple). All CV’s recorded at 10 mVs$^{-1}$ vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl and (D) 500 mM KCl. In (A) the PNA probe signal is obscured by the target voltammogram.

Changes in the voltammetry are more pronounced in buffers containing $\geq$ 100 mM KCl. As with the 30 µm 1D MS array the reduction peak of the clean electrode experiences field effects caused by a lack of cations in solution to balance the negative charge of the FFC which
builds up at the electrode during the positive scan. As the electrode dimensions get smaller they perform better in higher ionic strength buffers. This is only the case when using the PNA probe. For a DNA probe the best data was obtained using a 100 mM KCl buffer, this phenomenon is discussed in more detail in section 5.4.2. after both PNA and DNA probes have been analysed.

The changes in peak currents are greater on the MNEE array than the MS array. It was determined to analyse the CV in 500 mM KCl buffer as this gave the greatest overall change in maximum current between the probe and target measurements.

There is a pronounced shift from a peak shaped voltammogram to a wavelike response whenever a film is formed on the electrode. The theory dictates that wavelike responses are seen for micro and nanoelectrodes where the diffusion is enhanced. The only reason that peak like responses are seen for the clean electrode is the overlapping of the diffusion fields of neighbouring electrodes in the array and the response is effectively that of a macro electrode with dimensions of the array area. This can be negated by increasing the separation between neighbouring electrodes in the array or increasing the scan rate. The literature states that the separation required to remove array overlap under most normal conditions is 8-12 times the diameter of neighbouring electrodes. In future the MNEE arrays should be fabricated with larger spacing’s to remove array overlap. The reason for the change to a more wavelike voltammogram when a probe film forms is that the current is now coming from defects in the SAM layer which behave like nano electrodes.

Figure 5.7. Nyquist plots of a 30µm 1D MNEE array when clean (black dots), with a PNA probe SAM (red dots) and after incubating overnight with 30 mer Target DNA (blue dots) and corresponding fits. All EIS recorded at OCP vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl and (D) 500 mM KCl.
Table 5.4. Fitted values for the equivalent circuit elements for the 30 µM 1D MNEE array in the 10 mM KCl solution. The values in red were fixed from the clean electrode fit.

<table>
<thead>
<tr>
<th>NANO</th>
<th>Clean</th>
<th>PNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ (Ω)</td>
<td>613 ± 9</td>
<td>613</td>
<td>613</td>
</tr>
<tr>
<td>$C_0$ (nF)</td>
<td>92 ± 1</td>
<td>265 ± 4</td>
<td>278 ± 4</td>
</tr>
<tr>
<td>$C_m/A$ (μF/cm²)</td>
<td>223 ± 2</td>
<td>641 ± 11</td>
<td>673 ± 178</td>
</tr>
<tr>
<td>$R_{in}$ (Ω)</td>
<td>8 372 ± 153</td>
<td>2 280 000 ± 41 600</td>
<td>4 720 000 ± 93 500</td>
</tr>
<tr>
<td>$R_{nl} \times A$ (Ω.cm²)</td>
<td>3.46 ± 0.06</td>
<td>942 ± 17</td>
<td>1951 ± 39</td>
</tr>
<tr>
<td>$Y_0$ (μS)</td>
<td>22 ± 2</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>$R_{nl}$ (Ω)</td>
<td>12 338 ± 332</td>
<td>12 338</td>
<td>12 338</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0636</td>
<td>0.0863</td>
<td>0.56536</td>
</tr>
</tbody>
</table>

When fitting the data for the MNEE arrays with probe and probe-target hybridised films, the values of $R_s$, $Y_0$ and $R_{nl}$ were fixed to those obtained in the clean electrode fit. This was done to get a good fit; whilst the values of $Y_0$ and $R_{nl}$ are liable to vary slightly, especially when target binds, the micro electrode data shows that the major change in signal comes from the change in $R_{nl}$. Analysis of figure 5.7.C and 5.7.D by eye can inform the reader as to the difficulties of fitting the second much smaller semi-circle in this data. The plots for a clean electrode in figure 5.7.A and B have been included but cannot be distinguished due to the scale needing to encompass the probe and target plots. It was the authors opinion that the change in signal between probe film and target film was more important for the purposes of biosensing than that of clean → probe, the scales were therefore chosen to reflect the change in impedance when going from probe → target.

The greatest absolute increase in impedance from probe → target was observed in 10 mM KCl buffer, although the greatest relative change in impedance was in the 100 mM KCl buffer. The best buffer for analysing and fitting both semi-circles, so the best for studying the fundamentals of the system was the 500 mM KCl buffer. So as to be compared with the other data in this chapter the fitted values from the 10 mM KCl buffer has been summarised in table 5.4, the limits of detection studies, section 5.4.3, were performed in 500 mM KCl buffer to investigate better investigate the fundamental changes in the system as different concentrations of target were bound to the probe.

Figure 5.8. The AEEEA thiol linker used to attach the probe sequence to the electrode. The linker has a maximum length of 1.8 nm.

The probe oligomer is attached to the electrode by an AEEEA linker, figure 5.8, and 15 bases of either PNA or DNA were used; the probe-target double helices will have persistence lengths on the scale of tens of nano meters, assuming an axial base separation of 0.34nm. Notwithstanding the fact that the probe-target helices could be in the A-form, B-form or Z-form and the 15 base overhang will be, like the single stranded probe, in constant dynamic motion, the probe and/or probe-target film height will be on the same order of magnitude as the MNEE width. As a result of this the film structure on a MNEE could theoretically be very different to that on macro and micro electrodes, adopting a more “splayed out”
formation as shown by the schematic in figure 5.9. This probe conformation has been reported on nanoelectrodes before, 8, 10, 109 but always on electrodes with spherical structures, so it is not known if the film structure is a property of the probe-electrode size ratio or that of curved electrodes.

Figure 5.9. Schematic diagram showing the orientation of probe molecules in (Left) the $\phi$-phase that theory dictates will form on the bulk of a macro and micro electrode (Right) a “splayed out” conformation that would theoretically form on a MNEE.

If the above theory about the fanning out of probe molecules on nanoelectrodes is true, then it may be the case that the films formed on MNEE are better able to cope with the stress induced by DNA target binding to a PNA probe as it can orientate the like charges further away from each other than the bulk $\phi$-phase probe on a macro and micro electrode. Furthermore, such a packing style could allow for a denser DNA probe film to form on the MNEE than MS for the same reasons of charge separation. Analysis of the impedances of each of the probe films per unit area should inform as to the packing density on electrodes of different dimensions. It should be stressed that whilst EIS is a powerful information rich technique it can only give an indication as to the probe structure. It can be used to investigate the relative densities of different films on different electrodes but cannot be used to ascertain the true structure of the film. The proposed fanning out of the film would be better studied by another technique such as AFM or STM, 40, 49, 110 this was not possible due to the architecture of the MNEE arrays preventing easy access to the electrode.

It has previously been reported that PNA forms more densely packed films than DNA, as the charge of DNA probes makes them repel neighbouring molecules in the film. 111 At higher concentrations of supporting electrolyte, the shielding might mean the DNA probe film will be denser, but the shielding will also reduce the Donnan exclusion of FFC. It is conceivable that there is an optimum film ionic strength at which the DNA film will cause the greatest change in impedance upon target hybridisation. If the film does have a different structure on MNEE arrays, then perhaps the DNA probe can become more tightly packed as the charges are better separated then they would be on a macro electrode. PNA films are reportedly very dense due to their neutrality and should therefore always form tighter packed films than DNA probe films. 106, 111 it is not known if the proposed splayed out nature of the film on MNEE arrays will make these even denser than reported on macro electrodes.

Other than being able to cope with the stress introduced within the film; the fanned out probe can increase the rate of target hybridisation as there is less steric hindrance to incoming target molecules. 8 The kinetics of target binding were not studied in this project due to time constraints but should form the basis of future investigation. The association constant of the probe in solution and on the different electrodes could also be indicative of a splayed out film structure. In solution the thermodynamics of PNA-DNA target
hybridisation have been studied using UV-Vis spectroscopy and isothermal titration calorimetry.\textsuperscript{52, 112} The temperature at which half the probe-target double helix has dehybridised, $T_m$, can be used to calculate the association constant of the probe and target in solution,\textsuperscript{52} the association constant would theoretically be lower when the probe is fixed to an electrode as it has fewer degrees of freedom and steric hindrance from neighbouring probes within the film. A splayed out film on an MNEE would hypothetically have an association constant between those of the probe free in solution and on a macro electrode. Again, due to time constraints these experiments could not be conducted but should form the basis of future work to determine the film structure on MNEE arrays.

5.3.3. Micro and nano electrodes with a DNA probe

5.3.3.1. Microsquare array (30 µm 1D) with DNA Probe

When the tests were repeated using a DNA as opposed to PNA Probe the first trend that catches the reader’s attention is that the addition of target makes the current increase, figure 5.9. This is the opposite trend to that observed using a PNA probe.

![Figure 5.10](image)

Figure 5.10. Cyclic voltammograms of a 30 µm 1D MS array when clean (black), coated with DNA probe SAM (red) and after incubation with 1 µM 30 mer DNA target overnight (blue). All CV's recorded at 10 mVs\textsuperscript{-1} vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl and (D) 500 mM KCl.

This is a perfect example of the inconsistencies within the literature where target hybridisation can cause both the increase\textsuperscript{18, 77-79, 90, 91, 99} and decrease\textsuperscript{33, 100, 101} of current/impedance. The addition of target introduces negative charge into an already negatively charged film. Perhaps this increase in stress leads to degradation of the SAM. At
higher ionic strengths, the Donnan exclusion of FFC from the film has reduced the signal change to such a degree that the voltammograms barely differ throughout the protocol. This is a good example of the influence of charge within the SAM layer on the signal response.

At higher ionic strengths, figure 5.10.C and D, the change in peak current is too small to be discerned on this scale. The voltammogram of in the 10 Mm KCl buffer has a diffusion limited peak, as opposed to a wave, when the electrode is clean. Once a DNA probe film has been formed on the electrode the CV has a more wavelike response and there is a drop in peak current. Target binding then returns the signal to a more peak-like response. Continuing with the theory that the signal comes from defects within the film, the hybridisation of target is introducing more disorder and opening up channels to the electrode surface and reducing the impedance of the film. This is most probably as a result of the stress introduced into the film with negatively charged target binding into a negatively charged probe SAM.

![Figure 5.11](image)

*Figure 5.11.** DPV of a 30 µm 1D microsquare array after the formation of a DNA probe film SAM (red) and after exposure to 1 µM 30 mer DNA target overnight (blue). The DPV were recorded in at a scan rate of 10 mVs\(^{-1}\) vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, potassium ferrocyanide and 10 mM KCl.

Analysis of the DPV in this buffer shows that the peaks first shift to a more positive potential when a DNA probe film is formed before returning to the same voltage as the clean electrode, figure 5.11. The absolute values of these peak voltages going from clean \(\rightarrow\) DNA probe \(\rightarrow\) target are 122 mV \(\rightarrow\) 130 mV \(\rightarrow\) 120 mV. Increased supporting electrolyte concentration again reduces the change in the current differential, and reduces the peak voltage changes due to enhanced shielding protecting the FFC from the film and neighbouring probe and probe-target molecules from interacting with each other respectively.
Figure 5.12. Nyquist plots of a 30µm 1D MS array when clean (black squares), with a DNA probe SAM (red dots) and after incubating overnight with 30 mer Target DNA (blue triangles) and corresponding fits. All EIS recorded at OCP vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl and (D) 500 mM KCl.

The best EIS of the 30 µm 1D MS array during the biosensing protocol was found to be the 10 mM KCl solution, both in terms of the change in fitted impedance values and the ability to fit to resolve the two semi-circles. The fitted values for each element for this experiment are given in table 5.5.

Table 5.5. Fitted values and errors for each element from the fits in figure 5.12.B above; for a 30 µm 1D MS array when clean, saturated with DNA probe and when different concentrations of target have hybridised to the probe. All errors are given to one standard deviation.

<table>
<thead>
<tr>
<th>MS array</th>
<th>Clean</th>
<th>DNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ (Ω)</td>
<td>454 ± 14</td>
<td>434 ± 13</td>
<td>443 ± 12</td>
</tr>
<tr>
<td>$C_{dl}$ (nF)</td>
<td>912 ± 81</td>
<td>1270 ± 52</td>
<td>971 ± 98</td>
</tr>
<tr>
<td>$C_{dl}/A$ (µF/cm²)</td>
<td>14.7 ± 1.3</td>
<td>20.5 ± 0.8</td>
<td>15.7 ± 1.6</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>561 ± 56</td>
<td>1560 ± 209</td>
<td>393 ± 55</td>
</tr>
<tr>
<td>$R_s \times A$ (Ω.cm²)</td>
<td>35 ± 3</td>
<td>97 ± 13</td>
<td>24 ± 3</td>
</tr>
<tr>
<td>$Y_0$ (µS)</td>
<td>84 ± 7</td>
<td>33 ± 4</td>
<td>71 ± 4</td>
</tr>
<tr>
<td>$R_{ej}$ (Ω)</td>
<td>2554 ± 66</td>
<td>4403 ± 180</td>
<td>2987 ± 59</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0401</td>
<td>0.0157</td>
<td>0.0250</td>
</tr>
</tbody>
</table>

Within error the values of $R_s$ and $C_{dl}$ are, as before, constant throughout the experiment. The value of $R_s$ increases 2.8-fold upon the formation of a DNA probe film then decreases back to the same value of the clean electrode within error. $Y_0$ decreases upon probe film formation before increasing when target binds. The reverse, an increase on probe SAM formation and
decrease on target binding, can be observed in $R_\text{m}$. These changes are discussed in more detail in section 5.4.2 below but are believed to be representative of a resistive, charged probe film forming that is then degraded by target binding introducing more stress into the film which causes its degradation. This stress can be mitigated by increased shielding at higher ionic strengths of supporting electrolyte.

### 5.3.3.2. MNEE array (30 µm 1D) with DNA Probe

The CV data shows that binding DNA target to a DNA probe film increases the peak currents on the MNEE arrays just as it did for the MS arrays, figure 5.13.

![Cyclic voltammograms of a 30 µm 1D MNEE array when clean (black), coated with DNA probe SAM (red) and after incubation with 1 µM 30 mer DNA target overnight (blue). All CV’s recorded at 10 mVs$^{-1}$ vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl and (D) 500 mM KCl.](image)

The reader’s eye is first drawn to the fact that the peak currents are larger for the electrode with a probe film and probe-target hybridised film than of a clean electrode in the 500 mM KCl buffer, figure 5.13.D. The reasons for this is most probably down to experimental error. During the course of these experiments, fresh buffer needed to be made, there would be a human error in the concentration of FFC in the buffers made on different days. The EIS data in figure 5.14 below is consistent with the voltammograms above in showing this trend. Secondly the observer might note that in the 500 mM KCl buffer, figure 5.13.D, the peaks have shift to a more positive potential than in the other buffers when a probe film forms, this should again be attributed to changing of the buffer.

As in section 5.3.3.1, there is a difference between the oxidation and reduction peaks at the lower ionic strengths. The same justification of a rate limited by the diffusion of cation to
counter the field effects of the FFC is given. It is encouraging that when limited by natural convection, the voltammograms all tend towards the same current in figures 5.13.A and 5.13.B, implying that they are limited by the same process, the flow of cation into the double layer to neutralise the FFC. The same is also true of figures 5.13.C and 5.13.D, in this case the current is limited the diffusion of FFC to the electrode.

Figure 5.14. Nyquist plots of a 30µm 1D MNEE array when clean (black squares), with a DNA probe SAM (red dots) and after incubating overnight with 30 mer Target DNA (blue triangles) and corresponding fits. All EIS recorded at OCP vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and (A) 1 mM KCl (B) 10 mM KCl (C) 100 mM KCl and (D) 500 mM KCl.

The EIS of the MNEE going through the biosensing protocol with a DNA probe in each of the four buffers is presented in figure 5.14. The fitted values for each element have been provided in table 5.6, for the 10 mM KCl buffer.
Table 5.6. Fitted values and errors for each element from the fits in figure 5.14.B above; for a 30 µm 1D MNEE array when clean, saturated with DNA probe and when target has hybridised to the probe. All errors are given to one standard deviation. All values coloured red were fixed.

<table>
<thead>
<tr>
<th>MNEE array</th>
<th>Clean</th>
<th>DNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ ($\Omega$)</td>
<td>757 ± 66</td>
<td>757</td>
<td>757</td>
</tr>
<tr>
<td>$C_{dl}$ (nF)</td>
<td>104 ± 2</td>
<td>217 ± 6</td>
<td>189 ± 6</td>
</tr>
<tr>
<td>$C_{dl}/A$ ($\mu$F/cm$^2$)</td>
<td>253 ± 5</td>
<td>529 ± 15</td>
<td>461 ± 15</td>
</tr>
<tr>
<td>$R_{ct}$ ($\Omega$)</td>
<td>16 082 ± 451</td>
<td>72 795 ± 734</td>
<td>42 290 ± 452</td>
</tr>
<tr>
<td>$R_{ct} \times A$ ($\Omega$.cm$^2$)</td>
<td>6.6 ± 0.2</td>
<td>29.9 ± 0.3</td>
<td>17.3 ± 0.2</td>
</tr>
<tr>
<td>$Y_0$ ($\mu$S)</td>
<td>22 ± 6</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>$R_1$ ($\Omega$)</td>
<td>5236 ± 415</td>
<td>5236</td>
<td>5236</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0261</td>
<td>0.2992</td>
<td>0.3139</td>
</tr>
</tbody>
</table>

The values of $R_s$, $Y_0$ and $R_{ct}$ have been fixed as for the MNEE with the PNA probe so will not be analysed in detail.

As with all the other data in this chapter there is an increase in $R_{ct}$ when a film forms on the electrode, in this case a 4.5-fold increase. As with the MS array data there is then a 42% reduction in the fitted value of $R_{ct}$ when target binds. This is discussed in relation to the other electrode responses in section 5.4.1 below.

5.4. Discussion

5.4.1. Macro, micro and nano electrodes with PNA in 10 mM KCl

The purpose of this section is to compare the responses of the different electrodes with using the PNA probe. Tables 5.7-5.9 are reproductions of tables 5.4, 5.5 and 5.6; shown next to each other for ease of comparison.

Table 5.7. Reproduction of table 5.4, showing the fitted values and associated errors in the fits to one standard deviation of a Pt macro electrode when clean, after a PNA SAM has been formed and after target hybridisation.

<table>
<thead>
<tr>
<th>MACRO</th>
<th>Clean</th>
<th>PNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ ($\Omega$)</td>
<td>846 ± 13</td>
<td>846</td>
<td>846</td>
</tr>
<tr>
<td>$C_{dl}$ (nF)</td>
<td>1 150 ± 23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$C_{dl}/A$ ($\mu$F/cm$^2$)</td>
<td>57 ± 1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CPE $Y_o$ (nS)</td>
<td>-</td>
<td>2 986 ± 101</td>
<td>1 795 ± 53</td>
</tr>
<tr>
<td>CPE $Y_o/A$ ($\mu$S/cm$^2$)</td>
<td>-</td>
<td>148 ± 5</td>
<td>89 ± 3</td>
</tr>
<tr>
<td>CPE N</td>
<td>-</td>
<td>0.71 ± 0.01</td>
<td>0.77 ± 0.01</td>
</tr>
<tr>
<td>$R_s$ ($\Omega$)</td>
<td>32 366 ± 695</td>
<td>142 760 ± 2 484</td>
<td>229 490 ± 3 435</td>
</tr>
<tr>
<td>$R_{ct} \times A$ ($\Omega$.cm$^2$)</td>
<td>651 ± 14</td>
<td>2 869 ± 50</td>
<td>4 613 ± 69</td>
</tr>
<tr>
<td>$Y_0$ ($\mu$S)</td>
<td>140 ± 10</td>
<td>142 ± 14</td>
<td>78 ± 6</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.1855</td>
<td>0.1289</td>
<td>0.1136</td>
</tr>
</tbody>
</table>
Table 5.8. Reproduction of table 5.5, showing the fitted values and associated errors in the fits to one standard deviation of a Pt 30 µm 3D MS array when clean, after a PNA SAM has been formed and after target hybridisation.

<table>
<thead>
<tr>
<th>MICRO</th>
<th>Clean</th>
<th>PNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_a$ (Ω)</td>
<td>499 ± 5</td>
<td>516 ± 4</td>
<td>547 ± 6</td>
</tr>
<tr>
<td>$C_m$ (nF)</td>
<td>1 020 ± 22</td>
<td>980 ± 12</td>
<td>1 110 ± 17</td>
</tr>
<tr>
<td>$C_m/A$ (µF/cm²)</td>
<td>16.5 ± 0.4</td>
<td>15.8 ± 0.2</td>
<td>17.9 ± 0.3</td>
</tr>
<tr>
<td>$R_c$ (Ω)</td>
<td>745 ± 20</td>
<td>1 807 ± 45</td>
<td>2 811 ± 150</td>
</tr>
<tr>
<td>$R_a \times A$ (Ω.cm²)</td>
<td>46 ± 2</td>
<td>112 ± 3</td>
<td>174 ± 9</td>
</tr>
<tr>
<td>$Y_0$ (µS)</td>
<td>103 ± 3</td>
<td>73 ± 4</td>
<td>43 ± 5</td>
</tr>
<tr>
<td>$R_{rs}$ (Ω)</td>
<td>4 473 ± 123</td>
<td>4 275 ± 108</td>
<td>5 423 ± 173</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0072</td>
<td>0.0067</td>
<td>0.0136</td>
</tr>
</tbody>
</table>

Table 5.9. Reproduction of table 5.6, showing the fitted values and associated errors in the fits to one standard deviation of a Pt 30 µm 3D MNEE array when clean, after a PNA SAM has been formed and after target hybridisation.

<table>
<thead>
<tr>
<th>NANO</th>
<th>Clean</th>
<th>PNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_a$ (Ω)</td>
<td>613 ± 9</td>
<td>613</td>
<td>613</td>
</tr>
<tr>
<td>$C_m$ (nF)</td>
<td>92 ± 1</td>
<td>265 ± 4</td>
<td>278 ± 4</td>
</tr>
<tr>
<td>$C_m/A$ (µF/cm²)</td>
<td>223 ± 2</td>
<td>641 ± 11</td>
<td>673 ± 178</td>
</tr>
<tr>
<td>$R_c$ (Ω)</td>
<td>8 372 ± 153</td>
<td>2 280 000 ± 41 600</td>
<td>4 720 000 ± 93 500</td>
</tr>
<tr>
<td>$R_a \times A$ (Ω.cm²)</td>
<td>3.46 ± 0.06</td>
<td>942 ± 17</td>
<td>1951 ± 39</td>
</tr>
<tr>
<td>$Y_0$ (µS)</td>
<td>22 ± 2</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>$R_{rs}$ (Ω)</td>
<td>12 338 ± 332</td>
<td>12 338</td>
<td>12 338</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0636</td>
<td>0.0863</td>
<td>0.56536</td>
</tr>
</tbody>
</table>

The resistance of the solution does not vary significantly when going from clean → PNA probe → target, this allowed the values to be fixed for the macro and nano electrodes, in order to obtain better fits. There is a difference in the values of $R_s$ between the different sized electrodes, this may be down to the human error in weighing out the KCl and FFC, or the error introduced by fitting to a different equivalent circuit in the case of the macro electrode.

On the macro electrode the capacitor in the equivalent circuit has been changed to a constant phase element which makes direct comparison of the values difficult. A capacitor is fit with equation 5.2, whilst a CPE is fit with equation 5.3, where the impedance ($Z$) is related to the capacitance ($C$), admittance ($Y_0$), the frequency in radians, $\omega$, and the correction factor, $N$.

$$Z = \frac{1}{i\omega C}$$  \hspace{1cm} (Eqn 5.2)

$$Z = \frac{1}{Y_0(i\omega)^N}$$  \hspace{1cm} (Eqn 5.3)

The fitted value of 57 µFcm⁻² for a clean macro electrode is in agreement with the literature. The micro electrode response is of the same order of magnitude but overall slightly lower, this is again in agreement with the literature. The Nanoelectrodes however have a much larger capacitance in agreement with the literature.

The values of the capacitance double layer do not change significantly when going from clean → PNA probe → DNA target on the micro electrode, but increase significantly at each stage.
on the nanoelectrode. Measuring the double layer as a sensing technique has become fashionable recently,\textsuperscript{12, 14, 96} this data suggests that nanoelectrodes have less error in the fits than macro and micro electrodes so could potentially make superior capacitive sensors. However, the errors reported here are errors in the fitting, not experimental errors. As stated above, it is the authors belief that the increase in capacitance when a probe film on the MNEE arrays is formed is due to an experimental error as it is counter intuitive and not in-keeping with the literature.\textsuperscript{79} The formation of a neutral SAM film on the electrode should reduce the solvent accessible electrode surface area and cause a decrease in capacitance.\textsuperscript{78, 79}

By far the largest change in any of the fitted elements is in $R_{ct}$; with each electrode showing an appreciable change in $R_{ct}$ as the probe film forms and target binds. One of the aims of these experiments was to determine if different probe film phases would form on the nanoelectrodes as their dimensions are of the same order of magnitude as the persistence length of the PNA probe. It can be seen that the impedance increase 4.4-fold on a macro electrode when a PNA probe film is formed on the clean electrode. A 2.4-fold increase is observed for the same experiment on the MS array, however, the charge transfer resistance increases 272-fold when a PNA probe film is formed on an MNEE array. This change in resistance is indicative that a much more resistive film is formed on the nanoelectrodes than the macro and micro electrodes. Whilst the theory of a splayed-out film forming might explain this increase in impedance it should be made clear that it is still just hypothesised as a result of this data. Only direct imaging of the PNA probe SAM layer on a nanoelectrode with AFM/STM or other such techniques can prove beyond a doubt the phase of the film. Again, these techniques are not possible on these MNEE arrays due to their architecture preventing an AFM tip from reaching the electrode surface. Until such concordant experiments have been run on nanowires or other planar nano electrode systems all this data can say for certain is that more resistive PNA films are formed on nanoelectrodes.

When DNA target binds to the probe there is a 1.6-fold increase in $R_{ct}$ on the macro electrode, a 1.6-fold increase on the MS array and a 2-fold increase on the MNEE array. These relative increases are all very similar which would indicate that the more resistive film formed on nano electrodes is not that much better able to bind target than the films formed on macro and micro electrodes. However, the absolute values measured on the MNEE arrays would mean that they will make much more sensitive sensors. In these experiments the target was incubated on the probe film overnight so as to obtain a film at thermodynamic equilibrium of bound and unbound target. Bearing this in mind it may be that the proximity of neighbouring probe-target hybrids is limiting the target surface coverage. The phosphate backbones of bound target sequences can repel incoming target strands, limiting the surface target density. This spacing is a result of the effect that neighbouring bound target sequences have on each other so will not be in any way affected by the electrode area. The target sequence used here is a 30 base sequence designed to have a 15 base overhang, testing with different length targets would inform as to whether or not this theory is correct, with shorter less charged films in theory resulting in more densely packed films. However, the reduced number of negative charges in the film would lessen the repulsion of the FFC. In short the experiments put forward here only show that target binding reaches a steady state that causes the approximately same relative increase on macro, micro and nano electrodes. Further analysis using other techniques warrants future investigation to visualise the film structure when DNA target has bound to the PNA probe.
Due to the nature of the fit, it may be that the values of $Y_0$ fitted for a macro electrode are thrown off by the switching to a constant phase element from a capacitor, as there is a region of overlap between the two semi-circles. As a result, the changes in admittance on the macro electrode will not be analysed in depth, all that can be ascertained from this dataset with any confidence is that $Y_0$ decreases upon target hybridisation. This is to be expected as the inclusion of a negative charge within the film will repel the FFC redox couple, thereby reducing the admittance and slowing the flux of redox agent. The diffusion coefficient of the redox agent can be calculated from $Y_0$ using equation 5.4, where the diffusion coefficient, $D$, is determined from the admittance, $Y_0$, where $R$ is the universal gas constant, $T$ is the temperature, $n$ is the number of electrons being transferred, $F$ is Faraday's constant, $A$ is the area of the electrode and $c_0$ is the concentration of the redox species being investigated in the bulk of the solution.

$$D = \left( \frac{2RTY_0}{n^2F^2Ac_0} \right)^2$$  \hspace{1cm} (Eqn 5.4)

From equation 5.4 it can be seen that $D$ and $Y_0$ are directly proportional, if $Y_0$ decreases as target binds to the probe then the diffusion coefficient is also decreasing and flow of FFC to the electrode is being impeded. On the macro electrode $Y_0$ decreased to 0.54 times the value with just probe present, on a micro electrode the same process reduces $Y_0$ 0.59 times, which would indicate that the flow of FFC is being impeded to the same extent in both systems. On the MNEE arrays these values have been fixed so cannot be analysed. It was very difficult given the shapes of the responses to ascertain good fits for the second hemisphere as it is so small relative to the first semi-circle. In other words, the signal is swamped by the change in $R_{ct}$ and although $Y_0$ will theoretically decrease, it cannot be observed. A more accurate fit of the parameters of the first semi-circle is obtained by fixing the elements of the second semi-circle. Although this is not an ideal solution to the problem; the macro and micro electrode data in tables 5.7 and 5.8 show that these parameters in the second hemisphere are all of the same order of magnitude and the $\chi^2$ values reflect the difficulties in fitting to the MNEE with target bound to the same equivalent circuit as the previous data.

The values of $R_{nl}$ can clearly not be compared between all the electrodes as the it is not part of the Randles’ circuit used to fit the macro electrode and needed to be fixed to get reasonable fits for the nano electrode. Going off of the micro electrode data there is no appreciable change in $R_{nl}$ when a PNA probe film is formed and a relatively minor but significant increase when target binds. At the risk of repetition this also indicates that the negative charge introduced by target binding is repelling the FFC in solution. The decision to fix $R_{nl}$ for fitting to the MNEE array was based on the assumption that the changes in $R_{ct}$ were less significant than the changes in $R_{ct}$.

5.4.2. Comparison of DNA and PNA probes in 10 mM KCl
The purpose of this section is to compare the responses of the different PNA and DNA probes. Tables 5.10 and 5.11 are reproductions of tables 5.5 and 5.6; shown next to each other for ease of comparison.
Table 5.10. Reproduction of table 5.5, showing the fitted values and associated errors in the fits to one standard deviation of a 30 µm 3D MS array when clean, after a DNA SAM has been formed and after target hybridisation.

<table>
<thead>
<tr>
<th>MS array</th>
<th>Clean</th>
<th>DNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ ($\Omega$)</td>
<td>454 ± 14</td>
<td>434 ± 13</td>
<td>443 ± 12</td>
</tr>
<tr>
<td>$C_a$ (nF)</td>
<td>912 ± 81</td>
<td>1270 ± 52</td>
<td>971 ± 98</td>
</tr>
<tr>
<td>$C_{eq}$/A ($\mu$F/cm$^2$)</td>
<td>14.7 ± 1.3</td>
<td>20.5 ± 0.8</td>
<td>15.7 ± 1.6</td>
</tr>
<tr>
<td>$R_{eq}$ ($\Omega$)</td>
<td>561 ± 56</td>
<td>1560 ± 209</td>
<td>393 ± 55</td>
</tr>
<tr>
<td>$R_{eq}$ × A ($\Omega$.cm$^2$)</td>
<td>35 ± 3</td>
<td>97 ± 13</td>
<td>24 ± 3</td>
</tr>
<tr>
<td>$Y_0$ ($\mu$S)</td>
<td>84 ± 7</td>
<td>33 ± 4</td>
<td>71 ± 4</td>
</tr>
<tr>
<td>$R_{ne}$ ($\Omega$)</td>
<td>2554 ± 66</td>
<td>4403 ± 180</td>
<td>2987 ± 59</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0401</td>
<td>0.0157</td>
<td>0.0250</td>
</tr>
</tbody>
</table>

Table 5.11. Reproduction of table 5.6, showing the fitted values and associated errors in the fits to one standard deviation of a Pt 30 µm 3D MNEE array when clean, after a DNA SAM has been formed and after target hybridisation.

<table>
<thead>
<tr>
<th>MNEE array</th>
<th>Clean</th>
<th>DNA Probe</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ ($\Omega$)</td>
<td>757 ± 66</td>
<td>757</td>
<td>757</td>
</tr>
<tr>
<td>$C_a$ (nF)</td>
<td>104 ± 2</td>
<td>217 ± 6</td>
<td>189 ± 6</td>
</tr>
<tr>
<td>$C_{eq}$/A ($\mu$F/cm$^2$)</td>
<td>253 ± 5</td>
<td>529 ± 15</td>
<td>461 ± 15</td>
</tr>
<tr>
<td>$R_{eq}$ ($\Omega$)</td>
<td>16 082 ± 451</td>
<td>72 795 ± 734</td>
<td>42 290 ± 452</td>
</tr>
<tr>
<td>$R_{eq}$ × A ($\Omega$.cm$^2$)</td>
<td>6.6 ± 0.2</td>
<td>29.9 ± 0.3</td>
<td>17.3 ± 0.2</td>
</tr>
<tr>
<td>$Y_0$ ($\mu$S)</td>
<td>22 ± 6</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>$R_{ne}$ ($\Omega$)</td>
<td>5236 ± 415</td>
<td>5236</td>
<td>5236</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0261</td>
<td>0.2992</td>
<td>0.3139</td>
</tr>
</tbody>
</table>

The exact same electrodes were used as for the PNA probe tests to avoid any irreproducibility between electrodes, the SAMs were cleaned off using the process outlined in chapter 3.2.3. It is therefore satisfying that the clean electrode fits are the same within error as those in the PNA probe experiment, tables 5.10 and 5.11. The only exceptions to this agreement are the fitted values of $R_{eq}$ on the MS array and $R_{eq}$ and $R_{ne}$ on the MNEE arrays. These deviations do not change the order of magnitude of the fitted values so are most probably due to random errors in the experimental set up such as fluctuations in temperature or incomplete oxide removal.

The fitted values of $R_s$ are the same within error as the PNA experiments and like in those experiments do not change as the electrode goes from clean → DNA probe → DNA Target.

The fitted values of the capacitance double layer on the MS array are again constant within error at each stage of the biosensing process as well as being the same within error as in the PNA experiments. On the MNEE arrays there is again a change outwith the errors in the fit. As before such changes in $C_{eq}$ could be caused by random errors in the experimental set up and cannot be treated as significant as there is no corresponding change in the micro electrode response. Even though in this case there is some literature to support an increase in the size of the double layer on DNA film formation as the charge of the phosphate backbone increases the cation concentration at the electrode surface. 79

As before the changes in the charge transfer resistance are much greater than those for any other fitted element. Forming a DNA probe film layer on the MS array causes a 2.8-fold
increase in $R_{ct}$, comparable to the 2.4-fold increase when a PNA probe film was formed on the same electrode. This would imply that the different probes form very similar films on the micro electrode. On the MNEE array the PNA probe caused a 272-fold increase in $R_{ct}$, the DNA probe on the same electrode caused a 4.5-fold increase in $R_{ct}$. It is clear that a much more resistive PNA probe film is formed on the MNEE array than the DNA probe film. The charge on the DNA must therefore be affecting the packing density of the probe film. It is interesting to note that the two different probes make equally resistive films on the micro electrodes. The charge of the DNA probe means that it should repel the FFC more than the PNA probe. It may therefore be the case that the DNA probes in the film are spaced further apart, reducing the film coverage but their charge is repelling the FFC and the combination of these effects has coincidentally formed a probe film equally resistive to charge transfer as the PNA probe. On the MNEE arrays the charge of the DNA probe has prevented it from adopting the resistive film conformation that the PNA probe adopted. This may be as a result of packing constraints.

PNA is known to be more “sticky” than DNA because of its neutrality so can stick to itself and its neighbours, it may be that the probe is forming aggregates with nearby probe molecules bound to the electrode and in solution to create a denser film. This would be less likely to happen with a DNA probe as it is less prone to non-specific hybridisation. If the probe is in the $\phi$-phase on the micro electrodes there is steric blocking of probe in solution from binding into the film, thus a splayed out film on a nanoelectrode might conceptually be more likely to form aggregates, figure 5.15.

Figure 5.15. Schematic representation (NOT TO SCALE) of the proposed probe structure on a macro electrode (TOP LEFT) and on a planar nanoelectrode (TOP RIGHT). The steric blocking of aggregate formation of the macro electrode film structure has been given (BOTTOM LEFT) next to the likely aggregate structure on the nanoelectrode (BOTTOM RIGHT) made possible by a hypothetical splayed out film orientation.
When the DNA probe film forms on the MNEE array its relative change in impedance is greater than that formed on the MS array. This is again indicative of a more resistive film structure being formed on the nanoelectrodes. However, the increase in impedance of the film when going from micro to nano electrodes is far smaller using the DNA probe than the PNA probe. It can therefore be concluded that the film structure on nano electrodes is much more sensitive to charge than the structure on the micro electrodes. This may be because the charge on the probe makes aggregate formation less likely, or the structure of the film brings like charges into closer proximity to one another, although the splayed out structure proposed has a greater spacing between the probe tails than the classical φ-phase film structure, it may be the case that the nucleotide closest to the thiol linker is closer to its counterpart on a neighbouring probe, figure 5.16. Again, this is all speculative and only direct imaging of the different probes will yield the true structure of the film.

![Figure 5.16. Schematic representation of the postulated DNA probe film on a MNEE (NOT TO SCALE). The DNA has been coloured red to denote negative charge and the stress within the film has been shown by the red shading.](image)

Target binding to a DNA probe causes a decrease in impedance whereas binding to a PNA probe causes an increase in impedance. Target binding to PNA probe has been discussed above and showed a 1.6-fold increase in $R_{ct}$ on macro and micro electrodes and a 2-fold increase in $R_{ct}$ on nano electrodes. Target binding to a DNA probe decreased in $R_{ct}$ of 75% on the MS array, back to within error the same value as the clean electrode. On the MNEE array, $R_{ct}$ decreased by 42% from the fitted DNA probe resistance. There are various explanations in the literature of phenomenon that can decrease the impedance on target binding.\textsuperscript{100, 101, 115} One such explanation is the binding of target causes the globular single stranded probe to become more rigid when target binds, this opens up channels within the film for the redox agent to pass through and lowers the impedance of the film.\textsuperscript{100} It is possible that this effect is taking place here as the decrease is greater on the micro electrode system than the nano electrode may be as a result of the film structure on the nanoelectrodes being different. The change in structure to a more rigid probe which blocks a smaller relative area of the electrode will logically have a larger effect on more tightly packed probe film layers.
Figure 5.17. Schematic representation (NOT TO SCALE) of PNA (TOP) and DNA (BOTTOM) probe film on MNEE as target binds. The DNA has been coloured red to indicate negative charge and the red shading is intended to convey the stress in the film as a result of increased charge density at the electrode surface.

Another possible explanation is that target binding is causing a degradation of the probe film. When DNA target binds to a DNA Probe film there is a lot of like charge localised in a small volume; this increased stress within the film may cause the probe to dissociate and create pinholes in the SAM, reducing the impedance. A schematic representation of this process is given in figure 5.17. This is again more likely to occur on the DNA probe than the PNA probe as the charge density, and therefore stress, will be greater. This effect could theoretically be lessened by performing the experiments at higher ionic strengths, where the charges will experience more shielding from each other. It is therefore encouraging that in figures 5.10-5.14, the data consistently shows a relatively smaller decrease in impedance upon target binding as the concentration of supporting electrolyte increases.

Thermodynamically if the DNA-DNA hybridisation energy is lower than the Pt-S bond enthalpy then rather than thiol dissociation to create pinholes the target would simply de-bind from the probe to reduce stress. The strength of a hydrogen bond in water is 20 kJmol\(^{-1}\). Since the bases in complimentary stands of DNA are held together by either 2 or 3 hydrogen bonds depending on the bases, and the sequence is 15 bases long the minimum hybridisation enthalpy (for 15 A=T bonds) would be 600 kJmol\(^{-1}\); much larger than the Pt-S bond enthalpy which is thought to be similar to the Au-S bond enthalpy of 254 kJ mol\(^{-1}\). Therefore the thermodynamics would indicate that Pt-S bond dissociation is a more favourable method of reducing the stress in the film than target de-hybridisation.

If the increased impedances are caused by aggregate formation, then it is possible that the observed changes upon target binding are the result of disrupting the aggregate layers formed. Again it must be stressed that the true nature of the films cannot be discerned by EIS alone, all that can be properly concluded from these data are that the DNA probe film becomes less resistive upon target binding, with a larger relative change occurring on micro electrodes than nano electrodes. There is however a more resistive DNA probe film formed on nanoelectrodes than micro electrodes which would indicate that a film of a different structure has been formed and this film is better able to cope with the stress induced by charged target binding. Although the change in impedance is lower for the nanoelectrodes
using the DNA probe the absolute values of the resistances measured are much higher so they will make more sensitive sensors.

As the concentration of supporting electrolyte increases the change in impedance upon target binding can be seen to decrease. This adds weight to the charge induces stress theory as there is more shielding in the film at higher ionic strengths and therefore the changes in impedances are visibly reduced. However, this may also be due to increased shielding of the FFC from the film.

The fitted values of $Y_0$ decrease when a DNA probe layer is formed on a micro electrode. The values for the MNEE array needed to be fixed so cannot be discussed. When a PNA probe film is formed on a clean electrode there is a decrease of 30 µS or put another way the value decreases by 29% the clean value. When a DNA probe film is formed on the same electrode using the same protocol the fitted value of $Y_0$ decreases by 51 µS, 61% lower than the fitted clean value. Thus, the DNA probe causes double the decrease in admittance on a micro electrode than the PNA probe. This is undoubtedly as a result of the charge of the DNA probe repelling the FFC.

When target DNA binds to the PNA probe there is a further decrease in admittance, again by 30 µS, 42% lower than the fitted PNA probe value. When target binds to the DNA probe there is an increase in admittance with a 2.15-fold increase when going from DNA probe to DNA probe-target hybrid. The only explanation for this is a loss of charge from the film. This is concordant with the theory of film degradation as discussed for $R_{ct}$, as it is the only model that accounts for the removal of charge from the film upon target binding.

For the PNA probe there was no appreciable change in $R_{nl}$ when a probe film formed, but a 1.27-fold increase when charged target is bound into the film on a micro electrode. As with the admittance, the values are fixed for nanoelectrodes so cannot be analysed. When a DNA probe film is formed on the MS array there is a 1.72-fold increase, again since there was no increase in $R_{nl}$ at this stage using a PNA probe this must be an effect of the charge, it is also satisfying that at higher ionic strengths the change in $R_{nl}$ upon DNA probe film hybridisation is lessened due to shielding of the FFC from the probes. The fitted target value then drops by 33% from the fitted probe value; this is again a feature of the stress introduced into the film upon target hybridisation causing the degradation of the SAM and making it easier for the FFC to flow to the electrode.
5.4.3. Limits of detection studies on MNEE arrays

Due to time constraints the limits of detection studies were only performed on the MNEE arrays in 500 mM KCl supporting electrolyte. They were performed using both PNA and DNA probes.

5.4.3.1. Limit of detection on an MNEE array with a PNA probe

![Figure 5.18](image-url) Figure 5.18. (A) Cyclic voltammograms (B) Nyquist plots of a 30 µm 1D MNEE array when clean (black) with PNA probe (red) and after successive incubations with increasing concentrations of 30 mer Target DNA (as indicated in the legend). All CVs were recorded at 10 mVs⁻¹ and all EIS at OCP vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM ferricyanide, 1mM ferrocyanide and 500 mM KCl.

It was decided that limits of detection studies should be carried out for the MNEE in the 500 mM KCl buffer to ascertain what changes in each element would occur when different amounts of target had bound to the probe monolayer, and this buffer gave the best resolution between the two semi-circles. The clean electrode was hybridised as above with a PNA probe before being incubated in target of increasing concentration for 1h intervals with CVs and EIS recorded after each exposure. The CVs show a drop in maximum current from probe → target of 5.5 µA → 3.5 µA on the forward oxidation scan and -6.1 µA → -4.3 µA on the reductive reverse scan after leaving the probe film in 1 aM target for 1h, figure 5.18. If the 100 mM KCl buffer were used it is not unreasonable to assume that limits of detection for the 30 mer DNA target using this PNA probe could be further reduced. Such low limits of detection are naturally met with some scepticism but there is precedent in the literature for measuring such low analyte concentrations by similar mechanisms.32, 116, 117 This process was published as having femtomolar limits of detection on macro electrodes18 so it is not unreasonable to assume sub-attomolar LOD’s could be achieved when the process is optimised for nanoelectrodes.

There is also concern that there may not be sufficient probe target double helices on the electrode surface to give a measurable signal. The 30 µm 1D MNEE array has a total geometric surface area of \(4.13 \times 10^{10}\) nm². Watson and Crick base pairing tells us that the diameter of a double stranded DNA helix is 2nm. So, if each probe-target double helix is treated as occupying a cylindrical volume perpendicular to the electrode, then the total electrode surface area occupied by each double helix is approximately 3.14 nm². Ignoring packing constraints and electrostatic repulsion between neighbouring helices, it is theoretically possible to calculate the maximum possible number of double helices that could fit on the electrode area by dividing \(4.13 \times 10^{10}\) nm²/3.14 nm² = \(1.3 \times 10^{10}\) double helices. Although there will undoubtedly be less than this due to steric and electrostatic packing
constraints as well as the assumption of all double helices occupying a volume parallel to the electrode area being unrealistic on a nanoelectrode where a splayed-out probe structure is likely. When there are aM concentrations of target present, there are 1 ×10^4 target ssDNA molecules in solution. It should be noted that the actual number is likely to be quite variable due to the practical difficulties in making up solutions of such small concentrations and may be lower due to non-specific binding of target molecules to eppendorf tubes, pipette tips, etc. However, if the assumption is made that the probe SAM is exposed to a solution containing 1 ×10^4 target molecules and they all bound to the available probe molecules then there is still only a very small fraction of the probe molecules binding to target, only 1 in every million PNA probe strands will have bound to a DNA target oligomer. It is therefore important that the control experiment with a non-complimentary DNA sequence be performed in future to rule out other changes in the system causing this change in impedance.

The addition of further target has no apparent effect on the voltammetry; as voltammetry is not a sensitive enough technique to analyse any changes on the addition of more signal. The EIS yielded more information as to the effects of adding more target.

Table 5.12. Fitted values and errors for each element from the fits in figure 5.18.B above; for a 30 µm 1D MNEE array when clean, saturated with PNA probe and when different concentrations of target have hybridised to the probe. All errors are given to one standard deviation. The values in red were fixed for fitting and taken from the clean electrode fit.

<table>
<thead>
<tr>
<th></th>
<th>Clean</th>
<th>PNA Probe</th>
<th>1 aM Target</th>
<th>1 fM target</th>
<th>1 pM target</th>
<th>1 nM target</th>
<th>1 µM Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rs (Ω)</td>
<td>169 ± 4</td>
<td>376 ± 67</td>
<td>431 ± 92</td>
<td>433 ± 91</td>
<td>433 ± 92</td>
<td>420 ± 88</td>
<td>468 ± 107</td>
</tr>
<tr>
<td>Cp (nF)</td>
<td>87 ± 1</td>
<td>176 ± 3</td>
<td>160 ± 3</td>
<td>174 ± 4</td>
<td>177 ± 4</td>
<td>178 ± 4</td>
<td>178 ± 4</td>
</tr>
<tr>
<td>Cµ/A (µF/cm²)</td>
<td>210 ± 2</td>
<td>425 ± 8</td>
<td>387 ± 8</td>
<td>420 ± 10</td>
<td>429 ± 10</td>
<td>431 ± 10</td>
<td>431 ± 10</td>
</tr>
<tr>
<td>Rs (Ω)</td>
<td>774 ± 38</td>
<td>13 489 ± 97</td>
<td>16 332 ± 135</td>
<td>15 166 ± 134</td>
<td>14 996 ± 135</td>
<td>14 366 ± 129</td>
<td>18 599 ± 162</td>
</tr>
<tr>
<td>Rs/A (Ω·cm²)</td>
<td>0.32 ± 0.02</td>
<td>5.58 ± 0.04</td>
<td>6.75 ± 0.06</td>
<td>6.27 ± 0.06</td>
<td>6.20 ± 0.06</td>
<td>5.94 ± 0.05</td>
<td>7.69 ± 0.07</td>
</tr>
<tr>
<td>Vµ (µMho)</td>
<td>13.0 ± 0.5</td>
<td>13.0 ± 0.5</td>
<td>13.0 ± 0.5</td>
<td>13.0 ± 0.5</td>
<td>13.0 ± 0.5</td>
<td>13.0 ± 0.5</td>
<td>13.0 ± 0.5</td>
</tr>
<tr>
<td>Rs (Ω)</td>
<td>2.185 ± 37</td>
<td>2.185 ± 37</td>
<td>2.185 ± 37</td>
<td>2.185 ± 37</td>
<td>2.185 ± 37</td>
<td>2.185 ± 37</td>
<td>2.185 ± 37</td>
</tr>
<tr>
<td>x²</td>
<td>0.0092</td>
<td>0.0603</td>
<td>0.0812</td>
<td>0.0908</td>
<td>0.0942</td>
<td>0.0934</td>
<td>0.0914</td>
</tr>
</tbody>
</table>

The Nyquist plots over-layered in figure 5.18 and the corresponding fit data in table 5.12 show that when going from clean → PNA probe → Target there is an overall increase in Rs at every stage as expected.

EIS is known to be one of the most sensitive electrochemical techniques and as such a change is seen in the signal when more target binds to the probe that could not be seen in the CVs. EIS is, however, a controversial technique and some may attribute these changes to the enhanced sensitivity of the technique picking to random experimental errors. Small fluctuations in temperature, the act of taking repeat measurements and possible changes to the SAM structure over this timescale (as discussed in chapter 4) could cause the reader to assume that the changes discussed here are random experimental errors rather than trends. With the DNA probe below a control was run with a mismatched DNA target sequence that caused no significant change in Rs, within the fitting error. As such the changes in Rs outwith the error in the fits will be presumed significant. Not running the same control experiment on the PNA probe was an oversight and should be included in future work.
The fitted values of $R_\text{s}$ are constant within three standard deviations of the error in the fit. The error in the fit increases as the semi-circles get bigger, this is a product of the fitting software and cannot be helped without fixing the value of $R_\text{s}$.

The capacitance double layer is thought to remain constant as it did in the previous data presented in this chapter. The increase from clean to probe may be, like $R_\text{s}$, as a result of fitting to a much larger semi-circle.

The fitted value of $R_\text{ct}$ increases 17 fold when going from clean $\rightarrow$ PNA probe. This is lower than the that observed at lower ionic strengths because of the charge transfer is being limited by the flow of FFC to the electrode surface which is dependent on counter ions to balance the charge at the electrode and reduce the field effects of accumulating FFC at the electrode surface. There is then a 1.2-fold increase in $R_\text{ct}$ upon 1 aM target binding, due to the Donnan effect between the FFC and the target hybridised film. The effects of increased shielding at in 500 mM KCl means this increase is smaller than the 2-fold increase seen in 10 mM KCl buffer. Further target binding causes a gradual decrease in $R_\text{ct}$. It is not known whether this is a real effect of further target hybridising into the probe film or just the gradual degradation of the film over the course of the experiment (each incubation step lasted 1h). Incubation with 1 µM target overnight then causes an increase in impedance to 1.3 times the impedance measured after the 1 nM incubation. This is could be due to the formation of platinum oxide on bare patches of the electrode. Oxide removal was not attempted during the course of these experiments for fear of disrupting the SAM layer.

5.4.3.2. Limits of detection on an MNEE array with a DNA probe

The limits of detection for the MNEE with a DNA probe were calculated using the same experiment as for the PNA Probe. These were therefore performed in the 500 mM KCl buffer which, although the most appropriate so as to compare to the PNA probe, gave the smallest change in impedance for the DNA probe experiments.

Figure 5.19. (A) Cyclic voltammograms (B) Nyquist plots of a 30 µm 1D MNEE array when clean (black) with DNA probe (red) and after successive incubations with increasing concentrations of 30 mer Target DNA (as indicated in the legend). All CVs were recorded at 10 mVs$^{-1}$ and all EIS at OCP vs a saturated calomel reference electrode and Pt gauze counter electrode in a solution of 1 mM ferricyanide, 1mM ferrocyanide and 500 mM KCl.

The cyclic voltammograms show an increase in peak current when the film is formed on the MNEE arrays, this may be the result of experimental errors as discussed in section 5.3.3.2. There is a minor change in peak current when target binds to probe but the changes are not as great as those observed when using a PNA probe. As before the changes EIS data is more
informative than the voltammetry. The equivalent circuit fits for the Nyquist plots in figure 5.19 are given in table 5.13.

Table 5.13. Fitted values and errors for each element from the fits in figure 5.19 above; for a 30 µm 1D MNEE array when clean, saturated with DNA probe and when different concentrations of target have hybridised to the probe. All errors are given to one standard deviation.

<table>
<thead>
<tr>
<th>Element</th>
<th>Clean</th>
<th>DNA probe</th>
<th>1 nM DNA mismatch</th>
<th>1 µM Target</th>
<th>10 µM Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_i$ (Ω)</td>
<td>217 ± 9</td>
<td>160 ± 1</td>
<td>158 ± 1</td>
<td>162 ± 1</td>
<td>157 ± 1</td>
</tr>
<tr>
<td>$C_0$ (nF)</td>
<td>97 ± 3</td>
<td>130 ± 2</td>
<td>127 ± 2</td>
<td>127 ± 2</td>
<td>122 ± 2</td>
</tr>
<tr>
<td>$C_d$ (nF/m²)</td>
<td>2.35 ± 0.07</td>
<td>3.15 ± 0.05</td>
<td>3.07 ± 0.05</td>
<td>3.07 ± 0.05</td>
<td>2.95 ± 0.05</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>1059 ± 49</td>
<td>350 ± 34</td>
<td>352 ± 36</td>
<td>383 ± 37</td>
<td>279 ± 34</td>
</tr>
<tr>
<td>$R_{ct} \times A$ (µΩ.m²)</td>
<td>44 ± 2</td>
<td>14 ± 1</td>
<td>15 ± 1</td>
<td>16 ± 2</td>
<td>12 ± 1</td>
</tr>
<tr>
<td>$W$ or $Y_0$ (µS)</td>
<td>17.3 ± 0.8</td>
<td>12.6 ± 0.4</td>
<td>12.0 ± 0.4</td>
<td>11.9 ± 0.4</td>
<td>12.6 ± 0.4</td>
</tr>
<tr>
<td>$R_{ct}$ (Ω)</td>
<td>2970 ± 46</td>
<td>2856 ± 31</td>
<td>3054 ± 34</td>
<td>3054 ± 35</td>
<td>2954 ± 33</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0091</td>
<td>0.0047</td>
<td>0.0050</td>
<td>0.0052</td>
<td>0.0052</td>
</tr>
</tbody>
</table>

As with the PNA experiments the values of $R_i$ and $C_0$ do not vary significantly, as a result they will not be analysed in any great detail.

There is no significant deviation of $R_{ct}$ in these experiments, it is interesting to note that at the higher ionic strength there is more shielding between neighbouring probe strands. Albeit the fitted value of $R_{ct}$ with a DNA probe film layer is still much lower than that of a PNA probe SAM. In the 500 mM KCl buffer the DNA probe fitted value is 37 times lower than the PNA probe value, whereas in the 10 mM KCl buffer the value it is 4 310 times lower. This proves beyond doubt that the probe packing is being controlled to some extent by the charge within the film.

There is a decrease in $R_{ct}$ when going from clean to probe, this is most likely an experimental error and repeat measurements should be taken to analyse if this effect is real before being discussed in greater detail. Unfortunately, due to time constraints repeat experiments could not be undertaken through the course of this project. What is clear is that the changes in $R_{ct}$ on the addition of more target are not significant. $R_{ct}$ was seen to decrease significantly when target bound in 10 mM KCl buffer, this was justified as being because the stress introduced into the film by target binding causing degradation of the SAM structure. At higher ionic strengths, this effect is clearly lessened by increased shielding of neighbouring DNA backbones in the film.
5.5. Conclusions and future work

The main highlight of this work is that there are potentially sub-attomolar limits of detection on MNEE arrays, although the control for this experiment should be done as the main priority of any future work. This is an improvement on the published fM limit of detection observed for the same probe on macro electrodes. What can be concluded from these experiments is that there is an optimum ionic strength for each probe. The electrochemistry of the probe film formed on nanoelectrodes is seen to be different to that on macro and micro electrodes, this is rationalised as being caused by the probe having a different structure within the film or possibly by aggregate formation. Analysis of probe film SAMs by direct imaging techniques is necessary to determine the true nature of the films formed. These imaging techniques could not be used on MNEE arrays due to their architecture preventing AFM or STM tips from reaching the electrode surface. As discussed in chapter 4.5, the electrodes should be fabricated on glass wafers so as to allow optical imaging of the electrode surface to rule out aggregate formation. Also the experiments should be repeated on nanowires to allow AFM and/or STM imaging of the probe film structure to determine its true structure.

It was found that the nano electrodes were more sensitive to changes in the film structure than macro and micro electrodes, with the greatest change in any fitted parameter occurring to the charge transfer resistance. An increase in $R_c$ was observed upon target binding to a PNA probe, with the MNEE array displaying sub attomolar limits of detection in a 500 mM KCl buffer. The binding of target is rationalised as increasing the impedance of the film by sterically and electrostatically increasing the films impedance of the FFC redox couple (the Donnan effect).

When a DNA probe is used, a decrease in impedance is observed upon target binding; this was explained by the increase in localised charge at the electrode surface when target binding causing so much stress within the film that the probe film degrades. Further evidence for this hypothesis came from performing the experiments at different ionic strengths and it was seen that there was a greater breaking apart of the film at lower ionic strengths where the charges within the film experience less shielding from the supporting electrolyte.
6. Electrochemically trigger hydrogels to map diffusion fields and prevent biofouling

NOTE: the following chapter has been written into a paper that at the time of writing is under review for publication. Said paper has been attached at the end of this chapter.

6.1. Introduction

Both nanoelectrodes and hydrogels have received much interest from the biosensing community in recent years.\textsuperscript{11, 100, 118-120} The benefits of nanoelectrode arrays (enhanced sensitivity, enhanced response rate, insensitivity to convection) have already been extensively covered in the introductory chapter of this thesis so will not be repeated here. Hydrogels are water rich, biocompatible matrices known to be permeable to small molecules.\textsuperscript{121} Properties of hydrogels beneficial to biosensing include their ability to encapsulate and support biomolecules on an electrode surface\textsuperscript{119, 122-124} (thereby increasing their stability, activity and longevity) and to prevent larger biomolecules from reaching and fouling electrode surfaces.\textsuperscript{125} The objective of this chapter is to study the formation of hydrogels at a nanoelectrode array.

This work was done in collaboration with Prof Dave Adams and Dr. Ben Alston from the University of Liverpool, who have previously reported the electrochemically induced gelation of hydrogels at an electrode surface.\textsuperscript{126} A pH drop localised at an electrode surface can be induced by reducing hydroquinone to para-benzoquinone as shown in equation 6.1 below:\textsuperscript{126}

\[
\begin{align*}
\text{OH} & \quad \text{OH} \\
\text{HO} & \quad \text{O} \\
\text{OH} & \quad \text{O} \\
\text{OH} & \quad \text{O} \\
\end{align*} \quad \leftarrow +2e^- \quad \rightarrow -2e^- \quad +2H^+ \\
\text{Hydroquinone} & \quad \text{para-benzoquinone} \\
\end{align*}
\]

(Eqn 6.1)

By using gelators whose gelation is initiated by an acidic pH swing it is therefore possible to electrochemically induce hydrogel formation at an electrode surface. It was the aim of this collaboration to electrochemically induced hydrogel formation at MNEE arrays, and study the structure and the resulting properties both electrochemically and optically. The anti-biofouling properties of the hydrogel were also then assessed by exposure to bovine serum
albumin (BSA) which is a well understood biofouling molecule used in the literature as a biofouling standard.\textsuperscript{127, 128}

![Figure 6.1. The molecular structure of carbazole alanine.](image)

The gelator used in this project was carbazole alanine, figure 6.1, the hydrogel grows as fibres of $\pi$-$\pi$ stacked monomers with the alanine free to hydrogen bond to water molecules and neighbouring fibres.\textsuperscript{129} SEM images of these fibres are given in figure 6.11. Assembly is known to only be initiated at low pH’s with the removal of charge from the acid portion of the alanine.\textsuperscript{130} The theory is that the deprotonated, charged, form of the molecule will not be able to $\pi$-stack with other molecules due to electrostatic repulsion between molecules. When the pH decreases the acid region of the molecule becomes protonated, removing its charge allowing stacking to take place and gelation to occur.

### 6.1.1. Hydrogel imaging

Previous simulations done within the Mount group had shown that the corners of the MNEE cavities have enhanced current densities where the diffusion fields of the bands on neighbouring cavity walls overlap.\textsuperscript{30, 61} If hydrogel growth, controlled by the local pH change, were diffusion limited at nanoelectrodes, this should result in enhanced hydrogel growth in the corners of the cavities and hence a resulting hydrogel structure which reflects the inhomogeneous diffusion field. In order to investigate this, the hydrogels were grown for different time periods on the electrodes and imaged using light microscopy, confocal microscopy and scanning electron microscopy. These optical studies were complemented by electrochemical characterisation, to probe their porosity, through their permeability to redox agents.

The hydrogel structure was characterised optically using three techniques: light microscopy, scanning electron microscopy (SEM) and confocal microscopy.

#### 6.1.1.1. Light microscopy

Light microscopy was used to image the native hydrogels; as they are highly hydrated and colourless, their refractive index is very similar to the surrounding aqueous medium the hydrogel needed to be removed from solution to obtain sufficient contrast. However, as the water evaporates at a faster rate from the surrounding MNEE insulator than from the hydrogel the essentially hydrated hydrogel was observed if left to sit and dry for a couple of minutes. This was a quick and easy method for checking the progress of hydrogel growth. Typical images of hydrogels analysed in this method are given in figure 6.2.
6.1.1.2. Scanning electron microscopy (SEM)

A brief introduction to SEM can be found in chapter 1.5.1. Since there is a necessity to perform SEM measurements under a vacuum the technique cannot be used to image the hydrogels in a hydrated state, dehydrated hydrogels are commonly referred to as xerogels. SEM allows for the high resolution characterisation of the xerogel structure (the organic hydrogel framework), which is particularly applicable to the study of the nanostructure of the xerogel when attached to the MNEE. As stated in chapter 1.5.1, the charging of metals in a sample can distort the image. The carbazole alanine xerogel also charges and can be damaged by the intense electron beam. As such the samples needed to be sputtered with gold prior to imaging, see section 6.2.3. The gold nanoparticles on the sample absorb a lot of the charge from the electron beam and reduce this damage.
6.1.1.2. Confocal microscopy

Confocal microscopy is an imaging technique used only in this chapter. It involves growing the hydrogels in the presence of a Nile blue stain, figure 6.3, which intercalates with the carbazole alanine π-π stacked polymer as it forms.

Confocal visible light microscopy using a Nile blue stain has previously been reported as a suitable technique for analysing the hydrated hydrogel.\textsuperscript{131} The Nile blue is excited by visible light at a wavelength of 633 nm, the Nile blue has been shown to fluoresce, producing emission at wavelengths between 638 nm and 758 nm. Where there is a more intense Nile blue excitation there will therefore be more hydrogel.

The confocal microscope used for this project were all performed at the University of Liverpool by an operator unknown to the author. Unfortunately, the information as to where in the z-plane the images were obtained was not recorded. The confocal images can therefore only be treated as two dimensional images in this chapter that still allow the proper investigation of gels in their hydrated state grown for different time periods on MNEE arrays. A full copy of all the images received has been included in appendix 6.

In conventional light microscopy, light is reflected by a sample and focused by lenses to the eye-piece. Since the light is being scattered from the sample there is destructive interference from the diffracted light waves emanating from the illuminated sample. Thus, two objects close to each other in the sample can only be resolved from one another if they are far enough apart that the scattered light will not destructively interfere with one another. In practice this means that the minimum distance between two objects that must be resolved must be greater than the wavelength of light used to investigate the sample. The “Airy radius” ($r_{\text{Airy}}$) is a measure of the smallest distance between two objects in a sample that can be clearly resolved, it can be calculated using equation 6.2 in which $\lambda$ is the wavelength of the incident light and $\alpha$ is the numerical aperture of the objective lens.

\[
r_{\text{Airy}} = \frac{0.61\lambda}{a}
\]  

(Eqn 6.2)

The numerical aperture of an objective lens ($a$) is given by equation 6.3, in which the refractive index of the lens material ($n_r$) is related to half the angle of the cone of light being scanned by the lens ($\alpha$).

\[
a = n_r \sin \alpha
\]  

(Eqn 6.3)

In confocal microscopy the numerical aperture is changed so as to achieve a good balance between resolution and brightness. If the numerical aperture is increased beyond 1 Airy unit (AU) the image become brighter but there will be more diffracted light entering the objective which blurs the image by deconstructive interference. By reducing the numerical aperture to below 1 airy unit less light is allowed to enter the objective, which reduces interference
and sharpens the image, but also reduces brightness of the image. It is therefore common practice to quote the Airy units and numerical aperture of the lenses used in confocal image acquisition, section 6.2.3.

6.1.2. Electrochemical characterisation of hydrogels

The working hypothesis going into these tests was that at very early stages of growth the hydrogel would grow evenly across the electrode. Hypothetically this would cause an increase in both \( R_{ct} \) and \( R_{nl} \) as the electrode surface area would decrease and the diffusion to the electrode will be disturbed by the hydrogel matrix above it. The carbazole alanine hydrogel used forms wire like spindles that intertwine into root-like structures after extended periods of growth.\(^{129}\) It would be of interest to note over which timescales the spindles would begin to intertwine, this could be imaged and related to the electrochemistry to ascertain if there was a change in the EIS when the hydrogel structure changes. Over longer periods of growth, it would be expected that diffusion to the electrode surface would be further impeded, this would theoretically increase \( R_{nl} \) and decrease \( W \), both of which can be used to calculate the diffusion coefficient of a redox agent to the electrode using equations 6.4 and 6.5.\(^{30}\) In both of these equations the diffusion coefficient, \( D \), can be calculated using the universal gas constant, \( R \), the temperature, \( T \), the admittance, \( Y_0 \), the number of electrons transferred, \( n \), Faraday’s constant, \( F \), the area of the electrode, \( A \), the concentration of redox agent in the bulk electrolyte, \( c_0 \), the number of squares in the array, \( N \), the length of one of the square in the array, \( L \), and the resistance to non-linear diffusion \( R_{nl} \).

\[
D = \left( \frac{2RTY_0}{n^2F^2Ac_0} \right)^2 \tag{Eqn 6.4}
\]

\[
D = \frac{4nRT}{0.96nF^2c_0L\rho_{nl}} \tag{Eqn 6.5}
\]

6.2. Experimental

6.2.1 Electrochemical measurements

All electrochemical measurements were made at a constant temperature of 25 °C, controlled by a water bath built in-house. They were performed in a Faraday cage using an Autolab PGSTAT128N with a FRA32 module (supplied by Metrohm Ltd.) controlled by a PC using NOVA 1.10 software. All potentials are reported with respect to the saturated calomel reference electrode (SCE, Accumet® 13-620-61, Fischer Scientific) unless otherwise stated, and the gauze counter electrode was made in house using Pt gauze and wire (Sigma-Aldrich). All solutions were prepared using deionized water (18.2 MΩcm\(^{-1}\), Millipore MilliQ) with sodium chloride (BioXtra ≥99.5%), potassium ferricyanide (ACS reagent ≥99%), potassium ferrocyanide (ACS reagent ≥99%) and hydroquinone (reagentplus® ≥99.5%) all supplied by Sigma Aldrich and used as received. All pH measurements were performed using a Fisherbrand Hydrus 400 pH meter with a Mettler Toledo InLab®Routine Pro pH probe. Electrochemical impedance spectroscopy (EIS) measurements were carried out in an aqueous solution of potassium ferrocyanide (1 mM, Sigma Aldrich) and potassium ferricyanide (1 mM, Sigma Aldrich) in KCl (0.1 M, Sigma Aldrich) background electrolyte. EIS was performed by applying a sinusoidal potential of 10 mV rms superimposed on the measured open circuit potential (OCP), to ensure no overall Faradaic reaction. 50 logarithmically spaced frequencies were applied in the range between 100 kHz and 0.1 Hz. The OCP was measured before each EIS measurement and, as expected for the
ferricyanide/ferrocyanide couple, was constant at between +165 and +170 mV with respect to SCE. This confirms effective hydrogel solvation and redox access to the underlying nanoelectrode for all experiments.

All experiments in this chapter were conducted on 30µm 3D MNEE arrays, fabricated and cleaned as described in chapters 2 and 3 of this thesis respectively.

6.2.2. Carbazole-alanine synthesis and hydrogel formation

The carbazole-alanine hydrogel was prepared as described previously. A solution of the gelator was prepared by stirring carbazole-alanine (2 mg/mL) in aqueous sodium hydroxide (6.75 mM) at room temperature overnight until it had fully dissolved. Aqueous HCl (1 M) and NaOH (6.75 mM) solutions were used as appropriate to adjust the bulk pH to 8.0. Hydroquinone (255 mM, Sigma Aldrich) and NaCl (0.1 M, Sigma Aldrich) were added as the pH swing inducer and the background electrolyte respectively. Gelation was induced using chronopotentiometry, holding the MNEE array working electrode at +100 µA unless otherwise stated in a three-electrode system, using a Pt wire as a pseudoreference electrode. The experiments were performed on a small scale (10ml total solution volume) so as to save the gelator which was sent up by the collaborators in Liverpool, as a result of this conventional reference electrodes would not fit into the smaller beakers which is why a Pt pseudoreference electrode was used.

Hydrogel was grown on separate MNEE arrays for different time periods, separated by 5 s increments, before imaging by light microscopy, confocal microscopy, SEM and analysis by EIS in 1 mM FFC in 100 mM KCl, pH 4.3 adjusted with NaOH and HCl as appropriate.

6.2.3. Imaging (SEM and confocal microscopy with Nile blue stain)

SEM images were obtained using a Hitachi S-4800 FE-SEM at 3 keV. After hydrogels were electrochemically grown on to the MNEE array, it was fixed onto an aluminium SEM stub with carbon tabs and left out to dry overnight. The MNEE arrays were then gold coated for 1.5 minutes at 20 mA using a sputter EMITECH K550X sputter coater prior to imaging.

Confocal microscopy images were obtained on a Zeiss LSM510 using Plan-Apo 100x (1.4 NA oil) and 63x (1.46 NA oil) objectives. The gelator solution was prepared as described in section 6.2.2, with the addition of 0.001 M Nile Blue (Sigma Aldrich) and imaged after successive 5s growth increments. Nile Blue fluorescence was excited at a fixed wavelength of 633 nm using a Helium Neon laser and emission was detected between wavelengths of 638 and 758 nm (collecting all this range using a filter) using a pinhole diameter of 1 Airy unit (approx. 0.8 µm resolution). The hydrogel coated MNEE array was placed in an uncoated borosilicate MatTek dish with a 20 mm diameter glass coverslip. Images were analyzed using the Zeiss AIM software (Zeiss, Jena, Germany) and ImageJ software. All confocal Images were obtained by collaborators at the university of Liverpool and not by the author, due to a lack of access to an inverted confocal microscope at the university of Edinburgh.

6.2.4. PNA SAM formation, DNA target binding and biofouling studies

PNA SAM formation was carried out using 1.5 nM PNA (Panagene, Daejeon, South Korea), 150 nM tris-2-carboxymethylphosphine (TCEP, Sigma-Aldrich) and 30 nM 6-mercaptophexan-1-ol (MCH, Sigma-Aldrich) in a 50:50 mixture by volume of DMSO and deionized water. 50 µl of this mixture was placed on the MNEE array for 1 hour to form the PNA SAM on the electrode array surface, followed by the induced growth of the carbazole-alanine hydrogel.
by galvanostatically passing a current of +100 µA for 10 s in the gelator solution described in section 6.2.2). The hydrogel grown over 10s was chosen to study biofouling at random. Future work should include testing the biofouling capabilities of hydrogels grown at different currents for different periods of time. This functionalized MNEE array was then exposed to a 50 µL droplet of 100µM aqueous solution of 30 mer complementary target DNA (Sigma-Aldrich) sequence:

5’-GTATGCTTTGGTCTTTCTGCATTCCTGGAA-3’

for 30 minutes. Measurement of target binding involved performing EIS as above, using redox buffer (1 mM/1 mM $K_2[Fe(CN)_6]/K_4[Fe(CN)_6]$ in aqueous 1x tris-HCl buffer, pH 4.3, as in section 6.2.1) so as to ensure hydrogel stability. For proof of principle biofouling kinetic experiments, this redox buffer was also selected as it has been previously established that bovine serum albumin (BSA) is stable under this pH regime. BSA (Sigma Aldrich, UK) was obtained as a lyophilized powder and made up to a final 100 µM concentration in the redox buffer, followed by pH readjustment as required using HCl and NaOH as described in section 6.2.1.

6.3. Results and discussion

6.3.1. Analysis of hydrogel growth

Carbazole-alanine hydrogel was first grown galvanostatically at + 100 µA (0.94 kA m$^{-2}$) for 1000s to establish that hydrogel growth could be recreated on an MNEE array. This was important as the enhanced mass transport of buffering species to the nanoelectrodes could mean that the pH drop localised at the electrode surface would not be sufficient to induce gelation. The highest current density possible was selected to offset this buffering, the literature used a maximum of 14.2 A m$^{-2}$ on macro electrodes. Figure 6.4A shows the potential time transient recorded during this experiment along with a photograph of the hydrogel covering the MNEE array after growth.

![Figure 6.4](image)

**Figure 6.4.** (A) The potential time transient observed during hydrogel growth for 1000 s at +100 µA on the MNEE array photographed in (B) after the growth. The potentials recorded were vs the Pt pseudo counter electrode in the gelation buffer.

The potential time transient, figure 6.4A, shows that the potential increased linearly with time until about 400 seconds, after which it rose sharply to 2.2V where it plateaued. The physical explanation for this rapid change in potential after 400s is that the reaction being driven at this current can no longer continue, due most probably to the hydroquinone being locally depleted. In other words, there is insufficient flux of hydroquinone to the electrode.
to maintain the fixed current. In order to maintain the current, the potential then increases rapidly until the next process can begin; in this case at around +2.2 V the solvent limit of water is reached and oxygen bubbles are evolved and can begin to form on the electrode surface; this explains the bubbles seen on the chip in figure 6.4.B.

After establishing that this hydrogel could be grown on MNEE arrays, the growth of the hydrogel was studied by characterising hydrogels grown for different increments of time on different MNEE arrays. For the purposes of the discussion the analysis of these data has been broken up into three distinct time domains. The first will focus on short periods of time where the hydrogel grown is at the electrode surface, the second intermediate time period will focus on the growth of the hydrogel within the cavity before the final period which will investigate the hydrogel growth for longer periods of time, where the hydrogel grows outwith the cavity.

6.3.1.1. Initial hydrogel growth at the electrode surface

Over time periods up to 5 s the hydrogel was seen to grow across the electrode surface, figure 6.5. This is most evident in the confocal microscopy images in figure 6.5.B. The light microscopy images, figure 6.5.A, are somewhat more difficult to analyse and interpret; the “bubbles” are actually water droplets on the dry electrode encapsulated and supported by the hydrogel.

![Figure 6.5](image)

**Figure 6.5.** (A) light microscopy, (B) confocal microscopy with Nile blue stain and (C) SEM images of the carbazole alanine hydrogel after 5 s growth on a 30 µm 3D MNEE array at +100 µA.

The similarities of the amount of hydrogel grown for 5s in the confocal and light microscopy images, which were obtained by different researchers in separate experiments, speaks to the reproducibility of the experiment. The reproducibility across the array was also good as can be seen in figure 6.7.F. As with all the other SEM images provided in this chapter, figure 6.5.B should be treated with caution as the xerogel structure has collapsed under rapid dehydration due to the UHV conditions. It is possible to determine that hydrogel has grown over the entirety of the electrode area and the resulting structure must therefore be nanodimensional; other observable features are likely the result of xerogel structural collapse upon dehydration. Whilst the nature of the hydrogel-electrode bonding is not known it is clear that the hydrogel has not been lifted from the surface during vacuum desiccation so the bonding must be relatively strong.
Figure 6.6. Nyquist plots of a MNEE array when clean (black squares) and after 15s (red dots) hydrogel growth at +100 µA. Only the 15s growth plot has been included so as to clearly demonstrate the unchanging nature of the first semi-circle. The solid lines are the fits to the appropriate equivalent circuit (see text below and figure 6.5).

Table 6.1. Table of regression fits for hydrogels grown over the short timescales, t, shown. Data were those in the Nyquist plots shown in figure 6.6, NOTE the 5s and 10s data were not plotted in figure 6.6 for clarity.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>( R_1 (\Omega) )</td>
<td>173 ± 9</td>
</tr>
<tr>
<td>( C_\text{N} (\text{nF}) )</td>
<td>21.3 ± 0.5</td>
</tr>
<tr>
<td>( R_\text{N} (\text{k}\Omega) )</td>
<td>15.7 ± 0.3</td>
</tr>
<tr>
<td>( C_\text{F} (\text{nF}) )</td>
<td>NA</td>
</tr>
<tr>
<td>( Y_\text{F} (\text{nS}) )</td>
<td>14400 ± 1772</td>
</tr>
<tr>
<td>Calculated ( D ) using ( Y_\text{F} ) (( \times 10^{-9}\text{cm}^2\text{s}^{-1} ))</td>
<td>7.228 ± 0.89</td>
</tr>
<tr>
<td>( R_\text{ad} (\text{k}\Omega) )</td>
<td>9.0 ± 0.3</td>
</tr>
<tr>
<td>Calculated ( D ) using ( R_\text{ad} ) (( \times 10^{-9}\text{cm}^2\text{s}^{-1} ))</td>
<td>7.244 ± 0.241</td>
</tr>
<tr>
<td>( X^2 )</td>
<td>0.0651</td>
</tr>
</tbody>
</table>

NB, the reader should note that a different equivalent circuit has been used to fit the data when hydrogel is present on the electrode. The \( C_\text{N} \) element is not necessary for a clean electrode.
When hydrogel is grown on the MNEE arrays the equivalent circuit to which the data is fit changes from equivalent circuit 3 to equivalent circuit 6. This is a novel equivalent circuit based on the previously established equivalent circuit for MNEE arrays, equivalent circuit 3. It was found that the inclusion of \( C_N \) improved the fit so an explanation as to the physical phenomenon that could be modelled as a capacitance that only arises when hydrogel is formed needed to be found. Looking forward to table 6.3, it can be seen that there is no trend in the fitted value of \( C_N \) as different amounts of hydrogel are grown on the MNEE arrays. There is as yet no concrete physical explanation as to the nature of the \( C_N \), but the
inclusion of a capacitor in parallel to $W$ and $R_{nl}$ in the modified Randles’ circuit for MNEE arrays clearly improves the fits, table 6.2. Postulations as to the nature of $C_N$ include the formation of a double layer on the hydrogel solution interface or a capacitance arising from the hydrogel acting as an insulator between electrode and electrolyte. From table 6.4 it is clear that the formation of a more porous hydrogel increases the fitted value of $C_N$.

Despite the gel density being greatest at the electrode surface the stability of $R_s$, $C_{dl}$ and $R_{ct}$ as more hydrogel is formed, table 6.1, would suggest that the concentration of polymer at the electrode surface must be negligible. The hydrogel is effectively behaving like solvent, which would be expected considering that hydrogels are composed of over 95% water. The fibrils of the hydrogel structure are emanating from a nanoelectrode surface and splaying out into a rapidly expanding volume. So their effective concentration would theoretically decrease if there was no coalescing of the polymer strands. A cartoon of the hydrogel structure is given in figure 6.8.

![Figure 6.8](image)

**Figure 6.8.** Schematic diagram (NOT TO SCALE), showing that the fibril thickness in comparison to the electron tunnelling distance means that hydrogel growth will have a minor if any effect on $R_{ct}$.

There is a sharp and significant decrease in admittance and corresponding increase in $R_{nl}$ after 5s of hydrogel growth. The fitted value of $Y_0$ decreases from 14.4 → 0.5 $\mu$S and $R_{nl}$ increases from 9 → 73 k$\Omega$. Both indicate that the flow of redox agent to the solution is impeded by the hydrogel. The corresponding changes in the calculated diffusion coefficient both show that the values have dropped to the same order of magnitude. The value of $Y_0$ measures linear diffusion close to the electrode surface whereas $R_{nl}$ models hemispherical diffusion further into the bulk solution. It is therefore satisfying that the calculated diffusion coefficient for FFC is lower for $Y_0$ than that calculated for $R_{nl}$ as it shows that the hydrogel is more tightly packed close to the electrode surface, as one would expect for a hydrogel emanating from an electrode surface then expanding out into a larger volume.

**6.3.1.2. Hydrogel growth within the MNEE cavity**

Over 5-25 s the hydrogel is seen to grow within the cavity, with enhanced growth in the corners. This experimentally confirms the finite element calculations previously published by the Mount group which show enhanced current density in the corners of the cavities.30,61
Figure 6.9. Light microscopy image of a hydrogel grown for (A) 5s and (B) 15s, with confocal microscopy images after (C) 5s and (D) 20s of growth in the presence of a Nile blue stain. (E) and (F) are light microscope images after 20s of growth. All hydrogels were grown at +100 µA vs a Pt wire counter electrode and Pt pseudo reference electrode.

The confocal microscopy data, figure 6.9.C and 6.9.D, would indicate that not only is the hydrogel growing extensively in the corners but the intensity of the fluorescing Nile blue stain shows that the hydrogel formed in the corners of the cavity is denser, as denser hydrogels bind more Nile blue and fluoresce more intensely. The increased density on the corners of the cavities creates a heterogeneity in the hydrogel matrix within the array cavities. Up until now electrochemically trigger hydrogels have been assumed to be homogeneous, the heterogeneity was subject to further investigation presented in section 6.4.
It is interesting to note that the growth of the hydrogel emanates from the electrodes and then grows progressively into the centres of the cavities. There is little or no growth outside the cavity walls in this time domain. This would insinuate that the flow of protons takes them towards the centre of the cavity. This diffusion profile had not been previously simulated but can be observed in the light microscopy, confocal microscopy and SEM data. It is probable that the pH drop will be greatest in the cavity as there is less effective transport of buffering solutions to the cavity floor. Thus, a larger pH excursion will form along the cavity floor and direct gel growth into the cavity centre.

The SEM in figure 6.9.F. displays the reproducibility of the hydrogels grown across an array up to this 20 s time point. It speaks not only to the reproducibility of the gelation process on multiple electrodes but the uniformity of the electrodes in the array.

Figure 6.10. Nyquist plots of a 30 µm 3D MNEE array when clean (black squares) and after 15s (red dots) and 30s (blue triangles) of hydrogel growth at +100 µA. EIS was recorded at the OCP of 1 mM potassium ferricyanide, 1 mM potassium ferrocyanide and 100 mM KCl at pH 4.3 vs a saturated calomel reference electrode and Pt gauze counter electrode at room temperature and pressure.
Table 6.3. Equivalent circuit fits for hydrogels grown over short and intermediate timescales as shown in the Nyquist plots in figure 6.10, NOTE not all data have been plotted in figure 6.10 for clarity.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
</tr>
<tr>
<td>$R_c$ (kΩ)</td>
<td>173 ± 9</td>
</tr>
<tr>
<td>$C_d$ (nF)</td>
<td>21.3 ± 0.5</td>
</tr>
<tr>
<td>$R_{nl}$ (kΩ)</td>
<td>15.7 ± 0.3</td>
</tr>
<tr>
<td>$C_m$ (nF)</td>
<td>NA</td>
</tr>
<tr>
<td>$Y_0$ (nS)</td>
<td>14400 ± 1772</td>
</tr>
<tr>
<td>Calculated $D$ using $Y_0$ (× 10⁻⁶ cm²s⁻¹)</td>
<td>7.228 ± 0.89</td>
</tr>
<tr>
<td>$R_{nl}$ (kΩ)</td>
<td>9.0 ± 0.3</td>
</tr>
<tr>
<td>Calculated $D$ using $R_{nl}$ (× 10⁻⁶ cm²s⁻¹)</td>
<td>7.244 ± 0.241</td>
</tr>
<tr>
<td>$X^0$</td>
<td>0.0651</td>
</tr>
</tbody>
</table>

The domes in the Nyquist plots gets larger with increased hydrogel growth, which indicates that the technique can be used to monitor growth progression. It is again satisfying that the values of $R_c$, $C_d$ and $R_{ct}$ do not change within error as more hydrogel is grown; indicating that the structure of the hydrogel at the electrode remains constant throughout the growth period, i.e. the hydrogel is essentially behaving like solvent. Bearing in mind that each hydrogel was grown on a different electrode and that they are in constant dynamic motion in the solution, it can be said that the values of $C_m$ and $Y_0$ stay relatively constant as hydrogel is grown between 5-20s. With the increase in impedance being attributed to $R_{nl}$. This is again encouraging as $Y_0$ measures linear redox agent flow close to the electrode surface while $R_{nl}$ measures hemispherical diffusion towards the electrode further into the solution; so $Y_0$ should reach a steady state faster and be more stable than $R_{nl}$. Thus the diffusion field to the electrode has a linear shape within the cavity and becomes hemispherical as it extends out with the cavity. The $C_m$ in the equivalent circuit is thought to be caused by the depleted concentration of redox agent within the hydrogel matrix compared to the bulk solution creating a small capacitance that builds up between the electrode and the bulk electrolyte. This capacitance follows no obvious trend with increasing hydrogel growth and may vary with the amount of polymer intertwining.

6.3.1.3. Hydrogel growth and overlap outside the cavities

As the hydrogel growth extends beyond the cavity the uniformity of the hydrogels across the array appears to be starting to break down in the SEM and light microscopy images, figure 6.11.
Figure 6.11. Light microscopy images of the hydrogel on a 30 µm 3D MNEE array after (A) 30s growth and dehydrated overnight and (B) 1000 s and still hydrated where the individual cavities in the array are still visible in regions as highlighted. SEMs of the xerogel after (C and D) 20s, (E and F) 30s and (G and H) 1000 s of growth at 50 µA.

However, it should be remembered that for these images the hydrogel had to be either partially or fully dehydrated in order to image. All the data consistently shows the hydrogels growing out in hemispherical shapes centred around the middle of the cavity. Up until
around the 30s mark the hydrogels grow independently of one another but as gelation proceeds they begin to overlap and imbricated with the hydrogels from neighbouring electrodes in the array.

The light microscopy images of the hydrogel grown for 900s, figure 6.11.B, reveals the circular shapes of the diffusion patterns visible in the hydrogel. However, this is not consistent across the image. Even the light microscopy images of hydrogels grown for 30s shows that the uniformity across the array is lost at these time periods. This could be attributed to defects within the array or non-uniformity of growing hydrogel as it becomes exposed to natural currents within the solution. It may have been shielded from the natural convections whilst growth was restricted to the cavity and shorter growth durations.

![Nyquist plots of a 30 µm 3D MNEE array when clean (black squares) and after 15s (red dots), 30s (blue triangles), 60s (pink inverted triangles) and 900s (green offset squares) of hydrogel growth at +100 µA. EIS was recorded at the OCP of 1mM potassium ferricyanide, 1mM potassium ferrocyanide and 100 mM KCl at pH 4.3 vs a saturated calomel reference electrode and Pt gauze counter electrode at room temperature and pressure.](image)

**Figure 6.12.** Nyquist plots of a 30 µm 3D MNEE array when clean (black squares) and after 15s (red dots), 30s (blue triangles), 60s (pink inverted triangles) and 900s (green offset squares) of hydrogel growth at +100 µA. EIS was recorded at the OCP of 1mM potassium ferricyanide, 1mM potassium ferrocyanide and 100 mM KCl at pH 4.3 vs a saturated calomel reference electrode and Pt gauze counter electrode at room temperature and pressure.
Table 6.4. Equivalent circuit fits for hydrogels grown over short, intermediate and longer timescales as shown in the Nyquist plots in figure 6.12, NOTE not all data have been plotted in figure 6.12 for clarity.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>30</th>
<th>60</th>
<th>900</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$(Ohm)</td>
<td>173 ± 9</td>
<td>164 ± 3</td>
<td>170 ± 6</td>
<td>179 ± 45</td>
<td>163 ± 21</td>
<td>178 ± 17</td>
<td>173 ± 32</td>
<td>176 ± 17</td>
</tr>
<tr>
<td>$C_s$(nF)</td>
<td>21.3 ± 0.5</td>
<td>21.9 ± 0.3</td>
<td>25.0 ± 0.3</td>
<td>19.1 ± 0.3</td>
<td>18.4 ± 0.6</td>
<td>19.6 ± 0.9</td>
<td>23.4 ± 0.8</td>
<td>42.2 ± 10.2</td>
</tr>
<tr>
<td>$R_s$(Ohm)</td>
<td>15.7 ± 0.3</td>
<td>14.5 ± 1.5</td>
<td>19.6 ± 1.7</td>
<td>14.9 ± 0.7</td>
<td>22.1 ± 1.8</td>
<td>16.0 ± 5.6</td>
<td>18.8 ± 2.0</td>
<td>23.2 ± 8.4</td>
</tr>
<tr>
<td>$C_s$(nF)</td>
<td>NA</td>
<td>22.5 ± 0.3</td>
<td>15.6 ± 1.8</td>
<td>35.6 ± 1.9</td>
<td>21.3 ± 0.9</td>
<td>55.4 ± 10.4</td>
<td>23.1 ± 1.6</td>
<td>49.8 ± 7.9</td>
</tr>
<tr>
<td>$V_e$(nS)</td>
<td>14400 ± 1772</td>
<td>513 ± 18</td>
<td>302 ± 20</td>
<td>428 ± 20</td>
<td>140 ± 9</td>
<td>192 ± 26</td>
<td>293 ± 16</td>
<td>490 ± 18</td>
</tr>
<tr>
<td>Calculated D using $V_e$ ($10^{-8}$cm$^3$/s$^{-1}$)</td>
<td>7.228 ± 0.89</td>
<td>0.258 ± 0.009</td>
<td>0.152 ± 0.035</td>
<td>0.215 ± 0.030</td>
<td>0.079 ± 0.005</td>
<td>0.096 ± 0.013</td>
<td>0.347 ± 0.008</td>
<td>0.246 ± 0.009</td>
</tr>
<tr>
<td>$R_o$(Ohm)</td>
<td>9.0 ± 0.3</td>
<td>73 ± 1</td>
<td>101 ± 3</td>
<td>368 ± 4</td>
<td>1778 ± 67</td>
<td>737 ± 68</td>
<td>1330 ± 45</td>
<td>713 ± 40</td>
</tr>
<tr>
<td>Calculated D using $R_o$ ($10^{-8}$cm$^3$/s$^{-1}$)</td>
<td>7.244 ± 0.241</td>
<td>0.093 ± 0.012</td>
<td>0.646 ± 0.019</td>
<td>0.151 ± 0.016</td>
<td>0.037 ± 0.001</td>
<td>0.089 ± 0.008</td>
<td>0.063 ± 0.003</td>
<td>0.091 ± 0.005</td>
</tr>
<tr>
<td>$C_{dl,2}$ (nF)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$R_{nl}$ (kOhm)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>X$^2$</td>
<td>0.0551</td>
<td>0.0239</td>
<td>0.0561</td>
<td>0.0238</td>
<td>0.0792</td>
<td>0.0995</td>
<td>0.1560</td>
<td>0.0305</td>
</tr>
</tbody>
</table>

The impedance data shows that during extended periods of growth there is no appreciable change in any of the elements from the modified Randles’ circuit for MNEE arrays or $C_N$. Instead a third semi-circle begins to form, this does not fit very well for the 30s or 60s growth fits but is much more pronounced for the 900s growth data. The equivalent circuit must therefore include elements to fit another semi-circle; this is achieved by including a CR parallel circuit in series with the previously used circuit. The final equivalent circuit that is proposed to be able to fit MNEE arrays with any amount of hydrogel on the surface is given in figure 6.13.

The last two elements, $C_{dl,2}$ and $R_{nl,2}$, have been coloured grey and marked in checked boxes as they need only be included for extended periods of hydrogel growth. The physical basis of these two elements is not yet fully understood and should be analysed by bole plot analysis.
to determine whether or not the third semi-circle is under thermodynamic or kinetic control. Such experiments were not carried out due to time constraints. The elements have been dubbed $C_{dl,2}$ and $R_{ct,2}$; their physical reality is postulated to be the formation of a double layer on the hydrogel boundary which is modelled by $C_{dl,2}$ and a resistance to moving charge across the membrane, $R_{ct,2}$. Although it must be stressed that these explanations are hypothetical and there is insufficient evidence at this stage to assign the elements to any real physical parameters.

### 6.4. Controlling the global structure of the hydrogel

As stated in section 6.3.1.2, the heterogeneity of the hydrogel density warranted further investigation. To do this, hydrogels were grown for the same time period at different currents. The currents selected were 50 and 100 µA, and it was determined that the hydrogel would be grown for 15s, picked at random from intermediate time domain as it was more reproducible than extended growth periods. It was determined to fix the time the experiments were run for rather than the charge passed to see the amount of hydrogel formed with the same sized diffusion fields rather than quantity of protons evolved. By keeping the diffusion fields constant it was thought the volume of hydrogel would be the same but the structure within the hydrogel might be different. Comparable experiments where the charge passed is kept constant were not performed due to time constraints but should form the basis of future investigation.

![Nyquist plots of a 30 µm 3D MNEE array after 15 s of hydrogel growth at +50 µA (black squares) and +100 µA (blue dots). The “noise” in the +50 µA at medium frequencies was due to an uncalibrated resistor.](image-url)

**Figure 6.14.** Nyquist plots of a 30 µm 3D MNEE array after 15 s of hydrogel growth at +50 µA (black squares) and +100 µA (blue dots). The “noise” in the +50 µA at medium frequencies was due to an uncalibrated resistor.
Table 6.5. Equivalent circuit fits for hydrogels grown for 15 s at +50 µA and +100 µA, as plotted in figure 6.14.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>15 s hydrogel growth</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50 µA</td>
<td>100 µA</td>
</tr>
<tr>
<td>$R_1$ (Ω)</td>
<td>158 ± 17</td>
<td>179 ± 45</td>
</tr>
<tr>
<td>$C_{dl}$ (nF)</td>
<td>12.7 ± 0.4</td>
<td>19.1 ± 0.3</td>
</tr>
<tr>
<td>$R_2$ (kΩ)</td>
<td>18.0 ± 1.7</td>
<td>14.9 ± 0.7</td>
</tr>
<tr>
<td>$C_p$ (nF)</td>
<td>22.7 ± 1.7</td>
<td>35.6 ± 1.9</td>
</tr>
<tr>
<td>$Y_0$ (nS)</td>
<td>150 ± 2</td>
<td>428 ± 20</td>
</tr>
<tr>
<td>Calculated D using $Y_0$ ($\times 10^{-6}\text{cm}^2\text{s}^{-1}$)</td>
<td>0.075 ± 0.001</td>
<td>0.215 ± 0.010</td>
</tr>
<tr>
<td>$R_{dl}$ (kΩ)</td>
<td>1983 ± 128</td>
<td>366 ± 4</td>
</tr>
<tr>
<td>Calculated D using $R_{dl}$ ($\times 10^{-6}\text{cm}^2\text{s}^{-1}$)</td>
<td>0.033 ± 0.002</td>
<td>0.161 ± 0.016</td>
</tr>
<tr>
<td>$X^2$</td>
<td>0.0463</td>
<td>0.0238</td>
</tr>
</tbody>
</table>

The data does indeed show that the hydrogels grown at different currents for the same length of time have different responses, with the hydrogel grown at a higher current having significantly smaller domes on the Nyquist plots.

There is a minor increase in $C_{dl}$ compared to the hydrogels grown at lower currents which might suggest that the packing density of the hydrogels at the electrode has increased, but $R_2$ and $R_{ct}$ are the same within error. This is again in-keeping with theory, $R_1$ is independent of electrode area, the double layer is smaller as some of the electrode is covered by hydrogel and electron tunnelling is happening from a distance above the hydrogel tethers and is not being affected by the increased density of the hydrogel at the electrode surface. There is an increase in $R_{dl}$ and a corresponding decrease in $Y_0$ when comparing the gels grown at 100 µA to those grown at 50 µA. Thus a denser, less porous film forms when the hydrogel is grown at higher current. This has potential impact for the anti-biofouling properties of the hydrogels. If the porosity of the hydrogel can be controlled electrochemically then it is not unreasonable to assume that the maximum size of analyte that can diffuse to the electrode surface will also be electrochemically tuneable. Thus, a system in which a size selective semi-permeable membrane should be possible using this technology. Tests to determine the maximum size of analyte that can penetrate film grown at different currents should form the basis of future investigation but were not conducted in this project due to time constraints. Also, confocal imaging of hydrogels grown at different currents would affirm the difference in densities/porosities measured electrochemically.

It is not fully understood why hydrogels grown at lower currents have more resistive structures. At higher currents the pH change is greater and therefore the effective pH at the polymerisation region is lower. The extent of secondary binding between hydrogel spindles may be pH dependant. This is a working hypothesis that has not been tested and is only offered as a possible explanation to the observed data trend.
6.5. Anti-biofouling properties of hydrogels

There are many publications extolling the virtues of using hydrogels as an anti-biofouling agents,\textsuperscript{119, 125, 134} the previous section showed the ability to electrochemically tune the structure of these hydrogels which makes them ideal candidates for anti-biofouling agents as they can be made size selective as required. It is therefore important as a final test of these hydrogels to show that they are capable of preventing unwanted biomolecules from fouling the electrode surface whilst at the same time allowing target to penetrate the hydrogels. It is vital that the hydrogel can grow around any probe molecules on the surface without changing its efficacy for target binding.

There is precedent in the literature for encapsulating enzymes within hydrogels and maintaining their activity whilst increasing their shelf lives.\textsuperscript{119, 120, 135} However, this study is meant to act as a proof of principle and hydrogels can be formed over the PNA probes used in chapter 5 to test the permittivity of the hydrogel to a DNA target. Bovine serum albumin (BSA) was used to test the ability of the hydrogels to prevent larger biological material from fouling the electrode surface. BSA was selected as it has previously been published as a good platform for biofouling studies,\textsuperscript{7, 127, 136} it has also been shown to maintain its wildtype structure at pH's above 4.3.\textsuperscript{128} It was because of these findings that all tests were conducted in 1 mM FFC in 100 mM KCl at pH 4.3.

![Figure 6.15](image.png)

\textbf{Figure 6.15.} Nyquist plots of a 30 µm 3D MNEE array when clean (black squares), after a PNA probe SAM had been formed (red dots), after hydrogel has been grown over and around the SAM (blue triangles) and after exposure to 15 mer DNA target for 30 mins. EIS were recorded at the OCP of 1mM potassium ferricyanide, 1mM potassium ferrocyanide and 100 mM KCl at pH 4.3 vs a saturated calomel reference electrode and Pt gauze counter electrode at room temperature and pressure.
Table 6.6. Equivalent circuit fits for the 30µm 3D MNEE array data shown in figure 6.15.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Clean</th>
<th>PNA Probe</th>
<th>Hydrogel</th>
<th>DNA Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_i$ (Ω)</td>
<td>233 ± 33</td>
<td>210 ± 21</td>
<td>233 ± 22</td>
<td>334 ± 103</td>
</tr>
<tr>
<td>$C_d$ (nF)</td>
<td>71 ± 2</td>
<td>54 ± 1</td>
<td>54 ± 1</td>
<td>51 ± 1</td>
</tr>
<tr>
<td>$R_{eq}$ (kΩ)</td>
<td>4.3 ± 0.1</td>
<td>10.0 ± 0.2</td>
<td>16.7 ± 0.8</td>
<td>26.0 ± 0.2</td>
</tr>
<tr>
<td>$C_d$ (nF)</td>
<td>-</td>
<td>-</td>
<td>430 ± 270</td>
<td>400 ± 70</td>
</tr>
<tr>
<td>$Y_0$ (nS)</td>
<td>17700 ± 1000</td>
<td>8400 ± 700</td>
<td>3400 ± 2400</td>
<td>3650 ± 750</td>
</tr>
<tr>
<td>$R_{eq}$ (kΩ)</td>
<td>7.6 ± 122</td>
<td>6.8 ± 184</td>
<td>10.3 ± 0.9</td>
<td>10.6 ± 0.6</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.0369</td>
<td>0.0049</td>
<td>0.0648</td>
<td>0.0445</td>
</tr>
</tbody>
</table>

Figure 6.15 and table 6.6 show the results of an experiment in which a clean MNEE array was functionalised with a PNA probe SAM film as described in chapter 5.2.2, hydrogel was then grown over the SAM film, as outlined in section 6.2.2. Finally, 15 mer DNA target (30 µM) was incubated on the hydrogel in Ultrapure water to ascertain if it could pass through the hydrogel matrix and bind to the PNA probe. EIS were recorded at each stage of the process and have been plotted, with fits to the appropriate equivalent circuits, in figure 6.15. The fitted values for each circuit element are given in table 6.6.

The changes in fitted circuit elements when going from a clean MNEE array to one with a PNA probe SAM layer have been discussed previously in chapter 5.3.2.C so will not be reproduced here. In these experiments a more porous film PNA film was formed than in chapter 5, this is most probably as a result of these experiments being done in measurement buffer with pH 4.3 (in chapter 5 the pH was not adjusted from that of KCl in water). There is an increase in impedance at each stage of the process which means that the hydrogel can grow on electrodes with PNA SAM coatings, and that these hydrogels are permeable to small ssDNA targets, which bound to the PNA probes and increased $R_{ct}$.

When the hydrogel grows on the MNEE array with a PNA probe SAM film, the equivalent circuit to which the data is fit changes to equivalent circuit 6. This is the same equivalent circuit used to fit hydrogel grown on a clean MNEE array which is encouraging, as it shows that the presence of the SAM has not introduced any new physical parameters into the hydrogel coated electrode system. When hydrogel is grown over the SAM the fitted values of $R_i$ and $C_d$ stay constant, in keeping with the previous data in this chapter, table 6.3, these values are also of the same order of magnitude as those obtained when hydrogel was grown on clean MNEE arrays which is satisfying as it implies that the hydrogel structure is the same in both experiments.

There is a slight increase in $R_{ct}$ when going from SAM to SAM and hydrogel, table 6.6, this increase of 6 kΩ is similar to the variability in $R_{ct}$ seen in table 6.3, where hydrogels grown for different periods of time were found to have similar range in the fitted values of $R_{ct}$. It was therefore concluded that the growth of hydrogel over the PNA probe SAM has resulted in a hydrogel with a similar structure at the electrode surface to those grown on clean MNEE.
arrays. This confirms the theory that the hydrogel coverage directly at the electrode surface is very low, in this system the hydrogel can only grow from pinholes in the SAM structure. The fact that this results in a hydrogel with similar properties to those obtained on clean electrodes implies that the polymer spindles grow from relatively few points on the electrode.

At lower frequencies the fitted values of $Y_0$ decrease and $R_{nl}$ increases when a hydrogel is grown over the SAM, table 6.6; consistent with previous data, table 6.3, and physically realistic as it shows that the flux of electrolyte to the electrode is being impeded by the hydrogel. However, the decrease in $Y_0$ and increase in $R_{nl}$ are minor compared to those observed for hydrogel grown on clean MNEE arrays. Therefore, the presence of the PNA probe has resulted in a more porous hydrogel matrix. This is not unsurprising, the secondary binding between polymer spindles is being sterically hindered by the SAM molecules.

The fitted value of $C_n$ is also 10x larger when SAM is present under the hydrogel compared to on a clean electrode; this is inconsistent with the previous theory in that there is a capacitance created by the separation of electrode and electrolyte, as a more porous SAM should decrease this capacitance. This led to the revising of the explanation of $C_n$, the nature of which is as yet unexplained and should be the purpose of further investigation.

The data also show that there is an increase in $R_{ct}$ when target binds to the probe after permeating through the hydrogel. Consistent with the binding of negative charge into the PNA probe SAM electrostatically repelling the FFC redox couple (the Donnan effect). Indicating that ssDNA target has bound to the PNA probe. The unchanging nature of all the other fitted elements is proof that the hydrogel structure has not been altered by the target binding.

Thus it can be concluded that the carbazole-alanine hydrogel can be grown over SAMs and is permeable to small DNA sequences that can bind to the probe molecules in the SAM without damaging the hydrogel structure. This could, in theory, mean that other pre-established SAM detection techniques can be used in conjunction with this technology; so long as the hydrogel formation process does not adversely affect the probe, for instance such large changes in pH will denature most proteins.
After having proven that the hydrogels are permeable to small DNA target oligonucleotides it was determined to prove their anti-biofouling capabilities. Figure 6.16 shows the response of $R_{ct}$ of a bare electrode when left in the measurement buffer and repeated EIS measurements taken. The measurements below 0s were used to obtain a baseline response, the solution was then spiked to obtain a final concentration of 100 µM BSA, and EIS continually recorded for 3h. The fitted values of $R_{ct}$ are seen to increase rapidly over the course of 25 mins, after which there is a constant rate of increase, presumably caused by aggregation of more BSA onto the fouled film. The experiment was then repeated using hydrogel grown on an MNEE array for 20s at + 100 µA. The fitted values for $R_{ct}$ from this experiment are shown in red in figure 6.16; it is clear that there is no appreciable increase in $R_{ct}$ over time. Thus it can be concluded that this hydrogel, which it had previously been shown was permeable to 15 mer target DNA sequences which can then bind to an underlying probe film, is impermeable to large proteins such as BSA. Thus the hydrogel matrix fulfils the necessary criteria to be an anti-biofouling agent.
6.6. Conclusions and future work

This work was always intended to be a proof of principle to determine if hydrogels could be electrochemically grown on nanoelectrodes. Characterisation of said growth using light microscopy, confocal microscopy, SEM and EIS has been performed. It was found that hydrogels grow evenly across the electrodes at short timescales, progressive growth is enhanced in the corners of the cavities but the hydrogel grows into the centre of the cavity and fills it before any significant growth occurs between neighbouring squares in the array. Once the cavities are filled the hydrogel grows into a hemispherical shape, centred in the middle of the cavity, into the bulk solution. Hydrogel growth becomes more random over longer timescales. Further growth leads to array overlap and the hydrogel proceeds to grow into solution as if the electrode array area were a macro electrode.

The hydrogels have been shown to be permeable to small target molecules whilst impermeable to large fouling biomolecules such as BSA. This coupled with the tuneable porosity of the hydrogels, which was proven by measuring the diffusion coefficient of FFC through hydrogels grown at different currents, displays the ability of the hydrogels to make size selective anti-biofouling membranes the growth and properties of which can be electrochemically controlled.

Future work should encompass the development of hydrogels that gelate over a more biologically friendly pH range so as to allow encapsulation of enzyme probes on the electrode surface. A more in depth analysis of the porosity of the hydrogels grown over a wider range of currents should also be undertaken and should involve imaging and electrochemical techniques. This work was intended to be a proof of principle and further optimisation and characterisation of all the processes involved would be welcome.

The heterogeneity of the hydrogel may affect its function as an anti-biofouling agent, but is in itself a new finding. These hydrogels have until now been grown exclusively on planar macro electrodes, which produce hydrogels of a homogeneous structure. The ability to make heterogeneous hydrogels has, to the best of the authors knowledge at the time of writing, gone unreported in the literature and could be of use to the hydrogels community. Hydrogels have found a wide array of uses and outlining the ability to grow heterogeneous hydrogels may have some benefits in many of these applications. For example, hydrogels are being widely investigated for drug delivery, and the ability to grow hydrogels that release drugs at different rates within the same pill may be possible based on the principle proven herein. Denser hydrogels being formed in the corners of the cavities as a result of a higher current density means that the composition of the hydrogel could in theory be selectively tuned by changing the gelation current density. This was investigated and is discussed in section 6.4.

The nature and form of the imbrication is of interest to the hydrogel community as the multifarious uses of hydrogels may benefit from the properties of hydrogels grown on separate electrodes that merge with one another; again this is not the main purpose of this research so will not be discussed in any great detail but it is interesting to note that the “spindle fibres” of the overlapping xerogels appear to intercalate where they meet. It was thought that where the pH excursions of neighbouring array elements met there might be sufficient pH drop to induce gelation, however this was not observed. That is not to say that no such process occurred and was unable to tether to the silicon nitride. Again, a more in
depth analysis of these processes should be carried out, ideally by an expert in the field of hydrogels rather than an electrochemist.

The pH swing needed to induce gelation is from pH 8 to pH < 4. Most biomolecules will not survive such a large pH swing, so it is important that in the future a gelator should be developed that forms hydrogels over a more biologically friendly pH range.
Characterisation of hydrogels grown on nanoelectrode biosensor arrays for enhanced sensing in biological media

A. Piper, B. Alston, D. J. Adams† and A. R. Mount‡

Nanoelectrodes and nanoelectrode arrays show enhanced diffusion and greater Faradaic current densities and signal-to-noise ratios than macro and microelectrodes, which can lead to enhanced sensing and detection. One example is the microsquare nanoband electrode (MNEE) array system, readily formed through microfabrication and whose quantitative response has been established electroanalytically. Hydrogels have been shown to have applications in drug delivery, tissue engineering, and anti-biofouling; some also have the ability to be grown electrochemically. Here, we combine these two emerging technologies to demonstrate the principles of a hydrogel-coated nanoelectrode array biosensor that is resistant to biofouling. We first electrochemically grow and analyze hydrogels on MNEE arrays. The structure of these gels is shown by imaging to be electrochemically controllable, reproducible and structurally hierarchical. This structure is determined by the MNEE array diffusion fields, consistent with the established hydrogel formation reaction, and varies in structural scale from nano (early time, near electrode growth) to micro (for isolated elements in the array) to macro (when there is array overlap) with distance from the electrode. There is also increased hydrogel structural density observed at electrode corners, attributable to enhanced diffusion. The resulting hydrogel structure can be formed and is anchored through/on an established clinically relevant biosensing layer without compromising detection. It also shown, through proof-of-principal model protein studies using Bovine serum albumin (BSA), to prevent protein biofouling whilst enabling smaller molecules such as DNA to pass through the hydrogel matrix and be sensed. Together, this demonstrates a method for developing reproducible, quantitative electrochemical nanoelectrode biosensors able to sense in real-world sample matrices.

Introduction

Nanoelectrodes and hydrogels are each of growing interest in the field of biosensors.1–5 Hydrogels can be used to encapsulate and support biomolecules on a macroelectrode surface, thereby increasing the shelf life of these biosensor systems whilst not impeding their biomolecular function.4–9 It has also been shown that hydrogels are permeable to small molecules10 and can be used to prevent electrode fouling in complex media such as human blood.11 Nanoelectrodes have been shown to possess enhanced mass transport which, coupled with a relatively small double layer charging current, yields a relatively large detection sensitivity and signal to noise ratio.12,13 The use of nanoelectrode arrays containing multiple electrodes also allows the exploitation of the enhanced sensitivity of nanoelectrodes whilst measuring macroelectrode currents.14 We have recently detailed the reproducible fabrication through photolithographic processing of Microsquare Nanoband Edge Electrode (MNEE) and shown through a combination of experiment and theory that steady-state and quantitative responses can readily and reproducibly be obtained from which electroanalytical parameters can readily be extracted;12,13,15 MNEE arrays are fabricated by the controlled geometrical etching of an array of square micron dimension cavities of controlled depth through a layer of Pt (of a defined nanometer thickness) sandwiched between two insulators of controlled thickness. This results in an array of micron scale cavities of defined separation, each of which contains a Pt nanoband running around the inside of the cavity at a controlled depth, defined by the etch depth and the thickness of the insulators. These electrode arrays are highly sensitive, but also highly reactive (consistent with the Pt nanoelectrode dimension). This is likely to result in enhanced biofouling in biosensing applications.

In this paper, the potential for combining these technologies through the functionalization of these nanoelectrode systems with hydrogels is therefore investigated, with a view to fabricating electrochemical biosensors which display both enhanced nanoelectrode array performance and the enhanced longevity and resistance to biofouling produced by hydrogels.
To enable localized functionalization of the nanoelectrodes with hydrogels under spatial control, we have used the electrochemically controlled growth of low molecular weight hydrogels on electrodes.\textsuperscript{16} We first establish the principal of electrochemical growth of hydrogels on MNEE arrays, then characterize the resulting hydrogel structures and finally determine the potential enhancement in biosensing characteristics of the combined system.

Experimental

MNEE fabrication. The MNEE array design, fabrication procedures and geometries are detailed elsewhere \textsuperscript{12,13} (the configuration is shown in Figure S1). All experiments were performed on these MNEE arrays, which consist of 1764 square cavities of 30 μm edge length placed in a square arrangement, with each cavity separated by 90 μm from its neighbors. The cavities were etched to a depth of 560 nm, exposing a nanoband electrode of 50 nm thickness around the perimeter and at the base of each cavity. The total geometrical electrode surface area of the array is therefore 1.0584 x 10^{-4} cm\textsuperscript{2}.

Electrochemical Experiments. All electrochemical measurements were made at a constant temperature of 25 °C, controlled by a water bath built in-house. They were performed in a Faraday cage using an Autolab PGSTAT128N with a FRA32 module (supplied by Metrohm Ltd.) controlled by a PC using NOVA 1.10 software. All potentials are reported with respect to the saturated calomel reference electrode (SCE, Accumet\textsuperscript{\textregistered} 13-620-61, Fischer Scientific) unless otherwise stated, and the gauze counter electrode was made in house using Pt gauze and wire (Sigma-Aldrich). All solutions were prepared using deionized water (18.2 MΩ cm\textsuperscript{-1}, Millipore MilliQ) with sodium chloride (BioXtra ≥99.5%), potassium ferricyanide (ACS reagent ≥99%), potassium ferrocyanide (ACS reagent ≥99%) and hydroquinone (reagentplus® ≥99.5%) all supplied by Sigma Aldrich. All pH measurements were performed using a Fisherbrand Hydrus 400 pH meter with a Mettler Toledo InLab8Routine Pro pH probe. Electrochemical impedance spectroscopy (EIS) measurements were carried out in an aqueous solution of potassium ferrocyanide (1 mM, Sigma Aldrich) and potassium ferricyanide (1 mM, Sigma Aldrich) in KCl (0.1 M, Sigma Aldrich) background electrolyte. EIS was performed by applying a sinusoidal potential of 10 mV rms superimposed on the open circuit potential (OCP), to ensure no overall Faradaic reaction. 50 logarithmically spaced frequencies were applied in the range between 100 kHz and 0.1 Hz. The OCP was measured before each EIS measurement and, as expected for the ferricyanide/ferrocyanide couple was between +165 and +170 mV with respect to SCE.

Carbazole-alanine synthesis and hydrogel formation. The carbazole-alanine hydrogel was prepared as described previously.\textsuperscript{16} A solution of the gelator was prepared by stirring carbazole-alanine (2 mg/mL) in aqueous sodium hydroxide (6.75 mM) at room temperature overnight until it had fully dissolved. Aqueous HCl (1 M) and NaOH (6.75 mM) solutions were used as appropriate to adjust the pH to 8. Hydroquinone (2.88 mg/mL, Sigma Aldrich) and NaCl (0.1 M, Sigma Aldrich) were added as the pH swing inducer and the background electrolyte respectively. Gelation was induced using chronopotentiometry, holding the MNEE array working electrode at +100 μA unless otherwise stated in a three-electrode system using a Pt wire as a pseudo-reference electrode.

Imaging (SEM and confocal microscopy with Nile blue stain). SEM images were obtained using a Hitachi S-4800 FE-SEM at 3 keV. Hydrogels were electrochemically grown on to the MNEE and fixed onto aluminium SEM stubs with carbon tabs and air dried for direct imaging. The MNEE arrays were gold coated for 1.5 minutes at 20 mA using a sputter EMITECH K550X sputter coater prior to imaging. Confocal microscopy images were obtained on a Zeiss LSM510 and a Plan-Apo 100x (1.4 NA oil) and 63x (1.46 NA oil) objective. The gelator solution was prepared as described previously, with the addition of 0.001 M Nile Blue. Nile Blue fluorescence was excited at 633 nm using a Helium Neon laser and emission detected between 638 and 758 nm using a pinhole diameter of 1 Airy unit (approx. 0.8 μm resolution). The working electrode was placed in an uncoated borosilicate MatTek dish with a 20 mm diameter glass coverslip. Images were analyzed using the Zeiss AIM software (Zeiss, Jena, Germany) and Imagel software.

PNA SAM formation, DNA target binding and biofouling studies. PNA SAM formation was carried out using 1.5 nM PNA (Panagene, Daejeon, South Korea), 150 nM tris-2-carboxyethylphosphine (TCEP, Sigma-Aldrich) and 30 nM 6-mercaptophexan-1-ol (MCH, Sigma-Aldrich) in a 50:50 mixture by volume of DMSO and deionized water. 50 μL of this mixture was placed on the MNEE array for 1 hour to form the PNA SAM on the electrode surfaces, followed by growth of the carbazole-alanine hydrogel galvanostatically in gelator solution at +100 μA for 10 s. The functionalized MNEE array was then exposed to a 50 μL droplet of 100μM aqueous solution of 30 mer complementary target DNA (Sigma-Aldrich) sequence: 5’-GTATGCTTTGGCTTTCTGCATTCCTGGAA-3’ for 30 minutes. Measurement of target binding involved performing EIS as above, using redox buffer (1 mM/1 mM K+ [Fe(CN)\textsubscript{6}]^3–/K+ [Fe(CN)\textsubscript{6}]^4– in aqueous 1x tris-HCl pH 4.3) so as to ensure gel stability. For biofouling kinetic experiments, this redox buffer was also used selected as it has been previously established that bovine serum albumin (BSA) is stable under this pH regime.\textsuperscript{17} BSA (Sigma Aldrich, UK) was purchased as a lyophilized powder and made up to a final 100 μM concentration, followed by pH readjustment as required.

RESULTS AND DISCUSSION

The carbazole-alanine forms hydrogels by self-assembling into fibrous structures, induced by a pH decrease. In previous work, the electrochemical oxidation of hydroquinone at a
The macroelectrode surface has been used to lower the pH locally, so as to grow a hydrogel matrix. The linear diffusion regime established across these electrodes is assumed to produce a relatively homogeneous hydrogel. MNEE arrays have established enhanced steady-state mass transport with a mixture of coupled diffusional regimes (highly enhanced nanoscale diffusion near band electrodes, enhanced microscale diffusion within and immediately outside each cavity and macroscale diffusion where cavity array diffusional fields overlap). This is likely to lead to spatially inhomogeneous pH decrease and hydrogel formation, so the appropriate electrochemical hydrogel growth conditions and resulting hydrogel structures first need to be established for MNEE arrays.

Following the previous electrochemical hydrogel procedure, Figure 1a shows a typical potential time transient for hydrogel formation at the MNEE, along with an image of the resulting hydrogel (Figure 1b). During the gelation process, following the initial establishment of the characteristic hydroquinone oxidation potential above +1.0 V reported previously, over short periods of time (t < 400 s) the potential is seen to increase essentially linearly to around +1.3 V, consistent with the increased overpotential required to deliver this oxidation current through the growing hydrogel. After 400 s, the potential is seen to rise relatively rapidly to over +2.0 V, consistent with mass transfer of hydroquinone to the electrode surface being insufficient to support this current, and the growing importance of solvent oxidation and oxygen gas formation. This gas formation is the most likely cause of the bubbles that can be observed in the hydrogel in Figure 1b.

To investigate the different stages of electrochemical hydrogel formation, galvanostatic growth using this procedure was carried out for successive 5 second periods, followed by optical (using scanning electron microscopic, confocal microscopic and light microscopic imaging) and electrochemical characterization. Figure 2 shows typical Nyquist plots after these successive growth periods. It is reassuring that the measured impedance values increased with longer hydrogel formation times, consistent with a progressive increase in surface hydrogel formation. The fits to these EIS data enable quantitative assessment of hydrogel characteristics (vide infra). The light microscopy images (Figure 3) also confirm the progressive growth of hydrogel. The magnitude of the galvanostatic current and the potential profile suggest that the hydrogel growth is largely determined by diffusion, with hydroquinone diffusion and reaction at the electrode producing the required local pH decrease for hydrogel formation within the diffusion layer through proton production. Under these conditions, the thickness of the diffusion layer, $l$, as a function of time, $t$, can be estimated by:

$$t \approx \frac{l^2}{D}$$  \hspace{1cm} (Equation 1)

where $D$ is the diffusion coefficient. This is an estimate, as it is not known whether the gel growth is limited by the flux of hydroquinone to the electrode or by the local pH (controlled by the flux of $\text{H}_2\text{O}^+$ away from the electrode). The value of $D$ is also likely to decrease within the hydrogel.
Characterization of hydrogel growth; spatial determination of the hydrogel structure

$t = 5$ secs

Taking literature values of $D$ the diffusion coefficient for hydroquinone as $2.7 \times 10^{-6}$ cm$^2$ s$^{-1}$, and for H$^+$ as $4.5 \times 10^{-5}$ cm$^2$ s$^{-1}$, after 5 seconds, the characteristic diffusion layer thickness for hydroquinone is of the order of 40 μm; for protons it is 225 μm. Given the likely decrease in D and the fact that the pH excursion is likely to be lower, due to buffering by dissolved carbonate species,19,20 and the dilution caused by the enhanced proton nanoscale diffusion, it is satisfying that the corresponding light microscopy image (Figure 3a) indicates hydrogel growth to a comparable distance of around ten microns.

It is satisfying that the EIS fit values of $R_o$, $R_d$ and $C_d$ remain relatively constant at 164 ± 5 Ω, 19 ± 6 nF (corresponding to 180 ± 60 μF cm$^{-2}$) a typical double layer capacitance for an uncoated electrode of these dimensions21) and 19 ± 3 kΩ during hydrogel growth, (Figure S2 and Table S1 in the SI). This confirms that the hydrogel is an open structure which does not hinder significantly the passage of electrolyte ions, and that the electrochemical response at the underlying electrode remains unchanged. However, there is a significant increase in $R_{dl}$ and decrease in $Y_0$ (obtained from W) compared to the clean MNEE after 5 seconds of hydrogel growth, with the observed mean value of $D$ for ferri/ferrocyanide dropping from the accepted literature value22 of $(7.7 \pm 0.03) \times 10^{-6}$ cm$^2$ s$^{-1}$ to $(0.89 \pm 0.01) \times 10^{-6}$ cm$^2$ s$^{-1}$ from $R_{dl}$ and $(0.26 \pm 0.02) \times 10^{-6}$ cm$^2$ s$^{-1}$ from $Y_0$ (see equations S1 and S2). This indicates that the progressive growth of the gel matrix does cause a decrease in $D$. It is interesting that the value derived from $Y_0$ (due to linear diffusion close to the electrode) is now lower than that derived from $R_{dl}$ hemispherical diffusion across the diffusion layer formed at each cavity), which suggests the inhibition of mass transport due to a relatively dense hydrogel formed at the electrode surface. This is to be expected, as electrochemical hydrogel formation must be localized at the nanoelectrode, where the hydrogel must therefore be of nanodimension. This is confirmed by confocal microscopy (Figure 4a) and SEM (Figure 5a), which show that hydrogel is firmly anchored to, and grows from the entire nanoband.

$t = 10$ s

The confocal microscopy (Figure 4b) indicates a clear growth in the area of enhanced dye emission, consistent with the expected progressive growth of the hydrogel. It is also interesting that there are areas of markedly enhanced dye emission, emanating from the corners. This indicates increased gelator density, and is consistent with the previously predicted and observed enhanced currents for microsquare versus microdisc electrodes, due to enhanced square corner diffusion and reaction.13,15 Notwithstanding the expected conversion of hydrogel to collapsed gelator on the electrode surface due to vacuum desiccation, the SEM image (Figure 5b) confirms this increase in gelator.

$t = 20$ s

After 20 seconds, both the light microscopy and SEM images (Figures 5c and 5d) indicate that hydrogel has grown sufficiently to fills each cavity in the array. This is consistent with the confocal microscopy image (Figure 4c), which is a circular 2D slice of the near hemispherical 3D hydrogel). This image indicates the continuation of spatial heterogeneity in the growing hydrogel structure, built on the observed structure in Figure 4b and consistent with the effects of diffusion to the cavity. This hemispherical hydrogel is consistent with the previous postulation of the origin of $C_h$ in the MNEE equivalent circuit as being due to a relatively rapid reaction of the essentially hemispherical volume above the cavity, brought about by enhanced nanoscale diffusion induced by the nanoband electrode around the cavity edge.13

$t=20-30$ s and beyond; hemispherical growth to array overlap.

On a timescale of 20-30 seconds, the diffusion fields (and therefore hemispherical hydrogel formation fields) are...
expected to continue to grow out with each cavity. This is shown by the light microscopy image from a dehydrated hydrogel and continued hydrogel film growth across the entire MNEE array. Light microscopy of the hydrated hydrogel (Figure 6b) indicates this hydrogel has a relatively open micron-scale structure in comparison to the denser, hemispherical structure imaged at and around each cavity due to the earlier stages of hydrogel formation. These structural data provide a clear rationale for each of the limiting cases of the global equivalent circuit used to analyse the impedance data (Figure 2). Initially, prior to hydrogel formation, as expected the data fits the established clean MNEE array circuit,\(^8\) with no Warburg impedance \((Y_0 \rightarrow \infty)\) and. After initial hydrogel growth, there is a growing contribution from \(W\), which we attribute to the diffusion of redox species within the hydrogel. Finally, on array overlap and continued hydrogel film growth across the entire MNEE array, a further semicircular feature is observed which we attribute to an additional series circuit element of a capacitor and resistor in parallel due to charge transfer into this film. It is satisfying that throughout these different stages of growth the values for \(R_s, R_{CE}\) and \(C_{dl}\) remain constant, and \(R_{ad}\) also remains essentially unchanged. This is consistent with the formation of a spatially heterogeneous hydrogel, whose local structure is determined by the local diffusional characteristics at hydrogel formation.

**Global control of the hydrogel structure**

In addition to the controlled spatial hydrogel heterogeneity induced by the MNEE diffusion fields, Figure 7 shows the current at which the gel is grown also determines the density of the organic scaffold and hence the porosity of the gel formed. These data show a comparison of the EIS spectra of hydrogels grown for 15 seconds at 50 and 100 \(\mu\)A respectively (which should give similar diffusion fields and hydrogel volumes due to the fixed time). It is clear that the impedance values for the reaction and diffusion of ferric/ferrocyanide through the hydrogels formed at the lower current are markedly higher, and that the fit parameters (Table S1) show a statistically significant and marked decrease in \(Y_0\) and a corresponding increase in \(R_{ad}\), attributable to a decrease in the mean diffusion coefficient \(D\) of the order of a factor of 4 for ferric/ferrocyanide (from around 2 \(x\) \(10^{-7}\) cm\(^2\) s\(^{-1}\) at 100 \(\mu\)A to between 4-8 \(x\) \(10^{-8}\) cm\(^2\) s\(^{-1}\) at 50 \(\mu\)A, indicating the formation of a denser, less porous hydrogel compared to that formed at the higher current. There is also a small decrease in \(C_{dl}\), which would be consistent with an increase in the density of the organic scaffold of the nanodimensional hydrogel at the electrode surface. Such an increase in density at lower current would be consistent with an increase in the local concentration of gelator species due to a reduction in the importance of mass transfer.

**Feasibility of biosensing through a hydrogel on a MNEE array**

The ability to vary the overall density and hence porosity of the gel, combined with the established controlled and reproducible spatial variation in hydrogel structure, could be of value in the tuning of molecular filtration properties of these hydrogels. One potential application would be the production of a surface layer which inhibits or prevents electrode sensor biofouling.\(^{11}\) Biofouling, especially of nanoelectrodes, is an area of great interest as moves are made towards implantable diagnostic devices.\(^{22,24}\) All point-of-care diagnostics would benefit from being able to detect analytes in complex media without the need for pre-treatment, which can be expensive and time consuming.\(^{4,23}\) One potential use of electrochemically produced hydrogels would be if they could be grown over established electrochemical sensing/detection systems, thereby conferring surface anti-biofouling, without compromising target detection. The feasibility of this approach was therefore tested, by using the model system of an
established biomolecular sensing film readily formed through creating a self-assembled monolayer on an electrode. The previously established and clinically relevant DNA sensing protocol for the detection of the MRSA mecA cassette was chosen to determine the ability of the electrode to retain its function as a working biosensor following electrochemical hydrogel formation. The protocol involved forming a self-assembled monolayer (SAM) using a peptide nucleic acid (PNA) probe with a sequence homologous to the MRSA mecA cassette. A spacer molecule (6-mercaptohexan-1-ol, MCH) was also present in the solution (and film) in a 15:1 ratio with the PNA to optimize surface coverage. The carbazole-alanine hydrogel matrix was then grown through and over this film for 10 seconds at 50 µA as above before being incubated with a 15-mer target DNA (100 µM) for 30 minutes. The electrode was then placed in the redox buffer and hybridization measured as above using EIS. The sensing protocol has previously been shown to not exhibit non-specific binding to mismatched DNA target sequences.

Figure 8a shows the Nyquist plots obtained using this protocol, which show the expected increases in the impedance, first on going from a clean MNEE nanoelectrode array to an array with a blocking PNA SAM probe film, then with an additional layer of hydrogel electrochemically grown on the surface, and finally, when target passes through the hydrogel and binds to the PNA probe. Detailed analysis reveals the expected increase in $R_\text{ct}$, when going from a clean electrode to one that has a SAM film on the surface, whilst $R_\text{dl}$ stays constant, which confirms that there is no effect on $D$ (mass transfer to the electrode). Growing the hydrogel over the SAM is then seen to increase $R_\text{ct}$ significantly, as expected, such that the two near semicircular features are no longer distinguishable by eye. This confirms the growth of the hydrogel matrix, within which there is the corresponding expected in diffusion. It is interesting that there is also a significant increase in $R_\text{dl}$, since it has been established that this charge transfer response is largely determined by redox reaction through pinhole defects in the SAM layer formed on multicrystalline electrode surfaces. This suggests that the local enhanced pH change increases observed the charge transfer resistance through and/or blocking at least some of these pinholes by creating hydrogel anchor points to the underlying electrode. The final sensing step again results in the expected significant increase in $R_\text{ct}$ (without a change in $R_\text{dl}$), due to the formation of the more blocking PNA-DNA duplex SAM film at the electrode surface. It is satisfactory that this relative increase in $R_\text{ct}$ on target binding is comparable to that observed previously for this biosensor system, which confirms biosensing function is not significantly affected, even after the growth of the surface hydrogel.

To test the ability of this carbazole-alanine hydrogel to prevent biofouling, a clean MNEE was placed in redox buffer containing 1 µM bovine serum albumin (BSA). It has previously been reported that BSA is a ~ 66.5 kDa protein, stable in its wildtype form at the redox buffer pH of 4.3, that has been shown to readily foul a clean electrode surface and is.

Figure 8b shows the resulting values of $R_\text{ct}$ obtained from successive EIS measurements as a function of time. These demonstrate the expected and progressive significant increase in $R_\text{ct}$ due to surface nanoelectrode biofouling. In contrast, after surface hydrogel growth at 100µA for 20 secs the values of $R_\text{ct}$ are seen to remain low and invariant with time. This stark contrast between the two signals clearly demonstrates the ability of the hydrogel, with its increasingly dense structure from bulk formation.
solution to electrode, to prevent BSA biofouling of the underlying nano electrode array.

Conclusions

This work has established that spatially structured hydrogels can be electrochemically grown reproducibly and controllably on the surface of MNEE arrays, and that this growth does not compromise the sensing activity of a biosensing SAM layer. It also demonstrates that the hydrogel can be used to prevent the non-specific binding of the biologically relevant 66 kDa BSA protein. These is the essential proof of principles required to demonstrate the feasibility of electrochemical target detection from complex media, which contain biologically relevant proteins, by using SAM probe-target binding at nano electrodes capped with hydrogel. Further work required to develop this system includes the exploitation of the tuning of gelation and the resulting hydrogel structure (as demonstrated by control of the hydrogel current) to enable optimization of protein-target selectivity for the variety of proteins found in such media, and the production of electrochemically generated hydrogels with stability over a wider and clinically relevant pH range.
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The fabrication of MNEE arrays has been greatly investigated in this work, it was found that the photolithography had not been previously optimised. Previously the resist had been spun on too thin, when the cavities were dry etched the milling went through the thin photoresist layer and thinned the silicon nitride insulator. Electrodes fabricated incorrectly in this manner fit to an equivalent circuit with a parasitic capacitance, $C_N$. Fabricated properly, the nanoelectrode arrays for the same equivalent circuit as micro electrode arrays. This improved fabrication protocol should be used to reproducibly make functioning MNEE arrays for future investigation. It would also be of interest to fabricate the electrodes on glass wafers so as to allow spectroscopic analysis of the MNEE arrays and films formed on them to compliment the electrochemical studies, see figure 7.1.

Figure 7.1. Schematic of the proposed MNEE fabricated on glass wafers so as to allow spectroscopic analysis of SAM film formed on the electrode surface.

The increased sensitivities of nanoelectrodes mean that finer control over the experimental conditions in which they are studied is required, chapter 3 of this thesis has outlined the conditions requiring control and simple methods for overcoming them. It is common knowledge that electrode cleanliness is vital for proper electrode function, a method of simultaneously electrochemically cleaning and quantifying the cleanliness of nanoelectrodes by relating their active electrode surface area to their geometrical surface area has been developed as a part of this work. Given the vast array of cleaning protocols for macro electrodes are composed of mechanical, chemical and electrochemical cleaning protocols which are often quite harsh and damage the electrodes; a softer process that does not alter the electrode surface was required for nanoelectrode fabrication where any change to the electrode surface would have a large impact on electrode performance.
The optimised fabrication yielded nano electrodes that have been proven throughout this project to have enhanced biosensing properties compared to macro and micro electrodes. Sub atto molar limits of detection were achieved under idealised conditions. This was achieved with a PNA probe film binding DNA target on the electrode surface. A DNA probe film that bonds the same DNA target sequence was also investigated and comparisons between the two probe films were discussed and investigated in different ionic strength buffers so as to examine the role that charge in a SAM film plays on its sensing performance. It was found that different probes worked best at different ionic strengths, as did the micro and nano electrodes investigated. With nano electrodes and PNA being more sensitive in higher ionic strength media than both micro electrodes and DNA probes. These studies were performed using cyclic voltammetry and electrochemical impedance spectroscopy, analysing the changes in each of the elements in the fitted equivalent circuits allowed a detailed investigation of the different processes at play and how they are affected when different films are formed on different electrodes and how they behave upon target hybridisation.

It was found that DNA target binding caused a decrease in the resistivity of DNA probe film layers, caused by the breaking apart of the film induced by increased stress in the SAM layer by the introduction of more negative charge from the phosphate backbone of the DNA. The PNA probe film on the other hand became more resistive upon DNA target hybridisation as it is more capable of incorporating the negative charge; as well as the introduction of said charge repelling the negatively charged ferri-/ferro-cyanide redox couples used in the measurement buffers. This has gone some way to explaining the literature in which increases and decreases in impedances upon target binding to a probe are both reported.

A collaboration with researchers at the university of Liverpool, wherein carbazole-alanine hydrogels were electrochemically grown on MNEE arrays has also been reported. This work allowed the mapping of the diffusion fields of the MNEE arrays using light, confocal and scanning electron microscopy. The electrochemical analysis of gels grown for different time periods has led to the development of a novel equivalent circuit, some elements of which are yet to be physically explained and should be investigated further. The ability of these hydrogels to inhibit biofouling was also investigated. It was shown that the hydrogels prevent bovine serum albumin (BSA) from fouling the nanoelectrode surface, whilst being permeable to short ssDNA targets; which bind to a PNA probe SAM layer formed on the electrode prior to hydrogel formation. It was proven that gels grown chronopotentiometrically at higher currents were more permeable than those grown at lower currents grown for the same period of time. This was measured electrochemically by calculating the diffusion coefficient of ferricyanide ions through the hydrogel matrices formed at different potentials. Combining this tunable porosity of the electrochemically triggered hydrogels with their anti-biofouling properties opens the door to developing size selective semi-permeable anti-biofouling hydrogel matrices on MNEE arrays which have huge potential in the diagnostic industry.

This hydrogel work was very much a proof of principle study that, it is hoped, will form the basis for lots of future work. Perhaps most pressingly, gelators need to be developed that function over a much more biologically friendly pH range. Currently having to go from pH8 to pH < 4 will denature the vast majority of biomolecules which severely limits the number of available probes that can be used with this system as it is. Target detection in complex media through a hydrogel matrix should also be prioritised, this was attempted in this work but the results were inconclusive due to non-specific binding of target DNA to BSA.
Both the hydrogel and SAM work has only been performed using DNA and PNA probe films. Using much larger protein or aptamer probes and assessing their SAM structure on nanoelectrodes would be very interesting, when the probe size approaches or even exceeds the size of the electrode what type of SAM layer will form and how sensitive will that sensor be to target binding?
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8. Appendix

Appendix 1, equivalent circuits

Equivalent circuit 1.1

Equivalent circuit 1.2

Equivalent circuit 1.3

Equivalent circuit 1.4

Equivalent circuit 1.5

Equivalent circuit 1.6

Equivalent circuit 1.7
## Appendix 2. Information about different MNEE array configurations

<table>
<thead>
<tr>
<th>Label</th>
<th>No. of squares in the array</th>
<th>Area ($\times 10^{10}$ nm$^2$)</th>
<th>Area ($\times 10^{-4}$ cm$^2$)</th>
<th>Area ($\times 10^{-8}$ m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-1</td>
<td>62500</td>
<td>12.5</td>
<td>12.5</td>
<td>12.5</td>
</tr>
<tr>
<td>20-1</td>
<td>15625</td>
<td>6.25</td>
<td>6.25</td>
<td>6.25</td>
</tr>
<tr>
<td>30-1</td>
<td>6889</td>
<td>4.13</td>
<td>4.13</td>
<td>4.13</td>
</tr>
<tr>
<td>10-2</td>
<td>27889</td>
<td>5.58</td>
<td>5.58</td>
<td>5.58</td>
</tr>
<tr>
<td>20-2</td>
<td>6889</td>
<td>2.76</td>
<td>2.76</td>
<td>2.76</td>
</tr>
<tr>
<td>30-2</td>
<td>3136</td>
<td>1.88</td>
<td>1.88</td>
<td>1.88</td>
</tr>
<tr>
<td>10-3</td>
<td>15625</td>
<td>3.13</td>
<td>3.13</td>
<td>3.13</td>
</tr>
<tr>
<td>20-3</td>
<td>3969</td>
<td>1.59</td>
<td>1.59</td>
<td>1.59</td>
</tr>
<tr>
<td>30-3</td>
<td>1764</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
</tr>
<tr>
<td>10-4</td>
<td>10000</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>20-4</td>
<td>2500</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>30-4</td>
<td>1165</td>
<td>0.70</td>
<td>0.70</td>
<td>0.70</td>
</tr>
</tbody>
</table>
Appendix 3. Inherited run sheet for MNEE array fabrication

<table>
<thead>
<tr>
<th>No</th>
<th>Step</th>
<th>Machine</th>
<th>Parameter/Recipe</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Insulate wafers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thermal Oxidation</td>
<td>F#10 (WETOX 2hr30min)</td>
<td>1000nm</td>
<td>actual=1038.3nm, range=10.9nm</td>
</tr>
<tr>
<td>2</td>
<td>Deposit Metal Layer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Deposit Titanium</td>
<td>ANS E-Beam Evap</td>
<td>10nm</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Deposit Platinum</td>
<td>ANS E-Beam Evap</td>
<td>50nm</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Photolith Platinum Layer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Coat SPR350</td>
<td>SVG Track System (C)</td>
<td>Recipe 1:2:1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Expose: Caviare (Metal)</td>
<td>KS Contact Aligner</td>
<td>5.0sec</td>
<td>Prox/Spacer</td>
</tr>
<tr>
<td></td>
<td>- Develop</td>
<td>SVG Track System (D)</td>
<td>Recipe 9:1:1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Etch Platinum Layer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Etch Platinum</td>
<td>JLS RIE 80</td>
<td>Prog 8 - 9mins</td>
<td>200W (Ar - 25sccm) 9mins</td>
</tr>
<tr>
<td></td>
<td>- Wet Etch Platinum</td>
<td>Wet Bench</td>
<td>60sec</td>
<td>HCl/H2O:HNO3 (3:2:1)@45 degC</td>
</tr>
<tr>
<td>5</td>
<td>Resist Strip</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- ACT rinse (1)</td>
<td>Water Bath</td>
<td>15mins</td>
<td>50 degC + sonication</td>
</tr>
<tr>
<td></td>
<td>- ACT rinse (2)</td>
<td>Water Bath</td>
<td>15mins</td>
<td>50 degC + sonication</td>
</tr>
<tr>
<td></td>
<td>- IPA rinse</td>
<td>Wet Deck</td>
<td>10mins</td>
<td>DI rinse and N2 dry</td>
</tr>
<tr>
<td>6</td>
<td>Coat Passivation Nitride</td>
<td></td>
<td>Find alignment marks!</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- LPCVD SiN</td>
<td>F#3 (SIRNFLAT - 5hr)</td>
<td>300nm</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Photolith Contact</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Coat SPR350</td>
<td>SVG Track System (C)</td>
<td>121</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Expose: Caviare (Contact)</td>
<td>KS Contact Aligner</td>
<td>5s</td>
<td>Prox spacer</td>
</tr>
<tr>
<td></td>
<td>- Develop</td>
<td>SVG Track System (D)</td>
<td>911</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Etch Contact</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Etch SiN 2</td>
<td>JLS RIE 80</td>
<td>#25 13min</td>
<td>75W 60mTorr CF4/Ar 60/4</td>
</tr>
<tr>
<td>9</td>
<td>Resist Strip</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- ACT rinse (1)</td>
<td>Water Bath</td>
<td>15mins</td>
<td>50 degC + sonication</td>
</tr>
<tr>
<td></td>
<td>- ACT rinse (2)</td>
<td>Water Bath</td>
<td>15mins</td>
<td>50 degC + sonication</td>
</tr>
<tr>
<td></td>
<td>- IPA rinse</td>
<td>Wet Deck</td>
<td>10mins</td>
<td>DI rinse and N2 dry</td>
</tr>
<tr>
<td>10</td>
<td>Photolith Cavity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Primer</td>
<td>SVG Track System (C)</td>
<td>199</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Coat SPR220 3.0</td>
<td>Spinner</td>
<td>60s 2500rpm</td>
<td>3um nominal thickness</td>
</tr>
<tr>
<td></td>
<td>- bake</td>
<td>Hotplate</td>
<td>90s 110deg</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Expose: Caviare Cavity</td>
<td>KS Contact Aligner</td>
<td>18s</td>
<td>low vac contact</td>
</tr>
<tr>
<td></td>
<td>- Develop</td>
<td>SVG Track System (D)</td>
<td>911</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Etch Cavity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Etch Nitride</td>
<td>JLS RIE 80</td>
<td>#25 13min</td>
<td>75W 60mTorr CF4/Ar 60/4</td>
</tr>
<tr>
<td></td>
<td>- Etch Platinum</td>
<td>JLS RIE 80</td>
<td>#8 9min</td>
<td>200W (Ar - 25sccm)</td>
</tr>
<tr>
<td></td>
<td>- Wet Etch Platinum</td>
<td>Wet Bench</td>
<td>60sec</td>
<td>HCl/H2O:HNO3 (3:2:1)@45 degC</td>
</tr>
<tr>
<td></td>
<td>- DI rinse and Dry</td>
<td>Dump</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Rinse/Marangoni</td>
<td>Standard</td>
<td>5cycle DI / Stand Dry</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Resist Strip</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- ACT rinse (1)</td>
<td>Water Bath</td>
<td>15mins</td>
<td>50 degC + sonication</td>
</tr>
<tr>
<td></td>
<td>- ACT rinse (2)</td>
<td>Water Bath</td>
<td>15mins</td>
<td>50 degC + sonication</td>
</tr>
<tr>
<td>13</td>
<td>Completion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Coat SPR350</td>
<td>SVG Track System (C)</td>
<td>Recipe 1:1:1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Dice wafers</td>
<td>Disco Saw</td>
<td>Recipe: 39</td>
<td>Ch1:15.1 / Ch2: 10.1</td>
</tr>
<tr>
<td></td>
<td>- Deliver</td>
<td>Package</td>
<td></td>
<td>COMPLETED</td>
</tr>
</tbody>
</table>
# Appendix 4. Run sheet for the fabrication of batches AP1503 and AP1506

<table>
<thead>
<tr>
<th>Runsheet batch AP1506</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>step no.</td>
<td>Step</td>
</tr>
<tr>
<td>1</td>
<td>Insulate wafers</td>
</tr>
<tr>
<td>1</td>
<td>Thermal oxidation</td>
</tr>
<tr>
<td>2</td>
<td>Deposit metal layer</td>
</tr>
<tr>
<td>2</td>
<td>Deposit titanium</td>
</tr>
<tr>
<td>3</td>
<td>Photolith</td>
</tr>
<tr>
<td>3</td>
<td>Barrel Ash</td>
</tr>
<tr>
<td>3</td>
<td>HMDS primer</td>
</tr>
<tr>
<td>3</td>
<td>Coat SPIR 350</td>
</tr>
<tr>
<td>3</td>
<td>Soft bake</td>
</tr>
<tr>
<td>3</td>
<td>Exposure: Array metal</td>
</tr>
<tr>
<td>3</td>
<td>Develop with MF26A</td>
</tr>
<tr>
<td>4</td>
<td>Etch Pt layer</td>
</tr>
<tr>
<td>4</td>
<td>Etch platinum</td>
</tr>
<tr>
<td>5</td>
<td>Resist strip</td>
</tr>
<tr>
<td>5</td>
<td>ACT rinse</td>
</tr>
<tr>
<td>5</td>
<td>IPA rinse</td>
</tr>
<tr>
<td>6</td>
<td>Metal step</td>
</tr>
<tr>
<td>6</td>
<td>Coat passivation nitride</td>
</tr>
<tr>
<td>6</td>
<td>Coat SiN passivation layer</td>
</tr>
<tr>
<td>7</td>
<td>Photolith Contact</td>
</tr>
<tr>
<td>7</td>
<td>Barrel Ash</td>
</tr>
<tr>
<td>7</td>
<td>HMDS primer</td>
</tr>
<tr>
<td>7</td>
<td>Coat SPIR 220</td>
</tr>
<tr>
<td>7</td>
<td>Soft bake</td>
</tr>
<tr>
<td>7</td>
<td>Exposure: Array passivation</td>
</tr>
<tr>
<td>7</td>
<td>Develop with MF26A</td>
</tr>
<tr>
<td>7</td>
<td>Cover electrodes with SPR350</td>
</tr>
<tr>
<td>8</td>
<td>Etch contact</td>
</tr>
<tr>
<td>8</td>
<td>Etch SiN</td>
</tr>
<tr>
<td>8</td>
<td>Check etch</td>
</tr>
<tr>
<td>9</td>
<td>Resist strip</td>
</tr>
<tr>
<td>9</td>
<td>ACT rinse</td>
</tr>
<tr>
<td>9</td>
<td>IPA rinse</td>
</tr>
<tr>
<td>10</td>
<td>Photolith cavities</td>
</tr>
<tr>
<td>10</td>
<td>Barrel Ash</td>
</tr>
<tr>
<td>10</td>
<td>HMDS primer</td>
</tr>
<tr>
<td>10</td>
<td>Coat SPIR 220</td>
</tr>
<tr>
<td>10</td>
<td>Soft bake</td>
</tr>
<tr>
<td>10</td>
<td>Exposure: Array passivation</td>
</tr>
<tr>
<td>10</td>
<td>Develop with MF26A</td>
</tr>
<tr>
<td>10</td>
<td>Cover bond pads with SPR350</td>
</tr>
<tr>
<td>11</td>
<td>Etch cavities</td>
</tr>
<tr>
<td>11</td>
<td>Etch nitride</td>
</tr>
<tr>
<td>11</td>
<td>Etch Pt</td>
</tr>
<tr>
<td>11</td>
<td>Check etch</td>
</tr>
<tr>
<td>12</td>
<td>Resist strip</td>
</tr>
<tr>
<td>12</td>
<td>ACT rinse</td>
</tr>
<tr>
<td>12</td>
<td>IPA rinse</td>
</tr>
<tr>
<td>13</td>
<td>Slicing</td>
</tr>
<tr>
<td>13</td>
<td>Kerf wafers diced</td>
</tr>
</tbody>
</table>
## Appendix 5. Run sheet for AP1508

<table>
<thead>
<tr>
<th>Step no.</th>
<th>Step</th>
<th>Machine</th>
<th>Parameter/recipe</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Insulate wafers</td>
<td>Thermal oxidation</td>
<td>FH10 (WETOX, 2hr/30min)</td>
<td>confirm with nanospec, Optical inspection</td>
</tr>
<tr>
<td>2</td>
<td>Deposit metal layer</td>
<td>Deposit titanium</td>
<td>ANS E Beam Evap 80nm</td>
<td>Sheet resistance and thickness check, Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Deposit platinum</td>
<td>ANS E Beam Evap 100nm</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Photolith</td>
<td>Barrel Ash</td>
<td>5h</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HMDS primer</td>
<td>10min</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coat SPR 230</td>
<td>Manual spinner</td>
<td>500rpm for 5s, then 1800rpm for 60s, This should be checked on a dummy cell prior to each use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Soft bake</td>
<td>90C for 60s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Expose: Array</td>
<td>KS Contact alligner</td>
<td>7.0 sec (Plan spacer)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Develop with MF26A</td>
<td>60s with swirling</td>
<td>Wash and dry with DI water and N2, Optical inspection/metrology</td>
</tr>
<tr>
<td>4</td>
<td>Etch Pt layer</td>
<td>Etch platinum</td>
<td>JLS-RIE 80</td>
<td>Prog 8 for 10min (Ar mill), Check completion with nanospec, Optical inspection/metrology/durometer check/metrology</td>
</tr>
<tr>
<td>5</td>
<td>Resist strip</td>
<td>ACT rinse</td>
<td>Water bath</td>
<td>10min 50C, 2x 5min rinse (new solution), Optical inspection/metrology, 2x 7min rinse (old solution)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IPA rinse</td>
<td>Water bath</td>
<td>15min, DI rinse and N2 dry</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Metal step</td>
<td>Oetkak</td>
<td>Measure metal step height, Optical inspection/metrology</td>
</tr>
<tr>
<td>6</td>
<td>Coat passivation nitride</td>
<td>Coat SPR passivation layer</td>
<td>Nitride furnace</td>
<td>300nm PECVD stoichiometric silicon nitride, Optical inspection/metrology</td>
</tr>
<tr>
<td>7</td>
<td>Photolith Contact</td>
<td>Barrel Ash</td>
<td>5h</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HMDS primer</td>
<td>10min</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coat SPR 230</td>
<td>Manual spinner</td>
<td>500rpm for 5s then 1800rpm for 60s, This should be checked on a dummy cell prior to each use</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Soft bake</td>
<td>90C for 60s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Expose: Array</td>
<td>KS Contact alligner</td>
<td>18.0 sec (low vac contact)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Develop with MF26A</td>
<td>60s with swirling</td>
<td>Wash and dry with DI water and N2</td>
</tr>
<tr>
<td>8</td>
<td>Etch contact</td>
<td>Etch SN 2</td>
<td>JLS-RIE 80</td>
<td>#25 10min, 75W, 0.1 Torr (C4/Ar 60/4), Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Check etch</td>
<td>Nanospec/metrology</td>
<td>Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ESN on Pt</td>
<td>etch until completion</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Resist strip</td>
<td>ACT rinse</td>
<td>Water bath</td>
<td>10min 50C, Could take longer since the 220 has been baked twice, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IPA rinse</td>
<td>Water bath</td>
<td>15min, DI rinse and N2 dry</td>
</tr>
<tr>
<td>10</td>
<td>Photolith cavities</td>
<td>Barrel Ash</td>
<td>5h</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HMDS primer</td>
<td>10min</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Coat SPR 230</td>
<td>Manual spinner</td>
<td>500rpm for 5s then 2500rpm for 60s, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Soft bake</td>
<td>90C for 60s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Expose: Array</td>
<td>KS Contact alligner</td>
<td>18.0 sec (low vac contact)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Develop with MF26A</td>
<td>60s with swirling</td>
<td>Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cover bond pads with SPR350</td>
<td>Paintbrush</td>
<td>Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Soft bake</td>
<td>90C for 60s</td>
<td>Optical inspection/metrology</td>
</tr>
<tr>
<td>11</td>
<td>Etch cavities</td>
<td>Etch Pt</td>
<td>JLS-RIE 80</td>
<td>#8 9min, 200W (Ar - 250cm), Optical inspection/metrology, Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Check etch</td>
<td>Nanospec/metrology</td>
<td>Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology</td>
</tr>
<tr>
<td>12</td>
<td>Resist strip</td>
<td>ACT rinse</td>
<td>Water bath</td>
<td>10min 50C, Could take longer since the 220 has been baked twice, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology, Optical inspection/metrology</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IPA rinse</td>
<td>Water bath</td>
<td>15min, DI rinse and N2 dry</td>
</tr>
<tr>
<td>13</td>
<td>Dicing</td>
<td>Get wafers diced</td>
<td>Xisco saw</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 6. Confocal microscopy images received from the University of Liverpool