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Abstract

Bicontinuous Pickering emulsions (or bijels) are a relatively new class of novel soft material with many potential industrial applications, including microfluidics, tissue engineering and catalysis. They are typically formed by initiating the spinodal decomposition of a binary liquid mixture in the presence of neutrally-wetting colloidal particles. The particles attach at the liquid-liquid interface and arrest the phase separation by jamming when the concentration of particles approaches the 2D close-packing limit. Predicted by simulations in 2005 and realized in the laboratory in 2007, many aspects of the bijels complex behaviour and properties have remained unexplored. This thesis expands the knowledge of the bijels structural and dynamical properties, while focusing specifically on the role of particle size.

The bijels porosity (average interfacial separation $L$) according to simulations can be controlled by varying the size $r$ and volume fraction $\phi$ of particles in the system ($L \propto r/\phi$). The inverse scaling of $L$ with $\phi$ has been verified for one size of particle, but to access smaller values of $L$ (to allow the structure to be used for a wider range of industrial applications) the scaling with $r$ must be tested. Chapter 3 presents the first systematic study of reducing particle size in bijels made with the liquid pair water/lutidine (W/L). We find that a five-fold reduction in $r$ only requires moderate modification to preparation methods (concentrations of reactants during particle synthesis and increased particle sonication time) and in principle allows $L$ values of between 1 & 10 $\mu$m to be accessed in the W/L system, where previously 10 $\mu$m was the limit. We demonstrate that this reduced lower bound of $L$ can be translated into a lower bound for polymerized bijels also. Unfortunately, reducing particle size even further (in the same way) reveals a law of diminishing returns, as the uptake fraction of particles to the interface also reduces as we reduce particle size. Hence, to reduce lengthscale even further, a new bijel fabrication paradigm is required. Unexpectedly, we find that the
temperature quench rate becomes less important for smaller particles (which constitutes a direct material synthesis advantage) and develop a new theoretical framework to take account of this observation. Large particles promote domain pinch-off during the coarsening (due to a larger driving force towards spontaneous curvature) resulting in bijel failure when slow rates are used because the time required to jam is greater than the time required for depercolation.

To further probe the bijels structure as a function of particle size and quench rate, and to account for the success/failure scenarios which seem not to depend on $L$, in Chapter 4 we quantitatively characterize the morphology by measuring distributions of interfacial curvatures. By computing area-averaged quantities to make valid comparisons, we find that smaller particles and faster quench rates produce bijels with greater hyperbolic ‘open’ character, aligning with our understanding of bijel formation gained from Chapter 3. We compare to simulated bijel data and an estimate of the hyperbolicity of the bare liquids undergoing spinodal decomposition, validating the results. In addition, we uncover a time-dependent ‘mutation’ of the curvature distributions when large particles are used, but not when smaller particles or a different liquid pair is used. The mutation appears to correlate with the propensity of the interfacial particles to form a ‘monogel’, whereby the interfacial particles develop permanent bonds and remain as a 3D percolating network after the interface is removed, although the precise mechanism of the mutation is still to be verified.

Following the results from Chapters 3 & 4 it is clear that there are potentially microscopic phenomena in the bijel which result in macroscopic aging and/or a determination of macroscopic structural properties. To investigate further, we use diffusing-wave spectroscopy (a form of light scattering) to probe the microscopic dynamics of the interfacial particles and/or the particle-laden liquid-liquid (L-L) interface. We find that bijel dynamics show two-step (fast/slow) decay behaviour, with the dynamics slowing as the system ages. The two-step decay is very similar to that observed in colloidal gels formed by diffusion-limited cluster aggregation (DLCA), with the initial (fast) decay due to thermally-activated modes of the gel network, and the later (slow) decay due to the relaxation of internal stresses induced by gel syneresis. For a bijel, the internal stresses could be due to syneresis, but could also be due to the jamming transition and/or the monogelation process and/or the forces acting on the L-L interface by the particle layer. In terms of the aging, if the system does not form a monogel, the correlation functions can be (almost) rescaled on to a master curve, indicating the property of universal aging.
If the system does monogel, the functions cannot be superimposed, implicating the monogelation process as a potential cause for a different kind of aging in this system.

Due to the interesting differences found when changing the size of the stabilizing particles in a bijel, in Chapter 6 we combine large and small particles (making ‘bimodal’ bijels) and look for evidence of particle segregation by size, quantitatively estimate the ratio of particle uptake fractions and measure kinetics. Larger particles are found to adsorb to the interface in twice the quantity as smaller particles, and we find evidence to suggest the preference of larger particles for interfaces curved in only one direction, corroborating results from previous Chapters. Bimodal bijels take longer to jam than an equivalent monomodal (standard) bijel, which is backed up by simulations and highlights the increased ability of the bimodal particles to reorganise at the interface before arriving at the jammed metastable state. Finally, we also observe that the lengthscale of a bimodal bijel can heavily depend on the quench rate used during the preparation, suggesting that quench rate could be used (as well as particle size, volume fraction and contact angle) as a lengthscale control parameter.

This thesis adds to the bijel literature, building on previous experimental studies and verifying/contradicting simulations. Particle size is shown to be a pivotal parameter for bijel formation in the W/L system, with particles of size $r = 63$ nm proving more versatile (markedly less sensitive to quench rate) than particles of size $r \approx 300$ nm. However, even-smaller particles (of the same type) do not provide any additional advantage. We also show how the particle size can not only control bijel porosity (according to $L \propto r/\phi$ as predicted by simulations) but can control bijel topology (smaller particles result in structures with greater hyperbolic character). By monitoring the bijel structure over time (topology and dynamics) we have shown that the bijel (in some cases) continues to age for at least c. 1 hr (topology) and in all cases c. 1 day (dynamics). For the first time experimentally, we have used a bimodal dispersion of particles to stabilize a W/L bijel and have uncovered a potentially useful new way to produce samples with different porosities from the same starting mixture, by changing the quench rate. The knowledge of the interplay between particle size and quench rate along with the effect on bijel topology will both assist in the scaling up of processes for industrial-level production and inform future strategies for tailoring the structure for specific applications.

Future research should focus on several remaining open questions. The volume
fraction of $r = 63$ nm particles in the W/L system should be increased towards 10% and sonication procedures improved to allow good redispersion to test the lower bound of $L$, which we expect to be around 1 $\mu$m. Also, a new W/L fabrication paradigm should be devised which uses sterically-stabilized particles, to continue the reduction of $r$ towards the value used in simulations (5 nm) in order to test the fundamental physics of bijel formation, specifically what value of interfacial attachment energy is needed for long-term stability. Bijel dynamics can be further probed by using a technique which allows a variation in the probe lengthscale (e.g. differential dynamic microscopy, DDM), as well as developing a better theoretical model for (multiple) light scattering in a bijel system to arrive at the mechanisms responsible for the anomalous aging, and compare to the predictions of monogelation. Finally, higher magnification/resolution microscopy should be used to look for particle segregation on the liquid-liquid interface (as seen in simulations) and to identify in real-space the locations of the changes in Gaussian curvature over time as measured in Chapter 4.
Lay Summary

Soft materials exist in abundance throughout the home and are used in many industrial settings. A soft material (as opposed to a hard material) is any material which displays properties somewhere between a pure liquid and a pure solid. Toothpaste for example displays liquid properties when being squeezed out of its tube, but solid properties when sitting on the toothbrush. Other examples include ice cream, rubber and paint.

This thesis concerns itself with a novel soft material called the bijel which consists of two different liquids (water and an oil) and small solid particles (smaller than the width of a human hair), which forms a sponge-like structure. The water and oil are separated by a layer of said particles into interpenetrating regions with a characteristic size. The size of the regions (domains), unlike the particles, are larger than the width of a human hair but still too small to be seen by eye. The bijel potentially lends itself for use in a variety of industrial applications including biological tissue engineering, materials for energy storage and vessels for chemical reactions.

Bijels can readily be prepared in the laboratory, but the effect of various design parameters (e.g. the size of the particles, the speed of the preparation) on the final structure of the bijel are ill understood. To aid the development of the bijel for applications, and to gain further understanding about the physics of the system, we prepared bijels with a range of particle sizes and preparation speeds and characterized the structures in various ways.

We found that bijel production is less prone to failure when we use particles smaller than that traditionally used to stabilize bijels, and have developed a new theoretical framework to take account of this. This will allow, in future, for the preparation of bijels with smaller domain sizes, and expand its applicability. However, we identified a practical limit to our approach, meaning that to use
even smaller particles a new methodology will be required.

To shed more light on the small changes which result when different particles sizes and speeds of preparation are used, we measured and characterized bijel shape. Again, this work will allow, in future, better tuning of the structure for specific purposes for example, a more open sponge structure is created when smaller particles and faster speeds are used, which would be preferable if wanting to flow material through the structure. We also observed that the structure continues to change (mutate) slowly if large particles are used, suggesting some kind of aging phenomenon.

To investigate how bijels age, we used a laser to measure very small movements of the particles in the bijel structure. We found that the particle movement slows down as the bijel ages in a similar fashion to other soft matter systems, but that there were some differences. Depending on the type of particles, the movement slowed down more quickly or less quickly. This has provided the first insight into the nature of the particle interactions in the bijel.

We rounded off our investigation of bijels by using small and large particles together. We found that the size of the domains can (under certain conditions) be controlled by the speed of preparation, which offers a new way to control the structure of bijels. In addition, we observed competitive behaviour between the small and large particles, further enhancing our understanding of the physics of bijels.
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<thead>
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<th>Figure</th>
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</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>A schematic of the coarsening processes an emulsion will undergo (see text for explanations).</td>
</tr>
<tr>
<td>1.2</td>
<td>A schematic showing a typical binary liquid phase diagram with a lower critical solution temperature (LCST) marked by the cross.</td>
</tr>
<tr>
<td>1.3</td>
<td>(a) A schematic depicting an oil-in-water Pickering emulsion. The particles are adsorbed at the interface, offering resistance to coalescence. (b) A schematic depicting a bijel with two coexisting bicontinuous domains of oil and water. The particles are adsorbed at the interface and prevent further coarsening of the structure, locking it in place. Graphic adapted from Ref. [3]. Scale bars: $\approx 50 \mu m$.</td>
</tr>
<tr>
<td>1.4</td>
<td>A schematic illustrating the particle contact angle and its influence over the type of emulsion formed. Graphic from Ref. [4].</td>
</tr>
<tr>
<td>1.5</td>
<td>The simulated evolution of two coexisting liquids (blue/yellow) with dispersed colloids (green) at a volume fraction of 20% undergoing spinodal decomposition, according to Ref. [5].</td>
</tr>
<tr>
<td>1.6</td>
<td>Confocal micrographs of W/L bijel formation after the initiation of spinodal decomposition by an experimental temperature quench ($17^\circ C/min$), as reported in Ref. [6]. The fluorescence signal (white) comes from the particles. Left to right is increasing in time. The behaviour is reminiscent of the coarsening behaviour predicted by the simulations in Figure 1.5.</td>
</tr>
<tr>
<td>2.1</td>
<td>Transmission electron microscopy images of some of the particles made for use in this thesis. (a) ASSi92 ($r = 367 nm$, scale bar 3 $\mu m$); (b) ASSi72 ($r = 63 nm$, scale bar 0.5 $\mu m$); (c) MRSi03 ($r = 21 nm$, scale bar 0.3 $\mu m$).</td>
</tr>
</tbody>
</table>
2.2 The size distribution histograms for the particle batches measured using TEM in order of decreasing size: (a) ASSi92, (b) ASSi81, (c) ASSi72, (d) ASSi76, (e) MRSi01, (f) MRSi04, (g) MRSi02, (h) MRSi03.

2.3 Plots of inverse total density $\rho_{TOT}$ against particle mass fraction $\phi_M$ for ASSi81 (a) and ASSi72 (b), yielding densities of 1.63(3) and 1.51(6) g/ml respectively. The y-intercepts correspond to the solvent densities, giving 1.27 g/ml for ethanol (a) and 1.00 g/ml for water.

2.4 A schematic of the electrical double layer which forms around a charged particle in an electrolyte solution. The Zeta potential is the electrostatic potential at the edge of the slip layer which is the effective charge seen by neighbouring particles and provides stabilization against flocculation and coagulation. Image taken from Malvern Zetasizer Nano Z manual [7].

2.5 The zeta potentials of some of the particles used in this thesis as a function of drying time. ASSi81 and ASSi70 (of which ASSi81 is a repeat batch) are microparticles ($r \approx 350$ nm), ASSi72 are FITC-labelled nanoparticles ($r = 63$ nm) and MRSi04 are RITC-labelled nanoparticles ($r = 48$ nm).

2.6 Water/lutidine phase diagram, plotting existing data measured by Grattoni et al. [8] Samples are prepared in the single-phase regime (i.e. below the critical temperature of 34.1°C) at a critical weight fraction of 28% lutidine and are subsequently quenched to 45°C (or sometimes 50°C). Coexisting phases of lutidine-poor (composition marked A) and lutidine-rich (composition marked B) are created.

2.7 The volume fraction of the Lutidine-rich (L-rich) phase as a function of temperature for a initial composition of lutidine of 28 wt%.

2.8 A ray diagram representing the confocal principle (taken from the Zeiss LSM 700 manual [9]). A coherent beam of light is directed on to the sample via a dichroic mirror and a set of x-y scanning mirrors, focussed by a lens, which excites the fluorescent species. The fluorescence emission then passes through the dichroic mirror, is focussed on to a pinhole, and the light from the focal point is allowed through the pinhole and on to a PMT detector.

2.9 Illustrative Fluorescence spectra for (a) FITC (blue) and Nile Red (brown) in water and (b) RITC (blue) and Nile Blue (brown) in ethanol, with the light shades corresponding to excitation and the dark shades corresponding to emission. Data taken from the online Zeiss fluorescent dye database [10].
2.10 (a) The radial distribution functions produced by the Matlab script labelled by the sampling frequency. (b) The confocal image of a nanoparticle stabilized water/lutidine bijel ($r = 63$ nm and $\phi = 0.6\%$ quenched at $17^\circ C$ min) analysed by the Matlab script to produce the radial distribution functions shown in (a). The signal comes from Nile Red which resides in the lutidine-rich phase. Scale bar $200 \mu m$.

3.1 Schematic of a 2D slice through a 3D bijel: two tortuous interlocking liquid channels (water in black and lutidine in magenta), stabilized by a jammed layer of interfacial particles (yellow). The black arrow is the characteristic bijel length scale $L$, i.e. the average channel width or pore size. Adapted from Ref. [1].

3.2 The characteristic lengthscale normalized by particle radius ($L/r$) as a function of the inverse volume fraction of particles ($1/\phi$). Squares: data gathered during the present work using $63$ nm radius nanoparticles (NPs). Triangles: data presented in a previous study using $290$ nm radius microparticles (MPs) [6]. Circles: data gathered during present work with $367$ nm radius MPs. Note the different gradients for the two sets of data - the larger gradient obtained from the NP particle data suggests that fewer particles have become attached to the interface (see text).

3.3 Fluorescence confocal microscopy images showing the signal from the FITC-labelled particles, indicating the presence of NPs (A) and MPs (B). Scale bars $200 \mu m$. The NP-stabilized bijel image (A) shows greater signal from non-interfacial areas than the MP-stabilized bijel image (B), supporting the assertion that the interfacial uptake of NPs is less than that of MPs.

3.4 The prefactors in the scaling relationship $L/r \propto 1/\phi$ as a function of particle size. The dashed line is a fit to the data using a function of $y = 331/x$ (empirical line of best fit). The inverse relationship, obvious for $r = 63$ nm and below, essentially negates any potential reduction in $L$ (at constant volume fraction) upon reducing $r$.

3.5 Confocal images of colloidal dispersions made with $r = (a) 63$ nm, (b) $44$ nm and (c) $21$ nm particles and identical sonication procedures (see Chapter 2). The signal is due to the fluorescence of FITC ($63$ nm) and RITC ($44$ nm and $21$ nm). The $44$ nm and $21$ nm particles form large aggregates which are difficult to disperse, which may explain the lower fraction of interfacial attachment.
3.6 Fluorescence confocal microscopy images of the structures obtained when water-lutidine (W-L) mixtures are quenched at various rates in the presence of neutrally-wetting Stöber silica nanoparticles (NPs) of radius 63 nm (A, B and C) and microparticles (MPs) of radius 367 nm (D, E and F). Note the loss of tortuosity for the slow quench and MP combination in D. Scale bars: 100 µm. Yellow: particles labeled with the fluorescent dye FITC. Magenta: L-rich phase labeled with the fluorescent dye Nile Red.

3.7 Fluorescence confocal microscopy images of water/lutidine (W/L) bijels (lutidine-rich phase is magenta) stabilized by nearly neutrally wetting particles (yellow), quenched at 350°C/min using the microwave method. Images are of a microparticle (MP) (a-c) and nanoparticle (NP) (d-f) stabilized bijel at three different positions (randomly chosen). Particle volume fractions are (a-c) 2.6% and (d-f) 0.7%. Scale bars 200 µm.

3.8 The radial distribution functions of the confocal images shown in Figure 3.7.

3.9 Fluorescence confocal microscopy images of the time evolution of water/lutidine mixtures containing nanoparticles (NPs, top row) and micro-particles (MPs, bottom row) under a slow 1°C/min quench. Note the formation of a bijel in the top row and the formation of a droplet emulsion in the bottom row, suggesting that particle size has an important effect on phase-separation kinetics. White: FITC-labelled particles. Scale bars: 100 µm.

3.10 (a) The characteristic lengthscale L as a function of time from the onset of the phase separation, for 1°C/min quench of water/lutidine without particles, and with MPs and NPs. (b) the phase separation speed v_c as a function of time from the onset of phase separation in the case of NPs.

3.11 (A) Optical microscopy image of a polymer monolith fabricated from a NP-stabilized bijel template. Note the network of tortuous pores and sample homogeneity. (B) Electron micrograph of a polymerized bijel. Scale bar: (A) 100 µm and (B) 10 µm.

3.12 Confocal images of a microparticle (MP, r = 348 nm, φ = 2.2%) bijel quenched at 17°C/min (a) and a nanoparticle (NP, r = 63 nm, φ = 1.4%) bijel quenched at 5°C/min (c). Yellow denotes particles and magenta the lutidine-rich phase, or single mixed phase in (d). (b) and (d) are images of the system after cooling to room temperature (RT) when the interface is dissolved. Scale bars 200 µm (a,b) and 100 µm (c,d).
3.13 Confocal image of a lutidine and water emulsion stabilized by slightly hydrophobized Stöber silica particles with $r = 5$ nm. Note that the type of emulsion (W/L or L/W) is not known because only the particles are dyed. Lutidine was added to a concentration of 28 wt%, with the other 72 wt% being made up of the silica dispersion in water, i.e. not pure water as in the normal bijel preparation (see Chapter 2). Scale bar 50 µm.
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3.14 Confocal image of a microparticle (MP, $r = 348$ nm) stabilized emulsion ($\phi = 4.5\%$) formed by quenching at 1°C/min. Some tortuosity remains at this high volume fraction, but not enough for the sample to be considered a bijel. Scale bar 200 µm.
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4.1 A schematic of a 2D slice of a 3D bijel. The liquid phases (A and B) are separated by a jammed layer of particles (yellow) at the interface, with a typical separation $L$. The principal radius of curvature $R$ at a point on the interface is the radius of a circle which intersects tangentially at that point, with a curvature $\kappa = 1/R$. In 3D a point will have two principal curvatures. Adapted from Ref. [4].
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4.2 (a) Example fluorescence confocal microscopy image of a bijel stabilized by NPs ($r = 63$ nm), quenched at 17°C/min. Particles are shown in yellow, whereas magenta indicates the lutidine-rich phase. Scale bar 200 µm. Z-stacks are compiled by acquiring these 2D (X-Y) images at incrementing Z positions. (b) Example X-ray CT image of a polymerized bijel, where one of the channels is air (black) and the other polymer (white). Scale bar 500 µm. Imaging with this method allows a larger sample volume to be probed, providing better statistics than confocal microscopy.
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4.3 (a) A 3D volume rendering of a microparticle stabilized bijel (grayscale) with the calculated isosurface superimposed (yellow). The isosurface clearly follows the pattern of the raw data, meaning that the curvature analysis performed on the isosurface can be said to represent the curvature values of the raw data, i.e. the bijel. (b) The same for data obtained from a Lattice-Boltzmann bijel simulations with the particles removed.
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4.4 Isosurfaces computed for benchmark structures, system of spheres (a) and a gyroid (b). Matlab was used to numerically generate these structures (see text for details).
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4.5 The area-averaged Gaussian curvature of a simulated gyroid, in a volume of 512 by 512 by 128 pixels, as a function of the gyroid wavelength (black), and the same after correcting for the fishtank effect (red).
4.6 Example data used in the curvature analysis. (a) Isosurface created using X-ray CT data. (b) Isosurface created using confocal data. (c) Mean curvature distributions for both isosurfaces. (d) Gaussian curvature distributions for both isosurfaces. The distributions were normalized by dividing the raw counts by total number of counts.

81

4.7 The distributions of Gaussian curvature as measured by confocal microscopy and image analysis for a bijel just before (black) and just after (red) polymerization, induced by UV irradiation.
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4.8 2D slices from a 3D X-ray CT data set: (a-d) direct i.e. channel A is white and (e-h) inverted i.e. channel B is white. (a/e) Bottom slice: the yellow/red arrow points to the initial yellow/red point before region growing of channel A/B. (b/f) Same as (a/e) but after region growing, showing in red all the points above the threshold connected to the initial point in (a/e). (c/g) Top slice and (d/h) same as (c/g) but after region growing, showing in red all the points above the threshold connected to the initial point in (a/e). Adapted from Ref. [2].
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4.9 The change in area-averaged mean curvature (a) and Gaussian curvature (b) as a function of particle size. The red data points are measurements performed on simulated data (see text). The error bars for the two right-most black squares indicate one standard deviation of the distribution of 3 separate measurements, whereas for the left-most point (and the red point) the error bars indicate the thresholding error from one unique measurement.
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4.10 The normalized frequency distributions of mean curvatures $H\Sigma^{-1}$ (a) - (c) and Gaussian curvatures $K\Sigma^{-2}$ (d) - (f) for the three experimental data points shown in Figure 4.9.
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4.11 The change in area-averaged mean curvature (a), Gaussian curvature (b) as a function of quench rate. The dashed line in (a) indicates the value expected for the gyroid.
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4.12 The normalized frequency distributions of mean curvatures $H\Sigma^{-1}$ (a) - (c) and Gaussian curvatures $K\Sigma^{-2}$ (d) - (f) for the three additional experimental data points shown in Figure 4.11; 17°C/min (a,b,d,e) and 1°C/min (c,f).
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4.13 (a) The change in area-averaged Gaussian curvature as a function of time for three separately prepared MP bijels (black, red and blue, \( \phi = 2.8\% \)). The data points in the dashed box are the ones used to generate the MP 350\(^\circ\)C/min data point in Figures 4.9 and 4.11. (b) The change in area-averaged Gaussian curvature as a function of time for 2 NP bijels (black and red, \( \phi = 0.7\% \) and 1.0\% respectively) and a MP nitromethane/ethanediol bijel (blue, see text for details). Error bars are ±2.4\%, the error derived from the analysis test in section 2.6.

4.14 The change in the surface to volume ratio (A/V) over time for the 3 microparticle (MP) stabilized bijels shown in Figure 4.13(a) – MP 1 black squares, MP 2 red circles, MP 3 blue triangles.

4.15 A comparison of the isosurfaces (top-down view) representing a 20 minute old bijel and a 60 minute old bijel, stabilized by MPs. The black areas have Gaussian curvature values less than zero, whereas the bright areas have positive Gaussian curvature, to varying degrees indicated by the brightness.

4.16 The absolute change in the area-averaged Gaussian curvature distributions between the first and last time point in the three timeseries presented in Figure 4.13(a).

5.1 A schematic of the diffusing wave spectroscopy (DWS) setup. A laser beam is directed at the sample with the multiply-scattered light collected by a fast CCD camera. The camera records a time-varying speckle pattern – an example (still) frame of the pattern is shown on the right.

5.2 The correlation functions of microparticle (MP, \( r = 367 \text{ nm} \)) stabilized water/lutidine (W/L) bijels as a function of delay time \( \tau \), labelled by sample age. The first data set (black squares) is the correlation function when only an MP dispersion in W/L is studied, at the same concentration and temperature (i.e. not a bijel). Note that the ‘1 day’ data ends at around 2000 seconds and is not hidden by the ‘1 day 21 hr’ data, as it may appear.

5.3 The correlation functions of water/lutidine (W/L) bijels stabilized by nanoparticles (NPs, \( r = 63 \text{ nm} \)) as a function of delay time \( \tau \), labelled by sample age.

5.4 The correlation functions of nitromethane/ethanediol (NM/ED) bijels stabilized by microparticles (MPs, \( r = 290 \text{ nm} \)) as a function of delay time \( \tau \), labelled by sample age.
5.5 The rescaled correlation functions as a function of $\tau/\tau_d$ for (a) W/L with MPs, (b) W/L with NPs and (c) NM/ED with MPs. $\tau$ is the delay time and $\tau_d$ is the delay time at which the value of the correlation function is 0.5. (d) The dependence of $\tau_d$ on sample age for the three systems presented in (a)-(c).
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Chapter 1

Introduction

1.1 Overview

Particle-stabilized bicontinuous emulsions are studied as part of the wider field of soft matter, which concerns itself with physical systems displaying both liquid-like and solid-like properties, depending on their environment [12]. Such systems form the basis of materials which exist in abundance around the home, in factories, and in nature, and we rely heavily on them in our daily lives, e.g. polymers [13], lipid membranes [14] and composite materials [15]. Although the field is broad, there are some unifying concepts, such as the mesoscopic length scales which allow quantum effects to be ignored, but emphasizes the importance of thermal motion. Some soft matter systems exist in a state far from thermodynamic equilibrium [16], enhancing the richness in their behaviour. One such class of system is the emulsion [17], where two otherwise immiscible liquids are blended together to create a metastable mixture. Everyday examples include mayonnaise, milk, and paint.

The phenomenon of emulsification has been well documented over the past couple of centuries, with many material washing and food preparation techniques utilizing molecular emulsifiers [18]. At the beginning of the 20th century however, an alternative method of emulsification was discovered. Pickering and Ramsden reported that emulsification could take place without soluble emulsifiers, but with insoluble solid particles, which attach at the interface [19 20]. This initial discovery opened up a brand new area of emulsion research,
which has seen increased activity during the past 10-20 years, owing to the advancement of a related area of research into colloidal particles \cite{1, 21}. Particle stabilized emulsions, or Pickering emulsions, have many technological applications including, but not limited to, materials templating \cite{22} and the fabrication of controlled-release mechanisms \cite{23}. Some have suggested that such systems should be referred to as Pickering-Ramsden emulsions to acknowledge the work of both seminal authors of the field \cite{24}, but here we stick with the convention adopted in the literature.

Very recently, the field has been expanded to include bicontinuous emulsions, nicknamed ‘bijels’, whereby two liquids are stabilized by solid particles into fluid bicontinuous interlocking channels \cite{3}. This new class of soft material further enhances the technological applicability of emulsions to include microfluidics \cite{25}, gas storage \cite{26}, catalysis \cite{27} and fuel cells \cite{28}. This bijel field is relatively young, with much of the fundamental physics yet to be fully explored experimentally. The remainder of Chapter 1 is dedicated to outlining the theoretical and experimental background of the bijel field.

The subsequent Chapters are arranged as follows. In Chapter 2 we outline the materials and experimental methods used throughout this thesis while addressing some other relevant theoretical concepts. In Chapter 3 we use nanoparticles instead of microparticles to stabilize water/lutidine bijels. We measure and analyze the bijel lengthscale dependence on particle volume fraction, examine the kinetics of bijel formation while exploring the effect of quench rate and report broadly on the similarities and differences. We end with a new theoretical framework for understanding the role of bending moduli in bijel formation. In Chapter 4 we quantitatively characterize bijel morphology by measuring distributions of interfacial curvatures and explore the effect of particle size, quench rate, and time after bijel formation. We find that the most hyperbolic structures are formed when the smallest particles and fastest quench rates are used. The analysis opens up new avenues for choosing/controlling bijel microstructure beyond the simple characteristic length scaling relationship. In Chapter 5 we study bijel dynamics with diffusing-wave spectroscopy, a type of light scattering. We uncover interesting aging behaviour across three bijel systems and discuss the potential origins. In Chapter 6 we make bijels with both nanoparticles and microparticles simultaneously. We make carefully prepared specifications of samples to directly measure the relative interfacial uptake fractions of the particles. We observe that in a bidisperse system the bijel lengthscale can depend
heavily on the quench rate used, that the bidisperse bijel jams slower than a monodisperse bijel, and that the microparticles prefer to reside around droplets. In Chapter 7 we summarize and discuss the main results of this thesis in the context of previous knowledge and identify potential avenues for future work. We finish the thesis with the conclusions in Chapter 8.

1.2 Emulsions

Two non-identical liquids in contact will be miscible, immiscible or partially miscible in varying proportions depending on thermodynamic conditions. Typically, a small amount of one liquid will be soluble in another, but as more is added this becomes thermodynamically unfeasible unless the temperature is raised or lowered (depending on specific interactions of the liquid molecules). At fixed temperature, a mixing or demixing event can be also be triggered by a change in pressure. This leads to combinations of liquid-liquid ratios and temperatures (or pressures) for which the system will exist as one phase (mixed) or two phases in coexistence (demixed) [12]. For a system in the demixed regime there is an increase in free energy associated with the interfacial area between the two phases, quantified as

\[ \Delta G = \gamma A \]  

(1.1)

where \( \gamma \) is the interfacial free energy per unit area (or interfacial tension) and \( A \) the interfacial area. It follows that a system in the demixed regime will spontaneously reduce its interfacial area to minimize the free energy (this is most obvious when observing that a dispersed phase will usually exist as spherical droplets, a sphere having the lowest 3D surface to volume ratio). This means that the emulsion will undergo coarsening processes, such as coalescence, Ostwald ripening and creaming or sedimentation, as depicted in Figure 1.1.

The first, coalescence, is the process by which two droplets of dispersed phase combine and result in a single droplet, thereby decreasing the ratio of surface area to volume, and hence decreasing the free energy. The second, Ostwald ripening, is the process by which large droplets of dispersed phase grow at the expense of small ones nearby, without actually coming into contact and coalescing. This is driven by a difference in Laplace pressure between the big and small droplet – the pressure is higher in the smaller droplet. Creaming or sedimentation of droplets is driven by the density difference (if any) between the dispersed and continuous
phases. If the droplets have a lower density, they will rise (creaming), whereas if they have a higher density, they will sink (sedimentation).

To emulsify two liquids in the demixed regime it is therefore necessary to halt or at least dramatically curtail these processes. The tendency to coalesce and Ostwald ripen can be reduced either by reducing $\gamma$ (using molecular surfactants \[29\] or proteins \[30\]) or by reducing $A$ (using colloidal particles which adhere to the interface, see next section). Sedimentation or creaming can be curtailed by, say, increasing the viscosity of the continuous phase, providing a greater resistance to the movement of dispersed droplets.

The typical morphology of an emulsion is droplet-matrix – that is, droplets of one phase dispersed in a continuous (second) phase. In addition, a typical emulsion system will be out-of-equilibrium thermodynamically, meaning that energy must be put in to emulsify, and the direction of spontaneous change is towards complete phase separation. However, there are emulsions stabilized by surfactant which form spontaneously, i.e. equilibrium emulsions, the so-called ‘microemulsions’ \[31\]. Microemulsions find applications in drug delivery \[32, 33\], the production of catalytic materials \[34\] and nanoparticles/quantum dots \[35\]. Morphologically these systems can be similar to bijels (the subject of this thesis), however the lengthscales tend to be around 100 nm (or less) and the structures are not arrested in nature (i.e. are equilibrium, as opposed to non-equilibrium, structures). As shall become clear later, ideally we would like to prepare bijels with lengthscales around 100 nm in the laboratory but this has not been achieved (yet). If and when

---

**Figure 1.1:** A schematic of the coarsening processes an emulsion will undergo (see text for explanations).
this is achieved, it would be interesting to compare the structures formed with microemulsions to identify potential advantages for applications. One of which could be the greater resistance of the bijel structure to external perturbation because of its significant yield stress [36].

We now move on to a discussion of phase separation mechanisms which is crucial for understanding bijel formation – a bijel is formed when the spinodal decomposition of a binary mixture of liquids is arrested by a layer of interfacial colloids.

### 1.3 Liquid-liquid demixing

![Figure 1.2: A schematic showing a typical binary liquid phase diagram with a lower critical solution temperature (LCST) marked by the cross.](image)

Emulsions can be prepared by agitating a mixture of two immiscible or partly-miscible liquids at a temperature, pressure and composition which corresponds to a point in the phase diagram in the demixed regime. However, an alternative method exists, which makes use of a temperature, pressure or compositional quench (a change from one value to another). A typical binary liquid will have two phase-separation regimes, characterized by the position of the binodal and spinodal lines [12]. In the binodal region, the first derivative of free energy with respect to composition is negative, but the second derivative is positive, which leads to spontaneous nucleation of droplets with only the droplets exceeding a certain size surviving. In the spinodal region, the second derivative of free energy
with respect to composition is negative, meaning that the system is unstable to any fluctuation in composition, and the spontaneous phase separation proceeds unimpeded.

Figure 1.2 shows a typical binary liquid phase diagram with a lower critical solution temperature (LCST) i.e. a mixture which is demixed by heating. If the system is in the area below the binodal line, all mixtures exist as a single phase and are stable. If the system is in between the binodal and spinodal lines, it is metastable, in that thermal fluctuations in composition will nucleate droplets, but only those droplets over a certain size will survive and grow, leading to phase separation (the ‘nucleation and growth’ regime). The free energy of such a system is given by

$$\Delta G = \frac{4}{3} \pi r^3 \Delta G_{\text{bulk}} + 4 \pi r^2 \Delta G_{\text{interfacial}}$$

(1.2)

where $\Delta G_{\text{bulk}}$ and $\Delta G_{\text{interfacial}}$ are the bulk and interfacial free energies and $r$ is the radius of the nucleated droplet. The energy barrier to be overcome is given by

$$\frac{d\Delta G(r^*)}{dr} = \frac{16 \pi \Delta G_{\text{interfacial}}^3}{3 \Delta G_{\text{bulk}}^2}$$

(1.3)

where

$$r^* = -\frac{2 \Delta G_{\text{interfacial}}}{\Delta G_{\text{bulk}}}$$

(1.4)

is the critical nucleus size.

In the spinodal region, the system is unstable to even the smallest fluctuation in local composition, and spinodal decomposition will occur (original observation and understanding developed by Cahn [37, 38] and Hilliard [39]). In this regime, the free energy per unit volume $F$ is given by

$$F = A \int \left[ f_0(\phi) + \kappa \left( \frac{d\phi}{dx} \right) \right]$$

(1.5)

where $f_0(\phi)$ is the free energy per unit volume of a uniform mixture of composition $\phi$, $\kappa$ is the gradient energy coefficient and $x$ is a spatial coordinate. It is this spinodal composition which is arrested in the case of the bijel, so we will elaborate further on this phenomenon.

Upon entering the spinodal region, an initial interdiffusion of liquid molecules sets up distinguishable domains with a well-defined interface between them [12]. This process can be thought of as a superposition of sinusoidal composition fluctuations each with a certain amplification factor [37]. The domain size $L$ (or sinusoid with
wavelength $2L$) which is most amplified by this process is the one which balances the diffusivity of the molecules with the amount of interfacial area produced. In other words, there are two competing factors – the system wants large domains to reduce interfacial area (and hence free energy) but is limited by the ability of the molecules to diffuse over long distances. With the domains established, the interfacial tension drives liquid movement over distances greater than the domain size, growing the domains and coarsening the structure. In this second regime, the ‘viscous-hydrodynamic regime’, $L$ grows linearly with time. Then, as the domains become larger and more massive, inertial forces begin to dominate, and $L$ grows as $t^{2/3}$ [40]. Further detail of phase separation mechanisms can be found in Ref. [41].

1.4 Particle-stabilized emulsions

![Figure 1.3](image)

**Figure 1.3:** (a) A schematic depicting an oil-in-water Pickering emulsion. The particles are adsorbed at the interface, offering resistance to coalescence. (b) A schematic depicting a bijel with two coexisting bicontinuous domains of oil and water. The particles are adsorbed at the interface and prevent further coarsening of the structure, locking it in place. Graphic adapted from Ref. [3]. Scale bars: $\approx 50 \, \mu m$.

Instead of relying on molecular surfactants, colloidal particles of radius $r$ with intermediate wettability for both liquids can become irreversibly adsorbed to the interface [24] (see Figure 1.3(a)), reducing the liquid-liquid (L-L) area by (at maximum) a disc of radius $r$. The amount of area reduction is determined by the three-phase contact angle $\theta$, with the maximum reduction at $\theta = 90^\circ$. The contact angle is generally measured through the aqueous phase, so a hydrophilic particle
will have $0^\circ < \theta < 90^\circ$ and a hydrophobic one $90^\circ < \theta < 180^\circ$ (see Figure 1.4). The particle’s hydrophilicity is usually the main factor in determining which phase is dispersed and which one is continuous – however, with $\theta \approx 90^\circ$, the continuous phase will usually be the one which is in excess by volume[4].

![Figure 1.4: A schematic illustrating the particle contact angle and its influence over the type of emulsion formed. Graphic from Ref. [4].](image)

The total attachment energy of a particle is given as [24]

$$E = \pi r^2 \gamma (1 - |\cos \theta|)^2$$  \hspace{1cm} (1.6)

The magnitude of this energy is generally on the order of $\approx 1000 k_B T$ for micron-sized particles and typical binary liquid interfacial tensions [8, 42], in effect resulting in an irreversible adsorption process. This situation differs from that of molecular surfactants which adsorb reversibly with energies of $\approx k_B T$. Again, the energy is maximum for $\theta = 90^\circ$.

In this respect, colloidal particles can emulsify liquids by directly reducing the free energy. They also combat the destabilization mechanisms the emulsions undergo – coalescence, creaming and Ostwald ripening [4]. Coalescence is inhibited by the coating of particles on the surface of the droplets, in effect keeping the droplets from coming into close contact. The same coating hinders Ostwald ripening, which is the tendency for large droplets to grow at the expense of smaller ones due to the larger Laplace pressure in smaller droplets. Shrinking a droplet would require the expulsion of interfacial particles which is energetically unfavourable, hence providing an energy barrier for this process. Creaming, i.e. the moving apart of the phases because of differences in density, can be slowed by droplet-bridging through the continuous phase (which acts to increase its viscosity) and
either slowed or hastened due to the weight of the particles on the droplets.

There are two routes to Pickering emulsion formation – shearing two immiscible liquids in the presence of appropriate colloidal particles, or quenching a binary liquid into the de-mixed regime from the mixed \[43\]. In the latter case, reducing or increasing the temperature rapidly will force the system to phase-separate by either droplet nucleation and growth or spinodal decomposition \[12\]. The former will create a Pickering emulsion, and the latter will, if other conditions are satisfied, produce a bijel.

Large scale computer simulations reported in 2005 \[5\] explored the possibility of arresting the spinodal decomposition of a binary liquid in the presence of colloidal particles. The results suggested the existence of a kinetic pathway to the creation of amorphous soft solid materials, nicknamed ‘bijels’ (Bicontinuous Interfacially-Jammed Emulsion geLS). Similar to the formation of Pickering emulsions via phase separation, the final structure is representative of the separation kinetics, in this case with convoluted interconnected domains stabilized by nano- or micro-particles with a characteristic lengthscale (see Figure 1.3(b)). An overview of the simulation and experimental bijel studies is presented over the next two sections.

### 1.5 Bijels in simulations

![Figure 1.5: The simulated evolution of two coexisting liquids (blue/yellow) with dispersed colloids (green) at a volume fraction of 20% undergoing spinodal decomposition, according to Ref. \[5\].](image)

The first bijel simulations were reported in 2005 \[5\], and since then many more have been performed in order to better understand various aspects of the formation and long-term behaviour of the structure \[11\ \[44\ \[49\].

A typical bijel preparation scheme in simulation is as follows. A binary solvent,
with roughly equal volume fraction of liquids, whilst also containing neutrally-wetting colloidal particles of radius $r \approx 5 \text{ nm}$, is quenched deep into the two-phase region of the phase diagram which induces spinodal decomposition. The requirement that the phase diagram be close to symmetric is so that neither phase, upon demixing, is favoured to be the continuous phase [5], although simulations using asymmetric liquid volumes still result in bijels [2]. In the case without particles, after the initial interdiffusion of liquid molecules A and B (which sets up the well-defined bicontinuous domains separated by a sharp interface), the average domain size grows as $L(t) \sim t$ in the ‘viscous-hydrodynamic’ regime, driven by a reduction in the interfacial free energy due to the reduction of L-L interfacial area (Figure 1.5) [50]. Later, as the domains increase above a certain size, a crossover is observed to the ‘inertial’ regime, which has $L(t) \sim t^{2/3}$. However, in the presence of neutrally-wetting particles, the particles sequester to the interface during the viscous-hydrodynamic coarsening. A jamming transition of the colloids takes place as their concentration on the L-L interface saturates, and a close packed monolayer is formed which dramatically curtails the coarsening [3]. The characteristic lengthscale of the bijel at the point of saturation scales as $L \propto r/\phi$, where $r$ is the radius and $\phi$ the volume fraction of the colloids. Note that the particle contact angle does have a small effect on the final saturation lengthscale [48].

The non-equilibrium arrested nature of the resultant colloidal monolayer gives the bijel some unique and potentially useful properties. As well as a tunable pore size $L$, it should also have a tunable elasticity. The elastic modulus is predicted to scale with the interfacial energy density $\gamma/L$, or $\gamma \phi / r$. Structural stability of the bijel structure could be further enhanced by the attractive interactions between the colloids. The bijel could be used as a micro-reaction crossflow medium, since the structure would have high permeability to either of its component solvents and any reagents dissolved in them (i.e. at the interstices of the particle layer). Macroscopically, the structure should also be able to support the alternating flow of fluids [5]. In this respect, its permeability as a function of geometry has been quantitatively assessed and the bicontinuous morphology has been found to be superior to more traditional ‘filled-pore’ morphologies [51]. The principles of emulsion templating [22, 52, 53] are transferable to bijels, with the potential for the creation of (solid) bicontinuous macroporous materials [51, 54], with potential applications in gas storage [26], catalysis [27], fuel cells [28] and solar cells [55]. The colloidal skeleton could even be used for tissue engineering [56], or filtration [57].
Several aspects of bijel formation and behaviour have been investigated by the original and subsequent simulations. For example, the original lattice-Boltzmann simulations broached the question of the structure’s long-term fate – due to the parameters and machinery used, the simulations barely exceeded the Brownian time of the particles, making it difficult to ascertain whether or not coarsening would continue indefinitely [5].

The system was also modified to include bimodal, instead of monomodal, particles. This was done to remove the opportunity for particle crystallisation at the interface, a possible mechanism for providing long term stability. $L(t)$ levels off slower than the equivalent monodisperse case, but still ends in a plateau which, due to the limited run times, cannot definitively say whether a bidisperse bijel will be stable on laboratory timescales. To investigate further, the simulations looked at the evolution of two specific geometrical motifs characteristic of the bicontinuous structure, namely a cylindrical fluid ‘neck’, and a rippled surface. Without particles, the first would be expected to break into droplets due to the Rayleigh-plateau instability, and the second would be smoothed out due to interfacial tension. However, with a dense layer of bidisperse particles, both motifs were arrested very close to their initial configuration, providing evidence for the long-term stability of such a bicontinuous structure.

If the bijel was to coarsen beyond the lengthscale at which the jamming transition occurs, particles would need to be expelled. Very little particle expulsion was observed however and the phase separation was almost, but not completely, arrested. This has also been seen in simulations with slightly modified parameters allowing the system to evolve 50% beyond the Brownian time [11]. If we consider neutrally wetting particles ($\theta = 90^\circ$) which maximizes the attachment energy, for particles with $r = 5$ nm the energy is easily of the order $10 \, k_b T$, rendering individual expulsion unlikely [11], and even less likely for larger particles or higher interfacial tensions. Indeed, if the particle attachment energy is not high enough, the system completely phase separates, mediated by the desorption of particles from the interface [58]. A complete saturation of $L(t)$ has been observed but only when thermal motion of the colloids was not included in the simulation model [45], suggesting that colloidal Brownian motion could be the cause of the late-time dynamics. However, simulations using a continuum (rather than lattice-Boltzmann) approach, with Brownian effects included, also observed complete cessation [46]. Hence, simulations are inconclusive on this issue.

Another possible mechanism for the destabilization of bijels arises out of collective
effects, as observed in experiments for a Pickering drop under gravity [59]. A ‘keystone’ particle at the base of the drop is ejected if the total weight of particles above it is larger than the binding force of said particle. A similar mechanism is not ruled out for bijels [5], but has not been observed in either experiments or simulations.

Other aspects explored include the effect of the contact angle \(\theta\), concentration \(\phi\) and phase volume parameter \(\varphi\) (i.e. the ratio of the volumes of coexisting phases) on the resultant structure (discrete Pickering emulsion or bijel). Although there is a rough requirement for bijels that the colloids be neutrally wetting and that \(\varphi\) be roughly 1:1 [5], these requirements have been subsequently found to be interdependent [45]. For \(\varphi = 1:1\), contact angles of 90 ±10° produce bicontinuous structures. At fixed \(\varphi\) the range of successful \(\theta\) is controlled by the concentration of particles – the range is increased upon an increase in \(\phi\), i.e. the requirement of \(\theta = 90^\circ\) becomes less important when more particles are used. At fixed \(\phi\), when one liquid is added to decrease \(\varphi\) below 1:1, the particles must increasingly prefer the minority phase in order to maintain a bijel. If not, a Pickering emulsion is formed instead. In general, a contact angle of 90° can support bijel formation up to \(\varphi = 5:9\).

A similar analysis has been performed on bijels stabilized by anisotropic particles, specifically ellipsoids [47]. In that case, a contact angle of 90° can support bijel formation up to a ratio of 5:9, which increases to 3:4 for a contact angle of 130°. The ellipsoids also proved more efficient stabilizers than spheres, i.e. each ellipsoid took up a larger area of L-L interface compared with a sphere of the same volume [47]. 3D packing of ellipsoids have also been investigated and at certain aspect ratios can pack more densely than the equivalent spheres [60]. 2D bijel simulations looked at the role of Laplace pressure in determining the equilibrium properties of adsorbed anisotropic particles (including stars, ellipsoids and assorted platelets), as well as the effect of interfacial jamming on the shape of L-L interface [61]. Isolated particles adsorbed to Pickering drops were found not to alter the homogeneous equilibrium curvature of the L-L interface, however a jammed layer of ellipsoids was found to alter the shape of the bicontinuous L-L interface. In the jammed bicontinuous case, the Laplace pressure vanishes as the interparticle repulsion balances the L-L interfacial tension.

Simulations have also looked at what happens when the spherical interfacial colloids are magnetic with permanent dipoles [44]. The creation of a monodomain of aligned magnetic moments, preferred by the dipolar interaction between the
colloids, is unable to form due to the curvature of the L-L interface, which creates frustration. For typical parameters, the bijel morphology is still determined by the balance between short range repulsive interaction and capillary forces, as in the non-magnetic case, although the magnetic interaction has the potential to affect the domain morphology. For example, applying a strong (≈ 0.6 T) uniform external magnetic field creates significant anisotropy in the bijel domains along the axis of the field (similar anisotropy can be introduced by using a centrifugal field [62], see next section). The extent of anisotropy depends on whether or not the field was turned on during the phase separation or after the jamming transition. This process could potentially turn the bijel into a droplet morphology, which would be useful for applications in a similar way to the controllable stability of Pickering emulsions as demonstrated in experiments [63], although this was not achieved in the simulations. However, in principle the same function could be achieved via the use of field gradients which exert forces on the particles (instead of torques in the case of a uniform field).

Finally, the most recent simulations have looked at the case of bijel formation when the spinodal decomposition is surface-directed (SDSD) [49]. Bijel formation was simulated in thin films, with both major surfaces preferentially wetted by one of the liquids. Without particles, the surface-wetting has a large effect on the morphology of the spinodal decomposition. The bicontinuous domains turn into cylindrical domains connecting the upper and lower surfaces. With particles, the resultant structure is dependent on the volume fraction of particles and the film thickness. At high volume fractions and large thicknesses, bicontinuous morphologies are found. Reducing the thickness and/or volume fraction makes it more likely for a discrete (droplet emulsion) morphology to be formed. Compared to SDSD itself, the particles extended the range of film thicknesses that could support the cylindrical domains, while stabilizing bijel structures at higher volume fractions.

### 1.6 Bijels in experiments

#### 1.6.1 Systems

Bijels have been prepared in the laboratory in a variety of different forms (systems) since the reports of the first simulations [64]. The route to the
experimental realization of bijels involved a) the identification of appropriate binary liquids which meet the symmetric phase diagram requirement, b) the identification of an appropriate colloid with $\theta = 90^\circ$ and c) the development of reproducible protocols. Stöber silica \cite{65} has been the colloid of choice so far, due to its low polydispersity \cite{66} and highly tunable surface properties \cite{67}. Stöber silica will not in general have $\theta = 90^\circ$ for any pair of liquids, but for some specific pairs it is possible to chemically modify the surface to achieve it. The first reported bijel was made using a system of water and lutidine (W/L, 2,6-dimethylpyridine) \cite{6}. To access spinodal decomposition, the system was prepared at a critical composition at room temperature and quenched up moderately fast (17°C/min) through the critical point, as opposed to quenching fast through the nucleation and growth region, an alternative method explored in other work \cite{43}. Stöber silica of radius $r = 290$ nm was subject to a drying protocol to achieve neutral wetting \cite{68} and loaded into the mixture at 2% volume fraction, producing a pore size $L$ of about 40 $\mu$m. $L$ was found to scale linearly with $1/\phi$, with some deviation at low volume fractions (higher pore sizes, perhaps suggesting an upper limit). Overall, the relationship was in agreement with simulations, as was the observed phase-separation and coarsening behaviour (Figure 1.6). High resolution confocal microscopy showed an interfacial particle monolayer, suggesting that the bicontinuous structure was indeed formed due to interfacial tension and not particle-particle interactions. Samples were stable for several months, although small local particle rearrangements could not be ruled out. The bijel’s mechanical strength was also probed, and the structure exhibited a small but significant yield stress as well as elastic self-healing properties.

Figure 1.6: Confocal micrographs of W/L bijel formation after the initiation of spinodal decomposition by an experimental temperature quench (17°C/min), as reported in Ref. \cite{6}. The fluorescence signal (white) comes from the particles. Left to right is increasing in time. The behaviour is reminiscent of the coarsening behaviour predicted by the simulations in Figure 1.5.
However, one of the big experimental difficulties for W/L bijel production is the tuning of the silica surface chemistry. The interaction of W/L mixtures and silica surfaces is complex [69-71]. Native silica particles are hydrophilic [72], but on approach to spinodal decomposition they are ‘pre-wetted’ by the lutidine (acquire a layer of lutidine) and become, in effect, hydrophobic [73]. This renders them unable to stabilize bijels, as they will simply partition to the lutidine-rich phase and likely aggregate. This problem was overcome by the inclusion of the dye FITC, but on closer inspection it was found that it is highly likely the agent responsible for this inhibition is not the dye molecule itself, but the linking molecule APS which is added in excess, leaving many amine groups exposed on the surface [68, 69]. This, combined with the surface silanols (Si-OH), provides an interesting interplay between protonation and deprotonation sites when the particles are dispersed in de-ionised water. Surface charge measurements show that upon addition of APS/dye mixtures the surface charge is made more positive, and even more so upon drying [69]. The surface charge of dried particles will actually decrease over time upon dispersion in water. This can be correlated with the experimental observation of the particles increasingly preferring the lutidine phase over time after dispersion [69]. During the previous work on W/L bijels the amount of added APS was not accurately controlled, which created wetting discrepancies between the batches of Stöber silica. Introducing such control in future work seems to be a necessary step.

W/L bijels have also been stabilized by graphene-oxide (GO) sheets, providing a simple route to the production of graphene oxide frameworks [74]. Such frameworks could be used in biosensors or supercapacitors. After stabilizing domain sizes of between 10 and 100 µm, the water and lutidine were removed by freeze-drying, leaving behind a porous GO foam. Unlike the W/L bijel stabilized by silica spheres, the curtailment of the spinodal decomposition was attributed to the elastic nature of the GO-laden interface rather than a jamming transition.

After the seminal work on W/L bijels, a system of nitromethane and ethanediol (NM/ED) was successfully used to create a bijel, again using Stöber silica, but in this case the particles were modified via a silanization reaction to achieve neutral wetting [36]. Domain sizes of around 1 µm were achieved with a particle radius of $r = 67$ nm and volume fraction of 11.5%, significantly less than that previously achieved with W/L [6]. NM/ED, when prepared at critical composition, has a volume ratio (between the two coexisting phases) of 52:48, which is more symmetric than the W/L system at 69:31. Also, the NM/ED system is less
subject to creaming effects as the densities of the coexisting phases are more closely matched. The lower critical solution temperature of 40°C means that the bijels formed are stable at room temperature which allows more rigorous rheological measurements to be taken. It was shown that the domains align under shear and that the structure restores itself after compression.

The NM/ED system has also been used to create so-called ‘bridged’ bijels [75], which result if only a small number of particles initially adsorb to the spinodal interface, with the remaining particles adsorbing to droplets which nucleate in the ED phase due to the finite temperature quench [76]. This microstructure leads to much larger domain sizes (compared with a normal bijel at the same volume fraction) of up to 450 µm, which is the size typically sought for tissue engineering purposes [56].

Not only have NM/ED bijels been prepared with silica spheres, but also by silica rods [77]. Rods proved to be more efficient stabilizers of the spinodal interface, meaning that for the same volume fraction and volume-per-particle of rods vs spheres, the rods stabilized a bijel with smaller domains. The rods would be even more efficient if it wasn’t for ‘flippers’, which flip out of the plane of the interface and hence occupy less interfacial area, and the tendency of the rods to form stacked layers. The overall morphology of the domains stabilized by rods vs spheres were broadly similar, apart from the ability of the rods to stabilize thinner liquid necks, purportedly due to the ability of the rods to align.

Experimental protocols have recently been devised which allow the preparation of polymeric ethylene carbonate and p-Xylene bijels with the use of commercially available (i.e. ‘out of the box’) silica particles, by combining particles of different wetting properties [78]. This has addressed the poor economics of bijel fabrication to date, as the relatively high cost of Stöber silica and variation between particle batches inhibits the scaling up of processes to an industrial level.

Another barrier to the scaling up of bijel formation is the dependence on a temperature quench. It would be easier if bijels could be made by direct-mixing, i.e. shearing or agitating the two liquid phases into the bicontinuous structure, in a similar fashion to the preparation of Pickering emulsions from a starting point of two completely phase-separated liquids. Evidence for the potential of this approach comes from Ref. [79], where carboxylated polystyrene nanoparticles dispersed in a mixture of silicone oils stabilized a wool-like structure after sustained mixing. It is not inconceivable that the same approach could be
applied to other systems which would result in bicontinuous structures similar to that formed by spinodal decomposition.

Another alternative method, to avoid the use of thermal quenching, is a technique entitled STRIPS (Solvent Transfer-Induced Phase Separation) [80]. A ternary mixture of diethylphthalate, ethanol and an aqueous dispersion of silica nanoparticles ($r = 22$ nm) is prepared at such a composition as to induce spinodal decomposition when exposed to a reservoir of aqueous phase. Another advantage to this method is the ability to produce bijel samples continuously and with a larger variety of immiscible liquid combinations, as opposed to the binary liquid batch-type methodology used so far. However, the versatile nature of the process also allows the creation of bijel ‘particles’, similar to the polymer monoliths derived from W/L bijels [54], along with fibers and membranes. Like binary liquid bijels, the characteristic domain size scales inversely with particle volume fraction, and in the case of the fibers can even be hierarchical.

In a similar fashion, solvent evaporation can be used in a system of polystyrene (PS) and poly(methyl-methacrylate) (PMMA) along with sterically-stabilized Janus particles to stabilize bicontinuous morphologies with $74$ nm $< L < 1000$ nm for particle volume fractions of 8% to 40% [81]. Other polymeric systems can also be stabilized by colloids into bicontinuous structures [82], including food-based polymer systems [83–85]. For more on polymeric systems the reader is directed to Refs. [82, 86].

1.6.2 Post-processing, rheology and monogel formation

Once the experimental protocols were established for preparing bijels in the laboratory, the next step was to try to turn the bijel structure into something potentially useful. In this endeavour, it was found that exposing a W/L bijel to a reservoir of an appropriate cross-linkable monomer allows the polymerization of one of the fluid phases [54]. A mixture composed of an acrylate based monomer and photo-initiator was chosen based on its preferable miscibility with the lutidine-rich phase, and was allowed to diffuse through the lutidine-rich channel. Subsequent polymerization using UV radiation rendered the lutidine-rich phase solid, and draining away the other fluid phase leaves behind a macroporous material with the bicontinuity maintained. Bicontinuous macroporous materials can impart advanced transport, mechanical and electrochemical properties for many applications [22, 25, 28, 50, 87]. Since the porosity of the bijel can be tuned
via the volume fraction and/or size of the colloids, so can the porosity of the resultant polymer monolith. Varying the density of the cross linking polymer can impart micro- or nano-porosity to the polymerized channel, which would be advantageous for applications including chemical sensing and gas storage. Such hierarchically porous structures have been realized as silver \[88\] and gold \[89\] monoliths.

The NM/ED system can also be polymerized by the monomer diffusion/UV irradiation method, but is much more difficult to achieve and hence has a drastically lower success rate. The monomer/photo-initiator mixture has to be diluted with nitromethane, and takes a prohibitive length of time to diffuse through and fill the NM-rich channel. Direct application of the procedures developed for W/L to NM/ED results in the catastrophic failure of the bijel structure. To investigate the cause of the difference, the rheological properties of both W/L and NM/ED bijels were studied \[90\]. As expected, both systems exhibit elastic behaviour after bijel formation, however the elastic modulus for W/L bijels was an order of magnitude greater. The W/L elastic modulus also increased over a short time immediately after bijel formation, whereas the NM/ED modulus was relatively static. This measurement complements the experimental observation that a W/L bijel must be left for a short period of time before exposure to the monomer mixture, otherwise the structure fails \[54\].

The increase in elastic modulus of the W/L bijel also coincides with the following observation. If the bijel is left for this short time and then the liquids are allowed to remix by cooling to room temperature, the colloidal skeleton remains intact. This ‘monogel’ continues to exhibit elastic behaviour, albeit at smaller magnitudes, and is likely to be the crucial factor in the post-processability of the W/L bijel \[54\ \ 90\ \ 91\]. This behaviour is also found in a polystyrene/polybutadiene mixture \[92\], with an increase in elastic modulus over time correlating with the formation of a monogel. It is still unclear exactly what kind of particle-particle interactions are capable of stabilizing a monogel, but it was suggested that it might be a combination of short-ranged attractive and long-ranged repulsive forces \[91\]. A deep primary energy minimum (in the DLVO potential, see section 2.1.4) can be reached if a large barrier is overcome, and since the attractive capillary forces have the same order of magnitude as the maximum repulsive forces of the particles, it is not inconceivable that a monogel could form via this mechanism. However, the question still remains as to why monogel formation in the NM/ED system is non-apparent – the difference in
silica surface chemistry is a possibility.

1.7 Open questions

The experimentally realized bijels occupy a range of pore sizes and material properties which could lend them to certain applications. The W/L bijel is promising in terms of post-processing for said applications, because of its ability to produce highly homogenous samples (as opposed to the continuous STRIPS process of Haase et al. [80] which can create samples in large quantities but with a higher degree of heterogeneity). For some uses, e.g. catalyst supports [27, 28], the pore size of the W/L bijel needs to be reduced, perhaps down to the scale that was originally envisaged by the simulations [5] (i.e. \( r \approx 5 \text{ nm}, L \approx 10s \text{ of nm} \)). Pore size has a lower limit for any particular size \( r \) of particles, since the maximum volume fraction achievable for hard spheres is 74%. The lower limit is, in practice, much higher than that prescribed for \( \phi = 74\% \) because adding colloidal particles above a certain amount (say, \( \phi = 10\% \)) to a binary liquid will affect the phase diagram by increasing the likelihood of heterogeneous nucleation [13]. Such medium - large volume fractions of dispersed particles are also prone to forming unwanted gels in the bulk [12]. Hence, to produce progressively smaller pore sizes it is necessary to use smaller particles. Although simulations have provided strong indications that such a small-pore bijel would be stable, this is yet to be experimentally verified. Moreover, it is not known if this is achievable with currently devised experimental protocols.

Monogel formation is yet to be fully understood, but is likely coupled to the complex chemical behaviour of the water/lutidine/silica system. This crucial aspect of the W/L bijel’s applicability to post processing techniques renders it an important area of research. Also, it may be advantageous to find a way to induce monogel formation in a system which otherwise wouldn’t exhibit this behaviour, for example deliberately cross-linking the particles at the interface.

One fundamental difference between bijels in experiments and bijels in simulations is the finite temperature quench rate. This will always exist in experiments but has yet to be included in simulations. It is not entirely clear what difference this makes to the mechanics of bijel formation and the resultant structures. This concern has been briefly addressed experimentally [75, 93] and theoretically [25, 76, 94], suggesting that the quench rate might control the coarsening rate via
the dependence of interfacial tension on quench depth, and hence – during a temperature change at a finite rate – time.

This thesis aims to address these open questions. First, we adapt experimental protocols to create W/L bijels with smaller particles and uncover several advantages of smaller particles over the larger particles used previously (Chapter 3), paving the way for polymerized pore sizes of less than 10 µm. We also look at the effect of the finite quench rate on the formation kinetics. We then characterize the bijel in a way which allows us to see, in a quantitative fashion, the effect of the finite quench rate, the choice of particle size and sample age on the resultant structures (Chapter 4). Monogel mechanisms and bijel dynamics in general are probed by diffusing wave spectroscopy in Chapter 5, allowing us to measure the interfacial particle dynamics. Finally, in Chapter 6, we stabilize bijels with particles of two principle sizes and study the competitive mechanisms at play to complement the findings of previous Chapters.
Chapter 2

Materials and methods

2.1 Particle synthesis and characterization

2.1.1 Stöber synthesis of colloidal silica

Materials

Tetraethyl orthosilicate (TEOS, ≥ 99%, Aldrich), 35% ammonia solution (aqueous, reagent grade, Fisher Scientific), ethanol absolute (VWR Chemicals), fluorescein isothiocyanate (FITC, 90% isomer 1, Aldrich), rhodamine B isothiocyanate (RITC, mixed isomers, Aldrich) and (3-aminopropyl)triethoxysilane (APTES, 99%, Aldrich) were used as received.

Method

The Stöber process allows the preparation of monodisperse (< 15% polydispersity) dispersions of colloidal silica with controllable and quantifiable surface chemistries. As a one-pot synthesis, it is relatively easy to carry out multiple times in the laboratory. To prepare particles of different (principal) sizes, we used temperature as a control parameter, with lower temperatures resulting in larger particles, essentially because higher temperatures result in a larger number of particle nuclei. To make the particles fluorescent, allowing us to see the particles’ locations within samples, we follow a procedure similar to that used by...
Van Blaaderen and Vrij [96, 97]. The procedure incorporates a fluorescent dye (e.g. FITC) in to the silica matrix with the aid of a linking molecule APTES.

The general procedure for the preparation of our fluorescent Stöber silica particles was as follows. A dye mixture of APTES and either FITC or RITC was prepared by first measuring out the desired quantity of dye powder then mixing it with a quantity of APTES, so that APTES would be in molar excess of 9:1. The mixing was performed with a magnetic stirrer bar at 1000rpm for several hours (overnight). The vial containing the mixture was covered in tin foil to reduce the exposure of the dye to light. Once sufficiently mixed, 4.5 ml ethanol was added and mixed for a further hour. Separately, quantities of TEOS, (35%) ammonia solution and ethanol were measured out using measuring cylinders and an empty glass flask was washed thoroughly with ethanol and left to dry. The ingredients were added to the flask in the following order: ethanol, ammonia, TEOS, dye mixture. For a bench-top reaction the flask was left on the lab bench for c. 24 hours. For a controlled temperature reaction, the flask was wrapped in tin foil and placed in a pre-warmed oven at the desired temperature for c. 24 hours.

<table>
<thead>
<tr>
<th>Batch</th>
<th>Dye, (mg)</th>
<th>AP(mg)</th>
<th>E(ml)</th>
<th>Am(ml)</th>
<th>TE(ml)</th>
<th>T(°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSi47</td>
<td>FITC, 35.7</td>
<td>182.7</td>
<td>434*</td>
<td>1.21</td>
<td>55.67</td>
<td>RT</td>
</tr>
<tr>
<td>ASSi92</td>
<td>FITC, 107.1</td>
<td>548.1</td>
<td>1500</td>
<td>186</td>
<td>60</td>
<td>10</td>
</tr>
<tr>
<td>ASSi81</td>
<td>FITC, 107.1</td>
<td>548.1</td>
<td>1500</td>
<td>186</td>
<td>60</td>
<td>10</td>
</tr>
<tr>
<td>ASSi72</td>
<td>FITC, 107.1</td>
<td>548.1</td>
<td>330</td>
<td>20.2</td>
<td>13.33</td>
<td>RT</td>
</tr>
<tr>
<td>ASSi76</td>
<td>FITC, 107.1</td>
<td>548.1</td>
<td>330</td>
<td>20.2</td>
<td>13.33</td>
<td>RT</td>
</tr>
<tr>
<td>MRSi01</td>
<td>FITC, 107.1</td>
<td>548.1</td>
<td>330</td>
<td>20.2</td>
<td>13.33</td>
<td>RT</td>
</tr>
<tr>
<td>MRSi02</td>
<td>RITC, 78.0</td>
<td>548.8</td>
<td>330</td>
<td>20.2</td>
<td>13.33</td>
<td>35</td>
</tr>
<tr>
<td>MRSi03</td>
<td>RITC, 78.0</td>
<td>549.5</td>
<td>330</td>
<td>20.2</td>
<td>13.33</td>
<td>45</td>
</tr>
<tr>
<td>MRSi04</td>
<td>RITC, 91.7</td>
<td>648.1</td>
<td>439.2</td>
<td>26.89</td>
<td>17.74</td>
<td>RT</td>
</tr>
</tbody>
</table>

Table 2.1: The quantities of chemicals used in the Stöber reactions to produce the particles used in this thesis. AP = (3-aminopropyl)triethoxysilane (APTES), E = ethanol, Am = 35% aqueous ammonia solution, TE = tetraethylorthosilicate (TEOS), T = reaction temperature, RT = room temperature (about 20°C). The two dyes used were fluorescein isothiocynate (FITC) and rhodamine B isothiocynate (RITC). * Methanol used instead of ethanol to achieve a particle size of \( r = 5 \) nm.

Table 2.1 shows the range of conditions used to produce the particles used in this thesis. The largest particles (300 nm \( r < 400 \) nm) resulted from the reactions being carried out in a refrigerator with a temperature of 10°C, with an increase in temperature resulting in a decrease in particle size (see next section).
After the completion of the reaction the newly formed particles were washed twice in ethanol and 8 times in de-ionized water, with an hour of sonication (VWR sonication bath) after each redispersion. This was sufficient to remove excess dye and unreacted chemicals. Before use, the particles were left overnight in a fume hood until the particles formed a ‘cake’, which were subsequently ground up using a mortar and pestle.

Batch ASSi47 was of size $r = 5$ nm, too small to exist safely in powder form in the lab. Therefore, to isolate the particles from the reaction mixture, a dialysis method was used. The dialysis tubing was boiled in preparation ten times over in fresh distilled water. First, to remove the ammonia, the mixture was dialysed in ethanol twice. Then to remove the ethanol, the mixture was dialysed in distilled water five times.

### 2.1.2 Particle sizing with TEM and DLS

![Figure 2.1: Transmission electron microscopy images of some of the particles made for use in this thesis. (a) ASSi92 ($r = 367$ nm, scale bar 3 $\mu$m); (b) ASSi72 ($r = 63$ nm, scale bar 0.5 $\mu$m); (c) MRSi03 ($r = 21$ nm, scale bar 0.3 $\mu$m).]({})

In some cases, dynamic light scattering (DLS) was used to size the particles. A laser of wavelength $\lambda = 633$ nm was used along with a ALV/LSE-5004 digital correlator. The laser and detector were separated by an angle $\theta$ of 90°. An average correlation function was constructed using the individual correlation functions obtained from 10 separate acquisitions 30 seconds in length. Particle size was calculated by fitting an exponential function to the correlation function $g$:

$$g = e^{\exp(-\Gamma \tau)\Gamma} = q^2D$$  \hfill (2.1)
where \( q = \frac{4\pi n_0 \lambda \sin \theta}{2} \) and \( D \) is the particle diffusion coefficient, equal to \( \frac{k_B T}{6\eta r^2} \)

where \( \eta \) is the fluid viscosity and \( r \) is the particle radius [98]. DLS was also used to verify that the sonication procedure resulted in a fully dispersed suspension with little aggregation.

Transmission electron microscopy (TEM) was also used to size (most of) the particles, specifically a Philips CM120 with a Gatan Orius CCD camera. The accelerating voltage was 80 or 100 kV, zoom level 1150× for the largest particles and up to 20,000× for the smallest. A small amount (≈ 0.5%) of particles was dispersed in ethanol by sonication (VWR sonication bath) and subsequently transferred to a TEM grid. TEM micrographs were obtained and image analysis performed using ImageJ [99] to size the particles. Figure 2.1 shows some typical images for the range of particle sizes studied.

To begin the analysis, images were binarized by choosing an appropriate threshold value. Then the watershed algorithm was applied to separate particles close to one another. Regions obviously not representing spherical particles were deselected for the analysis by hand, and the remaining regions were analyzed in terms of area. The area values were converted to radius values by applying the circle formula \( r = \sqrt{A/\pi} \). Then the average radius value \( \mu \) was calculated and a polydispersity (PD) calculated as

\[
PD = \left( \frac{\sigma}{\mu} \right) \times 100\%
\]  

(2.2)

where \( \sigma \) is the standard deviation of the range of radius values for any one batch.

### Table 2.2: Average radii (µ) and polydispersity (PD) of the particles synthesized for use in this thesis. PD is calculated according to Equation 2.2.

<table>
<thead>
<tr>
<th>Batch</th>
<th>Temperature (°C)</th>
<th>( \mu ) (nm)</th>
<th>PD (%)</th>
<th>No. particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSi47</td>
<td>RT</td>
<td>5 (DLS)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ASSi92</td>
<td>10</td>
<td>367</td>
<td>5.5</td>
<td>794</td>
</tr>
<tr>
<td>ASSi81</td>
<td>10</td>
<td>348</td>
<td>6.6</td>
<td>223</td>
</tr>
<tr>
<td>ASSi72</td>
<td>RT</td>
<td>63/80 (DLS)</td>
<td>15/-</td>
<td>375</td>
</tr>
<tr>
<td>ASSi76</td>
<td>RT</td>
<td>65</td>
<td>15</td>
<td>735</td>
</tr>
<tr>
<td>MRSi01</td>
<td>RT</td>
<td>62</td>
<td>9</td>
<td>72</td>
</tr>
<tr>
<td>MRSi02</td>
<td>35</td>
<td>44</td>
<td>12</td>
<td>336</td>
</tr>
<tr>
<td>MRSi03</td>
<td>45</td>
<td>21</td>
<td>13</td>
<td>285</td>
</tr>
<tr>
<td>MRSi04</td>
<td>RT</td>
<td>48</td>
<td>15</td>
<td>1298</td>
</tr>
</tbody>
</table>

Table 2.2 shows the particle sizes and polydispersities as measured by TEM and the image analysis protocol given above, and Figure 2.2 shows the corresponding
size distribution histograms. ASSi81 and ASSi72 were also analyzed with DLS, returning particle radii of 355 nm and 80 nm respectively, close to the values measured by TEM and confirming the presence of a single particle dispersion. The particles are prone to shrinkage in the TEM because the suspending solvent is evaporated off, explaining the smaller values. The larger relative discrepancy in the case of the 80/63 nm particles is also explained by the shrinkage – for the same reduction in volume, the radii of smaller particles must reduce more. The radii values we will quote in this thesis will be the TEM results because we want to be able to quantitatively explore the effect of particle size – this can only be achieved by comparing sizes from the same characterization technique. Also, we will drop the \( \mu \) notation and simply use \( r \) to symbolize the average radius, i.e. particle size. The particles with \( r = 367 \) & 348 nm are denoted microparticles (MPs) and the rest are denoted nanoparticles (NPs).

Note that one potentially important difference between particles of different sizes is their apparent surface roughness – the NPs (Figure 2.1(b,c)) appear more ‘boulder’ like than the MPs (Figure 2.1(a)) which appear more spherical. This type of surface heterogeneity can lead to capillary forces between ostensibly spherical particles on a flat interface [60, 100, 101], and more complex capillary behaviour when residing at curved interfaces [102]. The capillary forces are in some cases even used to direct the assembly of particles at the interface [103, 104]. This feature may become important when interpreting some of the results in the following chapters (see for example 3.4.3, 3.4.4 and 4.4.4).
2.1.3 Particle densities

In order to convert the mass of particles added to a sample into a particle volume fraction, we need to know the particle density. Typical amorphous silica density is reported as about 2 g/ml in the literature [105], however the density of Stöber silica particles similar to the ones prepared here are lower at around 1.5 g/ml [96, 97]. To measure the density of the particles, we use a density meter and prepare multiple samples at various mass fractions of particles in water (ASSi81 MPs, $r = 348$ nm) or ethanol (ASSi72 NPs, $r = 63$ nm) dispersed with sonication (VWR sonication bath). The following scheme is used to calculate the particle densities from the measured sample densities.

Assuming no penetration of the solvent to the inside of the particles, volume is conserved, i.e. $V_{\text{TOT}} = V_P + V_S$ where P stands for particle and S stands for
solvent. Replacing the volumes with $M/\rho$ where $M$ is mass and $\rho$ is density and rearranging we arrive at

$$\frac{1}{\rho_{\text{TOT}}} = \frac{\phi_P}{\rho_P} + \frac{\phi_S}{\rho_S}$$

(2.3)

where $\phi$ is the mass fraction $M/M_{\text{TOT}}$. For a system consisting solely of solvent and particles, $\phi_S = 1 - \phi_P$. Substituting this in and rearranging we finally arrive at

$$\frac{1}{\rho_{\text{TOT}}} = \phi_M \left( \frac{1}{\rho_P} - \frac{1}{\rho_S} \right) + \frac{1}{\rho_S}$$

(2.4)

Plotting $\frac{1}{\rho_{\text{TOT}}}$ against $\phi_M$ gives a straight line with gradient $\left( \frac{1}{\rho_P} - \frac{1}{\rho_S} \right)$ and intercept $\frac{1}{\rho_S}$.

Figure 2.3: Plots of inverse total density $\rho_{\text{TOT}}$ against particle mass fraction $\phi_M$ for ASSi81 (a) and ASSi72 (b), yielding densities of 1.63(3) and 1.51(6) g/ml respectively. The y-intercepts correspond to the solvent densities, giving 1.27 g/ml for ethanol (a) and 1.00 g/ml for water.

Figure 2.3 shows the measurements of (inverse) total density $\rho_{\text{TOT}}$ against particle mass fraction $\phi_M$ for two particle batches, ASSi81 ($r = 348$ nm) and ASSi72 ($r = 63$ nm), yielding densities of 1.63(3) and 1.51(6) g/ml respectively. The y-intercepts give the solvent densities as 0.998 g/ml for water and 0.790 g/ml for ethanol, matching with literature values [42]. The difference in density between the MPs and NPs is caused, presumably, by the the higher dye concentration by volume [97], which could also lead to enhanced shrinkage in the vacuum of the TEM [106], thereby partly explaining the difference between particle size from DLS and TEM. These densities were used when preparing samples – for MPs the value of 1.63 g/ml was used and for NPs the value of 1.51 g/ml was used.
2.1.4 Particle surface chemistry

Charge stabilization

According to the DLVO theory of colloidal stability, a dispersion of silica will be stable if the surfaces of the particles are sufficiently charged and repel each other to withstand their attractive van der Waals potential, given by

\[ U(R_1, R_2, h) = -\frac{A R_1 R_2}{(R_1 + R_2)6h} \]  \hspace{1cm} (2.5)

where \( U \) is the potential, \( h \) the particle separation, \( A \) the Hamaker constant and \( R_1 \) and \( R_2 \) the particle radii [12]. Note that Eq. 2.5 is only valid in the limit of closest approach, where \( h \ll R_1 \) or \( R_2 \). \( A \) depends on the electrostatic properties of the suspending medium and the dispersed material and is usually of the order \( 10^{-19} \) J. In general, larger particles attract each other more strongly [12]. When silica is dispersed in a polar solvent like water (as we do in this thesis), the surface silanol (SiOH) groups become dissociated, with the positively-charged hydrogen ion leaving behind a negatively-charged SiO moiety [72]. The overall surface charge of a silica particle can be changed by many factors, including the polarity of the solvent, ionic strength and pH [107], the association of other molecules [108] and the concentration of silanol groups and/or other dissociable groups on the surface. For example, the organosilica particles used in this thesis not only possess silanol surface groups but also amine groups (NH\(_2\)) which may accept hydrogen ions to become a positively charged moiety.

With the silica surfaces charged, free ions in solution will form a double layer around the particle surfaces effectively screening the charge (see Figure 2.4), resulting in a repulsive potential energy well between neighbouring particles with a depth of

\[ V_{\text{repulsion}} = 2\pi \epsilon a \zeta^2 e^{-\kappa D} \]  \hspace{1cm} (2.6)

where \( \epsilon \) is the solvent permittivity, \( \zeta \) the zeta potential, \( a \) the radius of the particle and \( \kappa \) is a function of the ionic composition. If the potentials involved are small, the Debye-Huckel approximation is used to arrive at an expression for \( \kappa \):

\[ \kappa = \left( \frac{2e^2 n_0 z^2}{\epsilon \epsilon_0 k_B T} \right)^{1/2} \]  \hspace{1cm} (2.7)

where \( e \) is the elementary charge, \( z \) the ion valency and \( n_0 \) the number density
INTRODUCTION TO ZETA POTENTIAL 
AND PROTEIN CHARGE

The importance of zeta potential and protein charge

How do you approach the development of a stable dispersion or assess product shelf life? Do you run time consuming shelf tests? If so, there may be a better way to optimize sample stability and shelf life.

The charge acquired by a particle or molecule in a given medium is its zeta potential and arises from the surface charge and the concentration and types of ions in the solution. Since particles of similar charge will repel each other, those with high charges will resist flocculation and aggregation for longer periods making such samples more stable. This means that the stability can be modified by altering the pH, the ionic concentration, the type of ions and by using additives such as surfactants and polyelectrolytes.

Applications

• Reducing the development time for stable dispersions and protein solutions
• Understanding the reasons for a product stability or instability, improving product shelf life
• Preventing protein aggregate formation
• Increasing protein concentration while maintaining stability
• Optimizing flocculant dosage to reduce cost for water treatment.

How we measure zeta potential

The charge or zeta potential of particles and molecules is determined by measuring their velocity while they are moving due to electrophoresis. Particles and molecules that have a zeta potential will migrate towards an electrode if a field is applied. The speed they move is proportional to the field strength and their zeta potential. If we know the field strength, we simply measure the speed of movement, using laser Doppler electrophoresis, and then apply established theories to calculate the zeta potential.

To improve the sensitivity and accuracy of the measurements we use a technique called phase analysis light scattering (PALS). However PALS on its own only provides a mean zeta potential value, so our patented M3-PALS multi-frequency measurement determines the mean and distribution during the same measurement. The whole measurement procedure is automated to simplify the measurement process.

Controlling wettability by modified drying

In order for the silica particles to attach to a liquid-liquid interface with the (roughly) 90° contact angle required for bijel stabilization, the surface chemistry must show equal affinity for both liquid phases [4–6, 109]. To date this has been achieved by two routes - chemically modifying the particles with the hydrophobic agent hexamethyldisilazane (HMDS) or by baking the particles under vacuum at elevated temperature (≈ 170°C). The former method is used for preparing

Figure 2.4: A schematic of the electrical double layer which forms around a charged particle in an electrolyte solution. The Zeta potential is the electrostatic potential at the edge of the slip layer which is the effective charge seen by neighbouring particles and provides stabilization against flocculation and coagulation. Image taken from Malvern Zetasizer Nano Z manual [7].

of ions. $\kappa^{-1}$ is the Debye screening length, the distance over which the potential decreases by 1/e. The Zeta potential is the electrostatic potential at the edge of the slipping plane, which is effectively the charge which is ‘seen’ by neighbouring particles and provides the electrostatic stabilization against flocculation and coagulation.

29
particles for use in the nitromethane/ethanediol bijel system [36], whereas the latter is used in the water/lutidine (W/L) system [6, 68].

The interaction of W/L mixtures and silica surfaces is complex [69]. Native silica particles are hydrophilic [72], but on approach to spinodal decomposition they are pre-wetted by the lutidine and become, in effect, hydrophobic [70]. This renders them unable to stabilize W/L bijels, as they will simply partition to the lutidine-rich phase. This behaviour is not seen with the fluorescently dyed particles and is likely due to the linking molecule APTES which is added in excess, leaving many amine groups exposed on the surface [68]. This, combined with the surface silanols (Si-OH), provides an interesting interplay between protonation and deprotonation sites when the particles are dispersed in a solvent.

After we prepared a new particle batch, or wanted to use a batch which had been stored for over a month, we had to ascertain the drying time required for the particles to be sufficiently neutrally-wetting. To do this, small amounts (≈ 50 mg) were measured out in 7 ml vials and baked in a vacuum oven (Binder VD23) at a pressure of 20 mBar and a temperature of 170°C. The oven was warmed to this temperature prior to the baking and allowed to equilibrate at this temperature for at least 30 minutes before particles were inserted. To find the right drying time for bijel formation, we began by scanning a large range e.g. 1, 2, and 3 hours, and then attempted to use the particles to make bijels. By inspecting the results, and comparing to previous studies [68], we decided where the desired drying time was and refined. Using particles which were not dried for long enough resulted in a lutidine-in-water emulsion, whereas using particles which were dried too long resulted in a water-in-lutidine emulsion, although this only happened if the particles were dried for a several hours [68]. This may be due to the saturation of the baking-induced mechanisms for modifying the wettability [68] and/or the phase asymmetry of the W/L phase diagram which heavily favours the water-rich phase to be continuous [45, 68, 110].

**Zeta potentials as function of drying time**

To explore the physico-chemical changes which take place on the particle surfaces during the baking, we performed Zeta potential measurements as a function of drying time. Note that although we wish to probe changes in the particle surface chemistry, we are limited by the Zeta potential technique to probing the electrostatic potential at the edge of the slip layer, which makes a statement of
Figure 2.5: The zeta potentials of some of the particles used in this thesis as a function of drying time. ASSi81 and ASSi70 (of which ASSi81 is a repeat batch) are microparticles \((r \approx 350 \text{ nm})\), ASSi72 are FITC-labelled nanoparticles \((r = 63 \text{ nm})\) and MRSi04 are RITC-labelled nanoparticles \((r = 48 \text{ nm})\).

the potential at the particle surface only an inference. Nonetheless, this method remains the most applicable one for studying the particle surface chemistry in situ and allows us to establish trends even if the absolute values are to be treated with caution.

To measure Zeta potential, we used a Malvern Zetasizer Nano Z. A small amount of particles (volume fraction \(\approx 0.5\%\)) was dispersed in deionized water using a sonication bath (VWR). Usually, a salt is added to dispersion to decrease the Debye length and prevent particle interactions, but we want to know the charge properties of the particles in unsalted water since this is what’s used in the bijel mixtures. The dispersion was then transferred to a folded capillary zeta cell (model DTS1060, Malvern) and placed carefully inside the Zetasizer. The sample was equilibrated to \(25^\circ\text{C}\) before beginning the measurement. By applying a voltage of 50 V a.c. to the sample cell and measuring the movement of the dispersed particles by laser doppler micro-electrophoresis, the Zetasizer measures the electrophoretic mobility \(M\) given by

\[
M = \frac{2\epsilon \zeta f(Ka)}{3\eta}
\]

(2.8)

where \(\epsilon\) is the dielectric constant (units \(Fm^{-1}\)) and \(f(Ka)\) is Henry’s function,
which is approximated to either 1.5 (Smoluchowski) or 1.0 (Huckel). The Smoluchowski approximation was used given its validity in the case of aqueous dispersions.

The procedure was repeated (from sonication through to Zeta measurement) three times and an average of the results taken for a range of drying times. A transfer standard (DTS1230, Malvern) was used in between measurements to ensure consistency.

Figure 2.5 shows the results of the Zeta potential measurements for four particle batches. ASSi81 and ASSi70 are FITC-labelled $r \approx 350$ nm MPs, ASSi72 are FITC-labelled $r = 63$ nm NPs and MRSi04 are RITC-labelled $r = 50$ nm NPs. What the Zeta potential measurements show is that the chemical modification of the surface (with APTES and FITC/RITC) coupled with the drying procedure create positively charged particles, which is also a necessary (but not sufficient) prerequisite for bijel formation. Also, drying for longer results in more positively charged particles generally. Note that the reason the MPs begin with a large negative potential is due to the undried particles retaining a significant amount of ammonia from the reaction solution, which is evaporated off after 30 mins of drying. The small particles do not have this problem, presumably due to their lower density allowing water to penetrate the porous particle matrix to remove the excess ammonia during the cleaning process. Also, since the particles are smaller, the pathlength for water molecules to the centre of the particles is smaller.

Empirically, it was found that the zeta potential of the particles must be around $+20$ mV before it is possible to find a drying time which results in bijel formation. The precise drying time for each batch tended to be different but similar to other batches of the same particle size. For example, MPs tended to need upwards of 4 hours drying, whereas the NPs ($r = 63$ nm) needed between 2.5-3 hours and the smaller NPs less than 2.5 hours. The results also reaffirm the importance of the APTES in providing the positive charge groups on the silica surface resulting in an overall positively charged surface \[111\ 113\], without which bijel formation is not possible \[68\].
2.2 Bijel preparation

2.2.1 Water/lutidine

Materials

Distilled water was deionized using a Milli-Q (Millipore) filtration system at a resistivity of at least 12 MΩ cm. Lutidine (2,6-dimethylpyridine, ≥99% Aldrich) was used as received. Nile Red or Nile Blue (Aldrich) were used as received.

Method

![Phase Diagram](image)

Figure 2.6: Water/lutidine phase diagram, plotting existing data measured by Grattoni et al. Samples are prepared in the single-phase regime (i.e. below the critical temperature of 34.1°C) at a critical weight fraction of 28% lutidine and are subsequently quenched to 45°C (or sometimes 50°C). Coexisting phases of lutidine-poor (composition marked A) and lutidine-rich (composition marked B) are created.

Unless otherwise stated in a Chapter’s Methods section, bijels were prepared by the following standard protocol. To make bijels, the suitably-dried colloidal particles were dispersed in deionized water using an ultrasonic probe (Sonics Vibracell). The MPs were sonicated for \((2 \times 2)\) minutes at 8W power, with 10 seconds of vortex mixing after each sonication step. The NPs were sonicated for
an extra 10 minutes at 8W with an extra 10 seconds of vortex mixing, to ensure proper redispersion. Subsequently, lutidine was added along with Nile Red dye (or Nile Blue when RITC labelled particles were dispersed) at a concentration of around 10 µM, to give a mixture with mass ratio of W:L = 72:28. We investigated a range of dye concentrations and found no significant effect on bijel formation in the range 1 - 10 µM, as also found for the alternative rhodamine B [68]. This particular mass ratio was used to prepare the system at its critical composition [8] (see Figure 2.6) so that spinodal decomposition would be (at least initially) the preferred phase separation mechanism [6]. Mixtures were transferred to a glass cuvette (1mm path length, Starna Scientific) ready for quenching.

The compositions of the coexisting phases are given by the tie lines which intersect the x-axis at points A and B, e.g. the lutidine-poor phase is composed of about 9 wt% lutidine and 91 wt% water. The weight fractions of the coexisting phases are calculated from the phase diagram using the Lever rule [12]:

\[ X_W = \frac{B - C_0}{B - A} \]  
\[ X_L = \frac{C_0 - A}{B - A} \]

where \( X_W \) is the weight fraction of the water-rich phase, \( X_L \) is the weight fraction of the lutidine-rich phase and \( C_0 \) is the concentration of lutidine in the entire sample (i.e. 28 wt%). This gives weight fractions of 64% (W) and 36% (L) at 50°C. By using measurements of the densities of the coexisting phases [8], the weight fractions can be converted to volume fractions, giving 63% (W) and 37% (L) at 50°C, as the lutidine-rich phase is slightly less dense than the water-rich phase. The relative volume fractions of the coexisting phases depends on temperature as per Figure 2.7. Note that these relative volumes are close to the 5:9 limit for bicontinuous structures seen in simulations when the contact angle of the particles is 90° [15].

The mixtures were quenched from room temperature up to 45 or 50°C (the vertical line in Figure 2.6) in various ways depending on the desired rate. A rate of 1 - 5°C/min was achieved by first inserting the cuvette inside an aluminium block and placing it in a temperature stage (Instec mK1000), then programming the stage to ramp the temperature. A rate of 17°C/min was achieved by pre-warming the metal block to 45°C before the insertion of the cuvette. A rate of 350°C/min was achieved by placing the cuvette on top of a small cardboard box inside a
microwave (DeLonghi, P80D20EL-T5A/H, 800W), set to ‘auto-defrost’ for 5 or 6 seconds. In all cases, when the temperature exceeded 34.1°C the mixture phase separated via spinodal decomposition, resulting in the particles attaching to the liquid-liquid interface and ultimately arresting the bicontinuous structure, with coexisting phase compositions given by the positions A & B in Figure 2.6.

**Temperature gradients**

To account for the potential impact of temperature gradients, we have carefully characterized our quenching procedures. For slow quenches, i.e. between 1 and 5°C/min, we have verified using a thermocouple that the sample temperature doesn’t lag the stage temperature. For the fastest quenches (350°C/min), the microwave heating should heat the sample homogeneously. For the medium quench rate of 17°C/min, there could be significant temperature gradients in the sample cell, but they are minimized by encasing the cell completely in an aluminium block. In Ref. [69], these gradients result in the confocal microscopy images showing one part of the sample at a later stage of spinodal decomposition than another part. We have not seen this when performing the work reported in this thesis. For example, confocal microscopy time series of the phase separation
show homogenous phase separation, as we report in Chapter 3 and Ref. [1]. We also scan samples to analyse homogeneity and find no significant variation in structure (at least when the bijels made are deemed to be acceptable quality), implying non-significant temperature gradients due to our quenching procedures (see Chapter 3).

2.2.2 Nitromethane/ethanediol

Materials

Ethanediol (Aldrich, 99.8%), nitromethane (Acros Organics, 99%, stored under nitrogen gas) and fluorescein (BDH) were used as received.

Method

Nitromethane/ethanediol bijels were prepared by Katherine Rumble according to the following procedure. HMDS-modified silica particles with $r = 290$ nm were added to nitromethane, and ethanediol doped with fluorescein was added to give a critical concentration (by mass) of NM:ED 64:36 [36]. Note that this system has an upper critical solution temperature, the opposite of the water/lutidine system, and hence requires cooling for the initiation of phase separation. The particles were dispersed by first heating the mixture in a water bath at a temperature of between 40 - 50 °C and then placing it in a hot ultrasonic bath (VWR). The mixture was then transferred to a 1mm path length cuvette (Starna Scientific) and returned to room temperature using a stirred water bath. This temperature quench resulted in spinodal decomposition of the liquids and ultimately a bijel as the particles attached and jammed at the liquid-liquid interface.
2.3 Fluorescence Confocal Microscopy

2.3.1 Principles

Here we explain the main principles underlying fluorescence confocal microscopy, which we used to image our bijel samples. Detailed overviews are contained in Refs. [114, 115]. We then outline the specific method and settings used for imaging.

![Ray diagram](image)

**Figure 2.8:** A ray diagram representing the confocal principle (taken from the Zeiss LSM 700 manual [9]). A coherent beam of light is directed on to the sample via a dichroic mirror and a set of x-y scanning mirrors, focussed by a lens, which excites the fluorescent species. The fluorescence emission then passes through the dichroic mirror, is focussed on to a pinhole, and the light from the focal point is allowed through the pinhole and on to a PMT detector.

Fluorescence confocal microscopy is a development of traditional microscopy techniques for magnifying and imaging fluorescent specimens, the signal from which would otherwise be swamped from outside the region of interest if it wasn’t for the use of a pinhole in front of the detector. By using said pinhole to exclude...
light not originating from the focal point, lateral and axial resolution is improved over widefield techniques. However, the improved image quality from confocal microscopy is primarily due to the optical sectioning capability (thanks to the improved axial resolution) rather than the increase in lateral resolution.

Figure 2.8 shows a diagram illustrating the confocal method. As can be seen, most of the light originating from outside the focal point does not make it through the pinhole and on to the photo-multiplier tube (PMT) detector. Scanning mirrors are used to move the focal point across the sample in a line by line raster to build up the image, and the dichroic mirror is used to direct the excitation laser beam at the sample while allowing the emitted radiation through to the detector. Filter sets can be used with multiple PMTs to look at different wavelengths of radiation simultaneously.
Figure 2.9: Illustrative Fluorescence spectra for (a) FITC (blue) and Nile Red (brown) in water and (b) RITC (blue) and Nile Blue (brown) in ethanol, with the light shades corresponding to excitation and the dark shades corresponding to emission. Data taken from the online Zeiss fluorescent dye database [10].
As mentioned in previous sections we are using several dyes to image the bijel system – FITC or RITC for imaging the particle locations and Nile Red/Blue or fluorescein to provide a contrast between the coexisting liquid phases e.g. water-rich and lutidine-rich. To image the particle locations and the contrasting phases simultaneously, we use FITC/Nile Red and RITC/Nile Blue combinations, the fluorescence spectra of which are shown in Figure 2.9. The lighter curves correspond to excitation whereas the darker curves correspond to emission. Note that these spectra serve as an illustration only because they may be modified by our choice of solvent. By using an appropriate filter set the FITC/RITC emission can be sent to PMT-1 and the Nile red/blue can be sent to PMT-2. This not only allows us to image the particles and the phases simultaneously, but also allows us to check if we have selected the correct wavelengths. To perform this check, we turn off e.g. the 555 nm laser and look for signal bleeding from e.g. FITC in to PMT-2. We adjust the position of the bandpass filter until an acceptably small amount of bleeding is observed. Bleeding is also minimised by reducing the power of the 488 nm laser (and increasing the gain on PMT-1) while increasing the power of the 555 nm laser (requiring less gain on PMT-2).

For a fluorescent point source, the lateral resolution is given by the radius of the central Airy disk in the diffraction image [115], given by

$$r_{airy} = 0.42 \frac{\lambda_0}{NA}$$  \hspace{1cm} (2.11)

where $\lambda_0$ is the excitation wavelength and $NA$ is the numerical aperture of the objective lens. The numerical aperture is an effective collection angle for the lens, given by $NA = n \sin \theta$, where $\theta$ is half-angle of a cone focussed on the sample making the largest angle with the objective. The axial resolution is given by the full-width at half maximum of the point spread function, which is

$$FWHM = \frac{1.4n\lambda_0}{NA^2}$$  \hspace{1cm} (2.12)

where $n$ is the refractive index of the immersion medium (1 for air, or $\approx 1.4$ for immersion oil).

The use of the pinhole in confocal microscopy means that only one point can be focussed on at a time, but with the inclusion of a scanning apparatus images can be formed by performing a line by line raster over an area of interest of the sample, which can be repeated at different z positions allowing a 3D scanning of the sample. Signal to noise ratio in the image acquisition can be improved
by averaging over many passes of the same area, as long as the sample is relatively stationary (otherwise the image will be blurred) and is not prone to photobleaching.

2.3.2 Method

All samples were imaged using a Zeiss Observer.Z1 inverted microscope with a Zeiss LSM700 confocal scanning unit. Two sets of settings were used depending on the combination of dyes, i.e. Nile Red and FITC or Nile Blue and RITC. Fluorescence excitation was provided by a 488 nm laser (for FITC), a 555 nm laser (for Nile Red or RITC), and a 639 nm laser (for Nile Blue). Emission filters were used as appropriate. Either a 10× (Zeiss EC-Plan NEOFLUAR, NA = 0.3), 20× or 40× (Zeiss LD-Plan NEOFLUAR, NA = 0.4 or 0.6 respectively) air objective was used to acquire images. Signal to noise was improved by averaging over 4-8 scans of the imaging region. Images were normally taken with the focal plane positioned just above the bottom of the sample cuvette, bypassing wall effects whilst imaging the sample with the least interference due to scattering.

<table>
<thead>
<tr>
<th>Dye</th>
<th>$\lambda_0$</th>
<th>10× NA 0.3</th>
<th>20× NA 0.4</th>
<th>40× NA 0.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>FITC</td>
<td>488 nm</td>
<td>683/7591 nm</td>
<td>512/4270 nm</td>
<td>342/1898 nm</td>
</tr>
<tr>
<td>RITC</td>
<td>555 nm</td>
<td>777/8633 nm</td>
<td>583/4856 nm</td>
<td>389/2158 nm</td>
</tr>
<tr>
<td>Nile Red</td>
<td>555 nm</td>
<td>777/8633 nm</td>
<td>583/4856 nm</td>
<td>389/2158 nm</td>
</tr>
<tr>
<td>Nile Blue</td>
<td>639 nm</td>
<td>895/9940 nm</td>
<td>671/5591 nm</td>
<td>447/2485 nm</td>
</tr>
</tbody>
</table>

Table 2.3: The lateral/axial resolutions achieved by using different dye/objective combinations. $\lambda_0$ is the excitation wavelength, i.e. the wavelength of laser light used to excite the fluorescence of the dye and NA = numerical aperture. The resolution values are calculated using Eqs. 2.11 and 2.12.

We can estimate the lateral and axial resolutions of our imaging setup using Eqs. 2.11 and 2.12 to see what we can resolve in the bijel system. Table 2.3 shows the lateral and axial resolutions resulting from the use of different dye and objective combinations. In terms of the lengthscales in the bijel system, we are unable to resolve the particles (arguably we can resolve only the MPs, with the help of a deconvolution step) but can easily resolve the coexisting liquid domains (which have a size of between 10 and 100 $\mu$m) by choosing an appropriate magnification and numerical aperture.
2.4 Image analysis

Figure 2.10: (a) The radial distribution functions produced by the Matlab script labelled by the sampling frequency. (b) The confocal image of a nanoparticle stabilized water/lutidine bijel \((r = 63 \text{ nm } \text{and } \phi = 0.6\% \text{ quenched at } 17^\circ\text{C/min})\) analysed by the Matlab script to produce the radial distribution functions shown in (a). The signal comes from Nile Red which resides in the lutidine-rich phase. Scale bar 200 \(\mu\text{m}\).

To extract the average bijel channel width \(L\), a pixel-based radial distribution function \(g(r)\) was generated using a Matlab script. The script calculated the average magnitude of multiplied pairs \((i, j)\) of pixel intensities separated by a distance \(r\):

\[
g(r) = \frac{\langle I_i(0)I_j(r)\rangle_{ij}}{\langle I_i(0)^2 \rangle_i} \quad (2.13)
\]

To reduce the script’s runtime to a reasonable length, the calculations were only performed on every second pixel – this was found not to affect the measured \(g(r)\) which remains the same as long as the sampling frequency is larger than \(L\) (e.g. if \(L = 20\) pixels, the \(g(r)\) curves are pretty much identical as long as the script is sampling at least one in every 20 pixels).

Figure 2.10(a) shows an example of the radial distribution functions resulting from the analysis of a typical bijel image (b), and the effect of changing the sampling frequency. The characteristic lengthscale \(L\) is the location of the first minimum in the \(g(r)\) [116], i.e. the average distance over which the pixel intensities are correlated. As mentioned above, the \(g(r)\) remains the same up to a sampling rate of every 16th pixel, after which it becomes noisy and unreliable because the
rate approaches the position of the minimum \((\approx 40 \text{ pixels})\). Ideally, the \(g(r)\) would oscillate regularly (with decreasing amplitude) with a wavelength equal to \(2L\). However, several factors prevent this from happening. Due to noise in the fluorescence signal and/or the presence of droplets and/or the presence of a tilt in the sample geometry relative to the focal plane, the shape of the \(g(r)\) beyond the first minimum is not ideal, and only the first minimum should be used to calculate \(L\). This measurement procedure can be repeated with multiple images (at different random locations) of the same sample to arrive at an average value and an estimate of the uncertainty in the measurement e.g. the standard deviation.

To check the image analysis accuracy, we can manually measure the channel widths using ImageJ. After measuring 50 lengths on the image presented in Figure 2.10(b), we arrive at a lengthscale of 29 pixels with a standard deviation of 14 pixels (i.e. within one standard deviation of the value derived from the \(g(r)\)). The discrepancy in the mean value (40 vs 29) is likely due to the arbitrary choice, in the manual case, of what constitutes a channel and the orientation of the measurement, whereas the automated method averages the lengths of the channels over all orientations. Nonetheless, the radial distribution function calculation provides us with a standard method of measuring bijel lengthscale which can be applied to all of our samples, allowing us to compare bijels prepared with different parameters (e.g. particle size, quench rate – see Chapter 3).

\section*{2.5 Summary}

In this Chapter we have outlined the experimental methods used in this thesis with accompanying theoretical descriptions where appropriate. To summarize, we have prepared Stöber silica particles of different sizes by using temperature as a control parameter. We have maintained (similar) surface chemistries by modifying the concentrations of dye in the reaction mixtures. The particles are dried at high temperature and under vacuum to modify their wettability sufficiently to stabilize bijels. Their surface chemistries were shown by Zeta potential measurements to be similar. We mainly study water/lutidine bijels but occasionally perform measurements on nitromethane/ethanediol bijels for comparison purposes. Temperature quench rates are controlled by either using a microwave or an aluminium block, and sample temperature is maintained by using a temperature stage. We image our samples with fluorescence confocal
microscopy, which allows us to both see the location of the particles (although we cannot resolve individual particles) and the structure of the co-existing liquid domains. Images are analysed using a Matlab script to extract the characteristic lengthscale of the structures.
Chapter 3

Nanoparticle stabilized bijels

3.1 Abstract

Water/lutidine (W/L) bijels can be prepared with a controllable characteristic domain size \( L \), by choosing the size \( r \) and volume fraction \( \phi \) of particles included in the fluid mixture \( (L \propto r/\phi) \). Reported \( L \) values in the literature are roughly between 10 & 100 \( \mu \)m for the simple (un-bridged \cite{75}) bijel when using particles of size \( r = 290 \) nm \cite{6}. \( \phi \) in practice is limited to about 10\%, so to access a smaller range of domain sizes, and hence make the bijel suitable for applications which need \( L < 10 \) \( \mu \)m, \( r \) must be reduced. To this end, we have synthesized Stöber silica nanoparticles (NPs, \( r = 63 \) nm, 44 nm and 21 nm) with similar surface chemistries to their microparticle (MPs, \( r \approx 300 \) nm) counterparts, and used them to make W/L bijels. We demonstrate that these NPs pave the way for \( L < 10 \) \( \mu \)m and that they make bijel formation less sensitive to the choice of quench rate. However, a smaller fraction (vs MPs) of the added NPs adsorb to the liquid-liquid interface. We analyze the formation kinetics and find that the bijel ‘failure’ mechanism is due to the facilitation of domain pinch-off by MPs. We polymerize NP-stabilized bijels to demonstrate that the reduction in \( L \) for the bijel can be translated into an equivalent reduction in \( L \) for functional bicontinuous polymer monoliths. We also develop a new theoretical framework for understanding bijel formation and discover a practical limit on \( r \) at 44 nm, below which no reduction in \( L \) at constant volume fraction is achieved. Hence, to reduce particle size below 44 nm a new fabrication paradigm, which doesn’t rely on charge stabilization, is required.
3.2 Introduction

Bicontinuous interfacially-jammed emulsion gels (bijels) are a relatively new and versatile class of soft materials with a number of possible technological applications. Initiating the spinodal decomposition of a binary liquid mixture in the presence of neutrally-wetting colloidal particles results in a non-equilibrium structure consisting of two tortuous interlocking channels, stabilized by a jammed layer of interfacial particles \([64, 82]\) (see Chapter 1 for a detailed overview and Figure 3.1 for a schematic).

Figure 3.1: Schematic of a 2D slice through a 3D bijel: two tortuous interlocking liquid channels (water in black and lutidine in magenta), stabilized by a jammed layer of interfacial particles (yellow). The black arrow is the characteristic bijel length scale \(L\), i.e. the average channel width or pore size. Adapted from Ref. [1].

The bicontinuous domains have a characteristic lengthscale (cross sectional width) \(L\) which scales as \(L \propto \frac{r}{\phi}\), where \(r\) is the radius of the particles and \(\phi\) is the volume fraction of the particles in the mixture \([5]\). Since the initial bijel simulations in 2005 \([5]\) which considered nanoparticles (NPs, \(r \approx 5\) nm) and an instantaneous quench into the two-phase region of the binary liquid phase diagram, the experimental realization of bijels has involved the use of much larger microparticles (MPs, \(r \approx 300\) nm) and non-instantaneous quench rates above \(17^\circ\) C/min. Successful binary liquid combinations include nitromethane/ethanediol (NM/ED) \([36, 75]\), and water/lutidine (W/L) \([6]\).

The W/L bijel has been shown to be ‘post-processable’ – that is, by selectively...
polymerizing one of the fluid channels, a three-dimensional bicontinuous porous composite can be fabricated \[54\], with the NM/ED system proving inefficient or completely ineffective with respect to this process \[90\]. With W/L bijels, polymer composites with \(L\) values between 10 \(\mu\)m and 100 \(\mu\)m for \(0.01 < \phi < 0.1\) \[54\] can be made. For applications such as catalysis, \(L\) values (or ‘pore’ sizes) of less than 10 \(\mu\)m, or even sub-micron (< 1 \(\mu\)m) would be desirable. Reducing \(L\) can be achieved by increasing \(\phi\) at constant \(r\), but the value of \(\phi\) required to achieve sub-micron pores with MPs exceeds the random-close-packed value of 64\%, rendering this approach unfeasible. The only other option is to reduce \(r\), i.e. to use smaller particles. Another motivation for using smaller particles is to work towards answering the open questions regarding the long-term stability of bijels stabilized by the size of particles (\(r \approx 5\) nm) envisaged by the initial \[5\] and subsequent \[11, 45, 46, 58\] simulations.

To begin to answer these questions and explore the possibility of using NPs to stabilize bijels, we use Stöber silica \[65\] NPs of radius \(r = 63\) nm to stabilize a W/L bijel, which represents roughly a threefold reduction in \(r\) compared to previous studies \[6\]. To compare to said studies, we measure the characteristic lengthscale dependence on volume fraction of particles, and show the expected scaling relationship \((L \propto \frac{\xi}{\phi})\) but with a larger prefactor compared with MP-stabilized bijels, which suggests a lower particle uptake to the interface. We also investigate the kinetics of the bijel formation and report the ability of NPs to stabilize bijels under much slower quenching conditions (which provides a distinct materials synthesis advantage), which we explain by appealing to the concepts of interfacial bending moments and spontaneous curvatures. Finally, we show that the NP stabilized bijels can be post-processed into polymer monoliths, and observe reduced sensitivity to processing parameters (e.g. quench rate) which has resulted in a more robust material synthesis procedure. Hence, we have increased the range of pore sizes available for the robust synthesis of bicontinuous materials from bijels, thereby paving the way for an expansion of the range of possible bijel applications.
3.3 Methods

3.3.1 Particles

The particles used here were synthesized by the procedures outlined in Chapter 2.1; we repeat the relevant aspects for the benefit of the reader. Stöber silica particles, labeled with fluorescein (or rhodamine) isothiocyanate (FITC or RITC) were synthesized with different radii by controlling the reaction temperature. The sizes of particles (determined by TEM analysis) used in this chapter are \( r = 63, 44 \) and 21 nm (NPs) and \( r = 348 \) and 367 nm (MPs), and were prepared to have similar surface chemistries (see Chapter 2.1). To achieve neutral wetting conditions, small amounts of the particles were dried at 20 mBar and 170°C in an oven (Binder VD23) [68, 69]. This is thought to remove surface-bound water and may cause moderate dehydroxylation of the silica surface [72]. The exact drying time was determined by visual inspection of the resulting emulsions – bijels will only be stabilized by (sufficiently) neutrally-wetting particles.

3.3.2 Bijel preparation

Bijel preparation was performed as outlined in Chapter 2.2.1, with the NPs sonicated for longer than the MPs to ensure a good dispersion – both by 2 × 2 mins at 8W plus an extra 10 mins 8W for the NPs, with vortex mixing in between sonication steps. Nile Red or Nile Blue was used to dye the lutidine-rich phase, depending on the particle dye (FITC and RITC respectively). A range of quench rates were used as outlined in Chapter 2.2.1 – slow (1-5°C/min performed with a temperature stage ramp), medium (17°C/min inserting cold cuvette into pre-warmed aluminium block) and fast (350°C/min inside a microwave).

3.3.3 Imaging

Quenched bijels were imaged using fluorescence confocal microscopy as explained in Chapter 2.3. Fluorescence excitation was provided by a 488 nm laser (for FITC), a 555 nm laser (for Nile Red or RITC) and a 639 nm laser for Nile Blue; emission filters were used as appropriate. The two liquid domains could be distinguished by detecting the fluorescence of the Nile Red or Blue which
preferentially resides in the lutidine-rich phase, while the location of the particles could be determined by detecting the fluorescence of the FITC or RITC.

3.3.4 Image analysis

Characteristic lengthscales were extracted from 2D confocal images by the method outlined in Chapter 2.4. The process was repeated on at least three separate images of the same bijel sample, an average taken and the standard deviation used as an error estimate.

3.4 Results and discussion

3.4.1 Scaling behaviour

![Figure 3.2: The characteristic lengthscale normalized by particle radius ($L/r$) as a function of the inverse volume fraction of particles ($1/\phi$). Squares: data gathered during the present work using 63 nm radius nanoparticles (NPs). Triangles: data presented in a previous study using 290nm radius microparticles (MPs) [6]. Circles: data gathered during present work with 367 nm radius MPs. Note the different gradients for the two sets of data - the larger gradient obtained from the NP particle data suggests that fewer particles have become attached to the interface (see text).](image)
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To begin the study of NP stabilized bijels, and quantitatively compare to similar studies in the literature, samples were prepared at various volume fractions ($\phi$) in order to investigate the proposed scaling relationship $L \propto r/\phi$ [5], which has already been confirmed for MPs [6]. Figure 3.2 shows the bijel lengthscale normalized by particle radius ($L/r$) vs the inverse particle volume fraction $1/\phi$ for $r = 63$ nm (the NPs, squares), with data for $r = 290$ nm (the MPs, triangles) shown for comparison [6]. We also include our own MP data, using ASSi92 ($r = 367$ nm, circles). Our MP data is similar to the data presented in Ref. [6], apart from the last data point which deviates from the linear pattern of the previous three. But since our particles are about 27 % bigger, at the same low volume fraction we are probing the upper limit of ‘normal’ bijel stabilization at around 100 $\mu$m (as opposed to droplet-reinforced bijels [75] which can have $L = 450$ $\mu$m), above which bijel formation will fail because the fluid domains depercolate before the interfacial particle layer jams (we explain this in 3.4.3 and 3.5). Hence, the deviation should not be of major concern.

The linear relationship in the case of the NP data confirms the predicted scaling behaviour, but clearly the slope of the NP data is larger than that of the MP data: 6.22(5) compared to 2.47(8). This means that $L$ increases faster with decreasing volume fraction of NPs than it does with MPs. Absolute values of $L$ achieved with the NPs were between 18 and 99 $\mu$m for volume fractions between 2.3% and 0.4% respectively.

In order to explain the differences in slope between the NP and MP data, we derive here an expression for the prefactor in terms of bijel system parameters. The total liquid-liquid (L-L) interfacial area stabilized by the NPs (assuming neutral-wetting) is given by

$$A = \frac{\pi r^2 N_{int}}{\phi_{2D}} \quad (3.1)$$

where $N_{int}$ is the number of particles attached at the interface and $\phi_{2D}$ is the 2D packing fraction of the interfacial particle layer. The number of particles at the interface is given by

$$N_{int} = \alpha N \quad (3.2)$$

in which $\alpha$ is the fraction ($0 < \alpha < 1$) of particles added to the sample which end up attached to the interface, and $N$ is the total number of particles added to the sample,

$$N = \frac{\phi V_{tot}}{\frac{4}{3} \pi r^3} \quad (3.3)$$
where $\phi$ is the volume fraction of particles and $V_{\text{tot}}$ is the total sample volume. Combining these expressions gives

$$ A = \frac{3\phi V_{\text{tot}}\alpha}{4\phi_{2D} r} $$  \hspace{1cm} (3.4)$$

$$ L \propto \frac{C\phi_{2D} r}{\alpha \phi} $$  \hspace{1cm} (3.5)$$

where $C$ is a geometrical prefactor. This derivation demonstrates that the magnitude of the slopes in Figure 3.2 are directly related to the magnitude of the prefactor $C\phi_{2D}/\alpha$. The larger slope resulting from the use of NPs implies a higher 2D packing fraction, a lower particle uptake, or both (assuming a constant geometrical factor). If we take the range of possible 2D packing fractions for the arrested interfacial structure to be between the random-close-packed (RCP) value of $\approx 0.83$ and the hexagonal close packed value of $\approx 0.91$ and note that the prefactor has roughly doubled in magnitude, we must attribute at least the majority of this increase to a decreased particle uptake (smaller $\alpha$ for the NPs), as the 2D packing fraction only varies by $\approx 10\%$.

![Figure 3.3: Fluorescence confocal microscopy images showing the signal from the FITC-labelled particles, indicating the presence of NPs (A) and MPs (B). Scale bars 200 $\mu$m. The NP-stabilized bijel image (A) shows greater signal from non-interfacial areas than the MP-stabilized bijel image (B), supporting the assertion that the interfacial uptake of NPs is less than that of MPs.](image-url)

To provide direct evidence that the majority of the increased prefactor indeed derives from a lower particle uptake of NPs vs MPs, we compare typical examples of confocal micrographs only showing the fluorescence signal from the FITC-labeled MPs and NPs (Figure 3.3). This comparison at least agrees with a larger
fraction of NPs (compared to MPs) not having attached to the L-L interface, i.e. it is easier to distinguish channels in Figure 3.3A than it is in Figure 3.3B. The original simulations involving NPs of radius \( r \approx 5 \) nm also showed unattached (free) particles, so this is not an unexpected phenomenon [5], although simulations have so far not investigated how particle size affects the number of free particles. In addition, the interfacial attachment energy [4] \( (E \propto \gamma r^2) \) is an order of magnitude smaller for NPs, which means that irreversible particle attachment will begin at a later stage in the quench. In other words, NPs will begin attaching to the liquid-liquid interface with a larger separation \( (L) \) than MPs [117]. Hence, for the NPs, \( L >> r \) (also evident from Figure 3.2), meaning that there will be a significant amount of particles residing between interfaces which never get picked up by it as the system phase-separates. In short, the larger gradient of the NP data presented in Figure 3.2 can be explained by a lower NP uptake due to a smaller attachment energy scale.

Figure 3.4: The prefactors in the scaling relationship \( L/r \propto 1/\phi \) as a function of particle size. The dashed line is a fit to the data using a function of \( y = 331/x \) (empirical line of best fit). The inverse relationship, obvious for \( r = 63 \) nm and below, essentially negates any potential reduction in \( L \) (at constant volume fraction) upon reducing \( r \).

This thermodynamic argument suggests that if we reduce particle size even further, we might reach a point where the lengthscale reduction offered by the reduction in \( r \) is offset by the change in uptake fraction \( \alpha \). To test this, we prepared smaller Stöber silica particles of radius \( r = 44 \) nm and 21 nm and used
them to make W/L bijels using the same procedures. We then measured the
lengthscale and calculated the value of the prefactor in the scaling relationship
(i.e. prefactor = Lφ/r). Figure 3.4 shows how the prefactors vary as a function
of particle size. The prefactors for the 290 nm and 63 nm particles are the ones
derived from the analysis presented earlier in Figure 3.2. The dashed line in
Figure 3.4 is a fit to the data using the function y = 331/x, demonstrating the
inverse relationship between the prefactor and the particle size, more obvious
from r = 63 nm and below. In the ideal case for stabilizing bijels, the data would
be a flat line showing no change in prefactor with particle size. What this result
demonstrates is that there is an effective limit on the size of particles we can use
with these experimental protocols to reduce L even further, as predicted by our
thermodynamic argument.

Figure 3.5: Confocal images of colloidal dispersions made with r =
(a) 63 nm, (b) 44 nm and (c) 21 nm particles and identical sonication
procedures (see Chapter 2). The signal is due to the fluorescence of
FITC (63 nm) and RITC (44 nm and 21 nm). The 44 nm and 21 nm
particles form large aggregates which are difficult to disperse, which
may explain the lower fraction of interfacial attachment.

To illustrate, consider the following. By swapping 290 nm particles for 63 nm
particles at constant volume fraction, we would expect L to be reduced by a factor
of 290/63 = 4.6. However, because the uptake fraction of the 63 nm particles
is smaller, and hence the prefactor is double that of the 290 nm particles, the
lengthscale is only reduced by a factor of about 1.8. So, we achieve a reduction of
L at constant volume fraction, but a smaller reduction than that predicted by the
simple scaling relationship L ∝ r/φ. Now, if we replaced the 44 nm particles with
21 nm particles at constant volume fraction, we would expect L to be reduced
by a factor of 44/21 = 2.1, but again because of a concomitant change in the
prefactor we only reduce L by a factor of 1.3. A similar scenario arises when
swapping 63 nm for 44 nm.
Although these results confirm the prediction of the thermodynamic argument, the origin of the reduction in $\alpha$ may not be completely due to thermodynamics. Figure 3.5 shows confocal images of the colloidal dispersions before they were quenched, with $r = (a)\ 63\ \text{nm}, \ (b)\ 44\ \text{nm}\ \text{and}\ (c)\ 21\ \text{nm}$. The dispersion quality reduces with particle size. Hence, some of the reduced interfacial uptake could be because the particles aren’t completely dispersed, as some of them are present in the mixture as large aggregates, as shown in Figure 3.5 (b) and (c).

The largest volume fraction of 63 nm NPs reported here is 2.3%, resulting in $L = 18\ \mu\text{m}$. This is the $L$ value achieved with 4% of 290 nm MPs in Ref. [6] – hence, we have demonstrated that NPs can be used in smaller amounts to stabilize bijels with the same pore size (an advantage in itself). In principle, if we increased the volume fraction of 63 nm NPs to 10%, this would achieve a pore size of $\approx 5\ \mu\text{m}$. Attempts were made to increase the volume fraction above 2.3%, but increased sonication time was needed to ensure proper redispersion, which also changed the particle wettability during the fabrication procedure, requiring a retuning of drying times. Due to time constraints, volume fractions greater than 2.3% were not realized, though volume fractions up to 10% are likely possible given work with NM/ED bijels [36] (although these samples cannot be feasibly polymerized). It is our opinion that this would be possible, after further rational modification of existing protocols. Note that for the remainder of this chapter we focus on bijels stabilized with NPs of $r = 63\ \text{nm}$ and MPs of $r = 348/367\ \text{nm}$.

### 3.4.2 Bijel stabilization: MPs vs NPs

To further demonstrate the difference between NPs and MPs in bijel formation, we first prepared W/L mixtures containing either NPs or MPs, designed to yield similar characteristic lengthscales $L$, and quenched the samples at different rates. Figure 3.6 presents a confocal microscopy overview of the structures obtained for three different quench rates. In all panels, FITC labeled particles (yellow) appear at the liquid-liquid interface between the water-rich phase (black) and the Nile Red labeled lutidine-rich phase (magenta). Samples prepared with MPs only show the tortuous structures for fast quenches (Figure 3.6E and F), whereas slow quenches result in (deformed) droplets (Figure 3.6D). In contrast, all quenches with NPs yield a percolating interface with changes in the direction of curvature, which is an imperative characteristic of a bijel, with the slower quenches resulting in a relatively higher number of thin necks.
Figure 3.6: Fluorescence confocal microscopy images of the structures obtained when water-lutidine (W-L) mixtures are quenched at various rates in the presence of neutrally-wetting Stöber silica nanoparticles (NPs) of radius 63 nm (A, B and C) and microparticles (MPs) of radius 367 nm (D, E and F). Note the loss of tortuosity for the slow quench and MP combination in D. Scale bars: 100 μm. Yellow: particles labeled with the fluorescent dye FITC. Magenta: L-rich phase labeled with the fluorescent dye Nile Red.

In addition, we scanned the quickly quenched (350°C/min) samples to analyse their homogeneity, in case temperature gradients and/or heterogeneities in the bijel structure could explain the observed differences. Figure 3.7 shows confocal microscopy images from three randomly chosen locations on the samples of a MP stabilized bijel (a) - (c) and a NP stabilized bijel (d) - (f). Magenta identifies the signal from the L-rich phase, and yellow identifies the signal from the particles. Figure 3.8 shows the corresponding radial distributions functions (g(r)). There are both slight qualitative and quantitative differences across the samples, but none big enough to account for the differences observed in Figure 3.6. Note the definite change in shape (especially after the first minimum) in the g(r)s between the MP and NP samples, which suggests some difference in shape not characterized by L – we explore this more in Chapter 4 by measuring distributions of interfacial curvatures.
Figure 3.7: Fluorescence confocal microscopy images of water/lutidine (W/L) bijels (lutidine-rich phase is magenta) stabilized by nearly neutrally wetting particles (yellow), quenched at 350°C/min using the microwave method. Images are of a microparticle (MP) (a-c) and nanoparticle (NP) (d-f) stabilized bijel at three different positions (randomly chosen). Particle volume fractions are (a-c) 2.6% and (d-f) 0.7%. Scale bars 200 µm.

Figure 3.8: The radial distribution functions of the confocal images shown in Figure 3.7.
3.4.3 Kinetics

Now we compare the kinetics of bijel formation by MPs and by NPs, in an attempt to explain the discrepancy in the structures obtained after slow quenches (Figure 3.6). Figure 3.9 shows selected confocal micrographs from time-series of slow quenches (1°C/min) in the presence of NPs (top row) vs MPs (bottom row). Using NPs has clearly modified the phase separation kinetics. In the MP case, the inter-connected domains present at t = 2 s have pinched off by t = 4 s, resulting in a droplet emulsion rather than a bijel. We have identified six occurrences of pinch-off using the circles in the t = 3s, r = 348 nm panel. When using NPs, the connectivity is maintained throughout the quench up and until the structure is arrested. Note that quenching faster (17°C/min) yields inter-connected structures in both systems (Figure 3.6). What this has revealed is that MPs fail to produce bijels at slow quench rates because fluid necks are pinched-off before the interfacial particles can jam and lock-in the structure.

Note that the volume fractions used to produce Figure 3.9 theoretically result in different final lengthscales (i.e. the ratio r/φ is not the same); to discount the possible effect of the final lengthscale on the kinetics, we prepared a NP sample with φ = 0.7% at 1°C/min which should give a similar L as MP φ = 2.1% [1].
This sample resulted in a bijel, revealing that it is unlikely that the cause of the NP success vs the MP failure is not due to the smaller \( r/\phi \) ratio.

Figure 3.10: (a) The characteristic lengthscale \( L \) as a function of time from the onset of the phase separation, for 1°C/min quench of water/lutidine without particles, and with MPs and NPs. (b) the phase separation speed \( v_c \) as a function of time from the onset of phase separation in the case of NPs.

To quantitatively compare the coarsening behaviour, the image analysis method was applied to each frame in the MP and NP timeseries along with a timeseries of only the W/L mixture, to produce the data shown in Figure 3.10(a). We also define a phase separation speed

\[
v_c = \frac{L_{t_i} - L_{t_{i-1}}}{t_i - t_{i-1}} \tag{3.6}
\]

which is shown for the NP system in Figure 3.10(b).

The MP coarsening largely follows that of the W/L mixture without particles until about \( t = 5 \) s, by which time the bicontinuous structure has broken down and particle-stabilized droplets are formed. The NP coarsening also largely follows the W/L coarsening, but levels off after about 4s. Note that \( v_c \) has a maximum at \( t \approx 3 \) s and slows to zero after \( t \approx 7 \) s. We will discuss this result in section 3.5 and refer to this time interval as the jamming time \( \Delta t_j \).

### 3.4.4 Post-processing and monogelation

To demonstrate the potential of our approach for fabricating bicontinuous polymer composites with sub-micron pores, we post-processed the NP-stabilized
Figure 3.11: (A) Optical microscopy image of a polymer monolith fabricated from a NP-stabilized bijel template. Note the network of tortuous pores and sample homogeneity. (B) Electron micrograph of a polymerized bijel. Scale bar: (A) 100 µm and (B) 10 µm.

bijels following a similar procedure to that already reported for MP-stabilized bijels [54]. Figure 3.11 shows an optical and an electron micrograph of a polymerized bijel. The NP-stabilized bijels allowed us to produce polymer monoliths of higher quality (i.e. increased homogeneity over a larger volume of sample) and were found to be less sensitive to processing parameters like quench rate and temperature gradients.

Another advantage of NP-bijels is that there was a significantly shorter waiting period between the bijel formation and the formation of a colloidal gel (‘monogel’) at the L-L interface [91], which has been shown to be crucial in allowing the interfacial structure to withstand the mechanical stresses of the monomer diffusion, prior to the polymerization reaction which results in the polymer monolith [90]. In the MP-bijel case this can take as long as forty minutes, whereas in the case of NP-bijels, we observe it to occur much quicker, < 1 minute.

To provide evidence for this, Figure 3.12 shows confocal images of an MP-bijel and NP-bijel post-quench (a,c) and post-cooling to room temperature after a 5 minute waiting period (b,d). In the MP case, the particles largely redisperse, as indicated by the flooding of the image by the yellow signal (arising from the FITC-labelled particles). In the NP case, the particle network remains practically unperturbed, with the magenta signal flooding the image, indicating the removal of the L-L interface and the return of the system to a single (mixed) phase (see Figure 2.6). Although the quench rates used are slightly different and the bijel lengthscale is much smaller in the NP-bijel case, these results are typical of our experience with W/L bijels at large – an incubation period of 30-40 minutes is
required for monogel formation in a MP-bijel, and a NP-bijel will have formed a monogel in the time it takes to quench and immediately cool to room temperature.

Our finding that the NP-bijels form a monogel quicker and are less sensitive to the quench rate has important implications. Scaling up the polymerization technique is now in principle an easier task, since we have improved the robustness against temperature gradients by using NPs instead of MPs. In addition, we have increased the range of accessible $L$ values (pore sizes), and should be able to achieve about 1 $\mu$m pores with the current system, although NP re-dispersion may become a challenge at considerably lower length scales (i.e. higher $\phi$).
3.4.5 5nm particles

Here we discuss our attempts to stabilize bijels with $r = 5$ nm silica particles and the modifications to the fabrication procedures required for particles of that size. These results are preliminary in nature but we include them here for completeness and to inform future work.

Figure 3.13: Confocal image of a lutidine and water emulsion stabilized by slightly hydrophobized Stöber silica particles with $r = 5$ nm. Note that the type of emulsion (W/L or L/W) is not known because only the particles are dyed. Lutidine was added to a concentration of 28wt%, with the other 72wt% being made up of the silica dispersion in water, i.e. not pure water as in the normal bijel preparation (see Chapter 2). Scale bar 50 $\mu$m.

5 nm silica, when dried, is practically impossible to redisperse in the same manner as larger particles due to irreversible aggregation \[118\]. Hence, we kept the particles in the reaction solution, and removed excess reactants (ethanol and ammonia) via several dialysis steps. Dialysis was performed in ethanol to remove ammonia, then water to remove ethanol. To modify particle wetting, we used hexamethyldisilazane (HMDS) or trimethoxysilane MPPTMS. However, before the appropriate wetting properties could be established, the chemical treatment rendered the colloidal dispersion unstable in water and the particles coagulated. However, we did manage to stabilize W/L and L/W emulsions with the 5 nm particles, treated with a small amount of either HMDS or MPPTMS. The concentrations of the hydrophobizing agents with respect to the particles was hard to ascertain since the volume fraction of particles was not known – in terms
of the mass of particle suspension in water, the amount added was around 0.1%. Figure [3.13] shows a confocal image of an emulsion formed with 5 nm particles (quenched at 17°C/min), the fluorescence signal arising from the FITC on the particles. The particles appear to be dispersed in both the dispersed and continuous liquid phases, and crucially appear at the droplet interface. The emulsions were stable for c. 15 minutes, indicating either low surface coverage (insufficient for preventing coalescence) or significant particle expulsion/exchange with the bulk fluid (not unreasonable considering the particle size and associated interfacial attachment energy scale [4]). Although spinodal decomposition was not arrested, the resultant emulsion with some stability is encouraging, and suggests that bijel formation could be possible with further modification.

Hence, to realize bijels with 5 nm particles a method of surface treatment is needed which provides both colloidal stability and the correct wetting properties (i.e. $\theta = 90^\circ$) [5]. This could in principle be achieved by using two different steric hairs simultaneously, one hydrophilic and the other hydrophobic. The wetting could be controlled by the relative amounts of these on the surface of the particles. We discuss this further in Chapter 7.

### 3.5 New theoretical framework

In light of the experimental results (bijels stabilized by NPs or MPs, not the 5 nm particles), a new theoretical framework for understanding bijel formation/failure has been developed in conjunction with colleagues and has been published in Ref. [1]. We repeat here a version of the theory for completeness.

We begin by discussing how bijel formation can fail and how the non-neutrality of the particle wetting can promote bijel failure. Three-dimensional simulations of spinodal decomposition (without particles) in the viscous hydrodynamic (VH) regime are relevant here, and have shown that the depercolation (evidenced in Figure [3.9]) proceeds via the thinning of liquid channels followed by pinch-off events [50]. The spinodal decomposition can be halted by neutrally-wetting particles by attaching to and jamming at the liquid-liquid (L-L) interface [5, 6, 64]. However, non-neutrally wetting particles induce a spontaneous curvature $C_0$ when attached to L-L interfaces [36, 45, 119, 120]. As the coarsening reduces the L-L area, particles are brought in to contact. The spontaneous curvature is induced
because the particle contacts are not situated at the L-L interface. As the L-L interface in bijels have been shown to possess average mean curvature $\langle H \rangle = 0$ \cite{2, 90}, we expect that any $C_0 \neq 0$ will disrupt bijel formation.

Note that the above-mentioned simulations did not observe secondary nucleation, i.e. the formation of new droplets during the spinodal decomposition \cite{5, 45, 50}. This is presumably due to the quench being instantaneous in the case of a simulation, whereas during an experiment the quench rate is always finite \cite{75}. Secondary nucleation has been observed in previous experimental studies but it has not been suggested that secondary nucleation is responsible for bijel failure. Instead, the result is the occurrence of droplets inside channels \cite{6} or even droplet-reinforced channels \cite{75}.

Our results show that even when MPs and NPs are designed to have similar wetting properties, under slow heating bijel formation only succeeds with the NPs. One (simple) possible explanation is that the contact angle of the NPs are closer to 90° than the MPs. However, this explanation does not fit with our observation that NPs can form bijels over a wider range of drying times than MPs, which is expected to correspond to a wider range of contact angles \cite{68}. The fluorescence confocal timeseries suggest that the bijel failure with MPs is due to depercolation via pinch-off events. These pinch-off events may also occur with NPs as observed in simulations of successful bijel formation \cite{5}. However, we argue that the pinch-off events are sufficiently suppressed by the NPs to allow successful bijel formation.

In order to proceed, we consider the particle-size dependence of the driving force $F$ toward a spontaneous curvature $C_0$ (see Appendix A for the derivation), i.e. away from an average mean curvature $\langle H \rangle = 0$ for bijels \cite{2, 54} (see also Chapter 4). The bending-energy density of the particle-laden interface is

$$w = 2\kappa(H - C_0)^2,$$

where $\kappa$ is the effective bending modulus of the interface \cite{121, 122}, so

$$F = \frac{\partial w}{\partial H} = -4\kappa(C_0 - H).$$

Dimensional analysis suggests that $C_0 \propto -1/r$ and $\kappa \propto \gamma WL^2$, which is supported by analytical calculations for spheres on a spherical cap \cite{119}. As in the present
Thus, NPs demand a more strongly curved interface ($C_0 \propto -1/r$) but the driving force towards that curvature is smaller ($F \propto r$).

To assess how this smaller driving force can facilitate bijel formation, we compare the disruption time $\Delta t_d$ to the jamming time $\Delta t_j$. For bijel formation to succeed, $\Delta t_j < \Delta t_d$. For the NPs, we can estimate the jamming time from Figure 3.10(b). We define the jamming time $\Delta t_j = t_f - t_{in}$, where $t_{in}$ is the time at which the jamming starts to cause a decrease in the coarsening speed (i.e. the peak in Figure 3.10(b)) and $t_f$ is the time just before the coarsening speed drops to zero. For a quench rate of 1°C/min, this gives $\Delta t_{j,\text{NP}} \approx 4$ s.

Obtaining the jamming time directly for the MPs is not possible at this quench rate since bijel formation fails (i.e. the system never jams). However, we expect the jamming dynamics to be determined predominantly by the instantaneous area-fraction of interfacial particles, which is independent of particle radius as long as the final lengthscale $L_f$ is fixed (Appendix A). As $L_f\text{ (MP)} > L_f\text{ (NP)}$ in Figure 3.9 i.e. $\phi_{\text{NP}}$ is 1.8% vs 0.7% in Figure 3.6 and $L_f \propto r/\phi$ [3], we expect $\Delta t_{j,\text{MP}} > \Delta t_{j,\text{NP}}$.

However, what we can estimate for the MPs is the disruption time, $\Delta t_{d,\text{MP}} \approx 2$ s from the occurrence of pinch-off in confocal images (Figure 3.9). Although we cannot directly estimate $\Delta t_{d,\text{NP}}$, since bijel formation succeeds here, we can predict the scaling of $\Delta t_d$ with particle radius by balancing the driving and viscous-drag forces to give

$$\Delta t_d \propto \frac{\eta \lambda^2}{\gamma_{WL} r},$$

where $\eta$ is the bulk fluid viscosity and $\lambda \gg r$ is the typical lengthscale of the disruption, which is independent of particle radius (appendix). Given that the MPs are $4.5 \times$ larger than the NPs and assuming that the effects of particle polydispersity and roughness are negligible, the inverse scaling of $\Delta t_d$ with radius implies that $\Delta t_{d,\text{NP}} \approx 9$ s.

These timescale estimates help to explain the observed patterns of bijel failure, i.e. they explain why $\Delta t_{j,\text{NP}} < \Delta t_{d,\text{NP}}$ but $\Delta t_{j,\text{MP}} > \Delta t_{d,\text{MP}}$. It is worth noting here that based on the scaling proposed in Equation 3.9, we expect bijel formation with MPs to be successful at 5°C/min, due to it succeeding at similar $L_f$ with
NPs at 1°C/min (and the NPs are about 5× smaller than the MPs). As bijel formation is only barely successful at higher rates of 17°C/min, this suggests that some other mechanisms might be in play, which could be elucidated by future simulations and experiments. Nonetheless, this theoretical framework is able to explain why bijel formation is more robust when using NPs rather than MPs.

Figure 3.14: Confocal image of a microparticle (MP, $r = 348$ nm) stabilized emulsion ($\phi = 4.5\%$) formed by quenching at 1°C/min. Some tortuosity remains at this high volume fraction, but not enough for the sample to be considered a bijel. Scale bar 200 µm.

One potential route to preparing MP stabilized bijels with slow quenches is to increase $\phi$, thereby decreasing the jamming time $\Delta t_{j,MP}$ because the particles are able to take up a larger area of L-L interface. Figure 3.14 shows a confocal image of a MP stabilized emulsion with $r = 348$ nm, $\phi = 4.5\%$ and a quench rate of 1°C/min. Some tortuosity from the spinodal pattern is retained, however the sample is clearly not a bijel. Increasing $\phi$ further to 10% may result in a sample with greater resemblance to a bijel, but it is clear that preparing bijels with slow quenches using MPs is not practical and would result in only a small range of length scales being accessible. However, this high volume fraction test demonstrates the effect of the jamming time on bijel formation success or failure.

3.6 Conclusions

In this Chapter, we have demonstrated that the formation of water/lutidine (W/L) bijels is more robust when using nanoparticles (NPs, $r = 63$ nm) as
opposed to microparticles \((r \approx 300\,\text{nm})\), because they are less sensitive to the temperature quench rate used. The scaling behaviour of the characteristic lengthscale \(L\) with particle size has been confirmed, albeit with the caveat that the NPs are less efficient stabilizers than MPs which is likely due to a reduced fraction of added particles ending up on the liquid-liquid (L-L) interface. This assertion is corroborated by confocal images showing an increased fluorescence signal from the lutidine-rich channel (where the unattached NPs reside). Nonetheless, the use of NPs paves the way for \(L \approx 1\,\mu\text{m}\) as long as \(\phi\) can be increased towards 10%. Reducing particle size below 63 nm did not result in any substantial reduction in \(L\) (at constant volume fraction), due to the uptake fraction \(\alpha\) reducing at the same rate as \(r\), which may in turn be due to the difficulty of redispersion. Hence, to reduce particle size further, a new approach is needed, possibly using steric stabilizers.

By analyzing confocal timeseries of the L-L phase separation in the presence of MPs or NPs, we have seen that when they are quenched slowly (1°C/min) the MP system depercolates into droplets whereas the NP system jams and forms a bijel. To take account of this we developed a new theoretical framework based on lipid membranes which characterizes the system in terms of the ‘jamming time’ \(\Delta t_j\) and ‘disruption time’ \(\Delta t_d\) – as long as \(\Delta t_j < \Delta t_d\) then bijel formation will be successful.

We have attempted to use particles of radius \(r = 5\,\text{nm}\) by keeping them in solution and modifying their wetting properties using chemical agents. However, increasing the hydrophobicity of the particles leads to irreversible aggregation. The future use of 5 nm silica particles is therefore dependent on finding a method of providing colloidal stability while simultaneously controlling the wetting properties.

Finally, we have demonstrated that the reduced lower bound on \(L\) in this system can be transferred to the polymerized bijel, expanding the applicability of this system for the fabrication of functional materials. Notably, the insensitivity to quench rate, and the fast rate of monogelation provides a distinct materials synthesis advantage of NP-stabilized over MP-stabilized bijels.
Chapter 4

Bijel interfacial curvatures

4.1 Abstract

Bicontinuous Pickering emulsions (bijels) are a physically interesting class of soft materials with many potential applications including catalysis, microfluidics and tissue engineering. They are created by arresting the spinodal decomposition of a partially-miscible liquid with a (jammed) layer of interfacial colloids. Porosity $L$ (average interfacial separation) of the bijel is controlled by varying the radius ($r$) and volume fraction ($\phi$) of the colloids ($L \propto r/\phi$). However, to optimize the bijel structure with respect to other parameters, e.g. quench rate, characterizing by $L$ alone is insufficient. Hence, we have used confocal microscopy and X-ray CT to characterize a range of bijels in terms of local and area-averaged interfacial curvatures; we further demonstrate that bijels are bicontinuous using an image-analysis technique known as ‘region growing’. In addition, the curvatures of bijels have been monitored as a function of time, which has revealed an intriguing evolution up to 60 minutes after bijel formation, contrary to previous understanding.

4.2 Introduction

Bijels (bicontinuous interfacially-jammed emulsion gels) are a versatile and relatively new class of soft materials, whereby a bicontinuous interlocking structure of two phase-separated liquids is stabilized by a (jammed) layer of
interfacial colloids \[3, 5, 64, 79, 80, 85, 92\]. As long as the colloids are sufficiently neutrally-wetting, i.e. have no preference for either liquid phase, the bicontinuous pattern formed by the liquid-liquid (L-L) interface during spinodal decomposition can be maintained and eventually locked in (Figure 1). This is because, during the phase separation, the area fraction of particles increases until they jam, at which point the system stops coarsening \[6\]. Particle rearrangements could lead to residual coarsening \[5\], but continued macroscopic coarsening is precluded due to the attachment energy \(E\) of the interfacial particles, which for particle radius \(r \approx 250\) nm and interfacial tension \(\approx 0.1\) mN·m\(^{-1}\), is of the order \(10^3\) \(k_B T\)\[4].

The bijel lends itself to a host of technological applications, including tissue engineering \[56\], catalysis \[27\] and microfluidics \[25\], owing to its morphology and high degree of structural tunability \[3, 5\].

The water/lutidine (W/L) bijel has been shown to be a particularly promising system for material templating – one of the fluid phases can be selectively polymerized and, on removal of the unpolymerized liquid phase, results in a bicontinuous microporous monolith \[54, 90\]. To tune the final structure of the material, samples are usually (and simply) characterized by their porosity, or rather their average interfacial separation (‘channel width’) \(L\) (see Figure 1). \(L\) is controlled by varying the volume fraction \((\phi)\) and radius \((r)\) of the colloids \((L \propto r/\phi)\) in the initial bijel mixture. \(L\) can be measured by constructing a pixel-based radial distribution function (in real space) from a 2D fluorescent confocal microscopy image of a bijel \[1\], in which one phase is bright and the other dark (owing to the preference of a fluorescent dye for one of the phases). This method is outlined in Chapter 2.4 and used for analyzing the effect of volume fraction on lengthscale in Chapter 3.4.1. Alternatively, the dominant wavevector \(q^*\) can be determined by performing a scattering experiment \[123\] or by taking the Fourier transform of a 2D bijel image \[1\] – then \(L = 2\pi/q^*\). \(L\) in the polymerized case can be extracted from X-ray micro-CT data in a similar fashion, where the contrast is provided by the difference in electron density across the solid/air interface.

Measuring \(L\) is relatively straightforward, but does not convey information about local geometrical or global topological parameters which might be useful for optimizing the bijel for applications. Indeed, visible changes in the bijel morphology are noticed when different particle sizes and/or quench rates are used in the fabrication which seem not to be quantified purely by \(L\) \[1\] (see Figure 3.5 in Chapter 3.4.2). Moreover, bijel fabrications produce samples which show a sliding scale of quality (as a function of particle size and quench rate),
with complete failure on one end and homogenous ‘clean’ samples on the other. It would be beneficial to have a quantitative characterization to accompany these qualitative observations, and hence be able to systematically optimize bijel fabrication procedures.

A complimentary way to characterize complex 3D structures such as the bijel is to measure the distributions of interfacial curvatures \( [54, 124] \). At each point on the interface between the coexisting liquid domains, it is possible to define two mutually-orthogonal principle radii of curvature (see Figure 4.1), \( R_1 \) & \( R_2 \), and two principle curvatures \( \kappa_1 \) & \( \kappa_2 \) (\( \kappa_i = \pm 1/R_i \)) \[125\]. In the current study, the curvature is defined to be positive if the interface curves towards the oil phase, and negative if it curves towards the water phase. The structure can then be characterized \[126\] by computing the area-averaged mean curvature:

\[
\langle H \rangle = \frac{1}{A} \int_A \frac{1}{2} (\kappa_1 + \kappa_2) \, dA
\] (4.1)

and Gaussian curvature:

\[
\langle K \rangle = \frac{1}{A} \int_A \kappa_1 \kappa_2 \, dA
\] (4.2)

This characterization allows the bijel’s topology to be probed, as opposed to simply extracting a characteristic length (\( L \)).

Figure 4.1: A schematic of a 2D slice of a 3D bijel. The liquid phases (A and B) are separated by a jammed layer of particles (yellow) at the interface, with a typical separation \( L \). The principal radius of curvature \( R \) at a point on the interface is the radius of a circle which intersects tangentially at that point, with a curvature \( \kappa = 1/R \). In 3D a point will have two principal curvatures. Adapted from Ref. \[1\].
In addition to the practical motivations for the study presented in this Chapter, there are several interesting physics questions to be explored. For example, it is not completely clear whether (neutrally-wetting) particles simply ‘lock in’ the spinodal pattern of the demixing liquids, or if they perturb it in some way before arresting the phase separation [61]. Any perturbation could also depend on other parameters like particle size and/or contact angle [1, 119]. Moreover, in the W/L system, the interfacial particles are known to form a permanent gel after a certain incubation period [91] – this may or may not have an effect on the morphology. Finally, it is also not known yet if the bijel structure is entirely homogeneous, periodic and/or bicontinuous in three dimensions.

A (small-scale) curvature analysis on a W/L bijel and its polymerized counterpart has already been performed, on one size of particle and one quench rate only, which showed a distribution of mean curvature centred (approximately) on zero, and a negative value for the area-averaged Gaussian curvature, which are similar to the hallmarks of a member of the family of triply-periodic minimal surfaces, the gyroid [61]. This means that the L-L interface is, on average, composed of saddle points, with principal curvatures equal in magnitude but opposite in sign. Bicontinuous systems similar in 3D structure to bijels have also been analyzed in this way. For example, it has been shown that a spinodally-decomposing polymer blend also resembles the gyroid [127]. More recently, a topological analysis has elucidated the mechanisms at play during the phase separation of such polymer blends [128].

In this Chapter, we systematically characterize a range of W/L bijel samples by using 3D confocal microscopy data and a commercially available image analysis package. We benchmark our analysis by using X-ray CT data (with improved statistics over confocal) and computer-generated data representing the two extremes of the range of possible structures in this system (spheres and gyroid); we also compare our results to lattice-Boltzmann simulations of bijel formation. We measure distributions of interfacial curvatures, and then compute area-averaged quantities in order to characterize the topology of the structures as a function of particle size, quench rate, and time after bijel formation. We find that the most hyperbolic samples (i.e. samples with largest negative value of Gaussian curvature) are formed when using the smallest particles and the fastest quench rates, and that in some cases the distribution of local curvatures changes with time, which may be linked to the emergence of a particle-bonded network at the L-L interface.
4.3 Experimental Methods

4.3.1 Particle synthesis

The synthesis procedure for the particles used in this study is contained in Chapter 2. The most relevant aspects are repeated here for the benefit of the reader. Stöber silica particles, labeled with fluorescein (or rhodamine) isothiocyanate (FITC or RITC) were synthesized with different radii by controlling the reaction temperature. Sizes were obtained from dynamic light scattering (DLS) and transmission electron microscopy (TEM) measurements. The three sizes used in this study are \( r = 50 \text{ nm} \) (TEM), 80/63 nm (DLS/TEM) and 367 nm (TEM) – polydispersities (in terms of TEM results) were 13.8%, 15.1% and 5.5% respectively. The sizes obtained by TEM will be used in this study to provide a valid comparison. The 367 nm and 63 nm particles were labelled with FITC, and the 50 nm particles were labelled with RITC.

Surface chemistry was designed to be similar by modifying the concentration of dye in the reaction mixture. Neutral wetting conditions were achieved by drying small amounts (\( \approx 50 \text{ mg} \)) at 170°C and 20 mBar pressure \( \approx 68, 69 \). This process is known to remove surface bound water and may also cause moderate dehydroxylation of the silica surface \( 72 \). Wetting properties were maintained across the range of particles used by tuning the drying time and inspecting confocal micrographs of the emulsion structures that they formed. We denote the 50 and 63 nm particles as nanoparticles (NPs) and the 367 nm particles as microparticles (MPs).

4.3.2 Bijel preparation

Bijels were prepared following the standard procedure outlined in Chapter 2. Particle concentrations for the MP were 2.8%, the 63 nm NPs between 0.6 - 1.8% and the 50 nm NPs 1.4%, producing bijels with lengthscales 21 \( \mu \text{m} < L < 91 \mu \text{m} \). The precise specifications are shown in Table 4.1. The effect of changing the volume fraction is to change the final bijel lengthscale \( L \) according to \( L \propto r/\phi \) which also changes the range of interfacial curvature values \( 3 \). Where possible, we compare bijels with similar \( L \) values. As this is not always possible, we normalize the curvature values with respect to the surface to volume ratio,
Table 4.1: The specifications of bijel samples prepared for characterization and comparison in this Chapter. The parameter space is such that we can look for the effect of particle size and quench rate on the bijel’s curvature distributions (see text).

<table>
<thead>
<tr>
<th>Radius (nm)</th>
<th>Vol. frac. (%)</th>
<th>Quench rate (°C/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>367</td>
<td>2.8</td>
<td>350</td>
</tr>
<tr>
<td>367</td>
<td>2.8</td>
<td>350</td>
</tr>
<tr>
<td>367</td>
<td>2.8</td>
<td>350</td>
</tr>
<tr>
<td>63</td>
<td>0.7</td>
<td>350</td>
</tr>
<tr>
<td>63</td>
<td>0.7</td>
<td>350</td>
</tr>
<tr>
<td>63</td>
<td>1.0</td>
<td>350</td>
</tr>
<tr>
<td>50</td>
<td>1.4</td>
<td>350</td>
</tr>
<tr>
<td>63</td>
<td>0.6</td>
<td>17</td>
</tr>
<tr>
<td>63</td>
<td>1.0</td>
<td>17</td>
</tr>
<tr>
<td>63</td>
<td>2.3</td>
<td>17</td>
</tr>
<tr>
<td>50</td>
<td>1.4</td>
<td>17</td>
</tr>
<tr>
<td>63</td>
<td>1.8</td>
<td>1</td>
</tr>
</tbody>
</table>

a quantity with units of inverse length \[ \frac{1}{\text{nm}} \]. We also average the results from multiple samples (where possible) to show that the volume fraction does not play a pivotal role in determining the topology of the final structure.

### 4.3.3 Data acquisition

**Experiments**

The bijel samples were imaged using fluorescence confocal microscopy, specifically a Zeiss Observer.Z1 inverted microscope with a Zeiss LSM700 confocal scanning unit. Images of dimension 512 × 512 pixels were taken with a 20× or 40× objective (Zeiss LD-Plan NEOFLUAR, NA = 0.4 and 0.6 respectively), giving a pixel size of 1.25 µm or 0.625 µm. Figure 4.2(a) shows an example 2D confocal microscopy image of a bijel. 3D stacks were created by taking up to 60 images in succession with a (nominal) increment in the z-direction of about 1 µm per slice. Signal-to-noise was improved by averaging over 4 to 8 scans of the sample region. The acquisition of a full 3D stack took between 6 and 8 minutes. Fluorescence excitation was provided by a 488 nm laser (for FITC), a 555 nm laser (for Nile Red or RITC), and a 639 nm laser (for Nile Blue). Emission filters were used as appropriate. The two liquid domains could be distinguished by detecting the fluorescence of the Nile Red (or Blue) which preferentially resides in the lutidine-
Figure 4.2: (a) Example fluorescence confocal microscopy image of a bijel stabilized by NPs \( r = 63 \text{ nm} \), quenched at 17°C/min. Particles are shown in yellow, whereas magenta indicates the lutidine-rich phase. Scale bar 200\( \mu \text{m} \). Z-stacks are compiled by acquiring these 2D (X-Y) images at incrementing Z positions. (b) Example X-ray CT image of a polymerized bijel, where one of the channels is air (black) and the other polymer (white). Scale bar 500\( \mu \text{m} \). Imaging with this method allows a larger sample volume to be probed, providing better statistics than confocal microscopy.

rich phase. To take account of the decrease in image intensity as the focal plane is moved further in to the sample, the histograms of the 3D stacks were equalized (using the stack histogram) in ImageJ version 1.49 [99].

Simulations

Simulations were performed by Dr Kevin Stratford, School of Physics and Astronomy, The University of Edinburgh. Using the same computational machinery as Stratford et al. [5], a bijel structure is produced for an idealized case of a pair of fluids with equal density and viscosity. The simulation parameters are matched as closely to the experimental situation as possible for the \( r = 63 \text{ nm} \) case and with fluid composition 65:35 by volume. The sample size was approximately \( 6 \times 6 \times 3 \) microns. The simulation was run until the particles jammed at the interface, and the resulting structure was approximately steady. Black and white images with an effective resolution of \( \approx 23 \text{ nm} \) were generated directly from the simulation data to identify the two fluid phases.

Specifically, we employ a symmetric free energy (e.g., Kendon et al. [40]) with
density as a function of composition $\phi$ is
\[
\frac{1}{2} A\phi^2 + \frac{1}{4} B\phi^4 + \frac{1}{2} \kappa (\nabla \phi)^2. 
\] (4.3)

The parameters $A$, $B$, and $\kappa$ control the fluid-fluid interfacial tension, and also the interfacial thickness. We choose the parameters $A = -B = -0.00025$ and $\kappa = 0.000175$ giving an interfacial tension of $\sigma \approx 1.97 \times 10^{-4}$ in simulation units. The interfacial width is 1.18 lattice units. Fluid parameters were density $\rho = 1$ and dynamic viscosity $\eta = 0.12$. Neutrally wetting (contact angle 90°) spherical particles with radius $a = 2.3$ lattice units were used. Fluctuating hydrodynamics is used to impart Brownian motion to the particles with effective temperature $2.12 \times 10^{-6}$ in simulation units. A system size of $256 \times 256 \times 128$ lattice units was used, in which the fluid volume ratio was initialized to 65 : 35 by volume before particles were inserted randomly in the initial condition (32,919 colloids). Spinodal decomposition was initiated via a small-amplitude random noise in the order parameter $\phi$.

The simulation parameters – in ‘simulation units’ – may be matched with the experimental parameters as follows. We assume a simplified experiment with fluids of uniform density $1.0 \times 10^3$ kg·m$^{-3}$, and viscosity $1.0 \times 10^{-3}$ Pa·s, and with an interfacial tension $5.0 \times 10^{-4}$ N·m$^{-1}$ (similar to the water/lutidine system). The characteristic length and time scales for spinodal decomposition are $L_0 = \eta^2 / \rho \sigma$ and $T_0 = \eta^3 / \rho \sigma^2$. By matching these quantities in experiment and simulation we may equate 1 simulation length unit to 23 nm (a particle radius of 63 nm and system size of 3 µm in the short direction), and 1 simulation time unit to $9 \times 10^{-11}$ s. Temperature is matched via a dimensionless diffusion constant $6\pi DT_0 / L_0^2$: the simulation temperature corresponds to approximately 300 K. The particles were removed from the dataset before analysis.

4.3.4 Image analysis

The 3D data was analyzed using Avizo (FEI Group). An appropriate pixel value threshold was chosen to allow the software to generate an isosurface via the ‘Isosurface’ module, which represents the interface between the two liquid domains. The isosurface was ‘downsampled’ (averaged) over a volume of $3 \times 3 \times 3$ pixels to reduce the impact of noise. This produced a more accurate isosurface in terms of its resemblance to the original bijel data (see Figure 4.3), as well
Figure 4.3: (a) A 3D volume rendering of a microparticle stabilized bijel (greyscale) with the calculated isosurface superimposed (yellow). The isosurface clearly follows the pattern of the raw data, meaning that the curvature analysis performed on the isosurface can be said to represent the curvature values of the raw data, i.e. the bijel. (b) The same for data obtained from a Lattice-Boltzmann bijel simulations with the particles removed.

as reducing the occurrence of surface discontinuities (regions of non-manifold topological structure) on which the measurement of curvature becomes invalid.

The software was then instructed to extract the distribution of mean \( H = \frac{1}{2}(\kappa_1 + \kappa_2) \) and Gaussian \( K = \kappa_1\kappa_2 \) curvatures – \( \kappa_1 \) and \( \kappa_2 \) are the principal curvatures \( \kappa_i = \pm 1/R_i \), where \( R_i \) are the radii of curvature) at each vertex on the triangulated isosurface. The software achieves this by approximating the isosurface locally (a region spanning 4 orders of connecting vertices in all directions, covering an area of the order 10 \( \mu \text{m}^2 \) in a confocal data stack) in quadric form, then computing the eigenvalues and eigenvectors (the eigenvalues being the principal radii of curvature). This function is contained within the ‘Compute curvatures’ module. The computed curvatures were also averaged over a region spanning 5 orders of adjacent vertices, which reduced the impact of noise further. These specific settings were chosen because they produced the results closest to that expected for our benchmark structure: a simulated gyroid with a similar lengthscale as our bijels in a data volume similar to our confocal stacks - see section 2.6.

Since \( H \) and \( K \) will naturally vary with the characteristic lengthscale of the structure \(^{126}\) (smaller lengthscales necessitate larger curvatures) it is necessary to normalize these quantities. This can be done simply by multiplying by the inverse or inverse-square of the surface-to-volume ratio \( \Sigma = A/V \), which can
also be extracted using the software. The reduced dimensionless quantities are therefore $H\Sigma^{-1}$ and $K\Sigma^{-2}$.

To reduce the potential impact of artefacts during the software’s reconstruction of the bijel interface (i.e. regions of abnormally large curvature) only curvature values in a certain range were used to calculate the area-averaged quantities. This range was chosen to be around the expected curvatures as derived from the measurement of $L$, i.e. $|H_{\text{expected}}| \approx 2/L$ and $|K_{\text{expected}}| \approx 4/L^2$. Once the curvature distributions were truncated in this way (resulting in a loss of no more than 5% of the total data), the values were summed to give $\langle H \rangle \Sigma^{-1}$ and $\langle K \rangle \Sigma^{-2}$. Note that this is not the strict calculation of the integral of $H$ or $K$ over the surface required to apply the Gauss-Bonnet theorem [125], but rather the sum of a discrete series of values, without each value being weighted by the area over which the curvature was measured. However, these values still serve as a (scaled) metric to quantify the bijel structure, since it is still sensitive to changes in the distributions. For a bijel, we expect a structure with overall hyperbolic character, $\langle H \rangle \Sigma^{-1} \approx 0$, and $\langle K \rangle \Sigma^{-2} < 0$, although $\langle H \rangle \Sigma^{-1}$ may take a finite value close to zero if the volume ratio between the two phases is not 50:50 [126], as is the case in the W/L system employed here [8] (see Figure 2.6).

An alternative way to probe bicontinuity in our structures, using the same 3D data stacks, relies on an image segmentation method known as ‘region growing’. 3D X-ray CT data stacks were opened in ImageJ (version 1.49v) [99], thresholded, and region growing was performed on channel A (high pixel values) using the ImageJ ‘Find Connected Regions’ plugin, with the following settings: diagonal connections not allowed and start from point selection. This procedure was repeated after inverting the image stack to perform region growing on channel B (originally low pixel values). The number of pixels not connected to the grown region was calculated by subtracting the grown region from the thresholded original and extracting the mean grayvalue of the difference stack.

4.3.5 Errors

The threshold value used to create the isosurface most closely resembling the raw data (assessed by visual inspection) was the one which also maximized the area of the isosurface. For comparing curvatures across a range of samples therefore, the threshold value for the maximum area was found, and those curvature values recorded. To take account of sampling error, the entire procedure (from sample
Table 4.2: The results of a curvature analysis performed on a nanoparticle stabilized bijel quenched at 350°C/min, sampled at four different positions (A-D) and using two different objectives (20× and 40×). Samples showed good internal consistency, with the only effect of changing objective being a reduced thresholding error.

<table>
<thead>
<tr>
<th>Location</th>
<th>Magnification</th>
<th>$\langle K \rangle \Sigma^{-2}$</th>
<th>±</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>20×</td>
<td>-0.50</td>
<td>0.06</td>
</tr>
<tr>
<td>B</td>
<td>20×</td>
<td>-0.49</td>
<td>0.08</td>
</tr>
<tr>
<td>C</td>
<td>40×</td>
<td>-0.50</td>
<td>0.01</td>
</tr>
<tr>
<td>D</td>
<td>40×</td>
<td>-0.49</td>
<td>0.01</td>
</tr>
</tbody>
</table>

preparation, to data acquisition, to image analysis) was repeated three times, and an average of quantities taken. Note that this also means that our results are unlikely to be significantly affected by small wetting differences between batches of dried particles. Where repeat sampling was not feasible (e.g. not enough identical material being available) the threshold value was varied around that which gave the maximum area, and an average of those curvature values taken. Hence, the error bars on these data points represent the thresholding error in the measurement of one sample. It will made clear in the following sections which data points have been multiply sampled and which have not. Also, the thresholding error was found to decrease when using a 40× objective rather than a 20× objective, but that the absolute curvature values were not affected – see Table 4.2. This can be understood as due to the increased lateral and axial resolutions as explained in Chapter 2.3.2.

Another source of error is due to the ‘fishtank’ effect, whereby the position of the focal plane moves either more or less than the nominal Z increment depending on the relative refractive indices of the sample medium and the medium surrounding the collection optics. In this case, by using the average refractive index of the water/lutidine mixture \( n_{WL} \approx 1.4 \), and the refractive index of the collection medium (air, \( n_A \approx 1 \)) the correction is calculated to be \( n_{WL}/n_A = 1.4 \) times the nominal Z difference \( 130 \). Therefore, the analysis has also been tested on the stretched data, by modifying the voxel sizes specified when loading the data into Avizo. We found that the fishtank effect, while slightly modifying the absolute numbers, did not significantly affect the trends in the data (see Figure 4.5 and Appendix B).
4.3.6 Benchmarking

Simulated spheres and gyroid

Figure 4.4: Isosurfaces computed for benchmark structures, system of spheres (a) and a gyroid (b). Matlab was used to numerically generate these structures (see text for details).

In order to test the ability of the analysis method to accurately probe the topology of our bicontinuous structures, we generated idealized structures (representing the two possible extremes) with similar pixel sizes, lengthscales and box sizes as the real data. Benchmarking our analysis in this way also provided us with an appropriate scale for our dimensionless area-averaged curvature values. On the one hand, a system of spheres was generated as shown in Figure 4.4(a). On the other hand, a gyroid structure (Figure 4.4(b)) with roughly the same characteristic lengthscale and dimensions as the bijel data was generated by using the following equation \[ f(x, y, z) = \sin \frac{2\pi x}{\lambda} \cos \frac{2\pi y}{\lambda} + \sin \frac{2\pi y}{\lambda} \cos \frac{2\pi z}{\lambda} + \sin \frac{2\pi z}{\lambda} \cos \frac{2\pi x}{\lambda} \] (4.4)

Here, \( \lambda \) is the characteristic wavelength, which in terms of bijel structure, is twice the interfacial separation \( L \). To create the dividing surface, \( f(x, y, z) \) is set to
Table 4.3: The results of the analysis test on the benchmark structures shown in Figure 4.4. Expected (E) and measured (M) values are shown, along with a relative error (Err).

<table>
<thead>
<tr>
<th>Test</th>
<th>(\langle H\rangle \Sigma^{-1}) E/M/Err</th>
<th>(\langle K\rangle \Sigma^{-2}) E/M/Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spheres, (r=32) pixels</td>
<td>5.05/4.78/5.3%</td>
<td>25.5/22.9/10%</td>
</tr>
<tr>
<td>Gyroid, (\lambda=128) pixels</td>
<td>0/0.00/0%</td>
<td>-1.7/-1.66/2.4%</td>
</tr>
</tbody>
</table>

zero \[^{129}\]. To reiterate, we choose these structures because a bijel is expected to have \(\langle H\rangle = 0\) and \(\langle K\rangle < 0\) (i.e. the same as a gyroid), whereas a system of spheres has \(\langle H\rangle > 0\) and \(\langle K\rangle > 0\).

Table 4.3 shows the expected (E) and measured (M) values, along with the relative error (Err). We concluded from the test results that we could use our analysis technique to accurately measure bijel topology.

Figure 4.5: The area-averaged Gaussian curvature of a simulated gyroid, in a volume of 512 by 512 by 128 pixels, as a function of the gyroid wavelength (black), and the same after correcting for the fishtank effect (red).

We also explored the possible dependence of the accuracy on \(\lambda\) at fixed box size, while also accounting for the fishtank effect explained in the previous section (Figure 4.5). As the wavelength is reduced, the curvature measurement protocol becomes less accurate, i.e. produces a result further from the theoretical result expected \((\approx -1.7)\). Also, the fishtank effect becomes more prominent as the wavelength is reduced. However, our data lies in the range between \(\lambda=128\) and \(\lambda=256\) pixels, where the curvature analysis protocol is hardly affected by taking
into account the fishtank effect.

**Data volumes**

The limitations of confocal microscopy in this case, namely the reduction in signal to noise (due to scattering) as the focal plane is moved further inside the sample, mean that acquired 3D data is constricted in the Z-direction. The dimensions of the XY plane are $640 \times 640 \, \mu m^2$, whereas the Z dimension is only about 80 $\mu m$. This may reduce the statistics when measuring interfacial curvatures, since there is clearly more information about 2 of the directions (XY) and less about the third (Z). To see what effect this may have, we have acquired larger scale 3D data from polymerized bijels \[54\] using X-ray computed tomography. The samples were micro-CT scanned (performed by Dr Rob Wallace at the Royal Infirmary of Edinburgh) using a Skyscan 1172 system (Bruker microCT, Kontich, Belgium). Rotating samples in angular steps of 0.4° over a full 360°, shadow-projection images with a pixel size of 4.48 $\mu m$ were acquired (Hamamatsu 10 Mp camera). The source voltage was 28 kV (Hamamatsu 100/250); no filter was used between source and sample, but a beam-hardening correction of 20% was applied during reconstruction. Image reconstruction into axial slices was performed using the NRecon software package (Skyscan, version 1.5.1.5), yielding 3D data sets much larger than but similar in format to confocal data sets, i.e. Z-stacks of XY-slices. For reconstruction, a random movement of 10 was used, but no frame averaging was required to reduce the signal-to-noise ratio.

A comparison of the analyses of both types of data is presented in section 3.1.

### 4.4 Results and discussion

#### 4.4.1 Confocal vs X-ray CT

Here we compare the analysis of data obtained from confocal microscopy (of a 63 nm NP stabilized bijel) and that obtained from X-ray CT (of a polymerized 63 nm NP stabilized bijel). Figure 4.6 shows example isosurfaces and distributions of mean and Gaussian curvatures. Since the X-ray method allows the sampling of much larger volumes than confocal, the isosurfaces created are much larger in area (Figure 4.6(a) vs 4.6(b)). This allows the measurement of curvature
Figure 4.6: Example data used in the curvature analysis. (a) Isosurface created using X-ray CT data. (b) Isosurface created using confocal data. (c) Mean curvature distributions for both isosurfaces. (d) Gaussian curvature distributions for both isosurfaces. The distributions were normalized by dividing the raw counts by total number of counts.

over a larger number of bijel channels, increasing the accuracy. The increased precision, evidenced by the sharper distributions in (c) and (d), is due to the sharper contrast between the channels, as the confocal data suffers the consequences of the point-spread function and multiple scattering, whereas the X-ray data does not. Although the distributions are sharper, the shape and position of the distributions are qualitatively similar, and produce similar quantities: area-averaged mean curvature \( \langle H \rangle \Sigma^{-1} = -0.02(1) \) and area-averaged Gaussian curvature \( \langle K \rangle \Sigma^{-2} = -0.8(1) \) in the case of the confocal data, and \( \langle H \rangle \Sigma^{-1} = 0.002(5) \) and \( \langle K \rangle \Sigma^{-2} = -0.45(1) \) in the case of the X-ray data. Note that although the Gaussian curvature distributions appear to be peaked close to zero, most of the area is in the negative region, leading to a significant negative value for the area-averaged quantity. This has been observed in previous studies of polymer blends [124, 132].
Figure 4.7: The distributions of Gaussian curvature as measured by confocal microscopy and image analysis for a bijel just before (black) and just after (red) polymerization, induced by UV irradiation.

To check what effect of the polymerization process on the bijel structure, we have also measured the curvature distributions of a MP stabilized bijel before and after polymerization using the same method (confocal). Figure 4.7 shows the distributions measured before and after polymerization. In order to minimize scattering, we (partially) matched the polymer refractive index using Dow Corning Fluid 550. The area averaged values are -0.69(17) and -0.60(19) i.e. relatively similar, meaning that the polymerization process itself leaves the structure largely unchanged. Note that these values cannot be compared to the results in subsequent sections for MP stabilized bijels because a slightly different protocol was used here to account for a larger ratio between the size of the channels and the data volume. Polymerizing bijel samples does involve a 4 to 5 hour waiting step, to allow the monomer to distribute throughout the sample, which may have an effect on the area-averaged Gaussian curvature values (see section 4.4.4).

A comparison of the curvature distributions of a bijel and its polymerized counterpart has been made previously by Lee et al. [54], showing $\langle H \rangle \approx 0$ in both cases (but with a small broadening in the negative region for the polymer) and $\langle K \rangle < 0$ in both cases (but with a small shift towards less negative values in the polymerized case). The results presented in this study are in broad agreement with the results of Lee et al., with both mean curvatures close to zero and a less
negative value for the Gaussian curvature of the polymerized sample. However, the difference in Gaussian curvature for the polymerized sample in Ref. [54] cannot be unequivocally explained by the polymerization process, as the samples were prepared independently.

Figure 4.8: 2D slices from a 3D X-ray CT data set: (a-d) direct i.e. channel A is white and (e-h) inverted i.e. channel B is white. (a/e) Bottom slice: the yellow/red arrow points to the initial yellow/red point before region growing of channel A/B. (b/f) Same as (a/e) but after region growing, showing in red all the points above the threshold connected to the initial point in (a/e). (c/g) Top slice and (d/h) same as (c/g) but after region growing, showing in red all the points above the threshold connected to the initial point in (a/e). Adapted from Ref. [2].
Note that these results suggest that the bijel structure (both in liquid and polymerized form) is bicontinuous in three dimensions, given the negative values of area-averaged Gaussian curvature and almost zero values of area-averaged mean curvature. To further demonstrate the bicontinuity of the bijel structure, we have performed a region-growing analysis on the X-ray CT data. Figure 4.8 shows bottom and top slices from a 3D X-ray CT data set, both in direct (channel A white) and inverted (channel B white) grayscale. Selecting a pixel in the white channel in the lower left corner of the bottom slice (see arrows in Fig. 4.8(a/e)), we use ‘region growing’ to show that it is connected to the pixels in the white channel in the top slice (Fig. 4.8(d/h)). This qualitatively demonstrates that both channel A and channel B are continuous and, thereby confirming that our bijel samples are indeed bicontinuous. As a quantitative measure, the total number of pixels in channel A (in 3D) above the threshold but not connected to the initial point in (a) is only 0.03%.

Notably, the fact that we get acceptably similar results when we use the method with a lower signal-to-noise ratio (confocal) allows us to use this in-situ characterization technique to study the effect of particle size and quench rate on bijel topology.

4.4.2 Effect of particle size

We now focus on data obtained from confocal microscopy, and vary the size of the particles used to stabilize the bijel, while keeping the quench rate constant at 350°C/min (microwave method). In this section, the bijel length scales were in the range 31 µm < L < 91 µm.

Figure 4.9 shows how the area-averaged curvatures vary with particle size, including a measurement of simulated data (red points) which we address later. The data corresponding to r = 63 and 367 nm has been averaged over three uniquely prepared samples, whereas the data for r = 50 nm (and the simulated data) has only been sampled once – hence, the error bars for the former indicate one standard deviation, and the error bars for the latter indicate the thresholding uncertainty.

The area-averaged mean curvatures of the (final) bijel structures show a small dependence on particle size, with a significant positive value for the MP bijel and smaller positive values for the NPs. This does not contradict the results of Lee et
Figure 4.9: The change in area-averaged mean curvature (a) and Gaussian curvature (b) as a function of particle size. The red data points are measurements performed on simulated data (see text). The error bars for the two right-most black squares indicate one standard deviation of the distribution of 3 separate measurements, whereas for the left-most point (and the red point) the error bars indicate the thresholding error from one unique measurement.

al. since an inspection of the histograms reveals that all distributions are centred on zero (see Figure 4.12). These results are indicative of a stronger preferred direction of curvature for the MP bijel and a weaker preferred direction for the NP bijels. Indeed, since this bijel system has unequal phase volumes we would expect a preferred direction of curvature [124].

The area-averaged Gaussian curvatures show a clearer dependence on particle size – the smaller the particle, the more negative the value. In other words, as the size of the stabilizing particles is decreased, the bijel becomes more hyperbolic in character, and more closely resembles the gyroid. Note that the distribution of Gaussian curvatures (Figure 4.12) are centred close to zero similar to the mean curvature distributions, but there is a clear skewing towards the negative region, giving an area-averaged negative value. The mean curvatures on the other hand are more symmetric, resembling a Lorentzian distribution.

We can partly explain the results by considering the following. The batch of particles used in the bijel mixture will have a distribution of contact angles centred close to the desired $90^\circ$ [133], and the particles with $\theta \neq 90^\circ$ will induce a spontaneous curvature on the L-L interface [119]. Although NPs will induce a larger spontaneous curvature than MPs, the driving force towards this curvature is smaller [1]. Hence, it is expected that NPs are less disruptive to the L-L interface than MPs, and hence more likely to lock-in the spinodal structure of the L-L
Figure 4.10: The normalized frequency distributions of mean curvatures $H \Sigma^{-1}$ (a) - (c) and Gaussian curvatures $K \Sigma^{-2}$ (d) - (f) for the three experimental data points shown in Figure 4.9.

phase separation. The data presented here is largely in agreement with this. The relative lack of preferred curvature direction for the NP stabilized bijels is consistent with the picture of the NPs being more successful at preventing pinch-off events, resulting in a larger number of (hyperbolic) fluid necks rather than (parabolic) bulging regions which would exist immediately after pinch-off.

To assess how closely the bijels resemble the L-L interface without particles we refer to previous work on a mixture of polybutadiene and poly(styrene-ran-butadiene) undergoing spinodal decomposition [129]. By using their measured data for the quantities $\Sigma/q_m = 0.5$ (where $q_m$ is the position of the peak in the Fourier intensity spectrum, i.e. after the 3D image data has been transformed into frequency space) and $\langle R \rangle/L = 0.3$ (where $\langle R \rangle$ is the average radius of curvature), we have calculated a value of $\langle K \rangle \Sigma^{-2} \approx -1.13$. Note that this is significantly different from the gyroid, but since the gyroid is a minimal surface ($H = 0$ everywhere) it may be better at quantitatively describing equilibrium structures rather than the non-equilibrium structures reported here, for which we and others see a distribution of $H$ centred on 0 [53, 127]. Also, there are differences between the system studied here and the system studied by Jinnai et al. [129], namely the ratio of interfacial tension to viscosity, so the calculated value is only an estimation. However, it can still be concluded that the NPs lock-in structures
with greater hyperbolic character which more closely resemble the L-L spinodal interface.

To assess how closely the bijels resemble simulated spinodal decomposition in the presence of neutrally-wetting particles, we performed our curvature analysis on data obtained from lattice-Boltzmann simulations. The results are shown as the red data points in Figure 4.9. The area-averaged mean curvature has a value of 0.42(3) and the area-averaged Gaussian curvature has a value of -0.95(4). To achieve practical computation times, the simulated particle radius was 63 nm, but the bijel lengthscale \( L = 500 \text{ nm} \) was considerably smaller than in experiments \((L/r \approx 10 \text{ as opposed to } \approx 100 - 1000 \text{ in experiments})\). We attribute the positive mean curvature to the phase volume asymmetry (simulated as 65:35) as we do in the experimental case outlined above. The simulated Gaussian curvature is significantly below the corresponding experimental value but is very close to the experimental value for \( r = 50 \text{ nm} \) and only slightly above the estimate for the L-L spinodal interface without particles (-1.13). This discrepancy between the \( \langle K \rangle \Sigma^{-2} \) values obtained from experimental and simulated data is likely due to the distribution of contact angles (centred on \( \approx 90^\circ \)) present in the experimental case, which more drastically effects MP stabilized bijels as per our previous discussion (resulting in less negative Gaussian curvature) and suggests that the particles might be making the L-L interface less hyperbolic. Another potential factor is the instantaneous quench used in the simulations which cannot be achieved in experiments. Nonetheless, we can conclude that the use of NPs results in structures of greater hyperbolicity which more closely resemble the expected spinodal pattern of a bijel.

From the point of view of applications, we now have a quantitative characterization of bijel topology that allows rational optimization of fabrication parameters. For example, if one wanted to design a symmetric cross-flow microreactor from a bijel, then a hyperbolic rather than a parabolic surface would be desirable (to reduce the occurrence of bottlenecks and/or dead-ends), and our analysis shows that using smaller particles would be beneficial. To further demonstrate this approach to bijel-materials design, we continue by considering two additional bijel fabrication parameters: quench rate and age (i.e. time after bijel formation).
Figure 4.11: The change in area-averaged mean curvature (a), Gaussian curvature (b) as a function of quench rate. The dashed line in (a) indicates the value expected for the gyroid.

4.4.3 Effect of quench rate

Here we continue to focus on confocal microscopy data, but now vary the quench rate used in the fabrication step (see Experimental Methods). Note that in the bijel literature, the term ‘quench’ can refer to either cooling (in the case of an upper critical solution temperature, UCST) or heating (in the current case of a lower critical solution temperature, LCST). Figure 4.11 shows how the area-averaged curvatures vary with quench rate, with the 350°C/min data points being the same as shown in Figure 4.9 but on new axes. The 50 nm data and the 1°C/min data has only been sampled once here. In this section, the bijel lengthscales were in the range $21 \mu m < L < 91 \mu m$.

The area-averaged mean curvatures in the case of NP bijels remain constant upon the decrease to 17°C/min, but rise upon a further decrease to 1°C/min. The preferred direction indicated by this data point could either be due to the presence of droplets (of a size similar to the channel width) in slowly-quenched samples due to secondary nucleation [75], or due to the same mechanism which results in the preferred direction in (fast quenched) MP bijels. The area-averaged Gaussian curvatures show a slight variation with quench rate, becoming less hyperbolic as the quench rate is reduced. Interestingly, it appears that quenching the 63 nm particle bijel at 1°C/min yields a structure similar to a 367 nm particle bijel, quenched at 350°C/min.

Figure 4.12 shows the corresponding distributions of mean (a) - (c) and Gaussian (d) - (f) curvatures for the 1°C/min and 17°C/min data shown in Figure 4.11.
Figure 4.12: The normalized frequency distributions of mean curvatures $H_{\Sigma^{-1}}$ (a) - (c) and Gaussian curvatures $K_{\Sigma^{-2}}$ (d) - (f) for the three additional experimental data points shown in Figure 4.11; 17°C/min (a,b,d,e) and 1°C/min (c,f).

Again, the mean curvature distributions are symmetric and centred on zero (within a half-width at half maximum interval), whereas the Gaussian curvature distributions are skewed towards the negative region and peaked just to the left of zero.

To explore the origin of the small dependence of area-averaged Gaussian curvature on quench rate, we explain the effect of the quench rate on the phase separation dynamics. In the current case of spinodal decomposition, we assume that the relevant phase-separation regime is the ‘viscous hydrodynamic’ (VH) one, based on the following estimate of the crossover time between the diffusive and viscous hydrodynamic regimes [50]. The diffusive regime lasts for a time $\tau = \zeta^2/D$ [134] where $\zeta$ is the correlation length and $D$ is the molecular diffusivity. To calculate $\tau$ we use data from Ref. [135], giving $\zeta = 2\epsilon^{-0.61} \times 10^{-10}$ m and $D = 0.29\epsilon^{0.554} \times 10^{-9}$ m$^2$s$^{-1}$ where $\epsilon$ is the reduced temperature $(T - T_c)/T_c$, in terms of critical temperature $T_c$ and sample temperature $T$. At 45°C, $\tau \approx 1$ ns. However, this is likely to be an underestimate, since the phase separation begins as soon as the phase boundary is crossed at 34.1°C. By taking a quench depth of 0.1°C, $\tau$ becomes 4 $\mu$s. The exact time taken to reach the VH regime will in practice depend on the quench rate, but since our smallest unit of time in the laboratory frame is about 0.5s (the time it takes to acquire a single image using the confocal...
microscope), we can safely assume that we are observing the phase separation and particle attachment in the VH regime.

In the VH regime, the characteristic lengthscale of the structure scales with time according to $L \propto \frac{\gamma}{\eta} t$, where $\gamma$ is the interfacial tension and $\eta$ the fluid viscosity; $\gamma$ scales with the quench depth as $\Delta T^{0.88}$, which itself scales with time according to the quench rate used ($\Delta T = \beta t$, where $\beta$ is the quench rate, and $t = 0$ when the temperature reaches $34.1^\circ C$). $\eta$ shows some variation in the relevant temperature range but for the purposes of this illustration can be approximated as constant [8]. Hence, varying the quench rate changes the prefactor in the growth law, which is akin to saying that it changes the phase separation ‘speed’, with faster quenches resulting in higher speeds, which may help in two ways. Firstly, the particles will have less time to accumulate a wetting layer of lutidine, which can affect their contact angle [69]. Secondly, the system spends less time in a state where the particles on the interface can interact, because the interfacial particles reach a jammed state quicker, and this may well allow the particles to better lock in the spinodal structure [1].

Previous work with the W/L bijel has shown that only certain particle size and quench rate combinations successfully produce bijels [1] – the fastest rates are required to form bijels with MPs, but NPs can form bijels at any rate in the range 1 to 350°C/min. If we conclude that reducing the quench rate results in a final bijel structure of reduced hyperbolic character, then by applying that reasoning to the 367 nm data point in Figure 4.11(b) we can further illustrate why successful bijel formation with MPs at slower rates is unlikely. When the area-averaged Gaussian curvature gets closer to the region $\langle K \rangle \Sigma^{-2} \geq 0$, it becomes more and more like a standard Pickering emulsion with increasing amounts of interfacial area curved in the same direction (i.e. droplet morphology), which has been observed previously. Hence, we can argue that bijel formation will succeed only when the combination of particle size and quench rate results in a (final) structure with sufficiently negative area-averaged Gaussian curvature, and we now know (approximately) what the sufficient value is, and what the range of required parameters is.

4.4.4 Curvature change with time

Figure 4.13 shows the area-averaged Gaussian curvatures as a function of time from the onset of phase separation, for three uniquely-prepared (by quenching
Figure 4.13: (a) The change in area-averaged Gaussian curvature as a function of time for three separately prepared MP bijels (black, red and blue, $\phi = 2.8\%$). The data points in the dashed box are the ones used to generate the MP 350°C/min data point in Figures 4.9 and 4.11. (b) The change in area-averaged Gaussian curvature as a function of time for 2 NP bijels (black and red, $\phi = 0.7\%$ and 1.0% respectively) and a MP nitromethane/ethanediol bijel (blue, see text for details). Error bars are ±2.4%, the error derived from the analysis test in section 2.6.

In the MP W/L case (Figure 4.13(a)), there is a marked upward movement of the Gaussian curvature in each timeseries, with the final points in all timeseries at least a full error bar above the initial points. In the NP W/L or the MP NM/ED case however (Figure 4.13(b)), there is no such upward trend, and arguably a downward trend in the case of the NP W/L bijels (red and black). Note that the black and red NP data represent different concentrations of particles and have different absolute values of $\langle K \rangle \Sigma^{-2}$, but this is most likely due to experimental variation given the spread in absolute values shown in Figure 4.13(a) for three identical repeats. It is also interesting to note that the MP bijels begin their ‘life’ with a structure not too dissimilar from the NP bijels, but mutate over the course of about an hour to end up with a less hyperbolic, sub-optimal structure, which may also explain the less negative $\langle K \rangle \Sigma^{-2}$ from X-ray CT data in section 3.1 (as
polymerizing samples requires a 4 to 5 h waiting period).

Figure 4.14: The change in the surface to volume ratio ($A/V$) over time for the 3 microparticle (MP) stabilized bijels shown in Figure 4.13(a) – MP 1 black squares, MP 2 red circles, MP 3 blue triangles.

This phenomena is quite unexpected as all of these samples are considered to be in their ‘jammed’ state. Figure 4.14 shows the surface to volume ratio as a function of time for the three MP stabilized bijels studied in Figure 4.13(a). Two of the three bijels show slight coarsening behaviour, i.e. a reduction in $A/V$ over time (MP 1 black squares & MP 3 blue triangles). But since the area-averaged Gaussian curvature values in Figure 4.13 have been normalized with respect to the surface-to-volume ratio ($A/V$), the upward trend cannot be attributed to any such coarsening. Nor can it be related to a change in genus (the number of holes in the surface), and therefore pinch-off events (due to the inability to invoke the Gauss-Bonnet theorem – see Experimental Methods). Therefore, the movement in Gaussian curvature towards zero indicates a change in the curvature distributions, which we call mutation.

The movement in Gaussian curvature in the case of MPs can be related with the time over which the elastic modulus of the W/L bijel has been measured to increase [90], which can further be associated with the phenomenon of monogelation – the emergence of a permanently-bonded particle network which can survive the remixing of the liquids [91]. We observe that a NP-bijel also forms a monogel, but crucially, only requires an incubation period of $< 1$ min (as described in Chapter 3.4.4). The NM/ED bijel does not form a monogel [90].
Hence, it is possible that the process of gelation of particles at the L-L interface leads to a mutation of the bijel structure.

Figure 4.15: A comparison of the isosurfaces (top-down view) representing a 20 minute old bijel and a 60 minute old bijel, stabilized by MPs. The black areas have Gaussian curvature values less than zero, whereas the bright areas have positive Gaussian curvature, to varying degrees indicated by the brightness.

In an attempt to ascertain whether the mutation is a global (happens equally everywhere) or local (happens at only specific locations) phenomenon, we have mapped the Gaussian curvature values onto the reconstructed isosurface and compared the 20 min and 60 min-old bijels from the blue timeseries in Figure 4.13(a), shown in Figure 4.15. We have thresholded the values so that only positive values appear bright (with varying degrees of brightness), while the black spots are at zero or less.

What we see in Figure 4.15 are subtle differences in the locations of positive Gaussian curvature, and larger bright spots in the 60 min old sample compared to the 20 min old sample. The changes are so small that it is difficult to say whether there are specific regions which change more than others.

To investigate further, we compare the curvature distributions at the beginning and end of the mutation process. Figure 4.16 shows the change in the distributions for the three MP bijel data sets shown in Figure 4.13(a). The largest changes take place around the $K \Sigma^{-2} = 0$ line, implying that points of small negative Gaussian curvature mutate into points of small positive Gaussian curvature. The entirety of these small changes in the curvature distributions is what changes the metric $\langle K \rangle \Sigma^{-2}$. The precise mechanism behind the mutation will need to be confirmed by further study.
Figure 4.16: The absolute change in the area-averaged Gaussian curvature distributions between the first and last time point in the three timeseries presented in Figure 4.13(a).

4.5 Conclusions

In this chapter, we have performed an extensive characterization of the topology of bijels produced using different particle sizes and quench rates, and monitored the structures over time. In addition, we have demonstrated that bijels are bicontinuous using an image-analysis technique known as ‘region growing’. Optimally hyperbolic (large negative Gaussian curvature) structures are obtained when smaller particles and faster quench rates are used. Nanospheres appear to be better than microspheres at locking in the spinodal pattern of the L-L interface during demixing. Microparticle stabilized bijels appear to mutate away from an optimal structure, which may be related to the monogelation phenomenon [91]. Nanoparticle stabilized bijels, which form a monogel on much shorter timescales, become marginally more optimal over time, and a non-monogelling system (nitromethane/ethanediol) shows no such mutation. In practical terms, we now have a characterization which enables us to systematically optimize
the morphology of (final-state) bijels, which will assist in its development for applications.
Chapter 5

Bijel Dynamics Probed by Diffusing-Wave Spectroscopy

5.1 Abstract

Bijels consist of a jammed layer of interfacial colloids which separate two tortuous liquid domains. The jammed interfacial particle layer has kinetically arrested the liquid-liquid (L-L) phase separation and is out-of-equilibrium, so the structure may not be stable on long timescales. Although the structure is known to be sufficiently solid in some cases for post-processing, the microscopic dynamics have not yet been probed experimentally, and may provide an insight into the observed onset of particle-bonding in the case of water/lutidine (W/L) bijels, as well as an insight into the system’s (potential) relaxation towards equilibrium. Here we use multispeckle diffusing-wave spectroscopy (MS-DWS) to study the microscopic particle dynamics in bijels. We find that bijels exhibit (previously unreported) aging behaviour dependent on particle size and liquid-liquid combination – the dynamics slow down at different rates, and the correlation functions do not fall onto a single master curve, making the bijel’s behaviour difficult to interpret in terms of universal aging. We compare the bijel dynamics to the dynamics of colloidal gels formed by diffusion-limited cluster aggregation (DLCA) which do exhibit universal aging features applicable to a wider range of soft jammed materials, including concentrated emulsions and micellar polycrystals.
5.2 Introduction

Bijels are formed by arresting the spinodal decomposition of a binary fluid mixture by a (jammed) interfacial layer of (approximately) neutrally-wetting colloids [3]. The structures formed in this way are out of equilibrium – the thermodynamically driven phase separation is kinetically arrested by the jammed layer of interfacial colloids [5]. The bijel is part of a larger group of jammed, out-of-equilibrium systems, but is unique in that the structure is comprised of a locally planar (2D) arrangement of colloids which spans a 3D network, held in place initially by interfacial forces, which in some cases subsequently develops interparticle attractions [91]. Hence, it differs somewhat from other types of jammed matter, e.g. colloidal gels formed by diffusion-limited cluster aggregation (DLCA) [136], or colloidal glasses resulting from caging effects at high volume fraction [137]. In a bijel, the interfacial particles undergo a jamming transition as they are pushed together by the shrinking interfacial area and end up as a dense 2D layer spanning a 3D space (with a low overall volume fraction), whereas in DLCA gels the particles form a 3D network of dense 3D clusters formed by diffusion. In a colloidal glass, the particles (at high volume fraction) are constricted in three dimensions by other particles, whereas in a bijel they are restricted along the interface in two dimensions by other particles but by the interface in the third dimension. Unlike the DLCA gels and colloidal glasses, microscopic bijel dynamics have not yet been probed experimentally, although simulations [5, 11], rheological measurements [90] and measurements of interfacial curvatures (Chapter 4) have suggested that the macroscopic aging of the bijel structure (at least in some cases) does not completely cease.

Experiments have shown that bijels can remain jammed/stable for months [6, 69], in that the bijel structure doesn’t appear to change significantly and the characteristic lengthscale $L$ doesn’t appear to change (outwith the sensitivity of microscopy measurements). This provides ample time for converting into other useful materials like porous polymer monoliths in the case of the water/lutidine (W/L) bijel [6, 54]. A crucial aspect of the suitability of the W/L bijel for post-processing techniques is the formation of a permanent particle gel (monogel) network at the liquid-liquid interface which relies on some form of interparticle bonding rather than the interfacial forces present in the initial jammed state [90, 91]. The monogel (which forms in the W/L system with dried silica particles [91] and not in the NM/ED system with HMDS treated silica [36]) provides...
sufficient mechanical rigidity to withstand the post-processing [91] (we have also observed that a monogel does not form in the W/L system when HMDS treated particles are used). Depending on the size of the particles, the monogelation can take place in under a minute (in the case of radius \( r \approx 63 \text{ nm} \)) or over a period of about 40 minutes (in the case of \( r \approx 367 \text{ nm} \)), as outlined in Chapter 3. It has been proposed that the monogelation can take place by thermal fluctuations (over time) pushing neighbouring particles over their electrostatic repulsive barrier predicted by DLVO theory and into their primary van der Waals attractive minimum [91], although this has not been verified experimentally.

Time-dependent behaviour in bijel systems, over a similar timeframe to that of the monogelation process, has been investigated via the measurement of interfacial curvatures but the underlying mechanism has not been unequivocally established [2] (see Chapter 4.4.4). Presumably, there should be a change in local particle dynamics accompanying the onset of interparticle bonding, and perhaps a further influence on any dynamical modes of the 3D gel network, which could be measured during a light scattering experiment.

In addition, the question of a bijel’s ultimate fate is still an open one, with simulations unable to rule out complete phase separation caused by particle expulsion [5, 11, 45, 49], although particle expulsion is observed in some cases [5, 11, 49]. Note that the particle size used in simulations is drastically smaller (\( r \approx 5 \text{ nm} \) as opposed to \( r \approx 250 \text{ nm} \) in experiments) which makes particle expulsion in the experimental case less likely. The lack of particle expulsion in simulations can also be due to limited simulation timescales or the exclusion of particle thermal motion [45]. Experiments have so far only been able to demonstrate cessation of coarsening on lengthscales larger than the measurement techniques (i.e. roughly 1 \( \mu \text{m} \)) [1, 6, 36, 75, 92], leaving open the possibility of continuous changes in \( L \) of less than this, although a solid-like character has been shown via rheological measurements [90]. Probing the interfacial particle dynamics could assist in answering the question of the bijel’s ultimate fate.

The dynamics of similarly jammed systems, e.g. DLCA gels and colloidal glasses, have been studied with various light scattering and rheology techniques, for example diffusing-wave spectroscopy (DWS) [138, 139], dynamic light scattering (DLS) [140, 141], static light scattering (SLS) [142] and rheology [143] revealing interesting properties. Correlation functions constructed from light scattering experiments representing time and lengthscale dependent structure factors show moderate early-time decays which are attributed to thermally activated motion
of the elastic modes of the gels. Secondary decays (in the intermediate and late times) are attributed to the relaxation of (local) dynamical heterogeneities formed by syneresis [140]. More generally, for other soft jammed materials the secondary decay is attributed to the relaxation of randomly-distributed internal stresses which could arise for reasons other than syneresis [141]. It would be interesting to see if these behaviours are observed in this related but distinct jammed system.

To probe the particle dynamics in a bijel, we use light scattering instead of more extensive microscopy (as in Chapter 4) because real-space studies require large sample volumes for adequate statistics and the temporal resolution is limited by the relatively slow data acquisition rate of the confocal set up (however it may be possible to use a fast confocal setup in future to achieve the same results). We use a light scattering technique particularly appropriate for our samples (due to the opacity of the system) which is DWS. DWS has been developed to extend DLS to the multiple scattering limit, making it applicable here [145]. DWS is also suitable because it probes particle motion on much smaller lengthscales than DLS, and we expect the displacement of interfacial particles to be small (less than the particle radius). The bijel’s non-ergodicity is accounted for by using the multispeckle (MS) technique, allowing for spatial (instead of time) averaging for the generation of the correlation function [146] (see theory section below for an explanation).

We design our study around three systems in order to investigate the dependence of the dynamics on particle size and monogel formation – W/L bijels stabilized by both microparticles ($r = 367$ nm) and nanoparticles ($r = 63$ nm), and the NM/ED bijel stabilized by microparticles ($r = 290$ nm). We find that bijel dynamics show a two step decay in a qualitatively similar fashion to DLCA gels. The bijel dynamics slow down with sample age in a similar fashion to DLCA gels and other soft jammed materials. In this respect the behaviours are separated depending on the monogelling nature of the system, with the monogelling systems (W/L) showing accelerated aging over the non-monogelling system (NM/ED). We compare the results to those reported for DLCA gels which show universal aging features and propose possible microscopic mechanisms responsible for the bijel dynamics and aging behaviour.

The rest of the chapter is organized as follows. In section 5.3 we describe the sample preparation, DWS theory and method. In section 5.4.1 we begin by presenting and comparing the measured correlation functions for the three systems, which all show aging behaviour. We then quantitatively characterize the
aging behaviour, present rescaled correlation functions and discuss the differences in section 5.4.2. In section 5.4.3 we extract the mean-squared displacement of the particles and discuss the nature of the particle motion as the samples age.

5.3 Materials and methods

5.3.1 Materials

The materials (with associated purities and suppliers) used for the preparation of water/lutidine/silica bijels and nitromethane/ethanediol/silica bijels are given in Chapter 2.

5.3.2 Particles

The particles used to stabilize water/lutidine bijels were synthesized following the procedures outlined in Chapter 2. The two sizes of particles used here were \( r = 63 \) nm (nanoparticles, NPs) and \( r = 367 \) nm (microparticles, MP\(_1\)s), both labelled with FITC, with polydispersities of 15% and 5.5% respectively (TEM sizing in both cases). Neutral wetting was achieved by drying small amounts of the particles (~50 mg) at 170°C at 20mBar pressure [68], and checked by inspecting confocal micrographs of bijels made with the particles.

The particles used to stabilize nitromethane/ethanediol bijels were synthesized in a similar fashion – the Stöber method was used with the addition of RITC for labelling. This produced particles with \( r = 290 \) nm (MP\(_2\)s).

5.3.3 Bijel preparation

Water/lutidine bijels

Water/lutidine (W/L) bijels were prepared by the standard method outlined in Chapter 2. MP\(_1\) samples were inserted into cuvettes of 1mm path length, whereas NP samples were inserted into cuvettes of 5mm pathlength (Starna Scientific). The extra pathlength in the case of NPs was required because of the weaker scattering of NPs vs MPs, and the requirement that the photon mean free path
be several times smaller than the sample thickness. Samples were quenched for 6 seconds (MP\textsubscript{1}s) or 10 seconds (NPs, due to the larger sample volume) in a microwave (DeLonghi, P80D20EL-T5A/H, 800W) to produce phase separation and bijel formation. Immediately after quenching, the samples were placed inside an aluminium block which had been preheated to 50°C by encasing it in a copper ring and using a thermostat (Lakeshore model 332) to control the temperature.

**Nitromethane/ethanediol bijels**

Nitromethane/ethanediol bijels were prepared by first adding MP\textsubscript{2}s to nitromethane, and ethanediol doped with fluorescein was added to give a critical concentration (by mass) of NM:ED 64:36. The volume fraction of particles was 5%. Note that this system has an upper critical solution temperature, the opposite of the water/lutidine system, and hence requires cooling for the initiation of phase separation. The particles were dispersed by first heating the mixture on a hot plate and then placing it in a hot ultrasonic bath. The mixture was then transferred to a 1mm path length cuvette (Starna Scientific) and returned to room temperature using a stirred water bath. This temperature quench resulted in spinodal decomposition of the liquids and ultimately a bijel as the particles attached and jammed at the liquid-liquid interface.

5.3.4 **Principles of multispeckle diffusing-wave spectroscopy**

Diffusing-wave spectroscopy (DWS) is an extension of dynamic light scattering (DLS) to the multiple scattering limit [145]. By using a diffusion approximation to model the path of photons through a concentrated sample of strong scatterers, the temporal fluctuations of the transmitted light intensity can be related to the motion of the scatterers. However, the diffusion approximation is only valid if the transport mean free path $l^*$ (defined as $l^* = n_0 l$ where $n_0$ is the number of scattering events required for the randomization of direction and $l$ is the distance travelled between scattering events) is much smaller than the sample dimensions [145].

DWS probes motion on much smaller lengthscales than DLS. In DLS, the lengthscale is set by the inverse of the scattering wavevector $q^{-1} \sim \lambda$ (where $q = (4\pi/\lambda)\sin(\theta/2)$, $\lambda$ is the wavelength of light and $\theta$ is the scattering angle), whereas in DWS the decay of the correlation function is due to the cumulative
Figure 5.1: A schematic of the diffusing wave spectroscopy (DWS) setup. A laser beam is directed at the sample with the multiply-scattered light collected by a fast CCD camera. The camera records a time-varying speckle pattern – an example (still) frame of the pattern is shown on the right.

The effect of multiple scattering events from particle motion on lengthscales much smaller than $\lambda$. This makes DWS much more sensitive to particle motion than DLS, with the drawback that any angle-dependent (and hence lengthscale dependent) information has been lost due to the multiple scattering.

When performing a DWS experiment, the ergodicity of the sample must be considered. For ergodic samples, the time-average is equal to the ensemble average, and so a single speckle experiment with time averaging of the correlation function provides the required result. For non-ergodic samples, e.g., bijels, the time average will not equal the ensemble average due to the system being unable to explore its entire configuration space [147]. Hence, the technique must be adapted. One way is to use a second cell containing a suspension of ergodic scatters, which allows the sampling of multiple photon paths in the target (nonergodic) cell, and hence provide an ensemble average from the time average [148]. An alternative method, used here, is to measure the temporal intensity fluctuations of multiple speckles and perform a spatial averaging of the correlation function [146]. This is done by using a fast CCD camera, and by treating each pixel as an individual correlator.

Once a sequence of frames is captured by the CCD camera, with each pixel’s intensity fluctuating over time, the correlation function $g_2$ is calculated as follows:

$$g_2(\tau) = \frac{\langle I_i(0)I_i(\tau) \rangle_i}{\langle I_i(0) \rangle_i \langle I_i(\tau) \rangle_i} \quad (5.1)$$
where $I_i(0)$ is the intensity of pixel $i$ in the first frame of the sequence, and $I_i(\tau)$ is the intensity of the same pixel in a subsequent frame separated by time $\tau$. Notice the averaging over pixels $i$.

To be able to extract information about the motion of the scatterers, $g_2$ must be converted to $g_1$ via the Siegert relation, assuming that the pixel intensity fluctuations are Gaussian in nature [98];

$$|g_1(\tau)|^2 = \frac{g_2(\tau) - g_\infty}{\beta - g_\infty} \quad (5.2)$$

where $\beta$ (the contrast) is the value of $g_2$ at $\tau = 0$ and $g_\infty$ is the value of $g_2$ at $\tau = \infty$. The Gaussian nature of the fluctuations has been demonstrated previously for the case of a coarsening foam [149]. In the transmission geometry we use here, $g_1$ can be derived by modelling the diffusion of photons through the multiply-scattering sample and applying boundary conditions, giving [145]

$$g_1(\tau) \approx \frac{(L/\tau + \frac{4}{3}) \sqrt{\frac{6\tau}{\tau_0}}}{(1 + \frac{8\tau}{3\tau_0}) \sinh(L/\tau \sqrt{\frac{6\tau}{\tau_0}})} + \frac{4}{3} \sqrt{\frac{6\tau}{\tau_0}} \cosh(L/\tau \sqrt{\frac{6\tau}{\tau_0}}) \quad (5.3)$$

with $\tau_0 = (Dk^2)^{-1}$, $D$ a diffusion coefficient, $k = \frac{2\pi n}{\lambda}$ and $n$ the refractive index of the sample medium. Since this expression has essentially exponential form, it can be approximated by the exponential [150]

$$g_1 \approx e^{-\left(\frac{L}{\tau_0} \right)^2 k^2 \langle \Delta R^2(\tau) \rangle} \quad (5.4)$$

where $L$ is the sample thickness, $l^*$ is the photon mean free path and $\langle \Delta R^2(t) \rangle$ is the mean-squared displacement of the scatterers.

To determine $l^*$, a well-characterized sample (here polystyrene latex beads suspended in water, diameter 1 $\mu$m, Fluka) is measured under the same optical conditions (laser intensity, camera exposure time and gain settings, distance between sample and camera), and the correlation function is calculated. The $\langle \Delta R^2(t) \rangle$ term in the exponential is then replaced with the Brownian term $6D\tau$, with the Stokes-Einstein diffusion coefficient $D = \frac{k_BT}{6\pi \eta r}$. By fitting an exponential to the correlation function, and substituting in the known values of the other terms, $l^*$ is extracted for the PS system. To obtain $l^*$ for the sample system, the
transmission constant \( c \) is calculated using

\[
c T_i = \frac{I_i}{I_0} = \frac{\frac{4\pi}{3L_i}}{1 + \frac{4\pi}{3L_i}}
\]

where \( T_i \) is the transmission coefficient for the PS system, \( I_0 \) is the incident laser intensity and \( I_i \) is the transmitted intensity \([151]\). Using this value for \( c \) the same equation is used to arrive at \( l^* \) for the sample system, by substituting in the values \( I_0 \) and \( L_i \) for the sample system.

### 5.3.5 MS-DWS with bijels

After quenching a bijel sample in the microwave, the cuvette was placed inside a metal block which was encased in a copper ring attached to a thermostat for temperature control. In all cases, the thermostat was set to 50°C. A laser (Milles Griot Helium-Neon, 30mW max output) with a wavelength \( \lambda = 632.8 \) nm was directed at the sample, and a fast CCD camera (Mikrotron EoSens MC1362) was placed after the sample to collect the scattered light (as shown in Figure 5.1). The distance between the camera and the sample was chosen to produce a speckle radius of about 3-4 pixels. To capture the temporal variations in the intensities of the observed speckles, an AVI video was recorded with a frame size of 200 × 200 pixels. The frame rate of the camera was initially set to a high value, e.g., 2000fps, to capture the early-time dynamics (i.e. to begin capturing at a delay time of \( 1 \text{ frame} \times 1/(2000\text{fps}) = 0.005\text{s} \)), but was decreased as the samples aged.

Due to the limitations of the recording software, the file size was limited to 1Gb, effectively introducing a time ‘window’ from 0.005s (or 1/frame-rate) up to 26000 frames (determined by the image size) divided by the frame-rate (e.g. 26000/2000 = 13 seconds) per AVI. For the younger samples a quick high frame-rate AVI was recorded followed by a slower low frame-rate AVI to capture both early time and late time behaviour. The correlation functions were then appended to each other to expand the time window. A sequence of AVIs were captured as the sample aged, and in all cases the temporal fluctuations of speckle intensity was observed by eye to slow down with age.

The AVIs were subsequently analysed (offline) using a Matlab script to construct the correlation function \( (g_2) \) as per Equation 5.1, and Equation 5.2 was used to arrive at \( g_1 \). To calculate \( l^* \), the cuvette containing the bijel was replaced with a well-characterized sample of polystyrene (PS) latex. All optical settings were
left untouched. After calculating $g_1$ for the PS system, Equation 5.5 was used to arrive at $l^*$ for the PS and then the sample system. To evaluate the term $l^*/l_0$ in Equation 5.5, a photodiode was used to measure the intensity of incident laser light, and the transmitted intensity was measured by taking the average pixel intensity over an entire AVI movie. $l^*$ is compared to the sample thickness $L$. For the diffusion approximation of light to be valid, $L \gg l^*$. An analysis of the $l^*$ values is presented in section 3.3, showing that here $L$ is at least twice $l^*$.

During the DWS experiment the laser light was multiply scattered by the particles in the sample. In a bijel, the particles can be either attached to the liquid-liquid interface and part of the jammed layer or be freely diffusing in either of the liquid channels. Therefore, if the results are to be interpreted correctly, the possible effects of the free particles must be considered. We expect the contribution from free particles towards the scattering to decrease as the particles sediment – they will only have to sediment on average one channel width of about 50 µm before they presumably aggregate with the jammed particle layer. Another possibility is that they simply perform Brownian motion near the channel wall, but as the particle concentration near the wall builds-up aggregation with each other and then with the particle network making up the channel wall seems likely. In addition, even if the free particles perform Brownian motion indefinitely and they contributed strongly to the scattered signal we would not expect to see an indefinite slowing down of the dynamics, which is what we have observed (see Results). Table 5.1 shows the times taken to sediment 50 µm for the three cases studied.

<table>
<thead>
<tr>
<th>$r$ (nm)</th>
<th>Liquids</th>
<th>Time to sediment 50µm (seconds/hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>W/L</td>
<td>17,014/4.7</td>
</tr>
<tr>
<td>367</td>
<td>W/L</td>
<td>406/0.11</td>
</tr>
<tr>
<td>290</td>
<td>NM/ED</td>
<td>11,534/3.2</td>
</tr>
</tbody>
</table>

Table 5.1: The times taken to sediment one bijel channel width of 50µm for the three cases studied; W/L = water/lutidine, NM/ED = nitromethane/ethanediol.

Note that most of the free particles will have sedimented after half this time, as the average distance a particle will sediment will be half a channel width. We propose that free particles will only contribute significantly in the case of NP stabilized W/L bijels, due to the larger number of free particles in this system compared with the MP systems (see Chapter 3). However, since the dynamics of free particles are not expected to slow down with time, as long as the free particles do not decorrelate all of the light then any slower (aging) process will
To reiterate, in the following sections the data obtained from performing DWS experiments on microparticle (MP, $r = 367$ nm) and nanoparticle (NP, $r = 63$ nm) stabilized water/lutidine (W/L) bijels, as well as MP stabilized ($r = 290$ nm) NM/ED bijels will be analyzed and discussed.

5.4 Results

5.4.1 Correlation functions

W/L with MPs

Figure 5.2: The correlation functions of microparticle (MP, $r = 367$ nm) stabilized water/lutidine (W/L) bijels as a function of delay time $\tau$, labelled by sample age. The first data set (black squares) is the correlation function when only an MP dispersion in W/L is studied, at the same concentration and temperature (i.e. not a bijel). Note that the ‘1 day’ data ends at around 2000 seconds and is not hidden by the ‘1 day 21 hr’ data, as it may appear.
Figure 5.2 shows the correlation functions of MP stabilized W/L bijels labelled by sample age $t_w$. As $t_w$ increases, the dynamics of the sample slows down, which shows that the sample is aging. Remarkably, complete decay of the correlation function is observed for a sample almost 2 days old, which suggests that the structure is still not completely solid after this time. There appears to be a two-step decay, evidenced by the double-bend in the 3 min - 40 min old curves. The second decay slows down faster than the first, leading to the appearance of a plateau between the aging times of 50 min and 1 hr 16 min at a value of $\approx 0.9$, which moves to larger values with subsequent aging. This early time plateau is reminiscent of the behaviour observed for DLCA gels – the motion which causes the decorrelation being the thermally-activated elastic modes of the gel network. The final complete decay of the correlation function is also reminiscent of the anomalous late-time behaviour observed in the same system, attributed to the emergence and relaxation of internal stresses due to gel syneresis and the subsequent restructuring of the particle network over lengthscales comparable to the cluster size. Such restructuring, due to Laplace pressure, is seen in (2D) simulations of bijels stabilized by ellipsoids, for example.

**W/L with NPs**

Figure 5.3 shows the correlation functions of the NP stabilized W/L bijels labelled by sample age $t_w$. As $t_w$ increases, the dynamics slow down, which again shows that the sample is aging. Much like the MP stabilized W/L bijel, there is a two-step decay present in the correlation functions. However, this is not as clear as in the MP case (i.e. the early age curves look more like single decay, but are in fact double decay). This is probably because of the reduction in contrast due to the use of the 5mm cell – $g_2$ in the NP case only varied between $\approx 1.035$ and $\approx 1.009$, compared to a variation of between $\approx 1.28$ and $\approx 1.008$ in the MP case. Again, the second decay slows down faster than the first, resulting in a plateau which emerges between the 1 & 2 hour measurements at a value of $\approx 0.6$ here as opposed to $\approx 0.9$ in the MP case. The difference in height is likely due to the larger number of scattering events from the bijel channel ‘walls’ in this experiment because of the thicker 5mm cell - the height of the plateau gives an indication of the proportion of fast vs slow scatterers present in the system. The lower the plateau, the greater the fraction of light decorrelated by the fast scatterers (in this case probably the thermally-oscillating walls of the bijel network). Almost complete decorrelation is observed when the sample is almost a day old, but the
oscillatory pattern indicates that this is likely due to low-frequency vibrations or knocks of the experimental setup, with the now (essentially) solid sample unable to mask them with faster dynamics.

**NM/ED**

Figure 5.4 shows the correlation functions of the MP$_2$ stabilized NM/ED bijels labelled by sample age $t_w$. Like the W/L bijels there is a two-step decay, with a plateau emerging between the 2 hr 1 min & 3 hr 2 min measurements at a value of $\approx 0.8$, which moves to higher values after subsequent aging. Complete decorrelation at high $t_w$ cannot be ruled out as the 1 day 1 hr measurement was only taken for $\approx 2000$ seconds, and again the oscillatory pattern suggests that vibrations of the equipment were present during the measurement. However, the correlation function at high $t_w$ is more similar to the MP W/L bijel rather than the NP W/L bijel because of the higher value at $\tau = 1000$ seconds.
5.4.2 Rescaled curves and aging

To quantitatively characterize and compare the aging of the bijel samples, we have measured each correlation function’s characteristic decay time $\tau_d$, which we define as $|g_1(\tau_d)|^2 = 0.5$, and replotted the curves as a function of $\tau/\tau_d$. We use a single characteristic time for each curve because we are interested in the dynamical aging of the entire system and not focussing on any individual decay process. Plotting the data in this way allows an easier comparison between samples of different ages. We also plot $\tau_d$ as a function of $t_w$ to measure the aging rate.

Figure 5.5 shows the rescaled correlation functions (a)-(c) and the characteristic decay times plotted as a function of bijel age (d). In all cases, the correlation functions change shape in various ways as the sample age. In the MP W/L bijel case (a), the shape of the first decay becomes flatter and the second decay becomes increasingly compressed. In the NP W/L bijel case (b), the shape of the first decay becomes flatter and the second decay becomes stretched, until the plateau emerges at which time it reverts back to the shape exhibited by the

Figure 5.4: The correlation functions of nitromethane/ethanediol (NM/ED) bijels stabilized by microparticles (MPs, $r = 290$ nm) as a function of delay time $\tau$, labelled by sample age.
Figure 5.5: The rescaled correlation functions as a function of $\tau/\tau_d$ for (a) W/L with MPs, (b) W/L with NPs and (c) NM/ED with MPs. $\tau$ is the delay time and $\tau_d$ is the delay time at which the value of the correlation function is 0.5. (d) The dependence of $\tau_d$ on sample age for the three systems presented in (a)-(c).

2 min sample. In the NM/ED case (c), the curves corresponding to $t_w < 1$ hour superimpose almost exactly, with a slight flattening of the first decay and a slight stretching of the second. A perfect superposition on to a master curve is a characteristic of universal aging [140, 144, 153, 154].

The dependence of the characteristic decay time $\tau_d$ with bijel age $t_w$ in the MP W/L case follows a power-law behaviour ($\tau_d \sim t_w^\beta$, with $\beta = 1.44(6)$). In the NM/ED case the behaviour is exponential. In the NP W/L case, the behaviour is either a power law (with $\beta = 1.36(14)$) or exponential – both are relatively poor fits. However, a basic analysis of the sum of the square of the residuals suggests the exponential fit is the better of the two (61 for the exponential fit and 183 for the linear fit).

As expected, $\tau_d$ values in the NP case are about an order of magnitude smaller, given that the particles are about 7 times smaller and will move quicker under
thermal motion. Power-law dependence with an exponent of 1 is a characteristic of the universal aging picture of DLCA gels in the late-stage \cite{140, 153, 154}, with early-stage dependence predicted to be exponential. The exponential dependence is attributed to particle cage-forming \cite{155}. Therefore, only the NM/ED bijel (arguably also the NP W/L bijel) shows signs of universal aging properties, assuming that the time window we have studied is indeed the early-stage. The W/L bijels both age faster than the NM/ED bijel, and due to the power-law dependence (of $\tau_d$ on $t_w$) appear to be in the late-stage of aging. Note however that in the universal aging picture (for DLCA gels) the power law dependence is expected to emerge after an initial exponential dependence which allows $\tau_d$ to catch up with $t_w$, at which point $\tau_d$ simply follows $t_w$ linearly since it obviously cannot exceed $t_w$, whereas here the power-law dependence is observed in a range $\tau_d < t_w$. In other words, we assume here that we are observing the early stage of bijel aging, since all relaxation times are less than the sample ages, even though the MP W/L bijel shows power-law aging, which would typically arise in the late stage. Also, we expect in the late stage for the power law exponent to be 1, not 1.44 or 1.36.

One major difference between these two systems is their monogelation behaviour – the W/L bijels form a monogel (after a minute in the case of NPs and after about 40 minutes in the case of MPs, evidenced by the survival of the particle network after remixing the liquid phases \cite{91}) whereas the NM/ED bijel doesn’t \cite{90}. This suggests that the monogelation process could have something to with this differing aging behaviour, especially since there is a further difference between the MP (slow monogelling) and NP (fast monogelling) W/L samples, in that the latter’s behaviour is somewhere between a power-law and an exponential. However, since the MP and NP W/L correlation functions change differently over time, and the NM/ED curves also change shape eventually, this suggests that there is another aging mechanism present, over and above monogelation. To identify the possible mechanisms at play, we can extract the mean-squared displacements (MSDs) as a function of delay time $\tau$ and look at the nature of the dependence of MSD on $\tau$.

### 5.4.3 Mean-squared displacements and $l^*$

To investigate the nature of the scatterer dynamics, we can use equation 5.4 to calculate the mean squared displacements (MSDs) as a function of delay time $\tau$. 
Figure 5.6: The mean-squared displacements (MSDs, $\langle \Delta R^2 \rangle$) for the correlation functions presented in the previous sections, labelled by sample age, with a solid line of gradient 1 added for illustration purposes. (a) Water/lutidine (W/L) with microparticles (MPs), (b) W/L with nanoparticles (NPs) and (c) Nitromethane/ethanediol NM/ED with MPs. (d) shows the photon mean free path $l^*$ as a function of sample age for both W/L systems.

for all of the correlation functions presented in the previous section. This is done by taking the natural logarithm of the correlation functions and rearranging for $\langle \Delta R^2 \rangle$. To reiterate, this approach assumes that the diffusion approximation for the photon path length distribution is valid. The dependence of the MSDs on time can indicate the type of motion - a gradient of 1 indicates diffusive motion, whereas sub/super-diffusive motion would be indicated by a gradient of $< 1$ and $> 1$ respectively [12].

Figure 5.6 shows the MSDs for the MP W/L bijel (a), NP W/L bijel (b) and NM/ED MP bijel (c) labelled by sample age, with a solid line of gradient 1 added for illustration purposes. The photon mean free path $l^*$ is plotted as a function of bijel age in (d).
In the MP1 W/L case (a), diffusive motion is observed in the early and late time of \( t_w = 3 \) min, whereas for all \( t_w > 3 \) min the early time motion is sub-diffusive and the late time motion is diffusive. Only for \( t_w = 1 \) day 21 hr is the late time motion sub-diffusive. In-between the early and late time motion the MSDs level off as the samples age. Note that the range of MSDs is below the particle diameter, which in squared units is \( 5.4 \times 10^{-13} \) m\(^2\).

In the NP W/L case (b), the early time motion remains roughly diffusive until \( t_w = 32 \) min, at which point it becomes sub-diffusive. The late-time motion is mostly slightly sub-diffusive (the exception being \( t_w = 129 \) min). Like (a), in-between the early and late time motion the MSDs level off as the samples age. But unlike (a), the range of MSDs exceeds the particle radius.

In the MP2 NM/ED case (c), the MSDs are very similar to (b) in that the early time motion is diffusive up to about \( t_w = 53 \) min, becoming sub-diffusive after that, while the late time motion is mostly diffusive until about \( t_w = 2 \) hr 1 min when it becomes sub-diffusive. Like (a) and (b), the MSD levels off between the early and late time as the samples age.

Figure 5.6(d) shows how the photon mean free path \( l^* \) changes with sample age for the MP and NP stabilized W/L bijels. In the MP case, \( l^* \) begins at \( \approx 0.55 \) mm and increases slightly to \( \approx 0.6 \) after \( 10^6 \) seconds. This is rather low, as \( L/l^* \approx 2 \).

In the NP case, \( l^* \) increases from \( \approx 0.75 \) to \( \approx 1.1 \) mm over the course of \( 10^6 \) seconds. These values are more acceptable as \( L/l^* \approx 5 \). The cause of the change in \( l^* \) could either be coarsening of the bijel macrostructure, or the sedimentation of ‘free’ particles, i.e. particles not attached to the liquid-liquid interface, or a combination of both. We do not observe significant coarsening of NP stabilized bijels (Chapter 3), so we turn to the sedimentation times shown in section 5.3.4 which may be of use here. We expect that most of the free particles will have sedimented by \( 10^4 \) seconds in the case of NP W/L, which is in the region that \( l^* \) has levelled-off. The slight increase in \( l^* \) in the MP bijel could also be caused by sedimentation, but since there are fewer free particles in an MP bijel sample, this is more likely due to coarsening.
5.5 Discussion

Here we summarize the results and discuss how they add to our understanding of bijel dynamics and aging, while pointing out remaining questions to be answered. Previous simulation and experimental studies on bijels have shown a range of macroscopic aging behaviours. For example, in simulations the characteristic domain size $L$ increases during the phase separation and appears to saturate when the bijel is formed but may or may not continue to increase beyond this point [5, 11, 15, 48]. This is experimentally observed but again the behaviour of $L$ beyond about 100 seconds is unknown [1]. The elastic modulus $G'$ has been shown to increase over time in the case of MP W/L bijels, coinciding with the time observed to be required for the formation of a monogel [91], and the non-monogelling NM/ED system $G$ does not show an increase over time [90]. Another bijel study, using graphene oxide sheets as the interfacial species, suggests that the enhanced rigidity of the structure and the interfacial arrest may be caused mainly by the interfacial rheological activity of the particle layer [74]. Measurements of the distributions of interfacial curvatures have shown a marked aging behaviour in the case of MP W/L bijels and to a lesser degree in NP W/L bijels, with NM/ED bijels showing next to no aging (Chapter 4).

In terms of dynamics, simulations have suggested that particles’ diffusive motion at early delay times is retained as the system ages but that the particles’ range of MSD decreases monotonically with age (i.e. waiting time $t_w$) [11]. At long $t_w$ and long delay time, a slight upward curvature of the MSD is observed, suggesting some kind of super-diffusive motion. Experimentally, particle dynamics in a bijel on a microscopic level have never been studied before the current investigation.

The results presented in this chapter begin to explore the microscopic dynamics and aging of the interfacial particle network in a bijel, which are presumably linked to the macroscopic behaviour. In all cases studied, the microscopic dynamics follow a two-step decay, with a clear plateau emerging after 1-3 hours. Figure 5.7 shows the correlation functions with the clear plateaus from the three different systems studied. These dynamics are also seen for DLCA gels, whereby the initial decay to a plateau is caused by thermally-activated modes of the gel network, and the final decay is attributed to the relaxation of randomly located internal stresses [140, 150]. Moreover, these dynamics are seen not only in DLCA colloidal gels, but a range of other jammed materials e.g. micellar polycrystals and concentrated emulsions [144].
In DLCA gels, it is claimed that the origin of the internal stresses is the occurrence of micro-collapses within the gel network, whereby particles rearrange locally and create a force dipole \[140, 156\]. It was observed in \[140\] that these micro-collapses are due to gel syneresis, but this is only one possible source. The relaxation of these stresses tends to create new stresses with longer relaxation times, explaining the dependence of \(\tau_d\) on \(t_w\) i.e. the aging behaviour \[156\]. However, the nature of the dependence of \(\tau_d\) on \(t_w\) varies from system to system \[144\].

Returning now to the bijel systems studied here, we clearly see the slowing down of the dynamics as the bijels age, with \(\tau_d\) increasing with \(t_w\). In addition, the aging behaviour shows a clear demarcation between the W/L (monogel) and NM/ED (non-monogel) systems. The W/L systems’ correlation functions do not rescale on to a master curve and show a linear dependence of \(\tau_d\) on \(t_w\) (in the case of MPs) or a somewhat linear dependence (in the case of NPs), whereas the NM/ED system’s correlation functions rescale almost entirely on to a master curve and \(\tau_d\) shows an exponential dependence on \(t_w\). In this respect, the NM/ED bijel shows features of universal aging \[140, 144\], whereas in the case of the W/L bijels, other factors appear to be in play.

It could be that we are seeing the same microscopic behaviour in the bijel as is observed for DLCA gels and other systems – the relaxation of internal stresses. If so, there would be a few possible sources for the internal stresses.
They could be built-in to the system during the jamming transition of the interfacial particles due to the liquid-liquid coarsening and then relax to allow the formation of locally crystalline order in the particle layer as proposed in the original simulations [5]. Such relaxation has been observed in simulations of anisotropic particles (ellipsoids) at L-L interfaces [61] and has been attributed to Laplace pressure differences across the interface. Although here we are using ostensibly isotropic spherical particles, we know there to be some degree of surface roughness, anisotropy and chemical heterogeneity (Chapter 2) and hence rearrangement/relaxation due to this effect is a distinct possibility due to local capillary forces [104, 157, 158]. Small rearrangements of particles could also be caused by the interfacial forces pushing neighbouring particles in to their primary van der Waals minimum (i.e. monogelation [91]) or be induced by syneresis as seen in Ref. [140]. New stress sites could be produced by the subsequent action of the particle layer on the interface (bending moments [1, 119]). It is also possible that any combination of these potential factors are active in creating and relaxing internal stress sites. Note that the major differences between bijels and DLCA gels is involvement of the L-L interface, which both pushes particles together and is (potentially) acted upon by the particle layer, as argued in Chapter 4.

In addition, there is an important difference between the measurement methods (DLS vs DWS) which has to be considered when comparing these two systems (DLCA gels vs bijels). DLS allows a choice of wavevector and hence a choice of lengthscale which is to be probed. This allows the measurement of the range of length scales over which these micro-collapses occur. It has been found that they occur over length scales comparable to the cluster size, i.e. many multiples of the particle size \( r \). However, in DWS, the probe lengthscale is essentially fixed by the wavelength of light and the concentration of scatterers (via \( l^* \)), which is roughly 0.01\( r \). Hence, the individual particle motion required for the decay-to-zero of the correlation function is drastically less than that for a DLCA gel studied by DLS. This means that we do not know the range of lengthscales over which the particles are (potentially) rearranging in a bijel, but can say with some certainty that the particles are indeed moving over distances comparable to their size.

Now, to try and explain the separation of aging behaviours amongst the systems studied, we carefully consider each case in turn and make conjectures about the link to the possible microscopic mechanisms. For example, since we know that the NM/ED bijel doesn’t monogel or show a change in interfacial curvature over time, we can potentially see why its aging behaviour most closely resembles that
of DLCA gels. We argue that in the case of NM/ED the only possible source of internal stresses are the jamming transition and syneresis and therefore expect the system to age in a similar fashion to DLCA gels. The fact that the correlation functions don’t completely overlap could be due to the extra stresses imposed by the jamming transition and/or the differing nature of the stresses imposed by syneresis.

Now, if we look at the W/L bijels, we can see the effect of the monogelation and/or impact of the bending moments on the aging behaviour. We see that the system with the most potential sources of creation of internal stresses (W/L) age faster than the system with only two (NM/ED) – $\tau_d$ increases with $t_w$ as a power law with exponent $\beta > 1$.

To differentiate between W/L MP and W/L NP, we consider the following. As the W/L MP bijel ages it also goes through the process of monogelation – this leads to the fastest aging of all. For the W/L NP bijel, the aging is slightly slower, and the data is somewhere between a power-law and an exponential. This may be because the system has already (mostly) formed a monogel (Chapter 3), i.e. for $t_w > 1$ minute, the system is a monogelled state, whereas for MPs the system is a monogel for $t_w > 30$ minutes and is forming a monogel up to that point. It could also be because the particle layer doesn’t express as large a bending moment on the interface [2] (from Chapter 4), or due to the larger van der Waals attraction between particles [12].

Unfortunately, a fuller understanding of the microscopic dynamics and its influence on the aging of bijels eludes us at this point. As stated above, we propose several possible microscopic mechanisms which could be in play and outline why the dynamical behaviour would be similar to DLCA gels, but the exact link between microscopic mechanisms and dynamical aging is yet to be established, both in terms of which mechanisms contribute and to what extent they contribute. Experimentally, this will be difficult to ascertain unless we can improve imaging resolution to be able to look at the movement of individual particles and small sections of the L-L interface. Simulations could however shine some light on the issue by building in various combinations of microscopic mechanisms and studying the effect on the interfacial particle motion.
5.6 Conclusions

Bijels have been shown to exhibit dynamical aging properties, placing them within the larger class of jammed materials [144]. The nature of the aging shows variations between different particle sizes and liquid-liquid combinations. Contrary to previous assumptions, the particles in the jammed layer continue to move over a distance of 1 - 10% (MPs) and 10% - 100% (NPs) of their radius after the (water/lutidine) bijel is formed, with the distance reducing as the bijel ages, but still significant even after 1 - 2 days. However, it is not clear whether this motion is cooperative (i.e. large interfacial regions moving together) or independent (i.e. local particle rearrangements).

The dynamics of bijels which form a monogel (water/lutidine bijels) slow down either linearly with aging time (MP stabilized) or somewhere between linearly and exponentially (NP stabilized), whereas the non-monogelling system (nitromethane/ethanediol) slows down exponentially with aging time. The latter is similar to the aging behaviour of DLCA gels as elucidated via DLS, which is attributed to the relaxation of internal stresses [140]. It could be that the aging behaviour of the monogelling systems is due to the same mechanisms but with different and/or additional sources of internal stresses. Interestingly, this separation of dynamical aging behaviour (in terms of monogelation) is not observed when monitoring the time-dependence of interfacial curvature distributions (Chapter 4). Instead, the microparticle water/lutidine system is the only system that shows unambiguous signs of aging when looking at changes in interfacial curvature only.

Although the monogelling systems exhibit power-law behaviour, the exponents are larger than expected and in this respect do not fit into the universal picture for aging [140, 153, 154]. In addition, since in all cases the correlation functions cannot be perfectly superimposed, this implies that there are other factors contributing to the aging behaviour which are not found in other systems like DLCA gels. This may include the monogelation process, the jamming transition and/or the presence of the liquid-liquid interface. Further work, including higher resolution imaging and simulations, will be required to separate out the range of factors present to identify the causes of the varying aging behaviours. For example, the identification of the elastic modes of the interfacial particle network may help differentiate between the dynamics of the particle network and the individual particles.
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Chapter 6

Bijels stabilized by bimodal particles

6.1 Abstract

Experimental studies on bijels so far have stabilized the structure with monomodal particles, whereas simulations have explored the stabilization with bimodal particles revealing some interesting behaviour, including segregation by size. In addition, the spectrum of behaviour as a function of particle size in the monomodal case can be further probed by performing experiments with bimodal particles. Here we develop both an experimental protocol for the preparation of bimodal bijels and a theoretical framework which allows us to quantitatively estimate the relative interfacial uptake fractions of both particles. We also examine the formation kinetics and look for evidence of particle segregation on the interface. We find that the uptake of nanoparticles (NPs) is roughly half that of microparticles (MPs), that the bimodal bijel takes significantly longer to jam in to its final structure, and limited evidence of particle segregation. Intriguingly, we observe that the quench rate plays a larger-than-expected role in determining the final structure, with faster quenches producing bijels with larger lengthscales, providing a novel new control parameter over and above particle size, volume fraction and contact angle.
6.2 Introduction

The preceding chapters in this thesis, along with some published literature, have outlined some very intriguing differences in bijels stabilized by different sizes of particles (i.e. nanoparticles, NPs vs microparticles, MPs). For example, the scaling law $L \propto r/\phi$ (where $L$ is the characteristic interfacial separation, $r$ is the particle radius and $\phi$ the particle volume fraction) in the case of NP stabilized bijels has a larger prefactor than in the case of MP stabilized bijels (Chapter 3), and NPs are more successful at stabilizing bijels than MPs when varying the quench rate [1]. However, these experimental studies have only ever used one (principle) size of particle to stabilize the structure. Given these interesting differences between NPs and MPs, it seems pertinent to explore the properties of bijels stabilized by a mixture of both. Doing this could give us greater insight into their respective individual behaviours.

The original simulations on bijels looked at the case of stabilization by a bimodal particle population, with the aim of ruling out a potential explanation for the late-time behaviour of $L(t)$ [5]. A bimodal particle population suppresses the potential formation of semicrystalline rafts at the interface, which is a candidate explanation for the residual (slow) dynamics. The authors observed particle segregation by size on the interface which may even be a slower process than the formation of the rafts, meaning that the approach was unable to rule-out the raft formation as an explanation for the late-time dynamics. Importantly, such segregation has not been observed experimentally.

In Chapter 3 we presented results which suggest that the interfacial uptake of MPs is greater than that of NPs ($\alpha_{\text{MP}} > \alpha_{\text{NP}}$, where $0 \leq \alpha \leq 1$) but had no easy way of directly or indirectly quantifying these values. We also looked at formation kinetics to understand why MPs fail to produce bijels at slow quench rates. In this chapter we present a scheme by which the relative uptake rates of NPs vs MPs can be quantified and measure the formation kinetics for bimodal bijels to compare to the monomodal case. In addition, we explore the effect of the quench rate on the final bimodal bijel lengthscale and how bijel formation depends on the total volume fraction, and relative volume fraction of particle species.

We find that the relative interfacial uptake of NPs is roughly half that of MPs, which corroborates the different scaling gradients as shown in Chapter 3. The bimodal bijel takes longer to jam than an equivalent bijel made with only one
size of particle, suggesting that in the bimodal case the particles either have more opportunity for rearrangement before arriving at the jammed metastable state, or take longer to do so (in comparison to the monomodal case). While we observe that the NPs and MPs are roughly dispersed throughout the bijel structure equally, we do see a stronger fluorescence signal from MPs around droplets, possibly as a result of the stronger MP bending moment towards a non-zero interfacial mean curvature, corroborating results from Chapter 4. Intriguingly, we also observe that when the relative amounts of NPs and MPs present is similar, the lengthscale is dependent on quench rate, which we can explain by way of considering the quench rate as a particle-selector. This phenomenon potentially provides a new way of tuning bijel lengthscale over and above particle size, volume fraction and contact angle.

The following sections are arranged as follows. In Section 6.3 we recap the theoretical framework devised for understanding monomodal bijels and develop this framework for quantifying relative uptake fractions in a bimodal bijel. In Section 6.4 we document a new experimental protocol for preparing bimodal bijels and list our chemicals and procedures for preparing the particles. In Section 6.5 we proceed to calculate relative particle uptake fractions, explore the effect of quench rate on the final bijel lengthscale, quantify the formation kinetics and look for particle segregation on the interface. We then summarize the results in Section 6.6 and discuss how they fit in to our understanding of bijel formation, finishing with the overall conclusions in Section 6.7.

6.3 Theory

6.3.1 Monomodal bijel

The area of liquid-liquid (L-L) interface $A_{LL}$ in a bijel covered by particles (assuming contact angle $\theta = 90^\circ$) is given by

$$A_{LL} = \frac{\pi r_m^2 N_{int}}{\phi_{2D}}$$

(6.1)

where $N_{int}$ is the number of particles attached at the interface, $\phi_{2D}$ is the 2D packing fraction and $r_m$ is the radii of the monomodal particles. The number of
particles at the interface is given by

\[ N_{\text{int}} = \alpha_m N \]  
(6.2)

where \( \alpha \) is the fraction \((0 < \alpha < 1)\) of particles added to the sample which end up attached to the interface, and \( N \) is the total number of particles added to the sample,

\[ N = \frac{\phi_m V_{\text{tot}}}{\frac{4}{3} \pi r_m^3} \]  
(6.3)

where \( \phi_m \) is the volume fraction of monomodal particles added and \( V_{\text{tot}} \) is the total sample volume. We then make the substitution \( \frac{V_{\text{tot}}}{A_{\text{LL}}} = C L_m \), where \( C \) is a geometrical constant and \( L_m \) the average interface separation in the monomodal bijel. Combining these expressions gives

\[ L_m = \frac{1}{C \alpha_m \phi_m} \phi_{2D} r_m \]  
(6.4)

which can be rearranged for the unknown quantity \( C \)

\[ C = \frac{\phi_{2D} r_m}{L_m \alpha_m \phi_m} \]  
(6.5)

### 6.3.2 Bimodal bijel

The area of L-L interface covered by particles in a bimodal bijel will be the sum of the areas covered by MPs and NPs, given by

\[ A_{\text{LL}} = \frac{\pi r_{\text{NP}}^2 N_{\text{NP, int}}}{\phi_{2D}} + \frac{\pi r_{\text{MP}}^2 N_{\text{MP, int}}}{\phi_{2D}} \]  
(6.6)

Making the same substitutions as before, we arrive at

\[ L_b = \frac{\phi_{2D}}{C \left( \frac{\phi_{\text{NP}} \alpha_{\text{NP}}}{r_{\text{NP}}} + \frac{\phi_{\text{MP}} \alpha_{\text{MP}}}{r_{\text{MP}}} \right)^{-1}} \]  
(6.7)

where \( L_b \) is the average interfacial separation in the bimodal bijel. Finally,

\[ C = \frac{\phi_{2D}}{L_b \left( \frac{\phi_{\text{NP}} \alpha_{\text{NP}}}{r_{\text{NP}}} + \frac{\phi_{\text{MP}} \alpha_{\text{MP}}}{r_{\text{MP}}} \right)^{-1}} \]  
(6.8)
6.3.3 Measuring relative particle uptake

In order to proceed, a couple of assumptions must be made. First, we assume that the geometrical constant in both cases is comparable, i.e. that \( C \) is roughly constant and not heavily dependent on the size of the stabilizing particles. Although we expect \( C \) to depend on morphology (i.e. bijel vs emulsion), we are comparing two systems of identical morphology here (bijel vs bijel). This assumption is further justified by the results (see section 6.5.1). Second, we assume that the monomodal particle uptake fraction does not significantly change upon the introduction of the second particle species, i.e. that both species adsorb to the interface independently and do not interact. When we perform the experiments we fix the relevant parameter with respect to these assumptions which is the relative maximal areas of the particles – to a ratio of 1:1 (i.e. we fix the ratio \( r_1/\phi_1 = r_2/\phi_2 \), see Section 6.5.1). This should mitigate any impact of these assumptions being incorrect. For example, if \( C \) does depend on particle size, or the particles interact when attaching to the interface, changing the maximal particle ratios from sample to sample would potentially skew results. Hence, we fix the relative area, but vary the total area to see how the bijel lengthscale changes.

Now we can substitute the expression for \( C \) from the monomodal bijel into the expression for the bimodal bijel, and we arrive at

\[
\frac{\alpha_{NP}}{\alpha_{MP}} = \frac{L_m r_{NP} \phi_m}{L_b r_{MP} \phi_{NP}} (1 - \frac{L_b \phi_{MP}}{L_m \phi_m}) \tag{6.9}
\]

Note that all of the quantities on the right hand side of equation 6.9 can be measured and hence a value of \( \alpha_{NP}/\alpha_{MP} \) can be arrived at experimentally.

6.4 Methods

6.4.1 Particle synthesis

The particles used here were prepared according to the methods outlined in Chapter 2. Stöber silica particles of radius \( r = 44 \) or 50 nm (nanoparticles, NPs) and 348 nm or 367 nm (microparticles, MPs) were labelled with RITC and FITC respectively. These sizes were obtained from TEM analysis.
6.4.2 Bimodal bijel preparation

Bimodal bijels were prepared using a method adapted from the standard bijel method as outlined in Chapter 2. The specific method is outlined here. A mass $m_1$ of NPs of radius $r_1$ was dispersed in a volume $V_1$ of deionised water as per the standard method. Subsequently, a mass $m_2$ of MPs of radius $r_2$ were dispersed in a volume $V_2$ of deionised water as per the standard method. Dispersion was carried out in this order due to the shorter dispersion time for MPs, minimising the time between particle dispersion and lutidine addition for both dispersions. With both particles dispersed, a fraction $\chi$ of the NP dispersion was added to the MP dispersion to give a number ratio of NP:MP 1:1. $\chi$ is given by the following equation:

$$\chi = \frac{m_2 \rho_1 V_1 r_1}{m_1 \rho_2 V_2 r_2} \quad (6.10)$$

where $\rho$ is the particle density. With the total amount of water known (i.e. $V_1 + V_2$), lutidine (either without dye, or with Nile Red or Nile Blue Blue at $\approx 10 \, \mu\text{M}$ concentration) was added to give a water:lutidine ratio of 72:28 as per the standard method. The bijel mixture was then transferred to a 1mm path length cuvette (Starna) and quenched as per the standard procedure, depending on the desired rate (Chapter 2).

6.4.3 Imaging

Bijels were imaged using fluorescence confocal microscopy as per the standard method (Chapter 2). When looking for particle segregation on the interface however, bare lutidine was used to allow the signal from the RITC on the NPs to be seen and not swamped by the signal from either Nile Red or Nile Blue Blue. Note that we do not expect the choice of dye for the liquids to affect the physics of the system, especially at such low concentrations [159] (see Chapter 2).

FITC has an excitation/emission wavelength of 495/517 nm. RITC has an excitation/emission wavelength of 550/573 nm. The FITC/RITC was excited using the 488/555 nm laser. To optimally separate the signals from FITC and RITC, emission wavelengths of 560 nm and above were sent to PMT-2 while wavelengths less than 550 nm were sent to PMT-1. Dichroic mirrors and emission filters were used to achieve this. To reduce the amount of FITC signal leaking in to the second channel, the power of the 488 nm laser was reduced relative to the
555 nm laser and the gain of PMT-1 increased (to maintain some image quality).

Figure 6.1: Example fluorescence confocal micrographs of a bimodal bijel with only the 488 nm laser activated. (a) is the signal arising from the FITC being detected on PMT-1, and (b) is the leaked signal from the FITC being detected on PMT-2.

To illustrate the amount of leakage under this scenario, Figure 6.1 shows the signal from the FITC in PMT-1 (a) and the leaked signal in PMT-2 (b) with the 555 nm laser (which would excite the RITC) turned off. Hence, under this protocol the signals are suitably separated.
6.5 Results

6.5.1 Interfacial uptake fractions

In this section we analyze lengthscale measurements performed on carefully prepared monomodal/bimodal bijel sample pairs in order to arrive at an estimate of the relative interfacial uptake of nanoparticles (NPs) vs microparticles (MPs). In preparing the bimodal bijels, we fix the relative theoretical (maximum) area fraction of particles at 50:50, so that \( \phi_1 r_2 = \phi_2 r_1 \) \( (A_{\text{MP,max}} = A_{\text{NP,max}}) \). Doing so allows us to attribute the change in \( L \) to a difference in the uptake fractions \( \alpha_1 \) and \( \alpha_2 \), as according to Equation 6.9. Also, fixing the relative area fractions in this way should nullify any effect of particle adsorption competition and/or dependence of the geometrical parameter \( C \) on the particle types.

Figure 6.2: The lengthscales of bijels stabilized by a monomodal particle population \( (r = 367 \text{ nm}, \text{squares}) \) and a bimodal particle population \( (r_1 = 367 \text{ nm and } r_2 = 50 \text{ nm, triangles}) \). The volume fraction of the second (smaller) particle species is equal to the equivalent volume fraction of large particles modified by the difference in radius, i.e. \( \phi_2 = r_2 \phi_1 / r_1 \).

Figure 6.2 shows the lengthscales of two bimodal bijels (triangles) with the corresponding ‘blanks’ – a bijel made with the same amount of MPs but no NPs. Upon addition of a volume fraction of NPs, given by \( \phi_{\text{NP}} = \phi_{\text{MP}} r_{\text{NP}} / r_{\text{MP}} \), to the blanks the lengthscales are reduced from 82(5) \( \mu \text{m} \) and 39(1) \( \mu \text{m} \) to 52(5) \( \mu \text{m} \) and 23(1) \( \mu \text{m} \) respectively. Using Equation 6.9 we can estimate the value of \( \frac{\alpha_{\text{NP}}}{\alpha_{\text{MP}}} \) by substituting in the values of \( L, \phi \) and \( r \). This gives us estimates of 0.4(2)
and 0.63(9) on $L$ reductions of $\approx 36\%$ and $\approx 41\%$ respectively. Note that due to experimental error, in the bimodal samples the actual $A_{\text{MP},\text{max}}$ values were 0.91 and 0.88 times $A_{\text{NP},\text{max}}$, so there was a slightly larger maximum possible area of NPs in both cases.

The estimates of relative interfacial uptake both imply that $\alpha_{\text{NP}} < \alpha_{\text{MP}}$, which is what we expect from inspecting the monomodal bijel graphs of $L$ vs $1/\phi$ and the comparison of fluorescence confocal images in Chapter 3. The gradient of the straight-line fitting to the NP data is twice that of the MP data which, assuming other variables constant, implies a lower interfacial particle uptake. Indeed, as the average value of the two independent estimates presented here of $\frac{\alpha_{\text{NP}}}{\alpha_{\text{MP}}}$ is $\approx 0.52$, this corroborates the fact that the gradient of the NP data is twice that of the MP data, and suggests that the other variables in the prefactor (of which one is the geometrical constant $C$) are not significantly changed when stabilizing a bijel with a bimodal particle population. In other words, assuming that $C$ does not change has allowed us to arrive at the same value for $\frac{\alpha_{\text{NP}}}{\alpha_{\text{MP}}}$ using two separate methods.

Also, $\alpha_{\text{NP}} < \alpha_{\text{MP}}$ is implied by a more rudimentary and semi-quantitative analysis of the data in Figure 6.2. When we add an area of NPs equivalent to the area of MPs, we expect a reduction in $L$ of 50% – the same reduction which would result if we added the same (extra) area of MPs instead, according to $L \propto r/\phi$. As the reduction in $L$ in both cases was less than 50%, this implies that a smaller fraction of the added NPs (than that expected for the MPs) attached to the interface. Note that all of the arguments here are corroborated by the qualitative observation made in Chapter 3 that the confocal micrographs of NP stabilized bijels show a stronger signal from the liquid channels than the MP stabilized bijels, suggesting a greater number of free particles in the NP case.

Thanks to these measurements and calculations we now have a reasonable estimate of the relative uptake fraction $\alpha_{\text{NP}}/\alpha_{\text{MP}}$ of $\approx 0.52$, and have ascertained that the geometrical constant $C$ is roughly the same for monomodal (MP or NP) and bimodal bijels (MP and NP), at least when they are both quenched at a fast rate. However, we have seen from Chapter 3 that the choice of quench rate has an effect on the final outcome of the temperature quench, which we explore in the next section.
6.5.2 Lengthscales as a function of quench rate

Figure 6.3: Confocal micrographs of bimodal bijels prepared with identical amounts of nanoparticles (NPs, $r = 44$ nm) and microparticles (MPs, $r = 348$ nm), but quenched at $1^\circ$C/min (a) and $350^\circ$C/min (b), resulting in clearly different final bijel lengthscales. The signal arises from the fluorescence of RITC on the NPs. Scale bars 100 µm. Note that the micrographs were not taken at precisely the same position in the sample, so differences in absolute fluorescence intensity should be ignored.

We now explore the possible effect of quench rate on the final bimodal bijel lengthscale given our understanding of bijel formation from Chapter 3. We begin by inspecting confocal micrographs of bimodal bijels quenched at different rates as an example. Figure 6.3 shows two such micrographs, depicting a (a) slowly quenched ($1^\circ$C/min) and (b) quickly quenched ($350^\circ$C/min) bimodal bijel with no change in particle composition between (a) and (b) ($r_{\text{NP}} = 44$ nm, $\phi_{\text{NP}} = 0.24\%$ and $r_{\text{MP}} = 348$ nm, $\phi_{\text{MP}} = 0.69\%$). The signal in the micrographs arises from the fluorescence of the RITC on the NPs. Clearly there is a drastic difference in lengthscale between (a) and (b), and perhaps surprisingly the faster quench results in the larger lengthscale.

To continue the investigation, we prepared two further bijel samples with different volume fractions of particles and again quenched at different rates. Figure 6.4 shows the final bijel lengthscales for three different NP and MP combinations, as a function of the total scaled volume fraction. The relative amounts of NPs and MPs ($\phi_{\text{MP}} r_{\text{MP}} / \phi_{\text{NP}} r_{\text{NP}}$) from left to right are 0.05, 0.36 and 0.46 (meaning that NPs are in excess in all cases), with the circled point corresponding to the bijel depicted in Figure 6.3(b) quenched at $350^\circ$C/min, whereas the two other
Figure 6.4: The lengthscales of bimodal bijels quenched fast (17°C/min, triangles) and slow (1°C/min, squares), as a function of total scaled volume fraction. The data point highlighted by the circle was quenched at 350°C/min as per the microwave method (see Chapter 2).

‘fast’ samples were quenched at the slower rate 17°C/min, but still an order of magnitude faster than the slowly quenched samples.

To qualify these results, note that small changes in $L$ are observed in both monomodal cases (MPs or NPs) when different quench rates are used, but the differences here are much more significant. Since the quench rate effect becomes more pronounced as the relative amount of MPs is increased, we can assert that this (potentially useful) effect is due to the presence of the bimodal particle population (and not simply a more pronounced occurrence of the monomodal effect).

In the case where the relative area fractions are 0.36 and 0.46, when the quench rate is increased the lengthscale of the bijel increases. By using Equation 6.9, we can construct a range of possible causes of this behaviour.

Table 6.1 outlines the range of possible scenarios. Scenarios B, C, D and E are unlikely due to the large differences in $L$ observed and the large individual decreases in $\alpha$ (and larger in the case of D or E) which would be required for such a change. For example, an increase in $L$ of a factor of 2 means a reduction
Table 6.1: The range of scenarios which could explain the increase in lengthscale of the bimodal bijels upon an increase in quench rate.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$\alpha_{NP}$ and $\alpha_{MP}$ has decreased (but not necessarily by the same amount)</td>
</tr>
<tr>
<td>B</td>
<td>$\alpha_{NP}$ is constant while $\alpha_{MP}$ has decreased</td>
</tr>
<tr>
<td>C</td>
<td>$\alpha_{MP}$ is constant while $\alpha_{NP}$ has decreased</td>
</tr>
<tr>
<td>D</td>
<td>$\alpha_{NP}$ has increased while $\alpha_{MP}$ has decreased more</td>
</tr>
<tr>
<td>E</td>
<td>$\alpha_{NP}$ has decreased while $\alpha_{MP}$ has increased more</td>
</tr>
</tbody>
</table>

Table 6.2: The results of quenching bimodal mixtures at 1°C/min or a fast rate (either 17°C/min or 350°C/min) with different amounts of MPs ($r = 348$ nm) and NPs ($r = 44$ nm)

Table 6.2 shows the data presented in Figure 6.4 plus two other data sets which include particle mixtures which fail to produce a bijel at the slow quench of 1°C/min. Note that by ‘area’ we are referring to the quantity $\phi/r$, which although having units of inverse length, is concomitant with the (maximum) area of interface that the particles occupy. With the data in Table 6.2 we can say a number of things about the behaviour of bimodal bijels. The likelihood of failure appears not to depend on the total ‘area’ of added particles in the mixture, since bijel production fails at both a high (0.019 $\mu$m$^{-1}$) and low (0.006 $\mu$m$^{-1}$) maximal ‘area’ coverage. However, the systems which fail have the highest maximal ‘areas’ of MPs, 0.0027 $\mu$m$^{-1}$ and 0.0035 $\mu$m$^{-1}$, although they do not have the highest values of MP vs NP area (1.392 and 0.164). So it appears that if you add too many MPs to the system (an ‘area’ greater than or equal to 0.0027
μm$^{-1}$, equivalent to a volume fraction of 0.93%) and quench at 1°C/min, you have to add a minimum amount of NPs (MP/NP less than 0.164) to have a chance at stabilizing a bijel, otherwise it will fail.

In terms of scenario A, it is difficult to say whether both particle uptake fractions reduce by the same amount when the quench-rate is reduced, or if the quench rate change effectively chooses a particle species for preferential absorption. Assuming the former, it seems strange that upon tripling the maximum total ‘area’ from 0.006 μm$^{-1}$ to 0.019 μm$^{-1}$, which is more than enough required to stabilize a bijel with higher MP/NP values (and more than enough required if that area was solely made up of NPs) still doesn’t result in bijel formation. This leads us to conclude that it is likely that slower quenches result in an increase in the uptake of MPs vs NPs, increasing the likelihood of the MPs being able to bend the particle-laden interface [4]. From a thermodynamic perspective this seems reasonable – the interfacial attachment energy of the MPs is almost an order of magnitude higher at constant interfacial tension as the NPs [4], and at early times during a slow quench, the attachment energy of the NPs may not even be high enough for irreversible attachment. This makes it more likely for MPs to attach irreversibly to the interface than NPs, although the evidence presented here is not entirely conclusive.
6.5.3 Kinetics

Figure 6.5: Confocal micrographs taken at different times during a 1°C/min quench of a bimodal mixture of NPs ($r = 50$ nm, $\phi_{NP} = 0.27\%$) and MPs ($r = 367$ nm, $\phi_{MP} = 1.82\%$). The fluorescence signal arises from the FITC on the surfaces of the MPs only. Scale bars 100 $\mu$m.

To potentially assist in our explanation of the bimodal bijel behaviour covered in the previous sections, we are interested here (as we were in Chapter 3) in the early time dynamics of the bijel (i.e. between the start of phase separation and emergence of a plateau in the $L(t)$ curve). The inclusion of two particle species may alter these dynamics, compared with the monomodal case – one obvious question is whether or not the failure mechanism is the same in both cases.

To investigate, we compare the timeseries of two bimodal samples, one which succeeds at producing a bijel and one which fails. Figure 6.5 shows confocal micrographs of a successful mixture of NPs ($r = 50$ nm, $\phi_{NP} = 0.27\%$) and MPs
Figure 6.6: Confocal micrographs taken at different times during a 1°C/min quench of a bimodal mixture of NPs ($r = 50$ nm, $\phi_{NP} = 0.24\%$) and MPs ($r = 367$ nm, $\phi_{MP} = 1.69\%$). The fluorescence signal arises from the FITC on the surfaces of the MPs. Scale bars 100 µm.

$(r = 367$ nm, $\phi_{MP} = 1.82\%$), and Figure 6.6 shows confocal micrographs of a failure mixture of NPs ($r = 50$ nm, $\phi_{NP} = 0.24\%$) and MPs ($r = 367$ nm, $\phi_{MP} = 1.69\%$). These sets of particle mixtures would be expected to produce a bijel with a similar final characteristic lengthscale – but crucially the successful mixture has a slightly larger amount of NPs vs MPs, as well as having a slightly larger amount of particles overall.

From inspecting the micrographs of the failed system, it is clear that the failure is due to depercolation ‘pinch-off’ events, in a similar fashion to the monomodal MP case. Looking at the successful system, we still see some pinch-off events but much fewer than in the failed system, in the same way as the monomodal NP case [1]. The inter-connectivity of the domains is maintained until the interfacial particle
network jams somewhere between 10s and 30s, a substantially longer period than in the monomodal NP case (but note that the final lengthscale here is three times that of the final lengthscale in the monomodal NP case which would account for at least some of this difference). Hence, in the bimodal system, the failure of bijel formation is due to the same mechanism as in the monomodal system, with the presence of MPs leading to an unsustainable number of pinch-off events.

Figure 6.7: (a) The lengthscale of a bimodal bijel during a 1°C/min quench (squares) and the lengthscale of the phase separating water/lutidine (W/L) mixture only (triangles). (b) the coarsening speed $dL/dt$ as a function of time from the onset of phase separation at $t = 0$. The dashed lines indicate the beginning and end of the jamming process, with the gap defined as the jamming time (see text).

To further compare monomodal and bimodal systems, we measure the phase separation speed of the successful bimodal system (Figure 6.5) by applying the lengthscale analysis method (Chapter 2) to all the frames in the timeseries. The speed is defined as

$$dL/dt = \frac{L_{t_i} - L_{t_{i-1}}}{t_i - t_{i-1}}$$

Figure 6.7(a) shows the lengthscale of the phase separating mixture (and of the W/L mixture without particles) as a function of time, with $t = 0$ corresponding to the onset of phase separation, and (b) shows the corresponding phase separation speed $dL/dt$ as a function of time (see Chapter 7 Figure 7.1 for a comparison between the monomodal and bimodal case as well as simulation data). The time interval marked by the dashed lines indicates the jamming time $\Delta t_j$, which for this bimodal bijel is approximately 11 seconds, about 7 seconds longer than the jamming time measured for a monomodal NP bijel [1]. Note however that the final lengthscale here was about 65 $\mu$m, whereas in the NP-only case studied in Chapter 3 the final lengthscale was about 20 $\mu$m, which may account for some of the increase in jamming time. The longer jamming time suggests that
this system is indeed more susceptible to failure, but not as susceptible as the equivalent monomodal MP system, which invariably fails at slow quench rates. Again, this is evidence that it is the MPs which contribute to the bijel production failure even in the presence of NPs.

### 6.5.4 Particle locations

![Figure 6.8: Confocal micrographs of a bimodal bijel with nanoparticles (NPs, $r_{NP} = 44$ nm, $\phi_{NP} = 0.24\%$) and microparticles (MPs, $r_{MP} = 348$ nm and $\phi_{MP} = 0.69\%$) quenched at 1°C/min. The fluorescence signal arises from the FITC-labelled MPs (a) and the RITC-labelled NPs (b). (c) An overlayed image to show the contrast between the particle locations; yellow for MPs, magenta for NPs. Scale bars 200 µm.](image)

Simulations on bimodal bijels show particle segregation by size on the interface. This is the first time that this behaviour has been looked for experimentally. To differentiate between the particle sizes, the large microparticles (MPs) are labelled with FITC, and the smaller nanoparticles (NPs) are labelled with RITC. These two dyes are excited by different lasers and the signal from both are separated by the use of emission filters and sent to separate PMT detectors.
Figure 6.8 shows confocal micrographs of a bimodal bijel, with \( r_{NP} = 44 \text{ nm} \), \( \phi_{NP} = 0.24\% \), \( r_{MP} = 348 \text{ nm} \) and \( \phi_{MP} = 0.69\% \), quenched at 1°C/min. One striking difference is that although the percolating interface is visible in both the NP and MP channels, the droplets can only be clearly seen in the MP channel (hardly visible in the NP channel). At this level of magnification (limited by the difficulty of using oil immersion objective on this setup) there is not much evidence of size segregation of particles on the bicontinuous L-L interface (such segregation could take the form of patches of MPs or NPs or NPs/MPs residing at positions of high/low interfacial curvature). There are arguably a few areas of high curvature where the signal from the NPs is stronger, but in general there is no significant difference in the MP and NP signals along the L-L interface.

The data presented here supports the arguments of the previous section, i.e. that (bimodal) bijel failure during a slow quench is due to the same mechanism as the monomodal bijel, namely that an unsustainable number of pinch-off events are caused by the MPs. Even when bimodal bijel production is successful, as it is here, we see MPs (but not NPs) around droplets. If MPs and NPs were equally likely to promote pinch-off, we would expect to see both around droplets, but we only see MPs. Even if the droplets were formed by secondary nucleation, the fact that it is MPs which attach to their interfaces suggest that they are promoting curvature in one direction only.

### 6.6 Discussion

Here we summarize the results and discuss how they have enhanced our understanding of bijel formation, as well as identifying questions which remain to be answered. The experiments performed on bimodal bijels have allowed a quantitative estimation of the relative particle adsorption fractions, giving \( \frac{\alpha_{NP}}{\alpha_{MP}} \approx 0.52 \). This value is in line with previous results with monomodal MP and NP bijels (Chapter 3) and suggests that the geometrical parameter \( C \) in the \( A_{\text{LL}} = CL \) relationship (linking total stabilized liquid-liquid (L-L) area to the characteristic lengthscale \( L \)) is roughly the same in the monomodal and bimodal case. The reasons for the lower NP adsorption are not entirely clear, although from a thermodynamic perspective we would expect this to be the case. NPs will begin to attach irreversibly (i.e. attachment energy \( E \geq 10 \ k_B T \)) to the L-L interface during the quench at a later point in time than the MPs (\( E \) scales with \( r^2 \)), by which time the total L-L area will be lower, and hence less
opportunity for particle attachment. This theory could potentially be explored by simulations.

The experiments have also uncovered the somewhat surprising phenomenon whereby the final bimodal bijel lengthscale $L$ can be changed by varying the quench rate. Unfortunately, due to the range of particle volume fractions explored we have been unable to conclusively identify the cause of this change, although we hypothesize that more MPs vs NPs adsorb to the interface as the quench rate is reduced. We support this with a thermodynamic argument along the same lines as in the previous paragraph and the argument given in Chapter 3. As quench rate is reduced, the phase separation speed is reduced through the prefactor in the growth law [50]. Because of this, there will be a longer period of time during which the MPs are adsorbing irreversibly but the NPs aren’t. Hence, reducing the quench rate reduces the opportunity for irreversible adsorption of NPs. Again, this could potentially be explored by simulations.

Despite the lack of a conclusive explanation, this phenomenon potentially opens up a novel route for controlling bijel lengthscales – for a monomodal bijel, $L$ is controlled by $r$ and $\phi$ only, whereas for a bimodal bijel, quench rate is an additional control parameter. This has the advantage of being able to obtain bijels of different lengthscales from the same initial mixture of liquids and particles, which may prove a useful property when scaling up bijel production for applications.

In a similar fashion to the MP-only bijel, some combinations of NPs and MPs fail to produce bijels at slow quench rates (1°C/min). By measuring the change in $L$ over time, we arrive at a jamming time of about 11 seconds, significantly longer than the NP-only bijel, which means that it is more likely to fail at this quench rate. The jamming time may or may not be dependent on the relative amounts of NPs and MPs present. This is in line with current understanding (including evidence from simulations [5]), since a MP-only system quenched at 1°C/min will have an infinite jamming time (i.e. it never jams), an NP-only system has a jamming time of 4 seconds and the NP+MP system has a jamming time somewhere in between these two extremes.

Inspection of confocal timeseries shows the same failure mechanism in the bimodal case – unsustainable depercolation of the liquid channels via pinch-off events. Since this is what we see happening in the case of MP-only mixtures, we hypothesise that it is the MPs which are also responsible for the pinch-offs seen
here. Moreover, when we inspect confocal micrographs allowing us to differentiate between the signals arising from the MPs and NPs, we see a greater instance of MPs around droplets, whereas the NP signal only comes from the percolating L-L interface, which again suggests the culpability of the MPs in enforcing the L-L interface to bend in one direction only. However, we do not see much evidence of particle segregation other than this, with the signals from both particles being similar along the bicontinuous L-L interface. This could be further explored by trying to increase the magnification to look for segregation on the lengthscale of the particle sizes rather than the lengthscale of the channel width, and performing simulations to look for this phenomenon.

6.7 Conclusions

In this Chapter we have presented, for the first time, experimental results on bijels stabilized by bimodal particles. We have estimated that the interfacial uptake of nanoparticles is half that of microparticles which, as it corroborates previous results, suggests that the geometrical value $C$ is the same for monomodal and bimodal bijels at least in the range of particle sizes studied so far. We presented a thermodynamic argument to take account of this, although this will have to be verified, potentially by simulations.

In terms of size segregation on the interface, we find some limited but inconclusive evidence, which will have to be looked at again at higher magnifications. Bimodal bijels take over twice as long to jam than monomodal bijels and at certain particle concentrations fail due to a similar mechanism when quenched at 1°C/min. When bimodal bijels are formed, the quench rate is observed to change the final characteristic lengthscale, with faster quenches producing larger lengthscales. We have proposed that slower quenches promote the adsorption of microparticles over nanoparticles, but the precise reasons for this are still to be conclusively established. Importantly, this provides a new control parameter for choosing the final bijel lengthscale, which may be useful when scaling up bijel production for applications.
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Chapter 7

Summary, discussion and outlook

7.1 Summary

In Chapter 1 we summarize the bijel research field and identify the rationale for the present studies. Before beginning the research there were several gaps between the knowledge obtained from simulation and the knowledge obtained from experimental preparation of bijels in the laboratory, with many open questions regarding the formation and stability of bijels. We address in this thesis the questions regarding the ability of nanoparticles to stabilize bijels, monogel formation (i.e. interfacial particle dynamics) and the role of the temperature quench rate in bijel formation generally.

In Chapter 2 we outlined the materials and procedures used throughout the thesis, most importantly the particle synthesis (and characterization), bijel preparation and imaging with confocal microscopy. We used reaction temperature to control the size of Stöber silica particles, and by adapting the concentration of dye in the reaction mixture, we prepared a range of particles with different sizes but similar surface chemistry, allowing us to explore the effect of particle size on bijel fabrication, structure and aging.

In Chapter 3 we prepared water/lutidine (W/L) bijels with nanoparticles (NPs) as opposed to microparticles (MPs). We found interesting deviations in behaviour from the equivalent structures stabilized by MPs. The most striking was the ability of NPs to stabilize bijels when slow (<17°C/min) quench rates were used. NPs provided a reduction in $L$ less than expected based on $L \propto r/\phi$ at constant...
volume fraction \( \phi \) which we attributed to a lower interfacial uptake fraction \( \alpha_{NP} < \alpha_{MP} \). The NPs took less time to form a permanent bonded network at the liquid-liquid interface (monogel) than the MPs, less than a minute as opposed to around half an hour. In an attempt to explain the results, we (along with Mike Cates and Aidan Brown [1]) developed a new theoretical framework for describing bijel formation in terms of interfacial bending moments and spontaneous radii of curvature induced by the particle layer, similar to the description of lipid membranes. We also demonstrated the ability of NP stabilized bijel to be polymerized in the same fashion as their MP counterparts, allowing us to translate the reduction in the lower bound of \( L \) into polymer monoliths with higher internal porosities.

In Chapter 4 we systematically characterized bijel morphology by measuring distributions of interfacial curvatures, and explored how the distributions depended on particle size, quench rate and time after bijel formation. We also compared the results to the curvature distributions of a simulated bijel structure (data provided by Kevin Stratford), and demonstrated the 3D bicontinuity of the bijel by performing a region growing analysis (carried out by Job Thijssen). We found that the most hyperbolic (most negative value for area-averaged Gaussian curvature) bijels were made when the smallest particles and the fastest quench rate was used. The simulated structure was found to be more hyperbolic than the equivalent experimental sample, although the existence of a distribution of contact angles in experiments, and the larger length scales explored in experiments, could feasibly account for this difference. MP-stabilized bijels were observed to mutate over a time period corresponding to the time taken for monogelation, whereas NP-stabilized bijels and nitromethane/ethanediol (NM/ED) bijels (a non-monogelling system) were not (although the NP system may mutate as it forms a monogel, but this takes less than one minute, less than the time taken to perform one measurement). The changes in the distributions were found to take place around the \( \langle K \rangle = 0 \) line, meaning that points of small negative Gaussian curvature were transforming into points of small positive Gaussian curvature, with the precise mechanisms still to be elucidated.

In Chapter 5 we studied particle dynamics in W/L and NM/ED bijels with diffusing-wave spectroscopy (DWS) and explored the effect of particle size and bijel age. We discovered that there is sufficient particle motion (between 10 and 100% of their radius) to completely decorrelate the scattered light, with a plateau emerging in the correlation functions after an aging time of between 1 and 3 hours.
indicating a 2-mode process. The characteristic decay time $\tau_d$ increases as the samples age, to various degrees dependent on the specifics of the system. The NM/ED bijels showed aging behaviour similar to the universal aging observed in other soft matter systems, namely an exponential dependence of $\tau_d$ on sample age, whereas the W/L bijels showed a linear dependence. We suggested that we might have been observing the relaxation of internal stresses, which have been used to explain the final (late-time) complete decorrelation of the scattered light in other soft matter systems studied by light scattering. The sources of internal stresses could be, but are not limited to, the jamming transition, the monogelation process and/or the action of the particle layer on the liquid-liquid interface via the non-zero bending moments discussed in Chapter 4.

In Chapter 6 we prepared W/L bijels with two principle sizes of particles, i.e. NPs and MPs in the same mixture, to quantify the relative particle uptake $\alpha_{NP}/\alpha_{MP}$, look for particle segregation at the interface, and test this system’s resilience to the use of slow quench rates. We found a relative uptake of roughly 0.5, corroborating the earlier assessment in Chapter 3 and found that the MPs prefer to reside at the interfaces of lutidine droplets, perhaps for the same reason as discussed in Chapters 3 and 4. When quenching samples with relatively similar amounts of NPs and MPs present, the resultant lengthscale $L$ was found to be heavily dependent on the choice of quench rate, opening up a new avenue for tuning the bijel structure. Bimodal bijels were found to jam slower than their monomodal counterpart, suggesting that the particles either have more ability to reorganize before arriving at a jammed metastable state or simply take longer do to so compared to their monomodal equivalent.

## 7.2 Discussion

### 7.2.1 Experiments vs simulations

We have presented in this thesis several new pieces of experimental evidence which can be compared to simulations (and have done so already in Chapter 4). For example, the $L(t)$ graphs from Chapters 3 and 6 can be directly compared to the $L(t)$ graphs presented in the simulation studies [5, 11, 45, 48].

Figure 7.1 shows the experimentally measured coarsening behaviour of the bare W/L mixture, a monomodal (NP stabilized) and a bimodal W/L bijel quenched
Figure 7.1: (a) The experimentally measured coarsening behaviour for a bare water/lutidine (W/L) mixture, monomodal nanoparticle ($r = 63$ nm) stabilized W/L bijel and a bimodal ($r = 63$ nm and 348 nm) stabilized W/L bijel. The lengthscale values have been normalized by the final bijel lengthscale $L_{\text{MAX}}$. (b) The simulated coarsening behaviour as presented in Ref. [5].

at 1°C/min, along with the simulated coarsening behaviour as presented in ref [5]. In the monomodal case, the L-L coarsening follows the bare liquid case initially but then levels off to a plateau. With an appropriate rescaling, the experimentally measured $L(t)$ matches those measured in the simulated systems. The rescaling is required because the particles used in experiments are 10-100 times larger, and hence stabilize bijels with domain sizes 10-100 times larger. In the case of a bimodal particle population, the L-L coarsening again follows the bare liquid case initially then levels off to a plateau. The curve deviates from the bare W/L curve earlier and takes longer to reach the plateau. This, apart from the earlier deviation, qualitatively matches the $L(t)$ behaviour in Ref. [5]. The earlier deviation could indeed be present in the simulations but it is not clear from the figures presented. Note also the large discrepancies between the experimental systems and the simulated system – the former are volumetrically asymmetric and quenched slowly at 1°C/min, whereas the latter is volumetrically symmetric and subject to an instantaneous quench. The different quench rates, as we have demonstrated throughout this thesis, are likely to have an effect on the physics, possibly allowing the experimental bijel coarsening to follow the bare W/L coarsening for longer than in simulations.

More experimental evidence which can be compared to simulations is the mean-squared displacement (RMSD) data calculated in Chapter 5 from the diffusing-wave spectroscopy (DWS) measurements. Figure 7.2 shows the root mean squared...
Figure 7.2: (a) The simulated root mean squared displacements (RMSD) of the interfacial colloidal particles ($r = 5$ nm) as presented in ref [11] as a function of time, increasing from top to bottom. The red dashed line has gradient 1/2 which indicates diffusive motion. (b) The root mean squared displacements (RMSD) of the particles in a nanoparticle (NP, $r = 63$ nm) stabilized water/lutidine (W/L) bijel as measured by diffusing-wave spectroscopy in Chapter 5 labelled by sample age. The solid black line has gradient 0.5 which indicates diffusive motion.

Displacements (RMSD) of the interfacial particles ($r = 5$ nm) in simulations [11] and the DWS measured mean-squared displacement (MSD) of interfacial NPs ($r = 63$ nm) in a W/L bijel. In some respects, the data qualitatively matches the simulations. As the sample age increases, the MSD curves shift downwards on the y-axis. The simulation MSDs also show an initial diffusive period followed by a levelling off for ‘young’ bijels, and for ‘old’ bijels the behaviour is entirely diffusive. However, the experimental MSDs show a return to either diffusive or slightly subdiffusive behaviour after the levelling-off at long times. This discrepancy is probably because the experiments greatly exceed the run time of the simulations. The disappearance of the levelling-off in the simulations is probably due to the fact that the simulations only proceed up to a few multiples of the Brownian time of the particles, and as the particles slow down as the bijel ages this lengthens the period of diffusive motion, while reducing the magnitude of the distances travelled (i.e. a downward shift on the y-axis).

In Chapter 3 we hypothesized that more NPs than MPs remain in the liquid channels (i.e. not at the interface) and in Chapter 6 we measured the relative amounts of NPs and MPs which make it to the interface and found that NPs attach 50% less readily than MPs under identical conditions. We did not however manage to produce an absolute estimate of the fraction of particles left behind
in the liquid channels, since an analytical relationship between bijel lengthscale and total interfacial area is lacking due to the bijel’s complex shape. However, we can estimate the fraction from Ref. [11], which simulated approximately 8000 colloidal particles and measured the number of ‘free’ particles as a function of time. The number of free particles observed was between 0 and 4% – an ostensibly low amount, and unlikely to be true in experiments given the strong (and even stronger in the case of NPs) fluorescence signal from the lutidine-rich channel. Future simulations which could vary particle size and quench rate could study the relationship between these parameters and the number of free particles.

7.2.2 Bijel fabrication paradigms

Through the modification of pre-existing experimental procedures, from particle synthesis to bijel fabrication, we have reduced the lower bound on $L$ (in $W/L$ bijels) to around 10 $\mu$m by using smaller particles at the liquid-liquid interface. This makes use of charge-stabilized Stöber silica particles, dried at high temperature to obtain neutral wetting properties. The lower bound may be reduced to about 1 $\mu$m (by increasing $\phi$) if more of these particles can be dispersed, however the dispersion becomes more difficult as particle size is reduced. This presents an experimental challenge which, whilst potentially difficult, is by no means impossible. But, unfortunately, we have shown in Chapter 3 that this overall approach (of using redispersed dried charge-stabilized silica) finds its limit at a particle size of about $r = 44$ nm, because the reduction in $r$ is offset by a decrease in the attachment fraction $\alpha$ to the liquid-liquid interface. To achieve a further order of magnitude reduction in $L$, and hence probe the lengthscales envisaged in simulations, a new paradigm of bijel fabrication must be sought, possibly utilising steric stabilization with a combination of hydrophobic and hydrophilic hairs.

Nonetheless, the understanding of the current paradigm has been improved by this thesis. We now know that particles of size $r = 63$ nm are relatively insensitive to the quench rate used in the procedure, which will assist in the bijel’s future development for applications, especially when the production is scaled up to an industrial level. As sample size is increased it becomes more difficult to maintain a homogenous and fast heating step, which for the original MP system would be a problem, which has now been potentially solved by the use of NPs. The knowledge about the effect of particle size, combined with the use of commercial
silica particles as outlined by Cai et al. [78] to remove the need for tuning the wetting properties by drying, has the potential to provide more robust protocols for the scaling up of bijel formation.

In addition to the qualitative success/failure scenarios we now have a quantitative measure of the structural differences between samples prepared with different particle sizes and quench rates thanks to Chapter 4. If and when further fine-tuning of the bijel morphology is required for applications, combinations of particle size and quench rate can be used not only to achieve structures of the desired porosity $L$, but also hyperbolicity $\langle K \rangle \Sigma^{-2}$.

Chapter 6 outlines a brand new (experimental) paradigm of bijel formation, where we can use two different particle sizes in the same sample. What this could mean in practice is the inclusion of a small amount of NPs to decrease the system’s sensitivity to quench rate while retaining the morphological characteristics (e.g. relatively large $L$ and low hyperbolicity) of an MP bijel. This adds yet another avenue of control over bijel morphology which could aid its development for applications.

### 7.2.3 Aging

One theme which emerges from the results presented in this thesis is that of bijel aging. In previous studies when only the characteristic lengthscale $L$ was monitored over time, the bijel appeared to be in a completely jammed, unperturbed state. Now that we have studied bijels in terms of interfacial curvature and particle dynamics, we have seen that bijels do continue to age post-formation. Interestingly however, the aging observed in curvatures (mutation) do not exactly align with the aging observed for particle dynamics (an increase in $\tau_d$ with waiting time), as explained below.

MP W/L bijels are shown to mutate over a period of about an hour in Chapter 4, which is roughly the period associated with monogel formation in that system. Both a quickly-monogelling system (NP W/L) and a non-monogelling system (MP NM/ED) do not exhibit such a mutation. Hence, it is likely that the monogelation mechanism has something to do with this behaviour. However, for all systems, the particle dynamics slow down with time regardless of monogelation behaviour, suggesting that there is some other mechanism(s) at play. Although we suggest that the idea of relaxation of internal stresses could be applied to
bijels, as it is to diffusion-limited cluster aggregation (DLCA) gels, the fixed probe lengthscale in DWS ($l^*$) makes it difficult to provide a more conclusive analysis. One interesting question to be explored in this respect is whether or not particle rearrangements are confined to the L-L interface or, like DLCA gels, rearrangements can occur in 3 dimensions. Such rearrangements were seen when simulating the evolution of a monogel with only a short-ranged attraction present [91] – but with a long-ranged repulsive interaction added, in essence providing a barrier to 3D rearrangement of a few $k_bT$, the monogel network persisted with a much slower rate of rearrangement. The presence of the L-L interface would presumably raise this barrier height considerably because of the individual particle interfacial attachment energy [4]. Although the resultant energy barrier would be large (compared to $k_bT$), it may be overcome by cooperative effects (akin to the keystone effect [59]) which might emerge at long wait times.

7.3 Outlook & open questions

As mentioned above, in order to completely bridge the gap between experiments and simulations in terms of lengthscales, a new bijel fabrication paradigm is required which does not rely on colloidal charge stabilization. For example, sterically-stabilized polystyrene (PS) latex particles can be used as Pickering emulsifiers [160–162], as well as sterically-stabilized PMMA [159] [163] and silica [164] although the wetting properties of such particles may not be appropriate for the W/L system. Any success at reducing $L$ in the W/L system even further would expand its applicability.

Another gap which needs to be bridged is the effect of the finite quench rate on bijel formation. In experiments there will always be a finite quench rate, whereas simulations have so far mainly used instantaneous quenches. Simulating the spinodal decomposition with a time dependent interfacial tension may shed light on the reason(s) why particle attachment fractions $\alpha$ depend on particle size. We hypothesize in Chapter 3 that this could be due to smaller particles spending a longer time in a reversible attachment regime, with their interfacial attachment energy below some value (say, 10 $k_bT$), but we have no direct evidence to support this hypothesis over any other. The disruption and jamming times calculated using the new theoretical framework at the end of Chapter 3 should be verified by simulations if possible.
There are also some other experimental observations which have yet to be looked at in simulations. For example, in Chapters 3 and 6 we suggest that the interfacial particle attachment fractions decrease when particle size is decreased. This could be looked at along with the effect of quench rate as discussed above, if such a simulation scheme can be devised. Also, the dependence of the curvature distributions on particle size and quench rate could also be measured for simulations given the image analysis protocols devised in Chapter 4.

Although we measured the interfacial particle dynamics with DWS we have not been able to directly verify or disprove the proposed mechanisms of monogelation [91]. What could help in this endeavour would be finding a way to use a different technique, for example differential-dynamic microscopy, to allow a range of lengthscales to be probed, which would allow the separation of the possible mechanisms at play during the bijel aging. It would also be interesting to see if the bijel does indeed sit within the universal picture for aging, or whether it exhibits aging phenomenon not accounted for under this model.
Chapter 8

Conclusions

This thesis has explored experimentally (and in some cases theoretically and computationally) many important and interesting aspects of bijels, such as the effect of particle size and temperature quench rate on the structure and dynamics as well as preparing (for the first time in the laboratory) bijels stabilized by bimodal particles. While answering and beginning to answer some of the open questions identified at the outset, several questions remain open for future consideration. In addition, by experimentally characterizing bijels in new ways (systematic characterization of interfacial curvatures in Chapter 4 and measurement of dynamics in Chapter 5) we have introduced new questions to be considered.

We have demonstrated that bijel formation with nanoparticles (NPs, \( r = 63 \text{ nm} \)) in the water/lutidine (W/L) system is more robust than the equivalent process with microparticles (MPs, \( r \approx 300 \text{ nm} \)), owing to a drastically reduced sensitivity to quench rate and quicker monogelation formation. We (along with Mike Cates and Aidan Brown) introduced a new theoretical framework to take account of the reduced sensitivity to quench rate (published in Ref. [1]). However, the theory remains to be more rigorously tested. For example, if a simulation methodology could be devised which would take into account a finite quench rate along with a range of particle sizes, the scaling of the jamming and disruption times with particle size and quench rate could be verified. Nonetheless, we can use this knowledge to inform future experimental preparation of bijels and can in principle produce polymer scaffolds with a channel diameter of roughly 1 \( \mu \text{m} \), widening the applicability of the bijel approach for the fabrication of functional...
materials. However, to go below 1 µm, a new design paradigm must be sought based on steric stabilization rather than electrostatic, of which there are a few candidate routes (see Chapter 7).

We have also demonstrated that bijel topology can be tuned by varying particle size and quench rate, which will inform future decisions about the tailoring to specific applications. Smaller particles and faster quenches result in more hyperbolic ‘open’ structures, preferable for applications involving flow through the bijel channels. A more ‘closed’ structure might be preferable for applications involving filtration by size, for example (small species becoming trapped in thin necks). This aspect of bijels could be explored in future simulations, to verify the role of the particle layer in modifying the curvature distributions, given our establishment of robust image-analysis protocols in Chapter 4 which can be used on both experimental and simulation data. The apparent curvature mutation with sample age could also be explored in this way, as well as experimentally with, for example, higher magnification/resolution imaging combined with improved mitigation for the effects of drift, to monitor the mutation in real-space. Also, a full theoretical description of this phenomenon is lacking which, if developed, may offer additional insight for the fine-tuning of bijel macro- and micro-structure.

For the first time, bijel dynamics have been measured experimentally, using diffusing-wave spectroscopy (DWS). We have demonstrated that bijels age, but show different aging behaviour dependent on the specific combination of particle size and coexisting liquids. The process of forming a permanent particle gel (‘monogel’) at the interface appears to accelerate the aging, and a system which does not form a monogel shows characteristics of universal aging, placing it within a larger class of jammed (i.e. out of equilibrium) systems. However, to elucidate the precise mechanisms of particle motion, e.g. particle rearrangements or movement of the particle-laden liquid-liquid interface, more experimental study is required with a technique that can separate out the lengthscales of motion. Then, the individual particle trajectories and dynamics can be compared to the proposed mechanisms for monogelation proposed in Ref. [91].

Also for the first time, we prepared W/L bijels using two different sizes of particles, NPs and MPs, to make a ‘bimodal’ bijel. The coarsening behaviour of the bimodal bijel qualitatively matches the behaviour predicted by simulations [5], and we have quantitatively estimated the ratio of interfacial particle attachments – NPs adsorb half as readily as MPs. Again, this phenomenon (more NPs being left behind in the liquid channels than MPs) could be explored in simulations.
if both quench rate and particle size are varied. We presented evidence that the MPs prefer to reside at interfaces with curvature in one direction only i.e. droplet interfaces, but did not find any evidence of particle segregation by size on the bicontinuous bijel interface, although the search for such evidence was not exhaustive. Higher magnification and resolution imaging may resolve this question in future. We also demonstrated the potential for controlling lengthscale at fixed (combined) particle volume fraction by varying the quench rate – faster rates resulted in smaller length scales.

Overall, we have identified the limits of current experimental protocols and suggested a path to continue towards the goal of realizing the simulated structures in the laboratory. We have also introduced a new quantitative analysis in terms of bijel topology and identified new design rules which could be used for tailoring the bijel structure for specific applications. Bijel dynamics have been probed for the first time, as have the behaviour of bijels stabililized by bimodal particles, with avenues for future research identified.
Appendix A

Timescales of bijel formation

A.1 Disruption time

The following is adapted from Ref. [1]. Following Canham and Helfrich [121, 122], we start with the bending-energy density of a membrane

\[ w = 2\kappa (H - C_0)^2 + \kappa_G K, \quad (A.1) \]

in which \( \kappa \) is the bending modulus, \( H \) the mean curvature, \( C_0 \) the spontaneous curvature, \( \kappa_G \) the Gaussian bending modulus and \( K \) the Gaussian curvature. Assuming the topology of the surface does not change substantially during the crucial stages of bijel formation, we omit the \( K \) term [165]:

\[ w = 2\kappa (H - C_0)^2. \quad (A.2) \]

Next, we consider the (generalized) driving force \( F \) towards spontaneous curvature. Taking \( H \) as constant over a small membrane patch,

\[ F = \frac{\partial w}{\partial H} = \frac{\partial}{\partial H} \left[ 2\kappa (H - C_0)^2 \right] \quad (A.3) \]

\[ = -4\kappa (C_0 - H). \]

Eq. (A.3) resembles Hooke’s law for a spring with spring constant \( k = 4\kappa \) and
extension \( u = (C_0 - H) \). The equilibrium position of the spring is \( H = C_0 \), which is a minimum as \( (\partial^2 w/\partial H^2) = 4\kappa \) (which is positive for \( \kappa > 0 \)). Note that it has been shown empirically that the average mean curvature \( \langle H \rangle = 0 \) for bijels \cite{2, 54}.

In order to understand how the driving force \( F \) scales with particle size \( r \), we first consider how the spontaneous curvature \( C_0 \) and the bending modulus \( \kappa \) scale with \( r \). \( C_0 \) has units of inverse length (m\(^{-1}\)) and is expected to scale as \(-1/r\), which is backed up by analytical calculations for spherical particles on a spherical cap \cite{119}. In that geometry, the result can also be explained using a scaling argument: to keep the angles fixed, including the particle’s contact angle, both \( r \) and the radius of curvature \( R_c \) of the spherical cap have to be reduced by the same factor, showing that

\[
C_0 = -\frac{1}{R_c} \propto -\frac{1}{r} . \quad (A.4)
\]

Note that \( C_0 \) also depends on the particle’s contact angle \( \theta \) and that \( C_0 = 0 \) for neutrally wetting particles (\( \theta = 90^\circ \)) \cite{119}.

The bending modulus \( \kappa \) has units of energy (J). As it is expected to depend on the W-L interfacial tension \( \gamma_{WL} \) (units N m\(^{-1}\)) and on the presence of the particles, one might guess

\[
\kappa \propto \gamma_{WL} r^2 . \quad (A.5)
\]

This claim is backed up by analytical calculations of \( \kappa \) for a close-packed monolayer of spherical particles on a spherical cap \cite{119}.

In our experiments, the final bijel-channel width \( L_f \gg r \), so \( |H| \sim 1/L_f \ll |C_0| \) (Eq. (A.4)). Combined with Eqs. (A.3) and (A.5), this means the driving force \( F \) scales with \( r \):

\[
F = -4\kappa (C_0 - H) \\
\approx -4\kappa C_0 \\
\propto -\gamma_{WL} r^2 \cdot -\frac{1}{r} \\
\propto \gamma_{WL} r . \quad (A.6)
\]

In words, for the same binary liquid (\( \gamma_{WL} \)) and a given off-neutral wetting (\( \theta \neq 90^\circ \)), the driving force towards the spontaneous curvature is smaller for NPs than it is for MPs, which can help explain why fabricating bijels is possible over a larger range of heating rates with NPs than with MPs.
To gain a simple estimate of the disruption time $\Delta t_d$, which is the time it takes for the driving force $F$ to cause so much curvature that bijel formation fails, we balance $F$ with a viscous drag force:

$$F = F_{\text{drag}} \propto \eta \lambda v,$$  \hspace{1cm} (A.7)

where $\eta$ is viscosity, $\lambda \gg r$ the typical length scale of the disruption (independent of particle radius) and $v \sim \lambda / \Delta t_d$. Combining Eqs. (A.6) and (A.7), we get

$$\Delta t_d \propto \frac{\eta \lambda^2}{\gamma_{\text{WL}} r}.$$ \hspace{1cm} (A.8)

Alternatively, consider the equation of motion of a damped oscillator (compare Eq. (A.3)),

$$m \ddot{u} + \mu \dot{u} + 4\kappa u = 0,$$ \hspace{1cm} (A.9)

in which $\mu$ is a drag coefficient. We assume here that, at least initially, the drag mainly comes from the bulk fluids. In that case,

$$\mu = \eta \lambda^3.$$ \hspace{1cm} (A.10)

In our experiments $L_f \gg r$, but if $L_f \sim r$ then bulk drag may no longer dominate and effects of surface viscosity would have to be considered (which is outside of the scope of the current paper).

As the Reynolds number $Re \ll 1$ here, even when considering motion at the scale of the channel width $L$, we can ignore the inertial term [166]:

$$\mu \dot{u} + 4\kappa u = 0.$$ \hspace{1cm} (A.11)

Re-writing Eq. (A.11) results in an expression for the rate of change of curvature ($\partial H / \partial t$)

$$\dot{u} = -\frac{4\kappa u}{\mu},$$

$$\frac{\partial (C_0 - H)}{\partial t} = -\frac{4\kappa (C_0 - H)}{\mu} \hspace{1cm} (A.12)$$

$$\frac{\partial H}{\partial t} = \frac{4\kappa (C_0 - H)}{\mu}.$$ 

Let us denote the time when the interfacial particles start interacting as $t_{\text{in}}$. As
at that time the bijel channel width \( L \gg r \), we can write
\[
\left( \frac{\partial H}{\partial t} \right)_{\text{in}} \propto \frac{\kappa C_0}{\mu} . \tag{A.13}
\]

For bijel disruption to occur, the curvature \( H \) has to change by a threshold amount \( \Delta H_d \sim \lambda^{-1} \). For the disruption time, we can then write
\[
\Delta t_{\text{disrupt}} \sim \frac{\Delta H_d}{\kappa C_0 / \mu}
\]
\[
\propto \frac{\eta \lambda^2}{\gamma_{\text{WL}} r} , \tag{A.14}
\]
which is the same as Eq. (A.8). Interestingly, Eqs. (A.8) and (A.14) suggest that lower quench rates could be used when using high-viscosity fluids (larger \( \eta \)). It has been reported that the binary liquid nitromethane-ethanediol is more forgiving in bijel fabrication than the W-L system (the viscosity of ethanediol is 16 times larger than for water) \[36\].

### A.2 Jamming Time

Consider a bijel surface \( S \) of area \( A(t) \), i.e. the area of the liquid-liquid interface between the two channels is decreasing during coarsening. Then the 2D packing fraction of particles on \( S \)
is
\[
\phi(t) = \frac{N a_{\text{WL}}(\theta)}{A(t)} , \tag{A.15}
\]
with \( a_{\text{WL}}(\theta) \) the particle-interface cross-sectional area and \( N \) the number of interfacial particles. Here, we assume that both \( a_{\text{WL}}(\theta) \) and \( N \) are constant during the crucial (jamming) stages of bijel formation, for there is hardly any area left on \( S \) for new particles to attach to. Eq. (A.15) still holds for the bijel in its final i.e. jammed state, so
\[
\phi_f = \frac{N a_{\text{WL}}(\theta)}{A_f} ,
\]
\[
N a_{\text{WL}}(\theta) = \phi_f A_f , \tag{A.16}
\]
which leads to
\[
\phi(t) = \phi_f \frac{A_f}{A(t)} . \tag{A.17}
\]
As it is $L(t)$ rather than $A(t)$ that is typically reported from simulations and experiments, we write

$$A(t) = c_g \frac{V_c}{L(t)}, \quad (A.18)$$

in which $c_g$ is a geometrical pre-factor and $V_c$ is the total volume of the bijel channel (which is constant during the phase separation of a symmetric binary liquid). Combining Eq. (A.16) with (A.18) gives

$$\phi(t) = \phi_f c_g \frac{V_c}{L(t)} \frac{L(t)}{c_g V_c} \approx \phi_f \frac{L(t)}{L_f}, \quad (A.19)$$

where we have assumed that $c_g$ is constant i.e. the topology of the bijel does not change substantially during the final stages of (successful) formation (evidence in support of this assumption is found in Chapter 6).

If $\phi_{in}$ is the packing fraction at which interfacial particles start interacting, thereby affecting the phase separation [61], then

$$\phi_f - \phi_{in} = \left( \frac{\phi_f}{\phi_f} \right) \int_{t_{in}}^{t_f} \frac{dL}{dt} dt$$

$$\approx \left( \frac{\phi_f}{\phi_f} \right) v_L (t_f - t_{in})$$

$$\Delta t_j = t_f - t_{in} \approx \left( 1 - \frac{\phi_{in}}{\phi_f} \right) \left( \frac{L_f}{v_L} \right), \quad (A.20)$$

where in the second line we have used $L(t) \propto t$, which is valid in the relevant phase-separation regime for bijel formation (viscous-hydrodynamic) [50].

Note that Eq. (A.20) can explain several observations. First, the larger $L_f$, the longer the jamming time, which may help explain the empirical upper limit to bijel channel width [75]. Secondly, the larger the coarsening speed $v_L$, the shorter the jamming time. As $v_L$ increases with heating rate, through its dependence on the temperature-dependent interfacial tension [117], this may help explain why heating faster facilitates successful bijel formation (even for MPs).
Appendix B

Fishtank effect

Figure B.1: The area-averaged mean curvatures (a) and Gaussian curvatures (b) as a function of quench rate, with the three sizes of particles used in the study, after the data has been corrected for the fishtank effect. The absolute values are slightly changed compared to Chapter 4 Figure 4.10, but the trends remain. This analysis was not used in Chapter 4 because of the non-linear effect of stretching the voxels on the accuracy of the curvature measurement protocol, as evidenced in Chapter 4 Figure 4.5.
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