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Abstract

This thesis aims to address several issues emerging in the new digital world. Using Trusted Computing as the paradigmatic example of regulation though code that tries to address the cyber security problem that occurs, where the freedom of the user to reconfigure her machine is restricted in exchange for greater, yet not perfect, security. Trusted Computing is a technology that while it aims to protect the user, and the integrity of her machine and her privacy against third party users, it discloses more of her information to trusted third parties, exposing her to security risks in case of compromising occurring to that third party. It also intends to create a decentralized, bottom up solution to security where security follows along the arcs of an emergent “network of trust”, and if that was viable, to achieve a form of code based regulation. Through the analysis attempted in this thesis, we laid the groundwork for a refined assessment, considering the problems that Trusted Computing Initiative (TCI) faces and that are based in the intentional, systematic but sometimes misunderstood and miscommunicated difference (which as we reveal results directly in certain design choices for TC) between the conception of trust in informatics (“techno-trust”) and the common sociological concept of it. To reap the benefits of TCI and create the dynamic “network of trust”, we need the sociological concept of trust sharing the fundamental characteristics of transitivity and holism which are absent from techno-trust.

This gives rise to our next visited problems which are: if TC shifts the power from the customer to the TC provider, who takes on roles previously reserved for the nation state, then how in a democratic state can users trust those that make the rules? The answer lies partly in constitutional and human rights law and we drill into those functions of TC that makes the TCI provider comparable to state-like and ask what minimal legal guarantees need to be in place to accept, trustingly, this shift of power. Secondly, traditional liberal contract law reduces complex social relations to binary exchange relations, which are not transitive and disrupt rather than create networks. Contract law, as we argue, plays a central role for the way in which the TC provider interacts with his customers and this thesis contributes in speculating of a contract law that does not result in atomism, rather “brings in” potentially affected third parties and results in holistic networks. In the same vein, this thesis looks mainly at specific ways in which law can correct or redefine the implicit and democratically not validated shift of power from customer to TC providers while enhancing the social environment and its social trust within which TC must operate.
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CHAPTER 1:
INTRODUCTION

1.1 Internet as a complex dynamic system

The Internet is the largest global network system that currently exists, called also “the network of networks” because it is comprised out of smaller interconnected networks.¹ Through the Internet extensive information and services are routed every day, to facilitate the communications and services we are requesting from it by any connected digital device. Guadamuz characterized the Internet as a complex dynamic system which is self-organising.² While Internet’s architecture has been proven robust enough through years, it has also proven itself highly vulnerable concerning cyber attacks and cyber crime; including computer viruses, worms, botnets, Denial of Service (DoS) attacks and others. It is an open system that allows anyone to be connected, upload and download information to it, yet giving space for cyber attacks to take place.

As the Internet became a common place for online users globally and since the Internet was not designed for this type of commercial activity, huge problems have been caused both economically but mainly concerning online safety and reduction of the cyber crime.³ Zittrain, in his book with title “The future of the Internet and how to stop it” states that:

“If the Internet had been designed with security as its centerpiece, it would never have achieved the kind of success it was enjoying, even as early as 1988. The basic assumption of Internet protocol design and implementation was that people would be reasonable; to assume otherwise runs the risk of hobbling it in just the way the proprietary networks were hobbled. The cybersecurity problem defies easy solution, because any of the most obvious solutions to it will cauterize the essence of the Internet and the generative PC”.4

Attempts to deal with the growing number of reported cybercrime incidents include legislation, user training, public awareness, and other technical security measures.5 The UK government recognizes the detrimental impact that a cyberattack can have on the economy and the social well being of the country6 and the effect of how nations deal with internet freedom and security. While the legal system struggles to keep up with technology developments and their enforcement and prosecution, the regulation through technology took

---


increasingly center stage.\textsuperscript{7} Rather than prosecuting crime, the focus shifted on communicating architectures that make it impossible to commit crimes in the first place.

\subsection*{1.2 The importance of Security}

Transactions over the Internet such as e-commerce are perceived as high risk; and trust is mostly needed in such cases of high risk.\textsuperscript{8} In the absence of interaction with people who are validated as trustworthy, risk is higher. With technology improving and upgrading online and offline, and as digital crimes increase, consumers seem more and more concerned regarding privacy and security, while researches identify that the primary goal to balance these is by winning public trust. Both consumers and merchants are negatively influenced by lack of trust which leads to failure in the desirably wide deployment of the technology.\textsuperscript{9}

These concerns have been addressed by the research community in a number of studies, using different indices that may affect individuals’ perception

---


on trustworthiness.\textsuperscript{10} Inside the digital world we are currently experiencing every day, there are two evident conclusions:

- that the digital companies will need to find the measures to increase the trust and security that they provide towards their customers;
- technology solutions should be implemented to ensure based on their carrying features protection over consumer’s trust, privacy and security while transacting over the internet.

In the same vein, prior research review suggests that new technologies and frameworks should be developed to address the issue of security, trust and privacy assuring that data are safe while used over the internet, considering the large number of vulnerabilities existing.\textsuperscript{11} While security solutions and technologies have been developed in an effort to deal with security, trust and privacy issues, a unified solution has not been achieved leading Service Providers, Collaborators and Trusted Third Parties to create an unstable and imbalance environment for users.\textsuperscript{12}

Achieving the ideal unified and balanced framework is supposed to include STP policies, technologies, processes and legal aspects all blended together to present the optimal trusted environment. As a step towards the success of a


\textsuperscript{12} ibid., p.2
holistic system that promotes and assures security, trust and privacy in all levels, computer scientists, architects, engineers, designers and developers from large market players have reached to the decision that Trusted Computing is the ideal environment that can meet all the issues.

Internet security is a big problem. In the past, it was left with little success to individual users or companies to keep their own systems safe, leading to a fragmented approach. Guadamuz’s book\textsuperscript{13} shows why such an approach is doomed to failure: if you are part of a complex dynamic network, trying to keep yourself protected while not caring for what happens outside your small sphere of influence is doomed to failure. It tries to deal with individual threats, one at a time, while ignoring that the main security threats match the structure of the network, so that taking out one node at a time won't be successful.

TC emerged as a possible solution to this dilemma. It not only promises to take the weakest link in the security chain - the individual PC user - out of the equation. It also promises to “build up” secure networks in the same way the Internet itself operates - that is, as a complex dynamic system of mutually assured trustworthiness. What seems like an excellent candidate for a technological fix of a major threat to our critical infrastructures is based on a massive shift of power away from individual users to a monopoly of major industry players. There has been, to date, little in terms of systematic reflection or analysis of what this power shift means for our society, the winner and losers, and also, importantly, the role of law to manage this paradigm change in the way internet security is provided.

Legal discussion, to the extent that it took place at all, focused on narrow issues of privacy or copyright law. These are important issues, but we argue that they are only symptoms of a more far reaching shift in the technology landscape. At the same time, uptake and market success of TC was disappointingly low.

Regarding the legislative aspect that should apply for this type of system as well as the implications that appear, an exhaustive discussion follows in the next chapters. There, we will argue that systemic features of the TC philosophy are inevitably creating legal issues for which the current legal system is insufficient. Under the technical issues that we identify in the next chapters, underlying we find fundamental legal and jurisprudential issues that make “scale-free law” difficult to achieve.

TC’s aim is to allow the computer user to trust his own computer and for third parties to trust that specific computer. TC tries to build complex dynamic trust networks “bottom up”, without central, let alone state, oversight or control. If social trust relations in complex modern societies also organize themselves in dynamic complex networks, and if security “travels along” the trust edges in this network - because we only trust those whom we can securely trust, those who are “trustworthy” - the result would be an environment with ubiquitous security, which is the ultimate aim of the TCI. We will show that the TC network will only work when in addition to security and techno-trust, also legally enabled social trust “runs along” the edges that connect the nodes of the network. That is, if for any two connected nodes in the TC network, the parties can trust each other in the computer science sense, and have as a fallback a shared trust in institutions that can apply legal sanctions; we will get dynamic complex networks that are isomorphic to the communication network of the Internet.

14 “It is called scale-free because the same distribution of relationships exists at any scale” ibid., p.27
16 Using base elements to build up a larger system.
1.3 Research questions

With this background in mind, this thesis asks a number of interrelated research questions:

- How can the law make conceptual sense of the technological change that TC heralds?
- Is the disappointing uptake of TC in parts caused by an adverse legal environment?
- How, if at all, can the law reassure consumers and mitigate the increasing power imbalance, while at the same time not disincentivising industry investment in security?
- Which parts of the law, and what type of concepts, are best suited to provide a legal environment for TC that meets the above criteria?

This in turn leads to some tentative research hypothesis:

- The disappointing uptake of TC can in parts be attributed to a divergence of legal, technological and societal understandings of trust.
- Law and technological expertise are both important ways to create trust - but neither can on its own create the type of trust societal acceptance of technology requires. They need to be coordinated so that they can make up for each other’s shortcomings.
- TC is a particularly problematic type of technology for legal regulation as it straddles the private-public law divide. In some ways the TC consortium takes on powers and responsibilities previously more closely associated with the policing function of the state, a public law issue. It remains however a private law entity, and relates to the people affected by the technology mainly through contract law.
- Contract law in modern, liberal market societies plays an important role to foster trust - but is badly suited, for deep conceptual reasons, to promote trusts in networks.
However, some traditional legal concepts, and some emerging conceptions of (private) law itself, might be much better suited to engender trust, especially if they are backed up or complemented by public law regulation. In particular, we can use the law of evidence and procedure to promote trust in the “public law face” of TC; reliance liability and a relational conception of contract law to promote trust in the “private law face” of TC.

1.4 Methodology

To substantiate this thesis’ arguments, the thesis uses mainly an interdisciplinary, conceptual analysis. This analysis looks at legal, technological and societal conceptions of trust, and tries to distill for each some rather abstract, structural descriptions. It then tries to match the respective concepts across the disciplinary boundaries. For the analysis of TC, the thesis relies in addition to academic analysis on the software and hardware specifications as released by the TCG, and discusses them from the understanding of a computer scientist. It then tries to match them with concepts from social and political science, in particular theories of trust in modern society. This is gained mainly through an analysis of classical texts in sociology and the “grand theory” tradition of Weber, Durkheim or Luhmann: What does, according to these thinkers, trust mean in modern society, and how is it generated? Their analysis points to the role of law, and here we take a mix of academic and jurisprudential legal analysis, together with examples from statutory and case law, to gain an understanding of the role of law to build trust. This means in particular that this thesis is not primarily a doctrinal analysis of the legal issue caused by TC in a given jurisdiction. Rather, we take ideas and examples from a variety of jurisdictions as our inspiration or illustration, to gain a more abstract, conceptual understanding of how “the law” thinks about private and public law relations, issues of liability and responsibility.
We then try to match them to the more substantive concept of trust in modern society on the one hand, the techno-conception of trust on the other. We support some of these claims by a limited empirical analysis that tries to understand how the “concept matching” works in practice. For this, we look at the way in which computer scientists actively involved in the development of TC think about and understand the legal environment of their product.

We then argue, following Guadamuz, that if we want to understand the Internet as a regulatory problem, we need to take its nature as a complex dynamic network seriously. To defeat security threats that are parasitic on the Internet structure, and with other words themselves (complex dynamic networks) are typical for a DoS attack for instance, we need “networks of security” rather than isolated security solutions and “gated communities”. In the case of TC in particular, this requires networks of trust relations that are isomorphic to the structure of the internet. If law is needed to support this network, legal trust needs to mirror technological trust in the sense that the network of legal relations, duties and rights has to be isomorphic to the network of technology driven communication relations. In more accessible terms: If my computer trusts your computer because of its technological signature, then I can trust you because of the liability relation between us. We will argue however that classical private law, with its focus on litigation and individual contract relations, can disrupt rather than enhance this network of trust - unless we rethink in more systematic ways the interaction of law and technology.

1.5 TC benefits

The proponents of TC suggest that Trusted Computing promises to provide four crucial advantages: reliability, security, privacy and business integrity. Thus, these guarantee a system that will be available when in need, that will resist any attack once protecting the system itself and the data, that will give the demanded privacy to the user and finally that provides to businesses the ability to interact
effectively with their customers. Also, TC will provide protection from viruses due to the fact that a check will be applied to all files trying to “enter” the system. This is to be done through structuring new applications that give new possibilities to the owners of computer systems and/or end users. One of them is that a TC system can detect files that are unauthorized, such as pirated music or software, or viruses and, delete them remotely. This means that TC could be used to restrict access to everything from music files to pornography to writings that criticize political leaders. This approach is not uncontroversial. Content-owning businesses may wish to prevent end-users doing particular things with files e.g. ripping copyright music files; and employers may wish to control employees’ ability to access and/or distribute information across corporate networks, and so support this functionality. However, individuals are likely to have significant concerns about the effect of such technical solutions on their rights for privacy and freedom of speech. This may well lead possible buyers to refuse to purchase TC systems.

There is clearly corporate support for the TC concept, but it is important that such support should be viewed critically. In an executive e-mail sent to Microsoft employees, Bill Gates suggested that the firm needed to build “a Trustworthy Computing environment for customers, that is as reliable as the electricity that powers our homes and businesses today”.\footnote{Gates, B. (2002, 18 July 2002). Executive E-mail: Trustworthy Computing. Retrieved 26 April 2006, 2006, from http://www.microsoft.com/mscorp/execmail/2002/07-18twc.asp} He went on to suggest that possible goals for TC might include: authentication of users; the inhibition of spam and junk emails that could probably reach to the user as they appear to come from trusted senders; production of software that satisfies the needs of the users either individuals or businesses; and lastly trustworthiness provided to computing experiences. He pointed out that now “making security improvements is an even higher priority than adding features”. This statement would appear to be
somewhat at odds with Microsoft’s previous processes, which appear to have concentrated on adding features to applications rather than building in security features. Given the dominance of its current O/S, Microsoft’s stated strategy with regard to TC may need to be treated with some caution.

Siani Pearson of HP Laboratories in Bristol notes that “the most important aspect for users is that Trusted Platforms provide a low-cost way to trust a software environment for some particular purpose”.\(^\text{18}\) This may be true in principle, and there are certainly other potential advantages for users that she indicates, including hardware-based security, feedback about trust to the user, technological foundation for privacy and trustworthy digital signature; all of which seek to create better user confidence. However, in the light of the literature review, it is arguable that a key element in determining probable cost has not been fully examined: the lack of a discussion of liability issues suggests that there may yet be important "hidden" costs.

Finally, Gehring argues that TCG offers the advantage that it standardises components while building trusted systems.\(^\text{19}\) Standard setting is likely to be a key element of TC; however Gehring’s point also raises questions, not least about the effect of such standardization upon the dynamics of the computing market. There is a significant risk in such a scenario of the promotion of anti-competitive behavior. The personal computing market already faces competitive failures caused by the domination of "Wintel";\(^\text{20}\) adding TC, where 'non-trusted'

---


computers and applications can be frozen out, and unauthorized files can be barred or deleted, without significant safeguards, may only make things worse.\textsuperscript{21}

\section*{1.6 Debates and Concerns}

Given the foregoing, it is unsurprising that Trusted Computing has given rise to number of controversies between its proponents and opponents. This is due to the fact that the aim of TCG will provide more trustworthiness from the point of view of software vendors and the content industry, but will be less trustworthy from the point of view of their owners. Consequently opponents say that cryptographic systems don’t offer enough security for the computer and thus for the user, but instead provide vendors and technology companies with the freedom to make “decisions about data and application that typically have been left to users”.\textsuperscript{22} Proponents state that the implementation and application of technologies that provide trusted computing will increase users’ trust in their

---


ability to protect their systems from malicious code and guard their data from theft.

There are numerous criticisms of TC. As mentioned by Vaughan-Nichols some critics say that TC companies are merchandising the technology because it helps online-content owners enforce intellectual-property policies at the expense of the end user.\textsuperscript{23} On the other hand TC proponents argue that users have the choice of not installing and running the TC technology if they don’t want to use it. Yet, not running the TC technology might mean that such users lose the ability to use applications or download content that will work only with trusted technologies.

Some harsh critics have emerged who will not be easily won over. Richard Stallman, founder of the Free Software Foundation and creator of the well-known GPL open source license is an opponent to TC. He declares that trusted computing or as he brands it “treacherous computing”, will allow content providers; together with computer companies to make the computers obey them, instead of the users. The aim of these companies and TC is to make sure that the computers will disobey the users. In other words, the “computer will stop functioning as a general-purpose computer” and “every operation may require explicit permission”.\textsuperscript{24}

Arbaugh notes TC’s incapability to be used in conjunction with “free” operating systems. This is because, firstly the owner will not be able to load alternate trusted storage root and, secondly, TC does not have the ability to “disable the “extended” capability”,\textsuperscript{25} as a result, the owner will not have the

\textsuperscript{23} ibid., p.18
choice of using any operating system he likes. Consequently, this awaits the danger of circumvention of the GNU Public Licence (GPL). Although GPL requires the TC’s result to be Open Source, to compile and to be able to be verified, the source code will not stand-alone, as a TPM-specific certificate will be necessary. The latter though, is not an uncontroversial issue. Safford in his attempt to clarify any misunderstandings on the TCPA, states that this is a pure invention and that the TCPA chip can have full functionality without the need for a TPM-specific certificate.

Microsoft and HP have stated that both Palladium and TCPA will have an open specification, and Linux can be written for it, yet there are no formal guarantees, and thus Microsoft and/or HP retain the capability at some future point to go back on those statements.

A number of problems will arise from the adoption of TC technology. The foremost problems as stated by the opponents of TC are that sharing will be impossible due to the fact that TC will be used for what they term “Digital Restrictions Management”, so that videos, music and other multimedia can be played only on a specified computer. Secondly, Digital Rights Management (DRM) will be used for email and documents, leading to documents and emails that will disappear, or will not be readable on certain computers. Restrictions in downloading and installing all types of software unless permitted by the TC technology may also cause problems. Critics suggest that TC might threaten Open
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Source Software (OSS) development, as both OSS operating systems and applications may fail to be recognized as trustworthy by TC systems, which will then refuse to run them. In addition, programs that use TC when installed will be able to continually download new authorization rules through the Internet and impose those rules automatically. In such circumstances it is claimed, the computers may apply the new instructions downloaded, without notification, to such a degree that a user will no longer be able to fully interact with their computer.29

It is almost inevitable that TC will cause problems of incompatibility with legacy systems, both hardware and software. As a result, users may find themselves at risk of "forced upgrades" and lost data from old applications e.g. applications whose serial numbers have been removed from support schedules or blacklisted.

Remote Censorship is another “feature” that TC can provide. Applications that delete pirated music or other non-authenticated files via remote-control are possible. It seems likely that, applications that report files that are not authenticated in order to report the user and then remotely delete the files are about to be applied in business models. Anderson refers to this model as “traitor tracing”.30

An additional point is that especially for businesses it will be very hard to swap from TC products to any competitors’ products. Further, after switching into competitors’ products, these products may not work properly on the TC system, or may cause other compatibility problems. For businesses the impact will also be on the economical area. The cost of any swapping between products plus the cost of training the employees for proper use of the new products will be

30 ibid. p.2 Question 2
extravagant.\textsuperscript{31} Although this paper does not focus on this aspect of TC, this clearly has the potential to raise competition law issues - particularly where existing near-monopoly players such as Microsoft and Intel are involved.\textsuperscript{32}

Opponents of TC have not been unaware of these implications, and some have claimed that the reason for Intel investing to TC was a “defensive play”.\textsuperscript{33} By increasing market size, enlargement of the company will be achieved. Anderson points out that “They were determined that the pc will be the hub of the future home network”. Microsoft, they say, was motivated by the aspiration of embedding entertainment into their empire, the perspective of being able to cut down dramatically software copying, and economic enlargement by the cost created by switching software to any similar competitive products.\textsuperscript{34}

Interoperation with other products is another issue that needs discussion. Interoperation will be achieved only where the vendor wants to be applied. Vendors have a very good reason why they would want the latter to happen: because then all buyers will purchase the same product from the same company – so that they can interoperate with each other – and therefore there will be a network effect. In such a market, the leading company may choose not to interoperate with other companies and thus locking all other companies outside this network and all the users inside it.\textsuperscript{35}

\textsuperscript{31} ibid. p.4 Question 6
\textsuperscript{34} ibid. p.4 Question 6
1.7 Objectives

This thesis grew out of an interest with the technical aspects of Trusted computing as the “last best hope” for a secure internet. As a pure computer scientist, I was fascinated by the technological potential, but instinctively worried by the social implications that seem to be neglected. Looking at law as a way to balance out what I still think as a major power grab by an international consortium, I tried to learn enough about the law to make sense of this development. It soon became transparent that law alone also did not provide an answer, making it necessary to learn about social and economic theories of trust as well. This thesis is the result of an attempt by a computer scientist to make, in her own conceptual framework, enough sense of both law and sociology and to understand how it might apply to TC.

This meant in particular that the thesis is interested in legal concepts, which is abstract structures: abstract forms that “match”, in a parallel reading, what computer technology does, rather than a concept analysis of the doctrinal solution of any specific country. For the legal reader, this cavalier attitude to issues such as jurisdiction, or even the more detailed issue of most of the laws mentioned here might be disconcerting. In this case I ask for indulgence and an openness to the type of question that the thesis tries to answer. Not: what does UK law say about the liability of TC providers, but: can law as a system, at least in principle, come to grips with the technological development hate face? In this it takes much in inspiration from Guadamuz’ book on Networks, Complexity and Internet Regulation. It showed how sociological, computer scientific and legal analysis can work in coronation to give account of a phenomenon in general, without getting bogged down in the particulars of a national legal order. For computer scientists, the often parochial nature of law is a cognitive problem: computer programs compile or don’t compile regardless of what country they are in, Law, as I learned, is very different in this respect, and a major challenge was
to develop an account that remained sufficiently abstract and general and yet sufficiently “legal”.
CHAPTER 2:
INTRODUCTION TO TRUSTED COMPUTING

2.1 Introduction in Trusted Computing

This section contains an introduction to the technical basis of trusted computing, using as a case study the Trusted Computing Group as arguably the most influential promoter of this technology.¹ A few comments are necessary to put our argument into perspective: Even though this thesis uses the Trusted Computing Group as an example throughout the discussion, this is not intended to be just, or indeed mainly, an analysis of the TCG. Rather, we consider their solution as paradigmatic for a specific philosophy of Internet security. As commentators have noted, even though trusted computing “seemed” to be a highly plausible answer to various threats of cybercrime, the implementation promoted by the TCG failed to achieve the crucial economy of scale and network effect that would have made it from an incremental technological improvement for specialist applications into a game changer.² But this does not mean that we can or should ignore trusted computing as a subject of legal and socio-legal academic inquiry. First, interest in the trusted computing approach has recently gained new momentum, driven on the one hand by cloud computing and virtualization,³ on the other by the Internet of Things and the specific demands

that autonomous, flexible and decomposable systems pose. The legal issues that we identify in this thesis are likely to reemerge in these new applications of TC. Even more importantly though, the limited success of TC can also be attributed to the divergence of technical, social and legal understandings of “trust”. TC from its inception caused public controversy. Some of this was ill deserved, though partly caused by major mistakes on the side of the TCG to introduce and promote the concept. Others, as we will see, were more serious. TC, if taken serious, would have changed not just some technical details of the way in which computing works. Rather, it would have meant a significant change in the way we relate to our machines, and through them to other citizens of the digital world. By treating
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TC as a mere technical fix, the wider societal implications of TC were ignored, and as a result the “suitability” of the social and socio-legal environment for the approach was insufficiently understood.

Law plays in this picture a dual role. It can hinder the development of TC by exposing TC providers with new and difficult to quantify litigation risks, or it can fail to protect the reasonable expectation of consumers of TC to have remedies in case TC causes them harm. Conversely, it could promote TC by matching or underwriting the technological concept of trust with a legal or socio-legal concept of trust – if as a user, I was entitled to “trust” a computer system as the term is understood in the technology community, and the legal system rewards this trust by protecting the reliance I put into the system through appropriate remedies, then I’ll be much more likely to accept the shortcomings associated with TC. As we will see in more detail, this “matching” or “isomorphism” between technical and legal understandings of trust was never really developed or made fully explicit; something which we claim contributed to the lack of uptake of TC. Crucially though, these problems were not (just) the result of the specific approach the TCG took, though the history, corporative structure and communication strategy of the TCG did not help to instill public trust in their product. Rather, we will argue that systemic features of the TC philosophy itself are inevitably creating legal issues for which the legal system is badly prepared. Some of them are of a more technical doctrinal nature, but underlying them all are fundamental legal and jurisprudential issues which generally make “scale-free law” (in the terminology of Guadamuz) difficult to achieve. To the extent that any approach to cybersecurity is based on “scale free” trust and self-organizing trust networks in the way TC is, law is in danger of being left behind. But as law is left behind, so is one of the major instruments for governments to instill social acceptance and public trust in institutions, as opposed to personal trust between individuals. While in theory, TC as a computing paradigm could work as a purely self-organising, complex network that is based on nothing but individual trust
relations, in reality and in its implementation it is crucially dependent on public trust in the TCG as an institution. It is at this nexus between personal and public trust, Trusted Computing and the Trusted Computing Group as a paradigmatic institution; that the most pressing conceptual issues emerge.

As indicated above, this analysis is less concerned with the TCG as a specific historical and contingent group that tries to make the Internet more secure. Rather, the TCG is seen as but an example, or even an “ideal type”, for the type of institution that may find itself charged with providing Internet security. As an ideal type, we can contrast it to approaches that try to ensure Internet security directly through the state – that approach sees the Internet as equivalent of public roads or “the king’s highway” whose maintenance and security is a core provision of the nation state, and backed where necessary by non-negotiable sanctions. Equally, we can contrast it with approaches that leave Internet security solely or primarily an issue to be addressed by individual users – the approach that gave us firewalls or anti-virus software that individuals have to install, sometimes for payment, on their own machines and can configure to their liking. Similarly, we treat TC as the security paradigm promoted by the TCG as a paradigmatic case for an entire family of programming and development approaches to Internet security. As any approach to Internet security, it has to balance often conflicting demands, including privacy, costs, security, user autonomy and transparency. TC proposes, as we will see, a very specific mix of these characteristics, with different degrees of emphasis on each of them. Some of these choices result in core commitments that can be used to characterize a class of approaches to Internet security. To the degree that these design choices raise interesting legal issues, all approaches that share these features will raise similar challenges. To illustrate this point, a short example that will be discussed in more detail later may suffice. While trusted computing tries to make using the Internet more secure, it is not
what is technically known as “secure computing”. Proudler draws the distinction like this:

- “Secure” is a classification, the result of an assessment to determine that an item does exactly what it is supposed to do, nothing more and nothing less.
- Something can be trusted if it behaves as expected.
- Something is trustworthy if its behaviour is predictable.

We can draw here an analogy from the epistemology and history of science that may help some readers to understand the difference. “Secure computing”, as defined above, corresponds to the Cartesian ideal of security - we can prove, using only undisputable (“clare et distincte”, in Descartes’ words) axioms and equally certain rules of inference, that a given machine will never do anything else but what is expected of it. Trusted computing by contrast is Humean, or maybe Popperian in its approach. It is based on observations and inductive inferences: “Right now this machine seems to be performing as intended, and it also did so in the past, so we probably can trust it for time being.” Once new information comes in, we may have to revisit (falsify) this conclusion, which is tentative like all knowledge. Finally, “trustworthy”, in Proudler’s somewhat idiosyncratic definition, is something that is predictable. Staying with the analogy, “trustworthy” is a judgment that raises Hume’s problem of induction – an extrapolation from past and present observed behavior to the future. He continues this discussion by accepting that trusted computing is less secure than secure computing, but that secure computing is prohibitively expensive, whereas
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6 We assume Proudler means that behavior is trustworthy if it is predictably benevolent. A known fraudster’s behavior might be highly predictable, but only in the sense that we can trust him to be up to no good. In the same vein, we can “trust” Microsoft products to predictably not work as intended but have bugs etc.
trusted computing, while far from being cost-neutral, could benefit from the economies of scale to deliver a higher degree of protection at viable costs. Or in his own word:

“The overwhelming majority of commercial users won’t consider owning secure computers because they are too expensive. Trusted platforms are less secure than secure platforms, but cheaper to buy because they are manufactured in huge quantities, and cheaper to maintain because they can provide variable levels of protection, even when the platform’s software changes. This compromise should promote an increased level of protection in commercial computers.”

The dilemma that he describes here is one that every technological solution to computer vulnerabilities faces – make it too secure, and nobody but the military can afford it, and even they only for the most security critical tasks, or make it affordable, but trade in a bit of security. Every system that opts like the TCG for affordable yet imperfect security faces however two issues – one purely legal, the other a technico-legal problem. The first is a simple question of liability. Because TC is a less-than-perfect solution to the security challenge, things can – and given enough time – will go wrong. At the same time, TC increases

7 Ibid., p.9
nonetheless the costs of computing, as even its most ardent supporters acknowledge. Consumers will only buy TC protected computers if they think the investment is worthwhile – and that means for the vendor to emphasize the added security that it offers. An obvious conflict of interests arises – the advertising department will want to emphasize the protection that the product offers, the legal department will want to put as many liability exclusion clauses into the contract with the customer as possible. But the more aggressive the advertising extolling the virtues of TC is, the more likely customers will believe they have bought actual security, and not just a “trusted” system. The systematic ambiguity between the everyday notion of “trusted” that identifies it with “trustworthiness” with the much more limited meaning that term has in computing circles, will likely exacerbate this problem. At some point, courts may

at the Proceedings of the 6th International Conference on Security of Information and Networks, Aksaray, Turkey (pp. 136-143), ACM.


have to decide if the customer's understanding of what they bought should get precedence over liability exclusion clauses hidden deep in the terms and conditions – especially if any mistake on her side was caused by overselling the security benefits of TC.\textsuperscript{12} Even more problematic, customers might engage in more risky behavior because they consider themselves safe. This problem is discussed in behavioral psychology as the “risk compensation problem”. This hypothesis, which postulates that people will often act more careful when they sense greater risk and less careful if they feel protected, originated in road safety research in the 1970s and is sometimes named “Peltzman effect”. Peltzman had argued that even though road safety regulation should have made driving much safer, in reality no such reduction in accident rates could be found. He attributed this to the fact that in the now theoretically safer environment, drivers were willing to take greater risks that compensated for any improvements the regulations may have had.\textsuperscript{13} While Peltzman had looked at the effect of safety regulation in particular, his idea was soon extended to other form of security, in particular security by design. The relative failure to reduce deadly bicycle accidents despite more widespread use of helmets has been attributed to risk compensation strategies by both bicyclist and car drivers.\textsuperscript{14} Some studies have indicated that the use of helmets in skiing had similar consequences, with

\begin{flushright}


\end{flushright}
helmeted drivers taking greater risks of increased speed. The failure of condom distribution to stem the flow of AIDS as much as predicted was finally attributed by some to risk compensation, where condom wearers had more sexual partners than non-wearers. It should be noted that many of these findings are contested. It is probably safe to say that Peltzman’s own initial idea of a “perfect” compensation where most if not all temporary reduction in risk is ultimately compensated by more risky behavior and a return to the status quo. As Vrolix on one of the most comprehensive meta-studies argued:

"Behavioural adaptation generally does not eliminate the safety gains from programmes, but tends to reduce the size of the expected effects".

---


Quantification of risk compensation is methodologically difficult and the results often contested.\textsuperscript{19} Nonetheless, Vrolix’s meta-study indicates that the phenomenon is real, though its effects can range from the marginal to the substantive. Currently, there seems to be little knowledge on what type of risk environment in conductive or adverse to risk compensation strategies. Despite these difficulties, theories of regulation increasingly accept that empirical studies on the effects of risk compensation are necessary to find an efficient mix of regulatory tools, from law to technological design.\textsuperscript{20} There are at present no studies done for cybersecurity.\textsuperscript{21} This raises the possibility that the game theoretical models to predict cybersecurity risks\textsuperscript{22} and appropriate responses are


\textsuperscript{20} Hedlund, J. (2000). Risky business: safety regulations, risk compensation, and individual behavior. Ibid., 6, pp. 82-89. doi: 10.1136/ip.6.2.82.

\textsuperscript{21} at least the author was not able to find one after an exhaustive database search. The closest match for the purposes of this thesis is Brandimarte, L., Acquisti, A., & Loewenstein, G. (2013). Misplaced Confidences: Privacy and the Control Paradox. *Social Psychological and Personality Science, 4*(3), pp. 340-347. doi: 10.1177/1948550612455931, which however does not deal with cybersecurity directly, but the question of control over one’s information in general.

based on mistaken empirical assumptions. Trusted Computing in particular is a plausible candidate for risk compensation, for the reasons identified above. To the extent that game theoretical models of cyberrisk are used to validate TC, this should be a concern.

Risk compensation also poses a potential issue for legal regulation. Delictual liability will typically involve a “reasonable man on the street” or “reasonable foreseeability”. But it may be in the very nature of “trusted” systems to change our perception of what a “reasonable” person would do and what risks she is willing to take. Behaviour that would be deemed as obviously risky in a non-TC environment may well be deemed as “reasonable reliance on the TC certificate” by a future judge or jury, thus giving risk compensation a legal blessing. We will come back to this issue when we discuss the challenges that TC poses for the liability regime in general. Here we simply note that it is this type of issue in the interface of law and technology – germane to all approaches to cybersecurity that are based on certified trustworthiness – that this thesis ultimately tries to explore, using the TCG as an example.

In what follows we will discuss the history of TC from its beginning, the structure of the organization which developed the TC technology (Trusted Computing Group), and the aims and objectives of TCG.

As more and more of our activities are carried out online, it has become increasingly clear over the past decades that the internet, which was never

security games. Paper presented at the Proceedings of the 17th international conference on World Wide Web, Beijing, China (pp. 209-218), ACM.

intended for this type of commercial activity, is vulnerable to attacks and criminal activities. Infected computers are the main element of a botnet, which in turn enables the type of large scale Denial of Service (DoS) attack that threatens the very existence of the net. Additionally, botnets are a major source of spam, spyware, adware, click-fraud, access number replacements, and fast flux, mostly driven by the botmasters’ financial interests and secondly used in political or military contexts. Recent statistics presented by Eurostat, demonstrate that 31% of internet users in the EU27 caught a computer infection which resulted in loss of information in the last 12 months.
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24 Botnets are networks formed by infected compromised machines which connect to a central server and compromise the host system. The European Network and Information Security Agency (ENISA) – the EU’s cyber security agency, provided a comprehensive report. See also on how to assess botnet threats including various types of best-practices to measure, detect and defend against botnets and recommendations on how to neutralise them, preventing new infections and minimising cybercrime profitability from botnets use. The document also examines the role of governments in the fight against botnets, and points out what legislation is needed and what investment is required. Plohmann, D., Gerhards-Padilla, E., & Leder, F. (2011). Botnets: Detection, Measurement, Disinfection & Defence. In G. Hogben (Ed.), ENISA’s Emerging and Future Risk programme (pp. 153): European Network and Information Security Agency (ENISA).


Recently, most frequently than ever, powerful organised crime gangs target as victims uninformed and unprepared consumers and exploit weaknesses in their computer systems. Attempts to deal with the growing number of reported cybercrime incidents include legislation, user training, public awareness, and other technical security measures. The UK government recognizes the detrimental impact that a cyberattack can have on the economy and the social well being of the country and the effect of how nations deal with internet freedom and security. While the legal system struggles to keep up with technology developments and their enforcement and prosecution, the regulation through technology took increasingly center stage. Rather than prosecuting
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crime, the focus shifted on communicating architectures that make it impossible to commit crimes in the first place.

One such architecture is Trusted Computing (TC), which has been in the centre of technical, social and legal interest over the past 15 years, aiming to be part of our lives in the near future. TC is an approach that aims to allow the computer user to trust his own computer and for “others” to trust that specific computer.\(^{31}\) In a more explanatory way, as Ross Anderson noted “TC provides a computing platform on which you can’t tamper with the application software, and where these applications can communicate securely with their authors and with each other”.\(^{32}\)

Back in 2003, the Trusted Computing Group (TCG) (formerly known as the Trusted Computing Platform Alliance (TCPA)) – a non-profit organization – formed an alliance of promoters like AMD, Hewlett-Packard (HP), IBM, Intel Corporation, Microsoft, Sun Microsystems Incorporation, Fujitsu Limited and of contributors like Canon, Dell, Erickson, Google, Oracle, Samsung, and many more; and initiated the Trusted Computing (TC) project.\(^{33}\) The TCG works on the creation of a new computing platform that would provide enhanced trust to the current platform and aims to develop, define and promote standards to achieve higher security levels for the Information Technology (IT) infrastructure between multiple platforms, devices and networks.\(^{34}\)


\(^{33}\) Full memberships list can be found at: http://www.trustedcomputinggroup.org/about_tcg/tcg_members

2.2 Trusted Computing Fundamentals

Computer Security is the subject dealing with fundamental security functionalities. Researched since the 1960's, it has by now created a substantial literature.\(^{35}\) Trusted computing is a specific approach within the broader area of Computer security. While the term was coined in the late 1990s, some of the basic insights and ideas can be traced back to Lampson's seminal “Protection” paper from 1974.\(^{36}\) Based on these initial studies, the rationale for the emergence of trusted computing has accumulated during the last two decades.\(^{37}\) While computer systems have changed in nature and become more and more ubiquitous, many technical challenges came into sight and led to the realization that system designers must proceed to design new computing systems that offer a higher amount of trust than the currently implemented ones. Prevention of denial of service, the performance of access control and monitoring and the achievement of scalability are just some of the numerous technical challenges that need to be overcome by the current distributed systems. The need for such a platform becomes more imperative by the recognition that it is insufficient to rely on users taking the necessary precautions to protect their systems themselves (by frequently updating firewalls and anti-virus systems) and that the threats and attacks have amazingly increased due to automated attack tools, proliferation of vulnerabilities and increased mobility of users.\(^{38}\) CERT


Coordination Center has reported the extremely large amount of vulnerabilities catalogued until 2008.  

Furthermore, it has been found that software-only security mechanisms cannot provide sufficient protection for the whole system. TC consequently mixes software and hardware based solutions – as we will see this constitutes another cause for legal concerns as the contractual regime for software and hardware differs. A related problem are existing unsecured operating systems that currently do not provide single application isolation - thus reducing to the minimum the platform security level – which is found in diverse environments following the same security requirements. It is not possible to rebuild the Internet from scratch. Rather, to use the metaphor von Neurath used to characterize the attempts by philosophers to clarify language:

“We are like sailors who on the open sea must reconstruct their ship but are never able to start afresh from the bottom. Where a beam is taken away a new one must at once be put there, and for this the rest of the ship is used as support. In this way, by using the old beams and driftwood the ship can be shaped entirely anew, but only by gradual reconstruction.”

Legacy systems are a difficult issue for all cybersecurity strategies, and for TC in particular. At the core of TC is the idea that a computer should only communicate with a system that can proof its trustworthiness – something that
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requires an account of its software and hardware. While it is at least possible to update old software that is not TC compliant, this will typically not be possible with the necessary hardware component. As a consequence, the TC revolution, were it to happen, could make a significant number of existing hardware obsolete. This is not just a problem for public acceptance; it also raises legal and regulatory issues. TC is inherently also a problem for competition law.43 These problems become heightened if TC is “discriminatory” not just against newly developed non-TC systems, where open standards can at least mitigate this problem (and be it at a cost and, as we will see later, never perfectly), but also against past systems that predate TC and can’t be easily upgraded in their hardware part.

In addition to the increasing security threats, the ease with which to write and spread malicious code (even ubiquitously), the vast number of personal computers along with the substantial use and incredible evolution of the Internet during the last 15 years,44 have led to the conclusion that systems with increased security, high confidentiality, integrity, non-repudiation, high-availability and authenticity should be deployed.45 Thus the three basic conditions that a trusted environment, in the computer science sense, must fulfill are: protected capabilities; integrity measurement; integrity reporting, all creating and ensuring

platform trust. Systems covering these aspects are described as “trustworthy”.

2.3 Trusted Computing Group – The History

The Trusted Computing Group (TCG) is a non-profit corporate organization whose stated aim is “to develop, define and promote open standards for hardware-enabled trusted computing and security technologies, including hardware building blocks and software interfaces, across multiple platforms, peripherals and devices”. It was originally formed as an industry working group, by Compaq, Hewlett-Packard, IBM, Intel and Microsoft in January 1999 with the name Trusted Computing Platform Alliance (TCPA). From 1999 until 2003 TCPA released a number of specifications which mainly focused in enhancing trust and security in computing platforms. In early 2001 the first specifications were released, defining the Trusted Platform Module (TPM) as the fundamental component of a trusted platform.

In April 2003, TCPA was renamed to TCG adopting all the specifications released by TCPA and continuing its original development with broader horizons and extending the invitation for other companies to join the alliance. TCG is headquartered in Portland, Oregon, but has an international membership.

---

2.4 Trusted Computing Group – Structure

Most computing industry bodies are structured based on organization structures and governance models defined by bylaws, and TCG is not an exception to that. As mentioned by Berger, the structure includes an open membership model, a board of directors, promoters and contributors, and a reciprocal reasonable and non-discriminatory (RAND) patent licensing policy among members. Thus, this structure enables the expansion and the promotion of open industry specifications. Membership requires a membership fee. This was later reduced for small companies, to enable them to benefit from the work of the group. As we will see in more detail later, in addition to the usual monopoly and competition problems that comes with the territory of standard setting, TC by its very nature risks to exclude “outsiders” from the market. We indicated above the potential competition issues with a TC approach: entities that are not TC certified will be unable to communicate with other TC systems. Our research could not establish if the late concession of a reduced membership fee was an example of enlightened altruism that recognized genuine advantages to have smaller companies “on board”, to preempt competition law challenges, or if it was even the result of external pressure. It is however important to note that this model still potentially deters many developers, especially non-commercial, open source and creative commons programmers.

Potentially exacerbating this issue of exclusions, is the internal structure of the TCG. Currently the members are divided into three main hierarchical groups: at the top are the promoters – essentially the organizations that took the preliminary steps necessary for the formation of the corporation; the contributors – organizations that contribute to the corporation; and the adopters.

\[\text{ibid. p.59}\]
organizations that may adopt some of the technological outcomes of the organization. The last two groups in 2009 numbered more than 130 members, however currently this number has dropped\textsuperscript{52} while TCG is still inviting active member participation.\textsuperscript{53} There is however no legally enforceable “right” to member TCG, let alone to be part of any specific one of the three levels, and no judicial review were a company to be excluded.

Leading members (i.e. promoters) govern TCG via a board comprised of AMD, HP, IBM, Intel, Microsoft, CISCO and Fujitsu. Members (i.e. contributors and adopters) cover a variety of companies drawn from areas like computing, software developers, systems vendors and network and infrastructure companies.

TCG distributes a number of key deliverables containing hardware and software specifications, white papers and other materials that help the promotion and adoption of the specifications. The deliverables aim to help the data management and the digital identities increase security and protection from external software attack and data theft. Furthermore, these specifications offer the ability to be used for more secure remote access.

2.5 Trusted Computing Group and the creation of trust

TCG was formed as a result of the concerns on data exposure on systems; system compromise as part of software attack; and lack of methods to prevent identity theft.\textsuperscript{54} TC is an idea which has evolved from the need to address these

\textsuperscript{52} e.g. Sun Microsystems and Sony Corporation have been withdrawn from their membership in TCG. The first has been acquired and later merged with Oracle and has not renewed their TCG membership since.


issues with security solutions that will mitigate the risks and dangers; and help to increase data management and identity security. Furthermore, its aim is to protect the software and data in computer platforms (servers, desktops, laptops, PDA’s, mobile phones and many more) from external attacks and physical theft and hopes to improve security for remote access. Trusted Computing aims to add on computer hardware’s functionality to “enable entities with which the computer interacts to have some level of trust in what the system is doing”.

This protection is provided by implementing isolated execution environments where software and data will be protected from any interference – not just by third parties but also the owner of the computers. Trusted platforms provide such environments and define the applications that will be permitted to operate on selected data. Additionally, trusted platforms can offer assurances about their behaviour both in hardware and software.

As we indicated above, ‘Trust’ has different interpretations in different disciplines – relevant for “techno-trust” is the definition of trusted systems according to RFC 2828 and discussed further by Balacheff et al. and Mitchell.

Thus, Trusted Systems are systems that can be relied upon to perform certain security policies in an expected manner and in the sense of behavioral consistency: TC “refers to a computer system for which an entity has some level of assurance that (part or all of) the computer system is behaving as expected” for a particular purpose. The outcome ultimately would be to allow the user to ‘blindly trust’ his computer again, without a constant need for self-monitoring. The TCG project is pursuing to allow the computer user to trust his own computer and for “others” to trust that specific computer.62

This very specific conception of trust is not the same as the sociological concept, even though they share some characteristics. We will get back to this analysis below, but first we try to give an explanation of how TC tries to build complex dynamic trust networks “bottom up”, without central, let alone state, oversight or control.

A very concise account of how Trusted Systems give rise to trust networks was recently given by Rosinger and Beer within the project “Smart Nord”, which aims at providing a multi-agent infrastructure for the electric grid of the future. In this complex market, the relevant actors (electricity consumers, producers, storage facilities etc) are represented by autonomous software agents.65 These

64 Using base elements to build up a larger system.
agents coordinate their activities and thus can give rise to self-organizing alliances and conglomerates.

In the process of forming coalitions, several factors need to be taken into account by the software to decide “whom to talk to”. One of them is the decision if another agent or machine can be trusted. The very same mechanism that will enable “benevolent” agents of consumers to build a coalition that then negotiates a bulk discount with a supplier can also be used to form a Denial of Service attack against that very supplier if the agents are malevolent or infected. A model of “trust” then becomes central for the attempt to ensure network security – TC as a security service.

In everyday life, we often base similar decisions on the reputation of the people we interact with – has the person whom we trust with our keys while on holiday a reputation for reliability and will remember watering the plants, or a reputation for dishonesty and will sell our silver?

Since in everyday language, reputation and trust are therefore often synonymous, here an attempt at a clarification for the purposes of “techno-trust”:

In computing, reputation describes the general “objective” understanding of an entity by a community. Within a reputation system, every entity is assigned a unique reputation value, which leads to a centralized approach.

![Figure 1: Reputation representation](image)

In the technology-oriented definitions above, trust was implicitly understood differently. Trust describes the local and subjective opinion of an entity about the behavior of another entity, in particular, as we have seen, if it can it be predicted by that entity. For trust formation, we can then crucially distinguish between
direct and indirect trust, making the “trust relation” transitive. This is a highly problematic assumption to make, both for sociological and technological conceptions of trust. In this type of trust network, every entity has a unique “trust value” or “opinion” about every other entity, which corresponds to a decentralized, dynamic and potentially chaotic network approach.

**Figure 2: Direct (blue arrows) and Indirect (red arrows) trust**

Here the red arrow symbolizes indirect trust, the blue arrows direct trust. If we accept that it takes a network to control a network, this decentralized model is much better suited for controlling security on the Internet, for the reasons Guadamuz noted. A centralized reputation model by contrast corresponds to a traditional perception of the state as “top down” guarantor of security – the reputation is determined by the central control agency (in analogy one can think of the criminal records bureau). All TC systems, independent of the specific
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technological implementation, try as much as possible to emulate the decentralized Trust model.

In the above definition, two aspects are crucial: TC, in the software sense, is importantly a form of "blind trust" – the user doesn't make a personal decision any longer, but relies on his computer to identify other machines as trustworthy, and tell them about its own trustworthiness in return. Second, this trust in the machine is to a degree enforced, and not volitional. To this extend, Lipson's definition that says that we are “allowed” to trust our machines again is potentially misleading. Rather, we have to trust our machines. To the extent that this approach requires trust in the sociological sense, it is the relation between the user and the TCG. The user (buyer of a product) has to trust the vendor/manufacturer that the TC system works as advertised, as she cannot override it any longer (because TC enforces blind trust). So TC regulates/enforces “techno-trust” between the owner and her computer on the one hand, and also techno-trust between the computer and any machine it communicates with on the other. Social trust by contrast is required between the buyer and the TCG that certifies that the product is “trusted” for TC purposes.

Here we encounter a first idea why the specific approach to trusted computing promoted by the TCG may be insufficient, in the absence of positively enabling legislative interference. The disappointing uptake of TC that Proudler et al. identified when he wrote that introducing TC was like “a tug boat to change the course of a supertanker” indicates for us that this social trust was lacking – the market voted with its feet against something that was perceived as a power grab under the pretense of enhanced security. Tellingly and significantly,

---

68 "techno trust" will be used in the thesis as a shorthand for “trust as understood by computer scientists” whenever the context might make it unclear if "sociological trust" could also be meant.

Proudler et al.'s own analysis is different. In their view, reluctant users of TC either did not understand the technology well enough and were misinformed by malicious or ignorant detractors; or understood the technological limitations only too well and waited out for even more mature solutions. In either case, the solution is essentially one of technology: communicate its features better, or improve it to the required standard. The main thrust of this thesis is that this analysis falls short. It doesn’t understand that at least a certain degree of social trust, rather than techno-trust, is still needed if we want complex and dynamic security networks to self-organise, which as Guadamuz indicates is the necessary condition for efficient Internet regulation. TC requires a shift of power to the TCG (or similar organisations). Such a shift in turn requires trust, which can never get fully derived from techno-trust alone, but requires also a modicum of social trust.

For numerous reasons, some indicated above, the TCG never had the social capital on which social trust is based to supplement this foundation. As discussed above, is a cartel, and initially a rather exclusive one. It started as a group of industries heavy hitters, some of which with a notoriously bad public reputation as purveyors of inferior products and bully behavior, deservedly or undeservedly. Some of them faced lawsuits for abuse of market dominant

---

70 see also e.g. Biddle from Microsoft: “We believe our biggest challenge is educating people about the facts of what we are doing. There are many misconceptions about NGSCB, so we are engaging many stakeholders in a collaborative dialogue.” Cited in Vaughan-Nichols J. S. (2003). How Trustworthy is Trusted Computing? IEEE Computer Society Press, 36 (3), pp. 18-20. at p.18.


72 for a balanced analysis from the perspective of PR management, see e.g. Chapman, M. R. R. (2006). In Search of Stupidity: Over Twenty Years of High Tech Marketing Disasters: Apress., especially chapter 2, "Ripping PR Yarns: Microsoft and Netscape."
positions, especially in the EU, reinforcing the perception that they are willing to use their near-monopoly position to force products and solutions on unwilling users. One of the “victims” of a TC revolution could be “amateur” or other open source developers, who cannot afford the TCG accreditation, resulting in a traditional narrative which pitted the romantic heroes of the computing age as David against the Goliath of heartless multinational predators. As indicated above, TC grew out of DRM technologies, another techno-fix for Internet regulation with an exceedingly bad reputation. TC retains the ability to enforce copyright, and some of the consortium members are right holders, undermining any attempt to publicly disassociate TC from DRM. Technological solutions that increase user choice while maintaining the security benefits exist, but they were developed at a stage when the reputation damage had already occurred.

---


76 Vaughan-Nichols op cit p. 19

77 For one such technological solution, see e.g. Cooper, A., & Martin, A. (2006). *Towards an open, trusted digital rights management platform.* Paper presented at the
If social capital is lacking to marshal social trust, why should buyers accept the TCG business proposition? This finally brings in law, as an additional factor. As we will discuss in more detail below, Max Weber famously suggested that in modern, individualistic, pluralistic and market driven societies, personal trust between individuals can or has to be replaced by trust in institutions, most importantly in the law. In the type of society he described, people were not any longer able to base e.g. investment decisions on personal knowledge, bond of loyalty and other emotional relations between borrower and lender, of the type that dominated small-scale rural economies where everybody knew everybody else, and non-repayment would face swift social ostracism. Rather, people learned to trust in laws, and the bureaucracies that enforced them. I can lend you money even if I don't know you, personally, and have no reason to trust you, because a judge (whom I also don't know personally) will if necessary order some other public officials to enforce my claim against you. This requires trust in systems of law and administration, rather than people (or companies). In the case of a security initiative such as TC that is driven by the private sector, this gives a prominent role in particular to contract law. However, as we will see this creates a dilemma, as the very conceptual foundations of contract law, at least classical liberal contract law, are ill suited for underpinning and sustaining complex dynamic networks.

Nonetheless, the relative failure of TC does give a salutary lesson to the wider sociological debate. In recent decades, market and indeed network based models of governance have been postulate as the replacement of legal-bureaucratic


modes of organization. The end of the nation state with its clear hierarchies and expanding bureaucracy was seen as the problem, market and network driven solutions the answer. We lose trust in governments, but trust our Facebook friends, organized and home delivered courtesy of Facebook Inc. However, even our initial short discussion of TC shows that Johan Olsen was making an invaluable insight when he recently argued from a neo-Weberian perspective that legal rationality and bureaucracy should not be seen as a defunct alternative to markets and networks, but an overlapping and enabling mode of organization:

“[this article] questions the fashionable ideas that bureaucratic organization is an obsolescent, undesirable, and non-viable form of administration and that there is an inevitable and irreversible paradigmatic shift towards market- or network-organization. In contrast, the paper argues that contemporary democracies are involved in another round in a perennial debate and ideological struggle over what are desirable forms of administration and government: that is, a struggle over institutional identities and institutional balances. The argument is not that bureaucratic organization is a panacea and the answer to all challenges of public administration. Rather, bureaucratic organization is part of a repertoire of overlapping, supplementary, and competing forms coexisting in contemporary democracies, and so are market-organization and network-organization. Rediscovering Weber’s analysis of bureaucratic organization, then, enriches our understanding of public administration.” 79

TCG, so we argue here, got “the balance wrong” when relying exclusively on market and network driven solutions, with scant regards of the institutional-legal framework. Or rather, the desired network effect failed to materialize also because the market, in the absence of both a credible institutional-legal framework and a pre-existing social trust rejected the model. What is needed

then is in Meuleman's words a “metagovernance” for networks and markets,\textsuperscript{80} an enabling regulatory framework that helps to plug the conceptual gaps between the societal and the technological conception of trust. The third and fourth parts of this thesis will identify two of the “choke points” that such a meta-governance will need to address.

So far, we have focused as a preliminary conceptual clarification on the differences in the way in which computer scientists, psychologists and sociologists understand the term “trust”. On some level, this should not be surprising. Different disciplines develop their own theoretical vocabulary, and as long as everybody knows which definition is operative in a given context, efficient communication is possible.

However, the argument here is somewhat more involved. The claim is that the mismatch between “techno-trust” and social conceptions of trust is a problem for the TCI (Trusted Computing Initiative). The TCI needs, for its product to be successful, social trust. The techno-trust that it delivers instead, falls short of what is needed, and in doing so creates two separate but causally connected issues for law and regulation. First, it causes potentially legal problems for users and wider society, problems that the law may need to rectify. Second, to achieve its aims it needs a more sympathetic regulatory framework that gives consumers better reasons to invest in TC. The two issues are connected: As long as potential users feel that TC exposes them to technical risks without legal redress, or legal risks without giving them the control to mitigate these risks, they will refrain from investing into the TCI model.

The dual challenge that TC poses for law, needs further explanation. We noted above that “trusted” in the computer sense only partially matches the

concept of “trustworthiness” as understood in social life: “trusted” is what the technology gives us, “trustworthy” is what we want.

This raises an immediate legal problem in an environment that relies on contracts as the legal form of social connectedness – that is to say the way customers and TC providers relate with each other on the open market is not by bonds of kinship, shared ideology or tribal solidarity, but through contracts formed freely and through mutual consent. But if a product is sold as “trusted computing” to laypeople, it seems an obvious danger that they will misread it as “trustworthy”. As we discussed above, this might expose them to risk, misreading the level of protection that they are buying. If this is the case, does their expectation merit protection through the law, was it “reasonable”?

This is a classical contract law question, and we will return to it later in Chapter 4. Hidden underneath however is a much more fundamental issue: can any classical, liberal contract law provide the type of relation that is needed for TC to create the networks of security and trust that they intent? In the classical concept of contract law, “privity of contract” implies that contracts are between two parties and two parties only.\(^81\) They are crucially lacking the transitivity that extends a binary relation to third parties – but this is crucial for models of trust as we have seen above. The atomism of contract law that flows from the principle of privity, is in theory inimical to this type of network effect. This was analyzed masterfully by Lewis and Weigert who contrast the Hobbesian “social contract” model as a quintessentially atomistic vision of society with the “holistic” model that is based on trust:

> “Trust functions as a deep assumption underwriting social order and is not reducible to individual characteristics. Changes in trust alter

social relationships. The study of power, exchange, family, and politics illustrates how trust constitutes social reality as emergent and holistic.”

By framing (with necessity) their relation with their customers as one governed by classical contracts, TCI from the beginning counteracts the very network effects its product aims to create. It reduces trust to binary, non-transitive relations that cannot in principle form the basis of a complex and dynamic system. They can’t be complex, because they are lacking transitivity and with that holistic network effects, and they can’t be dynamic because classical contract law focuses exclusively on the “magic point in time” when the contract is concluded through the meeting of the minds. Once the contract is concluded, it remains static, a historical event that lacks the flexibility to adopt dynamically as the network grows. This brings back the more empirical point we made above. TCI, so we argued, lacked the social capital, the public trust; that they would have needed to make their approach a success. But it also goes in radical way beyond the TCI, and affects all attempts to generate social trust through techno-trust. Even if the TCI had been run by the Creative Commons movement and been chaired by Mother Theresa (or even Linus Torvalds himself) and mustered the necessary social capital so that people trust the product, this would still have meant a personal relation between TC provider and individual customers only, not, as is needed, an ensuing trust between customers. Or, as again Lewis and Weigert put it:

“This “social trust” helps us understand the formation of interpersonal relationships, the difference between economic and social exchange, and the discrepancy between attitudes toward society and toward particular institutional actors.”

83 ibid., p. 455.
It is not, therefore, just the trust relation towards a particular institutional actor, here the TCI, that is the issue. Rather, holistic trust, and that is trust in the form of a network where everybody is ultimately connected with, and trusting in, everybody else is at stake. Economic exchange relations (“buying the TC product”) and the (contract) law that governs it cannot in principle achieve this, there will always be, so Lewis and Weigert, a “discrepancy” between the two.

Where we depart however, from their analysis, is in our instance that there is an important and indeed constitutive role to play for law. This is the neo-Weberian aspect we mentioned above. Formal rationality and “trust in institutions” is not sufficient, it needs also a “thick” substratum of pre-existing trust, even in modern, particularized and pluralistic societies. However, in this type of society, trust will never be all-encompassing enough to work entirely without a legal system to reinforce it. We therefore still need the law but the right type of law, one that does not dissect holistic relations and reduces them to binary ones, but one that “follows” and even “enhances” transitive and dynamic network foundations. On the level of specific legal instruments, we will argue that “reliance liability” is exactly the type of private law concept that can turn intransitive contract relations into transitive, network-supporting ones. On the level of legal theory, “relational contract theory” has opened up a way to think about contract relations that is not any longer a one-off, static and atomistic relation.84

In the remainder of this chapter however, we will continue to lay the foundations for this analysis, by attempting a “parallel reading” between the technical aspects of TC and the sociological reflection on the interaction between trust and law.

To recap, we identified in the introduction the problem of network complexity as the “hard challenge” for Internet regulation. If social trust relations in complex modern societies also organize themselves in dynamic complex networks, and if in addition, security “travels along” the trust pathways (the edges) in this network - because we only trust those whom we can securely trust, those who are “trustworthy” - the result would be an environment with ubiquitous security, which is the ultimate aim of the TCI. In this world, security is not imposed top-down through central fiat, but is itself an emergent network property which, as we understand by Guadamuz, is likely to be the only efficient way to “tame” complex dynamic systems.

As we argued, this however raises several problems. The first two relate to the antecedent of the above claim, and raise issues of sociology:

a) are social trust networks self-organizing, complex dynamic systems?

b) does “security” in these systems follow trust?

c) If we can answer these two questions in the affirmative, the next question addresses the relation between the two conceptions of trust:

d) are the network effects that Trusted Computing aims to create, despite the different conception of trust, isomorphic to the trust networks we find in society?

If the answer to this question is yes as well, then we would have good reasons to belief that TC-type solutions can indeed result in ubiquitous security as an emergent feature of the communication network (at least if they come from a provider who is in turn both trustworthy and trusted). However, we have reasons to doubt all three of these premises, at least to a degree. This, in our view, is where law as a mode of regulation comes into the picture and plays a crucial role.
Trusted Computing is associated to two of the four modes of the square of regulation proposed by Larry Lessig.\textsuperscript{85}

![Square of regulation proposed by Larry Lessig](image)

**Figure 3: Square of regulation proposed by Larry Lessig**

It is, first and foremost, a paradigmatic form of regulation through Code. The software architecture itself will tell you (or rather, your computer) what you can and cannot do and to which other machines you can or cannot speak to. However, at the same time it is also a form of regulation through markets – or at least depends on market rationality supplementing it. The relative lack of success of the TCG was less a result of technological problems, more a lack of market enthusiasm and uptake. As discussed above, the underlying idea of the TCI here was to compete initially with non-TC products on a mix of security and costs: more secure than its competitors, but not as much more expensive, than a secret solution of the type developed for the military and critical infrastructure. Since this compromise, so the TCI, has a rational balance between costs and benefits at least for some actors, a rational market should take up TC for some applications – those that are not so critical that they require more than TC, but not so trivial
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the additional costs of TC are prohibitive. Only when the market uptake reached a certain threshold would the network effect inherent in the technological model take over and push non-TC products out, resulting in ubiquitous security. Even the “trivial” applications, machines or products that do not merit on their own investment in TC need to be able to communicate with the more safety critical ones. But TC only allows trusted machines to communicate. This will eventually force all applications to be at least TC compliant, or risk to get isolated in some small “high risk” pockets.

We argue that part of the problem with TC and the TCG is that their technological conception of trust is on its own insufficient to develop the complex dynamic networks that the more substantial sociological concept of trust entail. What is needed in addition is an ecosystem of legal norms that supplement TC. Using ideas going back at the very least to Max Weber and his analysis of the role of formal law in modern, market driven societies, we will show that the TC network will only work when in addition to security and techno-trust, also legally enabled social trust “runs along” the edges that connect the nodes of the network. That is, if for any two connected nodes in the TC network, the parties can trust each other in the computer science sense described above, AND have as a fallback a shared trust in institutions that can apply legal sanctions; we will get dynamic complex networks that are isomorphic to the communication network of the Internet. However, as we will see, there are systematic problems with the very concept of law that makes this a difficult proposition to achieve.

### 2.6 Technical Analysis of Trusted Computing technology

#### 2.6.1 How the Trusted Platform works

In this section, we look in more detail at some technical aspects of Trusted Computing as exposed by the TCG that will inform our discussion later on. At the same time, we will provide a “running commentary” on the relation between the
technological and sociological conceptions of trust, analyze the degree in which they match, and indicate legal implications. Trusted platforms provide a technological implementation and interpretation of the factors that must be simultaneously true in order to achieve “trust” and are defined by the TCG:\textsuperscript{86}

\textbf{“Unambiguous Identity”} - In the words of the TCG:

In order for something to be able to be trustable it must be unambiguously identifiable, thus every component of a Trusted Platform must be known and identifiable. In the case of a software component, a hash of that software file provides a very useful and practical means to identify that component.

The emphasis on unique identities as a source of trust illustrates several important issues and highlights some of the conceptual problems that bedevil the TCI approach to trust. Indeed, the sociological concept of trust could be argued to arise in situations where unique identifiers are the least relevant criterion. Often, I will trust a person not as an individual, but as a member or representative of a specific group. Theories of the evolution of cooperation for instance have postulated that we can understand the emergence of religion as a means to establish trust in situations where there is no previous personal relations, no “identification” in this sense, and no past experiences that could form the basis of trust.\textsuperscript{87} Remember in the discussion above, we suggested that “trust” for TCI is ultimately a Popperian, “past experience” based approach. I trust a person because I can (re)identify him as the agent of past, benevolent behavior – he carries a good reputation. This indeed makes the ability for re-identification essential. However, this already presupposes a considerable degree of closeness. He must trust me enough, and I must trust him enough, to be allowed close up to observe his actions. (We note in passing that the privacy concerns that have been...

\textsuperscript{86} TCG. (2006d). TCG Infrastructure Working Group Architecture Part II - Integrity Management v1.0. In T. Hardjono (Ed.), (Revision 1.0 ed.).

raised about Trusted Computing have in part their root in this need to share information about past behavior that can be traced back via unique identifiers to an agent).  

However, in an Internet context, why should I allow even this level of disclosure about me to third parties, who I do not know personally, who can be in a different jurisdiction and for all I know can be a dog? Early societies, before the modern administrative state and the rule by formal laws, faced the same dilemma. Trust was a given to the small number of family members who knew each other intimately. But as soon as a stranger approached, problems began. How can he be trusted, when we do not know him, have no way to identify him and also can’t risk to have him close enough for an extended period of time to observe if he consistently behaves benevolently? According to some influential sociological theories, this is where a new form of trust emerged, born out of necessity. When it is impossible to identify the stranger as an individual, a method must be found to identify him at least as a member of a group that shares certain normative commitments. If I can identify the stranger therefore as a member of my religious group, then a “trusted third party” ensures mutual rule compliance - in this case of course an omniscient and highly punitive observer, who ensures that any gain one of us can make by cheating or injuring me, the other is outweighed by divine punishment.  

Crucially for our topic, this new form of trust is not any longer a binary relation between just two people based on personal
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acquaintance or prior observation, but forms a holistic network. The neophyte
whom I recruit to the religion acquires instantaneously trust, and with that co-
operation, from all other members of the group, since the “recruitment” relation
is transitive.\textsuperscript{90} Since group membership earns cooperation and trust from all
other group members, there is an obvious danger that a free rider will try to fake
membership. Trusted computing, unsurprisingly, faces the same problem:

“Therefore, attacks that result in the compromise of the endorsement
secret key (or any other key) should be expected to occur frequently,
when trusted platforms are used, for example, in high value
transactions or DRM applications. Recovery of this key allows
attackers to create a virtual trusted platform that is entirely under
their control. Publication of a valid endorsement key pair would allow
widespread impersonation of the trusted platform, without the trust.
The TCPA specification acknowledges that “the trustworthiness of the
architecture is vulnerable to the compromise of a single TPM
endorsement private key”.”\textsuperscript{91}

Societies however found an ingenious solution to this problem, which at the
same time also made unique identification of a person unnecessary. It was
typically possible to deduce the relevant group membership of a stranger from
what he wears (or not wears) and eats (or not eats). He demonstrates seriousness
by forgoing certain benefits, e.g. by refraining from eating types of food (pigs,
cows etc.) despite scarcity, so giving a “costly signal” that he is not a free rider.\textsuperscript{92}

\textsuperscript{90} This is of course also the model of Pretty Good Privacy – more on which below.
\textsuperscript{91} Reid, J., Gonzalez Nieto, J., Dawson, E., Okamoto, E. (2003). Privacy and Trusted
on Database and Expert Systems Applications (DEXA’03) (2003), Washington (pp.
383-388),IEEE. section 3.2.
\textsuperscript{92} see e.g. Henrich, J. The evolution of costly displays, cooperation and religion.
Explaining Religion without Explaining it Away: Trust, Truth, and the Evolution of
Cooperation in Roy A. Rappaport’s "The Obvious Aspects of Ritual". American
These “taboos” then become internalized and form the substratum of holistic, society wide trust. TC, by contrast, has no method to re-create this costly signaling. Rather, it follows the solution that the modern nation state adopted as an alternative approach to the same challenge. The modern, centralized nation state became a competitor for trust relations built on blood ties, religious or other “tribal” affiliation. In that environment, state issuing of Identity cards that give each citizen a unique identifier (e.g. the national security number) became necessary. The role of the citizen, her entitlements and status, is now fully determined by formal laws – Max Weber’s modern bureaucratic model of governance. In that environment, being able to identify myself as myself is sufficient and necessary to trigger a broad range of legal consequences and reactions. The need for personal trust diminishes proportionally – I trust the ID issuing authority, my relation to the person is thus identified, my obligations and rights towards him follow suit.93

It was only recently, with postmodernity becoming a major topic for sociology, that sociologists rediscovered the irreducible importance of personal trust relations. Trust became important precisely because formal rational law, top down bureaucracies and the understanding of personhood as one of “formal equality before the law” reached its limits.94 “Identity politics” introduced a very different notion of identity, one where the individual is identified not through unique personal identifiers that are as a matter of regulation assigned to


94 For an illustrative example see e.g. Bosniak, L. S. (1988). Exclusion and Membership: The Dual Identity of the Undocumented Worker Under United States Law. Wis. L. Rev., pp. 955-1042. Illegal immigrants are an ideal test case for this system – they lack the right type of identification certificate, and hence become “invisible” in such a system. Personal or “thick” relations of trust do not matter for the way in which they communicate with the state or their employer.
everybody, but highly contextual properties that are used to negotiate group membership ("me" as a mother, a person of colour, a Christian/ Muslim/ Hindu). Who I am is less important than what I am – or, maybe crucially for this thesis, which networks I am a member of.

That sociology after the 1950s rediscovered trust as a major theme for study \(^{95}\) which was partly caused by an increasing recognition that the Weberian model of the liberal state under the rule of law, was insufficient to account for the actually observed social dynamics: pre-modern modes of trust had never fully disappeared, but continued to underpin much of societal interaction. The idea that social exchanges require at least some non-contractual element can be traced back at least to Durkheim's work in the 1880s and his analysis of the interaction between law and religion. \(^{96}\) But it was the post-modern, heterogeneous societies that make this type of trust increasingly fragile, contested and problematic – rekindling in some of the foremost sociologists of this era such as Talcot Parson's the interest in Durkeim's work and the role of trust. \(^{97}\) Parson thought that "trust" was an essential ingredient to guarantee social stability and order. He realized however that in pluralist societies, this was a potential problem – how could trust be maintained in a society of increasingly isolated and atomistic individuals who might feel allegiance to certain group interests, but not society as a whole? \(^{98}\) This

\(^{95}\) In that sense, "trust" was advocated as an alternative to the Weberian model of modern capitalist society e.g. by Luhmann, N., Davis, H., Raffan, J., Rooney, K., & Luhmann, N. (1979). *Trust and Power: two works by Niklas Luhmann*: Chichester : Wiley, 1979.


\(^{98}\) This is another aspect of the "hard" problem of trust for the Internet, which is discussed intensely in e-commerce literature. It is not possible to do justice to this
Janus face of trust as a network of intra-personal relations based on things other than nationality came to the fore with the civil rights movement and the “identity politics” that it foregrounded. Taking again religion as our example, the Westphalian peace accord had created homogeneous societies where the head of state determined the religious identity of the entire polis. But religious conflict below the level of the nation state continued, and some might argue, increased, in the modern state – see the example of Northern Ireland, or the Shia-Sunni violence in nation states in the Arabic world. A tool (religion) that has its evolutionary roots in fostering cooperation had increasingly become a hallmark for divisiveness and fragmentation. Liberal societies reacted to this by recognizing some of these groups also in law, e.g. in affirmative action programs. But for the rule of law and legal regulation, this poses a challenge, as this concept of trust seems to rely on a conception of identity that in turn is incompatible with the rule of law and the idea of formal equality.99 This led to a second wave of sociological thinking about trust, one that did not take any longer its stabilizing role for granted. The most important contribution to this discussion was itself based on systems theory and the early cybernetics of Norbert Wiener, Niklas Luhmann’s system theoretical analysis of modern society.100

discussion within the confines of this thesis, though we will revisit it briefly when we discuss reliance liability in chapter 4. There, we will look at trustmarks as the analogue for TC in an e-commerce setting. For the general debate on the generation of trust in e-commerce, the reader is referred to one of the most widely cited contributions, Gefen, D., Karahanna, E., & Straub, D. W. (2003). Trust and TAM in online shopping: an integrated model. MIS Quarterly, 27(1), pp. 51-90.


With Luhmann, we encounter a sociological thinker who is probably most attuned to frame the issues we encountered in terms of complexity and networks. For Guadamuz, Luhmann’s concept of autopoietic law shows how we can think of regulation in ways other than top-down, “command and control” regulation:

“It is easy to see how the concept of autopoiesis is useful from a regulatory perspective, as it helps to explain how regulatory processes emerge, evolve and act as self-organising agents in society. Autopoietic regulation could be seen as an internal ordering force; organic, dynamic, and self-organising. This would contrast a more structured and hierarchical view of regulation known as “command and control” regulation, where governmental bodies serve as the organising force exerting control in a top-down manner.”\textsuperscript{101}

While appreciating Luhmann’s contribution, he urges nonetheless caution:

“Having said this, it is essential to note that there appears to be a clear split between the understanding of autopoiesis in legal systems and the concepts of self-organisation and emergence studied in the previous chapter. While Luhmann repeatedly uses examples from biology to describe autopoiesis, and his concept of self-organisation matches that used in the physical sciences, it is clear that autopoiesis is very much a social theory. With few exceptions, the theoretical study of autopoiesis is devoid of the mathematical treatment and the wealth of evidence into self-organisation involving information theory, phase transitions and emergence described in Chapter 2. It is almost as if the social sciences and the physical sciences arrived at the same conclusion following entirely different paths.”\textsuperscript{102}

We cannot here attempt the cross pollination that he calls in as a desiderata. For our purpose, what is important is the role that Luhmann assigned to trust in the constitution of social systems and the autopoietic emergence of order:

\hspace{1cm}
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“Trust, by the reduction of complexity, discloses possibilities for action which would have remained unattractive and improbable without trust - which would not, in other words, have been pursued.”  

Trust is one of the ways complexity is reduced. Reduction of complexity, by distinguishing an “inside” from an “outside”, is in Luhmann’s sociology the main function of systems. We have seen how trust can reduce complexity above – when encountering a stranger, instead of dealing with the infinitely many possibilities that his “identity” presents, I can reduce the complexity of my decision making process on whether to cooperate with him by seeing him as a mere representative of a group – a group that is either “inside” my own system or “outside” it (in which latter case, I stop caring). The moment I bring in this way “the outside in” and relabel the stranger as a component of my system, I have also reproduced that system – one of the key functions of systems being their constant. With other words, communication within a system selects a limited amount of all information from the outside that is available in theory. The stranger has a specific height, size, eye colour, manner etc. None of these infinitely many attributes matter, only those that have a specific “meaning” (in German, *Sinn*) – here those attributes that identify him as member of my religious group. This way the distinctive identity of each system is constantly reproduced in its communication, by distinguishing between what is and what is not considered meaningful. This is what Luhmann calls auto-poiesis, literally, self-creation, reproduction from elements previously filtered from an over-complex environment. Identity then, is not a condition for trust as it is in Trusted Computing. Rather, the converse is true: trust creates identity by allowing
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systems to selectively ascribe meaning to the information that it acquires from its environment.

Against this background, the focus of TC on unique and “official” modes of identification reads like a throwback into times where trust, as understood in sociology, was precisely not what was needed to ensure security. It bears the marks of top down, bureaucratic regulation, not bottom up network centric emergence through self-assembling network interactions. When it talks about trust, it means in fact something more akin to reputation, and as we discussed above, reputation systems do not form natural networks. In the context of the Internet, we can see this also by contrasting “Trusted Computing” with an approach that matches much more closely the transitive trust relation described above. There we used as an example how a trusted member of a group can “bring in” strangers by trusting them – proselyting in the pre-modern society. In the Internet society, we find the very same model in the Web of Trust that underpins Pretty Good Privacy. As Zimmerman put it:

“As time goes on, you will accumulate keys from other people that you may want to designate as trusted introducers. Everyone else will each choose their own trusted introducers. And everyone will gradually accumulate and distribute with their key a collection of certifying signatures from other people, with the expectation that anyone receiving it will trust at least one or two of the signatures. This will cause the emergence of a decentralized fault-tolerant web of confidence for all public keys.”

This is the direct digital equivalent of joining a religion through e.g. a baptism by a trusted member of that religion, or joining an exclusive club on the recommendation of a member. Trust travels in this model along the nodes of the network, creating a “web of trust”.

We face with other words a conceptual paradox: to build (what it perceives as) trust, TC relies on a concept that is in sociological terms seen as a
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diametrically opposed mode of regulation. While the Web of Trust has been
described as a network centric approach that beat governments and their
traditional mode of regulation, the TCI reproduces traditional modes of
governance, just with a private sector conglomerate taking the role of the
executive. This is not just an abstract philosophical speculation. It helps us to
understand better the legal and regulatory issues that TC creates, and also its
relative failure. If TC is despite its name more similar to traditional forms of
regulation than network centric, self-organizing regulation, then the legal system
needs to take account of this – reproducing e.g. the constraints under which
governments operate. This will be a key theme of chapter 3, where we will indeed
argue that TC is best understood as privatization of centralized government
functions, not a decentralized, emergent network governed by free contractual
association only.

Unhindered operations: The next core concept of TC is that of “unhindered
operation”, which we encountered already above when discussing the techno
concept of trust. According to the TCI, something can be trusted:

“if it behaves in an expected manner for a particular purpose. A
component of a Trusted Platform has been designed to perform a
particular task and follow a designed behavior. That component must
be able to operate without interference from other components or
processes within the platform. In order for a given component to even
begin to operate, it must not be (allowed to be) subjected to tampering
within the platform.”

We discussed the “Popperian” element of trust above. With its
epistemological counterpart, it shares the problem that the more complex a
system is, the more interlocking parts it has, the more chaotic and unpredictable
it can become. The idea behind this concept is seemingly simple and based on the
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lessons learned with popular computer systems such as Windows. A typical security problem for Windows was Privilege Escalation.\textsuperscript{108} Privilege Escalation essentially means that a computer is only as secure as its weakest link. Once a bug or configuration oversight in one component was identified and the component taken over by an adversary (say a flaw in the media player application), it was often possible to gain elevated access to resources that are normally protected from an application or user and thus control the entire machine. TC addresses this issue by preventing access to parts of the system that are not needed for the operation of another.

To use a societal analogy: I might be able to trust you, personally, on the basis of your past behavior. I might not trust in the same way the people you associate with in your social circle. If I now have reasons to worry that they will influence your behavior towards me, I cannot any longer predict if you will be benevolent or malevolent. To extend this analogy even further, I might trust you and your wife. But I also know that there are “hostiles” in the environment who might have kidnapped your wife to force you into malevolent behavior against me. This was the reality for computer security in the past: a hostile agency could get access to one component part such as a media player (the wife, in our analogy), through escalation of privilege gain access to the root of the entire computer and from there control all its component parts, eventually using it for a Denial of Service attack.

TC restores the ability to trust a computer by reducing this complex interaction – to be trusted, operations have to show that they are unhindered. In our analogy, you have to show first that your insalubrious contacts did not and could not affect the way you will fulfill your obligation towards me.

Above we argued that the TC understanding of trust does not lead to organic, self-organizing networks as it is not based on a transitive trust relation. Here TC goes a step further, and actively prevents (certain forms of) transitivity, preventing this way the spread of harm.

**Attestation:** We encountered the final core component of TC above. There, we argued that if we want to predict future good behavior, we need a way to certify past good behavior. In the words of the TCI:

“In order for something to be trusted, there must be some way of verifying consistent good behavior of that thing. That is, for a Trusted Platform to be trustworthy, there needs to be some means for that platform to report (to the external world) its integrity state (as a whole), which is a function of the integrity state of each component that make-up that Trusted Platform.”

TPs are optimized for the protections and processing of private or secret data. They have isolated execution environments, where software/data is protected from external interference and they can offer assurances about their behavior (hardware and software environment). The need to build attestation into a TC solution, immediately leads to one of the core legal issues of this thesis. If someone acts in reliance of such an attestation, and the attestation was unwarranted (as we discussed above, TC does not guarantee perfect security) is there any redress for the reliance placed on that attestation? Here, more than in the other two core ideas, legal and technological issues are not only closely linked, but structurally isomorphic. In the TC world, security should follow trust along the arcs of the network. Given the “imperfection by design” that the cost-benefit analysis of TC entails, does liability follow the same arcs, and if so, does it have
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the potential to enhance or even create the trust? Due to the centrality of the concept of attestation for this thesis, we will now look into it in more detail.

### 2.6.2 Direct Anonymous Attestation Protocol

The core of the TCI hardware is the protocol which implements attestation, known as Direct Anonymous Attestation (DAA). From its name we can derive the basic logic of the initially planned protocol which implied:

- proof without a Trusted Third Party (TTP) involvement (Direct);
- non-disclosure of the identity of the signer (Anonymous);
- requirement of statement or claim from a TPM (Attestation).

It is capable of “remotely prov[ing] that a key is held in some hardware device and provid[ing] a strong authentication combined with privacy protection”.

The DAA is standardized by the Trusted Computing Group and implements a number of applications, such as use of a cryptographic key for authentication of the OS as secure, secure access to networks and services, and ease of key management in companies.

Furthermore, the DAA is based on a state-of-the-art group signature scheme; it relies on the Diffie-Hellman cryptographic key-exchange to protect the user’s privacy. Diffie–Hellman key exchange is a method to exchange cryptographic keys over a public channel, and one of the earliest examples of such a key exchange in cryptography. Crucially, it allows two parties that have no prior knowledge of each other to jointly establish a shared secret key over an insecure channel.
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channel. Once again we see here the very specific understanding of “trust” in TC at work: we mentioned above from a sociological perspective the challenge for modern societies with their high degree of heterogeneity, isolation and anonymity to sustain the trust levels needed to allow transactions to take place. They posed a fundamental paradox: In order to trust you, I have to know you. In order to know you, I have to communicate with you. In order to communicate with you, I have to disclose some things about myself. But in order to be able to disclose things about myself to you, I need to trust you. How then, is “social control of impersonal trust” even possible? From the field of sociology, a for us interesting answer was given by Mark Granovetter, who argued that "concrete personal relations and structures (or 'networks') of such relations" in which economic action in modern industrial society is embedded remain an indispensable element to explain security and economic stability in modern societies. For him, examples of such embedded structures are social networks such as trade associations, professional organizations and also “quasi-firm arrangement that reflect long term associations between contractors and subcontractors”. The TCG, as an institution, is of course just such a “quasi-firm arrangement that reflects a long term association between contractors and subcontractors”. However, as we argued above, this embedded network does not extend to the outside and “brings in” the customer of the TCI – a problem to which we will return later. Rather, that external relation is governed by a reliance on classical contract law.


Granovetter contrasts this “embeddedness approach” against both “neoclassical” and “reformist” conceptions of economic action. The former relies, so Granovetter, on an “undersocialized”, the latter on an "oversocialized" explanation. In a nutshell, we can make sense of this idea when we go back to Lessig’s square of regulatory modes introduced above. “Undersocialised” regulation is regulation by law only, the classical, Weberian model of the formal rational law. “Oversocialised” regulation is regulation that relies mainly or exclusively on appeals to morality – the "social norms" aspect of Lessig. Instead, Granovetter argues that we are always already embedded in social networks which ensure that we unthinkingly always interact with others, without having to reflect on either type of normative system.

For the Internet, this poses a problem – while there are of course numerous “embedded” networks, in particular social media, we cannot take such a pre-existing connection for granted. This becomes particularly problematic for Trusted Computing. The one thing TC does NOT trust in, are human users. Rather, the tendency of humans to make the wrong “risk decisions” when dealing with technology and security (not updating anti-virus software, disabling firewalls when they slow down performance etc.) is a problem that TC tries to address through automation. This is one aspect of the “unhindered operation” discussed above: a system that is supposed to have a firewall has to prove to a communication partner that the security operates “unhindered by its human owner”. Machines decide which other machines can be trusted. But machines lack social embeddedness of the kind Granovetter describes. Regulation by code then has to replace this embeddedness. It ensures that we, or in the case of TC, our computers “do the right thing” and communicate without having to rely or to think about any set of rules external to that communication.

The specific element of regulation by code discussed here, secure cryptographic exchange protocols such as Diffie-Hellman, break in particular the “trust paradox” outlined above. They allow two parties that have no reasons to
trust each other whatsoever to communicate nonetheless, protecting their privacy in the process, and thus opening up a channel that can then lead to lasting trust based on observed past performance.

The aims of the TCG are materialized by integrating a trusted hardware module (TPM) into a platform (e.g. a mobile phone, a laptop). Security is essentially a combination of hardware and software. The hardware forces secure behavior that is not subject to “hacking”. The software (also) certifies that the secure hardware is in place and has not been physically tampered with. This mutual interdependence between hardware and software causes some legal problems if we try to classify “Trusted Computing” as a commercial product – is it a service, hardware or software? From the computing perspective, this distinction becomes meaningless – security is the union of these three. But law’s categories are not best suited to handle this type of interdependent entity, as we will discuss later.

Here, we discuss some of the more abstract issues that this approach generates. A user of the platform communicates with a verifier who wants to assure that the user uses the platform containing the specified TPM. However, the user wants his privacy to be protected and therefore requires that the verifier only learns that he uses a TPM, but not which particular one. Initially, TC tried to avoid any third party - the security of a system resides in its hardware, and the system’s own software guarantees this. As it runs on a secure hardware, this self-attestation in turn cannot be manipulated or forged, resulting in the theory of a “virtuous circle”.

However, it soon became obvious that this approach was not possible. Full anonymity and “trust” seemed to be irreconcilable. We encounter here another version of the paradox of trust discussed above. In “trusted mode” a party (typically called “Bob” in the informatics literature), wants to communicate with another computer (Alice) so that Bob can trust Alice to run only un-tampered hardware and software. This will assure Bob that Alice will not be able to use
malicious software, either intentionally or because she in turn was victim of a malicious hack, which could in turn, infest his computer and compromise sensitive information. But to do this, Alice has to inform Bob that she is using registered and probably safe software and hardware, thereby potentially uniquely identifying herself to Bob. In essence, Alice tells Bob everything that runs on her computer in a way that can be verified by Bob. As a real world analogy, we can think of allowing a potential business partner to have his staff search our house before he visits us for contract negotiations.

Sometimes, this is surprisingly unproblematic. During online banking transactions over the Internet for instance, I want my bank to be able to identify me anyway. Here, pre-existing social trust fills the gap technology alone can't fill. Several of Granovetter's factors for embedded social relation come into play – from the Financial Service Authority to a more nebulous belief in the professionalism of a large bank. But in many other types of communicating activities people require the anonymity that the computer provides. The compromise that TCG proposed to keep Bob anonymous with regards to Alice, while assuring her, that she is communicating with a “trusted” party was through a "trusted third party". This entity acts as intermediary between a user and her own computer, and at the same time between her and other users. The latter, called remote attestation is of particular importance.

TCG provided a solution to this problem by making use of a trusted third party which in this case was called the Privacy Certification Authority (PCA). Every TPM creates a key pair using the RSA algorithm and this key pair is called Endorsement Key (EK). The EK is created only once and PCA keeps a record of the Endorsement Key of every valid TPM. Whenever a TPM wants to verify itself to a verifier, it creates another pair of RSA keys which is called an Attestation Identity Key (AIK) and sends that key pair to the PCA. The PCA then authenticates this public key which refers to the EK. Then the PCA will check if the EK is contained in its list of valid EKs. If it is contained in the list, the PCA issues to the TPM a
certificate for the AIK. The TPM can now send the AIK’s certificate to the verifier and actually authenticate itself. Consequently, a TPM can only be uniquely identified by its EK which becomes known only to the PCA. So only the PCA, and not the verifier, can uniquely identify the TPM which is something that does not bother us, since the PCA is trustworthy. The verifier is only getting the TPM’s AIK, which is different each time and consequently the verifier cannot uniquely identify the TPM.

In the solution described above we have two possibilities to detect a rogue TPM. These are:

1. If someone manages to obtain a TPM’s secret key (EK), and distributes it, then this key can be detected and announced as a rogue secret key. Detection is achieved via a code that is executed at the very beginning during boot process and is known as Core Root of Trust for Measurement (CRTM). This code is an immutable part of the TPM that should be trusted; it is placed in the BIOS and cannot be threatened by any known software attacks due to difficulties to manipulation. The Privacy CA can then compute the corresponding public key and remove it from its list of valid Endorsement Keys.

2. If there are many enquiries at the PCA with the same EK and PCA issues certification for that specific EK, then the PCA might not want to continue issuing certificates for that EK.

Although this is a solution for the trusted computing problem, it has a major disadvantage: the PCA is involved in every transaction and thus it must be highly available, but at the same time provide as much security as an ordinary certification authority which would normally operate off-line. Moreover, if the PCA and the verifier join together, or the PCA’s transaction records are revealed to the verifier - by some other means - (this can be solved using blind signatures),

the verifier will still be capable of uniquely identifying a TPM. Consequently, the problem with the PCA’s availability endures.

A better solution was proposed by Ernie Brickell, Jan Camenisch and Liqun Chen. This solution was adopted by the TCG in the new specification of the TPM (1.2) in 2003. It associates techniques “developed for group signatures, identity escrow, and credential systems”.\(^\text{117}\) The proposed scheme can be described as a group signature scheme,\(^\text{118}\) but one which does not have the opportunity to open signatures but with a mechanism to detect fake TPMs.\(^\text{119}\) “Group signatures” as a method to find a technological solution to the trust problem, allows another comparison with sociological conceptions of trust. A Group signature scheme allows a dedicated member of a group to “act on behalf” of that group and sign anonymously messages for it. For example, a group signature scheme could be used by an employee of a large company “on behalf of” the company. The verifier only needs to know that it was an authorized employee who signed the message, not which one. The collective provides an additional degree of anonymity, but requires internally a pre-existing degree of trust and solidarity.\(^\text{120}\)


\(^{120}\) a similar point on the importance of solidarity for privacy protection has been made in Kwecka, Z., Buchanan, W., Schafer, B., & Rauhofer, J. (2014). 'I am Spartacus': privacy enhancing technologies, collaborative obfuscation and privacy as a public good. *Artificial intelligence and law*, 22(2), pp. 113-139.
Key to a group signature scheme is a group manager. That person plays a role we discussed above in the context of PGP: he is in charge of adding new members to the group and in case of disputes can reveal the original signer. This is important from a legal perspective: in case of a dispute, parties may want to rely on the third mode of regulation, formal laws, to seek redress. For this avenue to be available though, some evidence needs to be preserved in a forensically sound way. This will be at the center of the next chapter, where we will discuss the consequences of TC for evidence law. At this point we merely note the intricate balance between security and privacy on the one hand, modes of regulation on the other hand. TC uses regulation through code to increase privacy, but at the same time provides an infrastructure for litigation purposes (and if necessary at a cost to privacy) to enable the legal system to take over in a case of conflict, thus increasing, potentially, the trustworthiness of the overall approach. Many schemes have been proposed, however all should follow these basic requirements.

The scheme described in Bajikar’s 2002 White Paper, also employs a signature scheme to issue certificates on a membership public key generated by a TPM. In order to authenticate as a group member, or valid TPM, a TPM must prove that it possesses a certificate on a public key for which it also knows the secret key. To allow a verifier to detect rogue TPM’s, the TPM is further required to reveal and prove correct of a value \( N_V = \zeta^f \), where \( f \) is its secret key and \( \zeta \) is a generator of an algebraic group where computing discrete logarithms are infeasible. As before, there are two possibilities for the verifier to detect a rogue TPM. The first is by comparing \( N_V \) with \( \zeta^f \) for all \( f \)’s that are known to stem from rogue TPM’s. The second is by detecting whether he has seen the same \( N_V \) too many times. This only works when the same \( \zeta \) is used many times. Yet, \( \zeta \)
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should not be a fixed system parameter or else the user will not gain any privacy. As an alternative, $\zeta$ should either be randomly chosen by the TPM each time when it authenticates itself or every verifier should use a different $\zeta$ and charge it with some frequency. But, we assume that with the use of an appropriate hash function, we can derive $\zeta$.

The scheme described above, employs the Camenisch-Lysyanskaya signature scheme, the respective discrete logarithms based proofs to prove possession of a certificate, the strong RSA assumption guarantees the memorability of certificates, and privacy and anonymity are assured by the decisional Diffie-Hellman assumption. The Fiat-Shamir heuristic is also used to turn proofs into signatures.

2.6.3 Technology / Protocols On Trusted Computing

2.6.3.1 Platforms

Both hardware i.e. the Trusted Platform Module (TPM) and software i.e. the Trusted Support Services (TSS) are combined in a Trusted Computing System. The software must contain TC-enabled applications, and hardware’s role is emphasized in the 'Fritz' chip. The latter is a smartcard chip - named after the Senator Fritz Hollings, a US politician with a long history of legislative attempts to ensure that PCs do not support production of “unauthorized content”\textsuperscript{122} - and it is placed on the motherboard which constantly checks the software and hardware that are running on the machine. If both are found to be authorized, the operating system (OS) boots and assures any third parties that the machine is the

\textsuperscript{122} See Davis, Peter T. "TCPA: who can you trust." \textit{EDPACS: the EDP Audit, Control and Security Newsletter} (2002) 15-19 p, 16
An early description of the Fritz chip by the TCI is both interesting and revealing:

“When you boot up your PC, Fritz takes charge. He checks that the boot ROM is as expected, executes it, measures the state of the machine; then checks the first part of the operating system, loads and executes it, checks the state of the machine; and so on. The trust boundary, of hardware and software considered to be known and verified, is steadily expanded. A table is maintained of the hardware (audio card, video card etc) and the software (O/S, drivers, etc); if there are significant changes, the machine must be re-certified. The result is a PC booted into a known state with an approved combination of hardware and software. Control is then handed over to enforcement software in the operating system [...] Once the machine is in this state, Fritz can certify it to third parties: for example, he will do an authentication protocol with Disney to prove that his machine is a suitable recipient of ‘Snow White’. The Disney server then sends encrypted data, with a key that Fritz will use to unseal it. Fritz makes the key available only so long as the environment remains ‘trustworthy’. For this purpose, ‘trustworthy’ means that the media player application won’t make any unauthorised copies of content.”

First, we see here how hardware and software act indeed in unison – for the product “security”, they are inseparable. As we noted above, that raises issues from a legal perspective what exactly a consumer is buying - hardware, software, a service, a combination of these two, and what legal regime is applicable. Second, we see the degree of “force” that TC products exercise over the user – If Fritz decides that there is something untoward on your machine, it will not boot. That would still be fine if “untoward” was restricted to malware that can harm me. But as the example shows, it can as well be “unauthorized” software that I added to
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124 ibid. p.3, Question 4
rip video files. The TCI later attempted to disassociate TC from its origin as essentially a Digital Rights Management system, but here we can see just how problematic this approach could be: Not only does it either prevent third party software that “could” be used for copyright violation to run in the first place (and there can of course be many legitimate uses for such software), or alternatively prevents to communicate with (download) music files. More worrying, a chip on my own computer communicates the finding that “there is ripping software on this system, don’t trust this computer” to a third party. I have to put blind trust in this party and rely on it not disclosing the information – even though, as we just mentioned, it is preserved in a forensically sound way. The whole system is set up by companies who are also major copyright right holders. We will argue in chapter 3 and 4 that this creates a significant imbalance in procedural law and evidence, making the TCI police, prosecution and jury all in one. This imbalance asks in our opinion for regulation through law – rebalancing through the rules of admissibility and procedure, the relation between customer and TC provider.

Currently TC is a composite of five main components: the ‘Fritz’ chip; a ‘curtained memory’ – which is explained further below in section 2.6.3.1.2 – in the CPU; a security kernel in the operating system; a security kernel in each TC application; and a back-end infrastructure of online security servers. Furthermore, Safford stated that TC architecture supports two important security functions:

- Secure storage of the key pairs generated, along with public key signatures, verifications, encryptions and decryptions and
- System software integrity measurement.\textsuperscript{125}

Minimum functionality which is necessary to describe the properties that influence the trustworthiness of a computing environment is represented by Roots of Trust.\textsuperscript{126} There are three core Roots of Trust:

- a root of trust for measurement (RTM)
- a root of trust for storage (RTS)
- a root of trust reporting (RTR).

In order for any misbehaviour within the system to be detected, all three Roots of Trust must be trusted. Roots of Trust are expected to function correctly without any external interactions. In conjunction with the Trusted Building Blocks (TBB), Roots of Trust achieve trust, while measurement, storage and reporting are done with minimal configuration.\textsuperscript{127}

To the following sub-sections we give a description of the basic protocols that were used, or are still currently in use.

\subsection*{2.6.3.1.1 Palladium (now NGSCB)}

"Next Generation Secure Computing Base" (NGSCB) is a set of features for Microsoft Windows operating system. Initially this platform was named Palladium and is still widely known by this name. According to its promoters, Palladium provides users with greater data security than they already have, strong process isolation, sealed storage, personal privacy and system integrity. Enhanced practical user control; emergence of new server/service models; and potentially new P2P (peer to peer) or fully peer-distributed service models are some of the benefits that the platform gives to its users.\textsuperscript{128} This system was planned to be embedded in the Windows Vista operating system, and would

\begin{itemize}
  \item ibid. p.284
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become available in January 2007. However, this was not possible after all, considering the low significance that third parties depicted for this implementation.

New features provided by Palladium run on existing Windows systems. They require no changes, as the platform is not programmed to work on a separate operating system than Windows, and in co-operation with the same kernel, computer hardware, peripherals and chipsets.

TC’s idea is to keep keys secret with the use of a digital encryption and signature device. In addition, it prevents identity theft and unauthorised access to personal data on the user’s own device, while connected to the internet or to any other network. Overall, what this platform provides to the user is: protection to personal data, to sensitive communications and to e-commerce transactions, from attack to either the system’s software or to a network’s software.

2.6.3.1.2 TCPA (now TCG)

TCG proposed a technology that makes use of four main features. Along with these, new hardware installation on existing PC’s is required. The features can work individually, but can also work in conjunction with each other.

Memory curtaining

---

130 e.g. BitLocker Drive Encryption, and a new version of the Microsoft Cryptography API.
This refers to a "strong, hardware-enforced memory isolation feature"\textsuperscript{132} in order to avoid reading and writing memory between several programs. In TC the operating system should have access to this type of memory, so if an adversary enters the operating system it would not be possible for him to enter and interfere with any program and its memory. The advantages of using a hardware feature instead of software – which could operate in a similar fashion – are the: backwards compatibility; the reusability of code; and the fact that fewer changes need to be made to hardware drivers and application software.\textsuperscript{133}

**Secure I/O**

This provides a secure hardware path from the keyboard or mouse (i.e. the user) to an application and vice versa. By doing this, none of the software programs will know what the user typed as a command or input to another program and how the application responded. Protection from physical attacks is provided and any programs that intentionally “corrupt, modify, or mislead the user, will be prevented from running or operating”.\textsuperscript{134}

**Sealed Storage**

Until recently, any keys and passwords used by applications were stored locally on the hard-drive. This was not so secure, because keys could be accessible by any intruder or virus. So, it is important to ensure that only legitimate users can access these valuable and secret data. This is exactly what sealed storage does. It is characterised as “an ingenious invention that generates keys based in

\begin{itemize}
  \item \textsuperscript{134} ibid. p. 285
\end{itemize}
part on the identity of the software requesting to use them and in part on the identity of the computer on which that software is running”.

Furthermore sealed storage can cooperate with memory curtaining and secure I/O in order to ensure that a user’s data can be read on their computer, and only by the particular computer that were initially created on. If a different application than the one that was originally used to create the data tries to decrypt or unseal the data, the operation will end up in failure.

**Remote Attestation**

This aims to allow “unauthorized” changes to software to be detected. It remotely traces any changes made to any application and allows a third party to decide whether the platform is considered trustworthy. This feature helps to prevent the sending of data to or from a compromised or untrustworthy computer and certifies that no unauthorised program installs, updates or that modifications are made in the hardware or software on the user’s machine. Moreover, “this allows an entity to authenticate the software configuration of a platform that is not under its control”. This is the most significant of all features mentioned.

The TCG chip provides three main groups of functions. These are:

- public key functions: which are used for key pair generation, public key signature, verification, encryption and decryption purposes.
- trusted boot functions: which ensure that data are “trusted” if the data stored while booting are the same with the data at the time of sealing.

---


137 ibid. p. 385
Trusted booting combines both authentic booting which creates a log containing the programs that are loaded on the computing device and secure booting which ensures that the computing device is in a secure state.

- initialization and management functions: which allow the user to switch on or off the functionality, to reset the chip and take ownership.\textsuperscript{138}

TCG provides protection to sensitive authentication information from attacks by hackers and this is achieved by providing protection to the user’s private key. In addition, by sealing the master encryption key under a TCG register, it is possible to protect a user’s sensitive files and data.\textsuperscript{139}

TCG and Palladium have similar architectures and similar goals, but they are two different projects. One important similarity between the Palladium design and the existing TCG is that both contain the “remote attestation” feature. Palladium, in order to achieve full functionality in hardware and software, uses TCG’s hardware functionality.\textsuperscript{140}

\textbf{2.6.3.1.3 LaGrande Technology (LT)}

LaGrande technology provided by Intel (recently renamed as Trusted Execution Technology (TXT)) as a response to the Trusted Computing trend – which is not a substitute of the TCPA, rather it lies heavily on the TCPA features. It is a protection model that embeds Palladium’s features as mentioned above. The main features that exist in LaGrande are the I/O of data, the sealed storage, the attestation and the protected execution. Mainly, LaGrande enables to run applications in an isolated environment, which means that prevents other


applications to intervene or compromise data. ‘Standard partition’ and ‘Protected partition’ are two new features that this technology uses. The first applies when the users are able to run applications and other software just as they did in the ordinary PC. The second applies when different applications can run secluded by any other software running on the same PC.

### 2.6.3.1.4 AMD Pacifica

At this point, it worth mentioning that apart from Intel’s LaGrande technology, AMD is working on one called formally Secure Execution Mode (known as SEM) and then called Pacifica and later marketed under the trademark AMD Virtualization, abbreviated AMD-V. These two projects are hardware-related and provide hardware support to all major features of Window’s Palladium which is software-oriented.

In particular AMD develops a security and virtual machine architecture which enables a single operating system to run in parallel numerous operating systems. This architecture supports Virtual Machine Architectures both for servers and clients, and allows a third party operating system to access the host’s operating system directly, resulting in higher performance.

### 2.7 Recap and summary

This first substantive chapter tried to achieve several goals. It tried to give the reader a general understanding of what “Trusted Computing” means, and why it is a good prima facie candidate to address the cyber security problem: It is a paradigmatic example of regulation through code, where the freedom of the user to reconfigure her machine is restricted in exchange for greater, but not perfect, security. It protects the user, the integrity of her machine and also her privacy.
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against other computer users to a degree, but at the cost of disclosing more of her information to a trusted third party, and by exposing her to greater security risks should that third party in turn be compromised. It aims to create a decentralized, bottom up solution to security where security follows along the arcs of an emergent “network of trust”. If it were successful especially in the latter, we would have found a form of code based regulation that is strictly isomorphic to the Internet itself, making a significant contribution to the problem of regulation of complex and dynamic systems that Guadamuz had identified.

We introduced the general idea of Trusted Computing or TC by looking in more detail at the technical details of the specific implementation of this concept that is promoted by the Trusted Computing Initiative. The TCI has pushed the concept of TC closer to implementation, but nonetheless uptake so far remained disappointing. The reasons that are given for this relative failure differ. According to its critics, TC is an attempt at empire building by a cartel of big international businesses to foster their own agenda, exclude competitors (especially open source), help right holders to enforce their copyright even more brutally and in the process ride roughshod over consumer privacy. The security they promise is not the appropriate in light of their market share, reputation and brand name: pay us and we will protect you – but hand over your weapons first. In the long run, consumer security can as a result suffer even more, as we lose the ability to look after our own security, with products of our choice whether TCI certified or not. According to its promoters, TC remains the last best hope for a secure Internet, with the Internet of Things if anything requiring more radical versions
of TC, “TC on steroids” as one commentator put it. The relative lack of uptake then is the result of misconceptions – either due to miscommunication on the side of the TCI, or even maliciously spread by its detractors.

We tried in this chapter to lay the groundwork for a more nuanced assessment. In our analysis, the problems the TCI faces are grounded in the intentional, systematic but sometimes misunderstood and miscommunicated difference between the conception of trust in informatics, what we termed “techno-trust’, and the concept of trust that is more commonly used in sociology, including the sociology of law. To deliver the benefits it intends, and that for us means to bring about a self-organizing, complex and dynamic network of trust that is isomorphic to the Internet infrastructure, and allow security to follow trust along the arcs or nodes of the network, the sociological understanding of trust is needed, or at least an understanding of trust that shares with it certain fundamental characteristics, such as transitivity and holism. But techno-trust is designed to be different. It is based on a concept of “predictability” that shares only some overlap with the sociological concept of “trustworthiness”, and even less with the concept of “trust” simpliciter. It aims to calculate, for a specific interaction, the degree of trust that one can rationally place on this one
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“In groups for which trust exists as a social reality, interpersonal trust comes naturally, and is not reducible to individual psychology [...] like the Durkheimian collective representation, the sentiment of trust is manifest in the psyche of individual group members, but this must not lead us to the common, but erroneous inference that trust is fundamentally an individual and behavioral phenomenon produced by rational machinations of autonomous, calculating individuals.”\footnote{ibid. p. 975}

If we replace in the quote above “calculating individuals” simply by “calculators”, then of course we would have a description of the TCI approach to trust in a nutshell. It is much more akin to the Weberian, rule based model of formal rationality and the type of “trust” it engenders: a trust in the predictable behavior of institutions as third parties.

We then tried to show that this is not just an abstract sociological interpretation. Rather, the different understandings of trust result directly in certain design choices for TC. In a close reading of the technical specifications, we tried to “translate” or “give meaning to” as many of the design choices into the language of sociology. In the case of enforcing unique identities and their attestation remotely by third party, we saw the clearest parallel to the Weberian bureaucratic state under the rule of law, with centralized government. Just as the government in the modern nation states issues unique IDs and then ensures their attestation against centrally held registers such as the criminal record register, so does TC (attempt to) build trust on the basis of identifiers that allow parties in a communication to predict future benevolent behavior on the basis of a record of past wrong (and right) doing. But trust, as a sociological concept, tries exactly to fill the gaps left by the Weberian formal rationality, plug the holes that this
concept of human interaction can’t fill on its own. So in the same way in which societies in addition to predictability and Weberian “rational reliance” still need social trust as a supplementary yet distinct feature, so does a TC approach require “something else” in addition to the rule based predictability that it enforces by code.

The absence of this “something else”, so we argue, contributes in two ways to the failure of TC so far. One is specific to the TC: there is insufficient trust in them to bring about what would be a massive shift of power from consumers to the TC provider. The second problem is more fundamental: every implementation of TC that has the generic features outlined above will still face the problem that it atomizes the trust relation to a bi-polar relation between them and a customer, not a network of trust. In principle, TC on its own cannot create the social trust that it needs to work as intended.

If this analysis is correct, then we face a serious problem: The sociological concept of trust, as we tried to show, has evolutionary origins, evolved in humans in complex interaction with social institutions such as religion, kinship and ideology, and became in the process both deeply ingrained in our individual psyche, our emotional responses to others and the way we deal with risk in everyday situations, but also and most importantly automatic, taken-for-granted, non-reflective and in the words of Granovetter “embedded”. TC though is regulation by code, here ultimately machines “trust each other” (which then allows the human customer to trust his own machine, as a side effect at best). Computers are not the result of organic evolution over millennia and carrying their evolutionary roots with them at all times – a point Joanna Bryson has made forcefully to argue why we need not be afraid of the Artificial Intelligence (AI) apocalypse.146 Computers also don’t have religious or ideological convictions,

kinship based loyalty or other emotional attachments to other machines. Nor can they take things “for granted” or embedded in their world – quite on the contrary everything they know must be explicitly represented and taught. All this, on balance, is a very good thing. But does it mean that TC is doomed from the very beginning, and regardless of who the TC provider is?

We don’t think so, and the next two chapters will outline a way out of the dilemma. At first glance, it will look counterintuitive, for we will argue that traditional laws (as opposed to laws embedded in code) can play an important contribution to fill the gap between “techno-trust” and “social trust”. This should indeed raise some eyebrows – did we not just argue that Weberian formal rational law can at best create an abstract “trust in institutions” by rational actors who (only) want to predict the behavior of their commercial partners, the shortened and “thin” version of trust that the “thick” concept of social trust wants to supplement? We obviously need to qualify to a degree that analysis. In doing so, we draw our inspiration from some of the sociological thinkers discussed above. In particular, we aim to combine Luhmann’s system theoretic view, Johan Olsen’s attempt to reinvigorate the role of bureaucracies as regulatory tool in the network society, and the evolutionary account of trust that we touched upon above. The evolutionary account of trust reminds us that the emergence of social trust is not only shaped by the environment, it is at the same time shaping that very environment. Early normative systems such as religion evolved in response to and as a reflection of social practices of cooperation. The same type of self-reflective hyper cycles is generalized in Luhmann’s work as a general constitutive factor of the way in which systems maintain themselves.147 This puts a paradox
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at the very heart of the emergence of law and legal order. In our case, this means more specifically that the post-Weberian recognition of the irreducible importance of social trust for the maintenance of order in social systems in turn "reflects back onto" the Weberian concept of formal rational law. Formal rational law is then not the irreconcilable opposite of social trust, rather, they engage in a dialectical relation. Social trust enabled the emergence of formal laws, formal laws then stabilize the societies and their trust relations, while being in the process "translated" and changed into something new. This system's theoretical idea of "imperfect translation" between normative systems has been described by Zenon Bankowski, who in doing so carved out a place for "the ethics of being a legal formalist", merging two previously antagonistic concepts.

To put this into slightly more concrete terms, we can re-think the Weberian concept of law by asking the question: how could specific legal rules look like who do not just try to enhance predictability for atomistic individuals, but which are drafted as a result of the experience of having encountered the conceptual limitations of the Weberian approach? This can then provide a regulatory environment where the problems of TC's reduced conception of trust are at least ameliorated.

We touched above on two specific problems: TC shifts power from customer to TC provider, who in the process takes on roles previously reserved for the nation state. How then, in a democratic state, can we trust those that make the rules? Law, in particular constitutional and human rights law, play at least a part of the answer. This is a topic we will take up in the next chapter, where we will
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look at those functions of TC that makes the TCI provider most state-like, and ask what minimal legal guarantees need to be in place to accept, trustingly, this shift of power.

Secondly, traditional liberal contract law, the epitome of Weberian formal rationality and his paradigmatic example, has the problem that it reduces complex social relations to binary exchange relations. Binary relations that are not transitive, so we argued, disrupt rather than create networks. Contract law will have to play a central role for the way in which the TC provider interacts with his customers – but can we think of a contract law that does not result in atomism, which "brings in" potentially affected third parties and results in holistic networks? This will be the topic of the fourth chapter.

Taken together, they can be seen as an attempt at "reflexive law", another concept developed within the system theoretical paradigm and based on an evolutionary account borrowed from the biological study of emergent normative behavior. The result is not a law that aims to directly ensure desired social outcomes, rather, it “restricts itself to the installation, correction and redefinition of democratic self-regulatory mechanisms.” In the same vein, we will look mainly at specific ways in which law can correct or redefine the implicit and democratically not validated shift of power from customer to TC provider, in the process enhancing the social environment and its social trust within which TC must operate.

---


CHAPTER 3:
TRUSTED COMPUTING AND THE DIGITAL CRIME SCENE
(FORENSICS COMPUTING AND CRIME PREVENTION)

3.1 Whom to trust with crime prevention and detection

In the last chapter, we argued that TC brings a significant shift of power away from customers to industry. We also described how an increase in privacy towards third party (and the security this brings with it) is balanced against an increase of exposure towards the TC provider. In this chapter, we follow up on this idea in an aspect of TC that epitomises this shift in power and responsibility more than any other – crime prevention and detection. This chapter analyses the future of digital forensics in an environment where control is increasingly taken away from PC users and remotely managed by trusted third parties, typically to improve Internet security. The TCI is used again as the most developed example to illustrate some of the possible legal issues that arise.

In recent years, politicians have begun to take cyber crime more seriously. For instance, the UK government recognizes the detrimental effect that a cyber attack could have on the economy and the social well being of the country. In 2011, cyber crime remained the one field of policing that not only survived the recent spending cuts, but benefited from substantial additional investment as a result of reports that estimate the loss due to cyber crime for the UK at £27
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billion. The threat of cyber attack is now classified as a “tier one risk”, next to international terrorism using chemical, biological, radiological or nuclear attack by terrorists, a military crisis or an influenza pandemic.

An influential House of Lords report in 2007 described the shortcomings of present approaches to Internet security. It critically discussed in great clarity and detail, the regulatory alternatives that governments are facing and their respective shortcomings:

- Shift the risks and responsibilities even further to users. This could happen for instance by leaving the user with any losses incurred because their computer is not sufficiently secured, or creating a strong evidential presumption that they were negligent if their data is stolen.

- Invest in conventional approaches to crime prevention and deterrence, that is a better resourced police and more specialist units, more aggressive prosecution of cybercrime and stiffer sentences.

- Make it a state priority to provide considerable new investment in the IT infrastructure and thus reduce crime from happening “by design”.

- Provide incentives to the private sector to provide software programs that are more secure. This could happen by imposing more, and more
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easily enforceable, liability on the software vendor for writing programs
that are vulnerable to attacks.

The Internet was not originally intended as a platform where people spend
a substantive percentage of their lives, engage in commercial activity on a large
scale, work, play and socialize, and interact in various forms with their
governments. As the Internet becomes more central to the lives of most people,
it was inevitable that criminals began to exploit its weaknesses to a much greater
extent than previously. At one brief point in time, the main threat seemed to come
from overenthusiastic teenagers designing viruses, but the risks are now from
highly organized criminal groups with significant resources, both in terms of
expertise and computing power.⁵ In addition, entire nation states can be subject
to successful cyber attacks, possibly with the tacit approval or open participation
of foreign states, or at the very least “rough agencies” close to state security
agencies or the military.⁶ With hindsight, the development of the Internet might
usefully have included security as a design feature. Starting again from the
beginning is not a feasible option, which means that any response is likely to be a
patch added to the existing system rather than a complete rebuild. Attempts to
deal with the increasing number of reported cyber crime incidents include more

doi: 10.1016/j.clsr.2009.09.005

⁶ For an example see the attack on the cyber infrastructure on Georgia by (probably)
Campaign against Georgia in August of 2008. In J. Bumgarner & S. Borg (Eds.): US
Cyber Consequences Unit. (pp. 9). Or the attack on the Iranian nuclear facilities
through Stuxnet, described eg. in Langner, R. (2011). Stuxnet: Dissecting a
10.1109/MSP.2011.67. For a comprehensive overview see Andress, J. (2014). Cyber
warfare techniques, tactics and tools for security practitioners (Second edition.. ed.):
Waltham, Massachusetts : Syngress, an imprint of Elsevier.
legislation, user training, public awareness, and other technical security measures.\textsuperscript{7}

However, the Internet will remain imperfect, and things will go wrong. Indeed, as we argued in the previous chapter, the futile search for perfect security may ultimately do more harm than good, by creating a misplaced sense of security in technology that might increase the use to take greater risks. This in turn raises two related questions from a legal perspective:

1. Who should be given the role of minimizing the harm, together with the rights and authority that comes with such a role?

2. Whoever that entity or person is, can or should they be held legally liable if harm occurs nonetheless?

These two questions are connected. In a radical answer to question 2, software producers could not only be held liable for the harm done to one of their customers, when flaws in the software enable a hacker to steal sensitive data.\textsuperscript{8} Rather, they could also be held liable if the computer subsequently becomes part of a botnet and harms third parties, outside the contractual nexus. This, obviously, would be a strong incentive for software developers to invest in program safety. However, if there was such a radical change of the liability regime, it would be necessary to give them the rights and privileges necessary to enforce, the new safety features that they have developed, if necessary against their own customers. Similarly, owners of computers could also be held liable for


\textsuperscript{8} Existing liability regimes for faulty software have largely failed to provide an incentive to software producers to make safety an overriding concern. While in theory, contractual liability for negligent design flaws does exist, it rarely results in successful actions. For the US, see Phillips, D. E. (1994). When Software Fails: Emerging Standards of Vendor Liability Under the Uniform Commercial Code. \textit{The Business Lawyer}, 50(1), pp. 151-181.
third party harm if their computer was used in a botnet attack. In both cases, the treatment of computers would be analogous to the way in which some jurisdictions treat ownership of guns – legal to own, but where a third party comes to harm, the owner faces liability if they are negligent.\(^9\) Even closer to TC in this respect is the regulation of electronic signatures under the Electronic Signatures Directive, where the certifying authorities are held liable when third parties rely on a negligently issued certificate (or, under national implementation of the law, possibly even stricter).\(^10\) A final example presents negligently prepared audit reports by chartered accountants which can also trigger third party reliance.\(^11\) We will come back to this use of private law and delictual liability in the next chapter. There, we will discuss if TC providers could or should be held liable for third party reliance on their product. Here, the point to note is that even in the absence of TC, the possibility to impose delictual liability on software developers for security risks in their products even outside the contractual nexus with their customers is one of the regulatory options governments have in principle to improve the security of the Internet.

As mentioned above, the House of Lords’ report identified three possible answers: to rely on laws and policing by the state, with a general responsibility similar to that as exists for other critical infrastructures; to provide incentives by requiring users to protect themselves, or to treat it as a technological problem that is left best to software professionals in the “enabling” industries, from PC


manufacturers to ISPs. Edwards offers a helpful analysis of these different regulatory strategies.

The first option is funded by the taxpayer for the benefit of a very specific segment of the economy, in effect a hidden subsidy for bad software design—analogous to asking the government to use our taxes to construct even safer roads, so that vehicle manufacturers can spend less on designing safer braking systems. In addition, governments only act within national borders, which seriously limit their efficiency in addressing what is a global problem. Making users responsible for their own safety was traditionally, as the report notes, the preferred option by government and business alike—but as security experts have noted, this is an entirely unrealistic notion: the average user does not have the technological sophistication to protect himself, and, as one response to the report stated, “consumers were not required to purify or boil water, when the source of contamination was within the water supply infrastructure itself. Instead suppliers were required to maintain a secure network, and treated water up to exacting standards. The end-user simply had to switch on the tap to get pure, drinkable water”. Finally, there is the option of holding the private sector and the software industry responsible for the safety of the Internet.

For several reasons, the strategy of holding the private sector and the software industry responsible for the security of the Internet has much to
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15 ibid. at 3.20.
recommend itself to policy makers. Internet service providers, hardware developers and software vendors enjoy the commercial benefits from the Internet, and their know-how and expertise means they are best placed to protect the user against the most common dangers. Furthermore, many of these companies already operate globally, avoiding some of the limitations that governments would inevitably face, and thus also avoiding the need for an international treaty that take a long time to negotiate. Putting the industry at the centre of the effort to create a secure Internet is indeed one of the recommendations of the report, if necessarily backed by legal sanctions. Releasing inherently vulnerable software and hardware to consumers, in this view, should carry at least the same liability that a water vendor would incur for the safety of the glass bottles used in storing the water – in a UK context, the Donoghue snail striking again, at both vendors and manufacturers.\textsuperscript{16}

This course of action would, naturally, create a significant risk to technology companies, exposing them to potentially costly litigation. Arguably, a much better strategy for the industry is to pre-empt any additional legislation by improving security voluntarily. The TC initiative can also be seen as a first response to this threat, with software companies and hardware developers taking on the responsibility for (aspects of) the Internet infrastructure. From an industry perspective, this self-regulatory approach has the advantage of much more fine-tuned cost/benefit analysis. Where the law can only operate in broad categories of “negligence”, “gross negligence”, leaving it to more or less technologically aware judges (or in the US, juries) to determine if a specific software fault was due to such a below-par performance by the developers, industry has a much more fine grained understanding where further investment in security creates

measurable benefits.\textsuperscript{17} As we discussed in the previous chapter, the crucial distinction between “safe” software, “trusted” and “trustworthy” software that is based on different degrees of safety was developed precisely to enable such a balancing approach. It is at least debatable how legal concepts of liability “match” this risk management approach, creating a degree of uncertainty for software developers that in turn can have a negative impact on another crucial sector to balance incentives for investing in security with litigation risks - the insurance sector.\textsuperscript{18}

Legal liability regimes in this way interact with markets as form of regulation, stepping in where market failures are apparent and it is too easy for actors to externalize costs to the wider community – the situation we see pretty much consistently in the field of Internet security today, where the costs for security flaws tend to fall everywhere but the developers. We will come back to this issue in the next chapter. Here we take a slightly different take on the issue.

Ensuring “security”, long before the Internet, has always been a mix of two aspects. If we take the police as a classical institution employed by the state to ensure that societal peace is maintained, we can distinguish between reactive


policing, solving of a crime after one has occurred with the aim of prosecution, punishment and deterrence, and proactive or ‘intelligence led policing’ that attempts to prevent crimes before they occur. Both strategies have always been employed by modern police and law enforcement organizations, though the relative weight given to each strategy has changed through the ages. As a result of technological developments, recent decades saw a particularly high interest in “proactive” or ‘intelligence led policing’ that uses data analytics to predict and prevent crime.

Related to this and even closer to the topic of this PhD are attempts to reduce crime through architecture, measures that make it impossible to commit crime even without police interference. While technology has in recent years pushed crime prevention into the forefront of public debate, it is important to remember that first, these methods long predate modern ICT, and second post-crime analysis and investigation remains as important as ever.

One reason for this is an inherent tension between the two approaches. A simple example can illustrate this point. Imagine the police have received a tip off about a planned bank robbery. From a crime prevention perspective, the most


obvious response would be to inform the owner, and increase substantially the visible police presence. This will in all likelihood deter the criminals from even attempting the crime. The obvious disadvantage is that such a high profile intervention is likely to lead to a mere replacement of the criminal activity – the gang is either going to wait until the police scales down its presence, or move to another, less well protected bank. Especially technology driven approaches to crime prevention such as CCTV, often have the effect to simply move crime into other areas, leaving overall crime figures in the long run unchanged. A different approach therefore could have been to maintain a low profile, allow the criminals even some initial success (and hence the completion of crime, such as breaking and entering e.g.) and only arrest them when they try to leave the bank with the money. From the perspective of a successful prosecution, this is close to ideal – the completion of the crime means evidence is created that has high probative value. This will prevent this specific gang from striking again (anytime soon, at least), and also send a deterring signal to other would-be bank robbers. On the other hand, this exposes the bank to a much higher risk, not just because they might get away with the money, but also because the security weaknesses of the bank come into open display, for the next robber to copy and to exploit.


The criminal law tries to mitigate this tension in several ways, for instance by creating “inchoate offenses”, the possibility to charge for mere attempts to commit a crime. Still, arresting the criminals with the money is more persuasive too than arresting them shortly before they enter the bank, but equipped with power tools for cutting into a safe – in this case they may still try to present an innocent explanation for the equipment and their activities. Difficult decisions will have to be made how far an attempt is allowed to proceed, to ensure sufficiently strong evidence is generated. Since both reactive and proactive strategies have advantages and disadvantages, crime control then is finding an appropriate mix and manages the inherent tension.

How can we apply these ideas to Trusted Computing and similar trust based approaches to Internet security? From what we discussed in the preceding chapter, TC is an obvious candidate for architecture-based, proactive crime control. This type of crime reduction through prevention is also historically the strategy most amenable to private sector actors. Long before the modern nation state, private security – from armed guards to castles with their moats and iron bars – dominated the scene. Indeed, the modern police force in Britain grew out of a mix of voluntarism – the citizen as police officer – and hired security guards.24 Much less prominent is however the use of private agencies for crime investigation and “post-crime” security work.25 While there are of course private detectives, their main role was traditionally in the preparation of civil litigation. While this could involve analyzing crimes – one can think e.g. of arson investigators employed by security companies – these roles remained for a long


time limited. This is understandable when we consider that crime investigation benefits greatly from the availability of sovereign power that is exercised through the state, such as compelling witnesses, gaining access to dwellings or correspondence of citizens against their consent, and ultimately the power to arrest. These key functions were reserved in the modern nation state for public police as parts of the executive power, even though in particular in common law countries, this transition was never perfect and legal remnants of the old regime, such as the rarely used private prosecutions in English law or the elected “posse” in the US remained on the statute books.

This situation however changed over the past few decades, partly as a result of the neo-liberal, minimal state ("Washington") consensus that pushed privatization deep into territory previously the reserve of the state, including all aspects of the justice system. These developments let Bayley and Sheering talk about a “watershed” in the history of policing which radically alters not just our perception of the police, but that of the state as guarantor of safety and security in general. Partly this development is also the result of an ever increasing
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specialization in the forensic field that made it difficult for police organizations to
cover all aspects of an investigation with equal efficiency. Computer forensics in
particular is often carried out by private subcontractors of police agencies. Technology has generally been an enabling factor for greater involvement of the
private sector in core policing functions. Unsurprisingly, we find increasing
voices that argue that cyber-investigations, not just preventative cybersecurity,
should make more comprehensive use of private sector participants.

What we can take from this debate is that TC fits strongly with the general
push towards stronger private sector involvement in what was traditionally
mainly a police and hence function. We will indeed argue that it can be
understood as a particularly radical approach to assign state roles to the private
sector, not just helping with, but as we saw in the previous chapter guaranteeing
or certifying the safety of the Internet. We also note that increasingly, private
sector policing stops to be limited to pre-crime protection and prevention, and
moves into the field of post-crime investigation, especially in areas where
technology plays a crucial role. The tension that we noted above between pre-
crime prevention and post-crime detection then means, so we will argue in the
rest of this chapter, that a move of TC into the field of crime investigation is not
only in line with general developments in the field of policing, but indeed almost


inevitable. If TC were only a pre-emptive security measure, the crime displacement problems that we noted above are likely to arise, and in the light of the discussion of the previous chapter, with particular poignancy. In the first stage of uptake of the technology, the network effect or the immunity that TC offers will be limited, requiring investment with initially limited returns – one of the reasons we argued that are responsible for the relative lack of success of the TCI. Once however a sufficient number of machines are TC, we should expect that criminals will shift their attention to those machines not yet secured. This is in the typology of Johnson, Guerette and Bowers,\(^33\) a replacement of targets, one of the socially and politically most problematic displacements since it tends to affect the poorest and most vulnerable the most. This is due to the additional costs of TC that we discussed previously likely to be an issue also for the TCI, their arguments that they are simply offering a service for those digital actors whose safety sensitivity demands higher investment, but is easily affordable since they will typically also make profit online much more problematic than maybe anticipated. Another effect of this likely target replacement will be that using TC will become even more inevitable, strengthening further what is already a powerful cartel with in-build monopolistic tendencies.\(^34\) However, once TC uptake has achieved saturation, this type of replacement becomes impossible. Judging from the experience with CCTV, at this point criminals will “return” to the protected environment, due to a lack of alternative, easier targets. At this point criminological research predicts a different type of displacement, not of targets but methods.\(^35\) Criminals will shift their activities to methods that are less


\(^{34}\) as discussed in the previous chapter – one of the consequences of the TCI approach would be that unprotected machines lose the ability to communicate with protected machines.

affected by the protective architecture. In the case of TC, this could take (at least) two forms. On the one hand, criminals could use more sophisticated hacking methods. As we discussed, TC increases security, but cannot provide total protection, it is trusted, not secure computing. On the other hand, criminals might resort even more to non-technological forms of cybercrime such as social engineering which by definition is less impacted by technological countermeasures – though in the case of TC, the fact that not even the owner has any longer full control over his machine but must trust it blindly, will also act against some forms of social engineering. Should this displacement of methods happen, the “false sense of security” that we discussed above will pose particular dangers and could at least initially increase the incidence of crime. In this case, taking on a compensatory role in crime investigation would be even more pressing.

In the remainder of the chapter, we will further develop this line of argument and show that TC is not just a form of privatization of state functions, not just in the field of pre-crime deterrence and prevention, but ultimately requiring also a role in post-crime investigation. There we will face however a particular difficulty that goes beyond the concerns already raised against privatization of police investigations. Shearing and Stenning, in their influential analysis of privatization of policing, argue that:

“..."The development of private security has been facilitated by fundamental shifts in the nature of property relations. These changes have encouraged the development of a preventative mode of policing consistent with the principles and hopes of nineteenth-century police reformers, but they also suggest that we are moving in the direction of a new disciplinary society and raise fundamental questions with

---

respect to sovereignty, justice, and individual liberty now almost entirely unrecognized. In particular, the legal institutions regarding private property operate to enhance the potential threat to individual liberty posed by the development of modern private security.”

35 years on, their analysis has a new poignancy. The most important change in property relation that came with the Internet enabled knowledge economy – barely at the horizon when Shearing and Stenning were writing – is of course copyright. In the relation between copyright holders, the artistic works and the consumer of art, we find all of the elements they anticipate, in particular an often dramatic clash between regimes designed to protect the property interest and “sovereignty, justice, and individual liberty”. We find this conflict whenever copyright is used to curtail free speech. We find it where copyright regimes are used to argue for increased surveillance, such as the Sony DRM fiasco where rightholders tried to install hidden backdoors on the computers of customers, or more generally when privacy gives way to copyright protection. It surfaces in the general debate around DRM regarding “over-protection”, the way in which

it challenges conceptions of justice when imposing abusive on the use of digital objects that the legislator has deemed permissible.41

Just as with private policing in general, the shift in responsibility for Internet security to private sector organizations “raise fundamental questions with respect to sovereignty, justice, and individual liberty now almost entirely unrecognized”.42 In the case of TCI, this is made even more problematic by the fact that due to its origins in DRM, and its support by major Intellectual Property (IP) rightholders, here we have not merely an involvement of a private party to protect the property interests of a third party, rather, “private police” and “property owner” become one and the same person, at least for some crimes and delicts. This needs to be seen also within the context of an increased use of criminal law in copyright protection.43 Together, these developments form a “perfect storm”: a general trend to more and more aggressive use of criminal law to act against copyright violations happens at a time when outsourcing of preventative and investigative policing powers to private sector actors is at a new high - actors who in the case of the TCI are also major IP right holders and have

used in the past technologies very similar to those now suggested for general online security for the protection of their IP rights.

In this chapter, we also want to make a first tentative step to begin the discussion on the consequences for our conception of justice that Shearing and Stenning requested. We will try to show that a further shift of responsibility to post-crime investigation is in a TC environment probably inevitable. It is needed on the one hand to prevent the “displacement problems” discussed above. On the other hand, as we will see in more detail below, TC is also a potential obstacle to traditional, state-centric police investigations, since the very same measures that protect a computer from criminals also protects them against some legitimate (or at least legal) police investigation methods, such as remote forensic analysis. If therefore an increased shift of state powers to TC providers is inevitable, we need to think about the appropriate legal environment that can address the concerns regarding rule of law, justice and individual liberty. For public policing, this has been achieved traditionally (at least in common law jurisdictions) through a careful balance of powers within an adversarial setting – and we will have to investigate also if a private sector environment, with its emphasis on consensual and cooperative relations governed by contract, can replicate these adversarial features. Secondly, the law of evidence has been used to protect the rights of citizens, by e.g. suppressing information that was obtained in violation of procedural rules. Evidence law then became in effect a way to discipline police.44 Again, we will have to analyze if a corresponding way to restrain private sector investigative activities can be found. This may also require legislative responses. In the past, private sector actors were in many jurisdictions free of some or most of the constraints faced by police officers when gathering evidence, giving

addition incentives to police agencies to use the aid of private citizens.\(^\text{45}\) Will TC, if understood as a privatized police function, face similar issues of circumvention of legal rules aimed to protect the citizen from the state? And how great can the responsibilities be that we impose on TC, in exchange for the great powers it wields? To answer these questions, we need first to get a much better idea of how post-crime investigation will be effected in a TC environment. As this side of TC has so far not gained any attention at all - previous studies focused exclusively on the preventative or pre-crime aspect of Internet security - we will try to chart out this new territory first through a couple of examples and analogies to “brick and mortar” investigations.

3.2 Crime investigation in a TC world

Consider the following physical world crime scene scenarios:

\(^\text{45}\) A typical example are rules against entrapment – entrapment by a police officer can render any evidence that is subsequently obtained inadmissible. By contrast, when the entrapment is carried out by a journalist, as e.g. in the News of the world stings in Britain, no such consequences follow. The rationale behind this is that while the evidence is not necessarily unreliable, it is “inappropriate for the state” to generate even more crime than there is already – a concern that does not taint entrapment by private actors in the same way. “It is simply not acceptable that the state through its agents should lure its citizens into acts forbidden by law and then seek to prosecute them for doing so. That would be entrapment. That would be a misuse of state power, and an abuse of the process of the courts.” Looseley and Attorney General’s Reference 4 All ER 898-9.

3.2.1 Scenario 1

The house of a suspect in a murder inquiry is searched. In a locked room, and a locked chest within that room, a bloodied knife is found that has the DNA of a murder victim on its blade. The room and the chest were securely locked, the owner of the house being the only one with a key that he never left out of his sight. There is no sign that either lock was tampered with, or that anyone other than the owner has ever been in the room.

3.2.2 Scenario 2

As above, but this time there are clear signs that someone had at least tried to force both locks, and there are some signs that someone other than the owner had been in the room and interfered with some of the furniture.

3.2.3 Scenario 3

As in 1 above, but this time, the owner had given a key to the room, but not the chest, to a cleaning agency. They had entered the room several times, but there is no reason to believe they had interest in the chest, or the ability to open it.

3.2.4 Scenario 4

As in 3, but this time, the owner has given copies to both the room and the chest to a security company that patrolled the house regularly and checked all rooms and storage facilities for intruders or explosive devices. The company had outsourced several of its activities to other partner companies, making copies of the key available to them as needed. Their records confirm without doubt that nobody but the owner and employees or agents of the company entered the room between the time of the murder and the police search that seized the knife.
3.2.5 Scenarios close up

What can we say in these four scenarios about the evidential value of the knife? Intuitively, it seems clear that the owner of the house in scenario 1 has some explaining to do. Objects found in his possession can be clearly attributed to him, and there is no obvious explanation for the knife other than that he hid it there.

Equally, it seems intuitively clear that the situation is considerably different in scenario 2. Someone other than the owner probably had access to the room and the chest, and not only that, the methods used to gain entry indicate the third party had criminal intentions.

In scenarios 3 and 4, the situation is much less clear. In scenario 3, much will depend on the details of the case: the trustworthiness of the employees of the cleaning company, their effectiveness in vetting employees, the degree of supervision of employees while they were in the room, and the number of people that could have entered the room. Where someone had the ability to enter the room, the difficulty of opening the chest becomes a factor. Even if the senior managers or directors of the organization did not have any reason to frame the owner, the position of the employees must also be considered.

In scenario 4, the situation is even more complex. On the one hand, the type of manipulation encountered in scenario 2 can be ruled out with much more confidence. This also affects scenario 1, or rather our justification to believe that the specific situation at the heart of an investigation falls into that category. It rules out the possibility that a burglar may have opened the chest (scenario 2), but was so good at his job that he did not leave any traces behind, making it look like scenario 1. On the other hand, a very high degree of trust is now placed with the security company and its employees. While in scenario 2, the owner and unknown third parties may have placed the knife in the chest, in scenario 4 there is a finite number of suspects: the owner and the people he employed for his security.
3.3 What is the relevance of all these for digital evidence?

To understand this, we have to transfer our scenarios into the virtual realm, where the house becomes a PC, the room an individual program running on the PC, and the chest contains the equivalence of individual files created by that program. Scenario 1 now exemplifies how lawyers, and arguably also the police, have often naively thought about the “crime scene computer”. In this view of the world, the owner (or password holder) is the only one with access to its content, and if illegal material is found on such a device, there is at the very least a strong assumption that it is there with the owner’s knowledge and consent. In England, aspects of this view have found their way into the law in the form of an evidential presumption: computers, as a mechanical instrument, are presumed to be in order.

The Law Commission, 11 years after its enactment, recommended total deletion of PACE’s Section 69 stating that it served “no useful purpose”:46

We provisionally proposed that section 69 of PACE be repealed without replacement. Without section 69, a common law presumption comes into play:

“In the absence of evidence to the contrary, the courts will presume that mechanical instruments were in order at the material time. Where a party sought to rely on the presumption, it would not need to lead evidence that the computer was working properly on the occasion in question unless there was evidence that it may not have been – in which case the party would have to prove that it was (beyond reasonable doubt in the case of the prosecution, and on the balance of probabilities in the case of the defence). The principle has been applied to such devices as speedometers and traffic lights, and in the consultation paper we saw no reason why it should not apply to computers.”47

---

The provision was repealed finally by s.60 of the Youth Justice and Criminal Evidence Act 1999\(^{48}\) and assumes, amongst other things, that programs are not corrupted by third parties.\(^{49}\) For many reasons, this picture was always at best an overly simplistic version of reality that relied on numerous highly problematic assumptions, such as how many people are physically located within range of the computer that might have been able to use it if they wanted to; whether it really was protected by passwords; whether the computer was set up to ensure a password had to be put in each time the computer ‘went to sleep’; whether the wi-fi was on or not, and if it was on, whether the security provisions were sufficient enough to prevent a third party from entering the computer from outside.

It is this last aspect, the inability of a third party entering from the outside that concerns us in this chapter. The problems with this specific assumption came to the forefront of the attention of the law when facts similar to scenario 2 were the subject of prosecutions or civil actions. Scenario 2 is broadly the equivalent to the “Trojan defence” as used in the cases of Matt Bandy,\(^{50}\) Aaron Caffrey and several others.\(^{51}\) Caffrey was acquitted by a jury of the charge of unauthorised


\(^{49}\) For a critical discussion of this presumption and the often unrealistic assumptions it is based on, see Mason, S. (2010). Electronic Evidence (2nd ed.): LexisNexis Butterworth. Chapter 5.


computer modifications, which were part of a DoS attack against the Port of Houston’s computer system in September 2001. Caffrey successfully argued that the evidence against him was planted on his machine by the real attackers, and that his computer had been “zombified” by an unspecified Trojan that gave the attackers control of his PC. Even though a forensic examination of Caffrey’s PC found attack tools (our “bloody knife”), it did not find any traces of a Trojan infection (our “scratch marks on the lock”). Nonetheless, the jury accepted the defence argument that a Trojan could wipe itself – blurring the line between our scenario 1 and 2 above. To the extent that Caffrey’s argument was convincing, we could never be certain if we are really dealing with an unproblematic scenario 1, or a problematic scenario 2.

Matt Bandy, a minor himself, was prosecuted for the possession of child pornography. Facing a possible sentence of imprisonment of up to 90 years, the ability of his defence team to show that his computer’s protection had been disabled and that his computer had at the time been infected by more than 200 viruses and other malware, including Trojans that could have allowed third party access to his computer, allowed him to enter a plea bargain that resulted in an 18 month suspended sentence. His case illustrates two points that will be relevant later: first, the tendency by users to disable protective software (for instance to “free up” CPU) or to fail to update it is an enabling factor for cybercrime. Second, at least according to the defence team, the police was overly naïve in assuming a “scenario 1” type setting, without testing the necessary assumptions with sufficient rigour.

3-50. Links to several unreported uses of the Trojan defense can be found here: http://www.forensicswiki.org/wiki/Legal_issues

Malicious outsiders are, however, not the only problem that demonstrates the problematic assumptions underlying scenario 1. Almost every computer user will have granted – knowingly or unknowingly – at one time or another, an automated update agent in the computer the right to obtain access to the Internet and to download updates. In this respect, we are almost always in a “scenario 3” type setting, where the digital equivalent of “domestics”, carry out largely unseen work on our computers all the time. While it is unlikely that anyone working for an anti-virus vendor would hold a grudge against a particular person, and could circumvent the internal auditing and security measures to use that permission to install an illegal program or file on their computer, it is equally true that at any given point in time, a large number of organizations can legitimately make changes on the owner’s computer system.

It is however scenario 4 that is at the centre of this chapter’s section. As with its offline counterpart, it allows us to rule out with a high degree of confidence, evidence planted by malicious third parties as described in scenario 2. On the other hand, every crime scene now becomes potentially tainted should the trust in the third party and its employees be misplaced. Trusted computing can be seen as such a security service, and to understand why it is nonetheless seen as an appealing model by many, we have to discuss in more detail the regulatory and risk assessment environment that gave rise to the TC initiative. Unsophisticated users have long been identified as the weakest link in any strategy to make the Internet more secure against cyber attacks. It is their computers that provide the raw material for botnets, the main tool for denial of service attacks, when they forget or fail to update their system with patches, let their anti-virus software expire or forget to update the virus signatures.\footnote{Bayer, U., Habibi, I., Balzarotti, D., Kirda, E., & Kruegel, C. (2009). \textit{A view on current malware behaviors}. Paper presented at the LEET’09: Proceedings of the 2nd USENIX conference on Large-scale exploits and emergent threats: botnets, spyware, worms, and more, Boston, MA, USA. http://www.eurecom.fr/people/vs_bayer.en.htm,
botnets in turn can also threaten the systems of more resourceful and sophisticated users, including servers that are crucial for the very functioning of the Internet. An apparently obvious solution from the point of view of the technicians is to remove the responsibility of providing security for the computer from the general user, and assign it to a third party. This in turn creates several legal issues for the employees of these third parties, and several of them are discussed in more detail below. For instance, it is necessary to consider if exclusionary rules against illegal searches by the police are applicable by analogy, or if a third party employee finds incriminating material by accident, what the liability is if he chooses not to report it. For obvious reasons, any third party entering into a contract to perform such a service will need certain rights to obtain access to a computer or system to perform the contract effectively. As noted above, whether or not this is acceptable becomes a question of trust – there

Henderson, S. E., & Yarbrough, M. E. (2002). Frontiers of Law: The Internet and Cyberspace: Suing the Insecure?: A Duty of Care in Cyberspace. *New Mexico Law Review, 32*(11). It should be noted at this point that these solutions are themselves far from sufficient to provide perfect security – for a discussion, see e.g. Bilar, D. (2009). Known knowns, known unknowns and unknown unknowns: anti-virus issues, malicious software and internet attacks for non-technical audiences. *Digital Evidence & Electronic Signature Law Review, 6*, pp. 123 - 131. . However, the experience with available security measures shows that no technological solution, however sophisticated, can be expected to work if it relies ultimately on active user involvement and allow the override of automated protection mechanisms by the owner of the computer.

While state agencies that should know better, have found themselves victims of hacking attacks, the damage in these cases was typically restricted to the computer system in question. With botnets, on the other hand, the victim is not just the user who lets his computer become infected, but also third parties and ultimately, the very functioning of the Internet can become threatened. It is this third party effect that changes the legal and practical landscape, and goes some way in explaining why the solution to sustainable Internet security is seen mainly in addressing the large number of relatively unsophisticated users. From a legal perspective, it is this involvement of parties other than the immediate victim that we think creates unique legal challenges.
is nobody a king or president has to trust more than his bodyguards, because they tend to be the only people allowed to carry weapons in her presence – but as history illustrates, such trust can be misplaced.

However, if the future of Internet security includes a shift of responsibility (and control) away from ordinary users to professional organizations, a number of issues need to be considered, such as:

- The conditions by which it can be considered to be rational to trust the security providers.
- When and if potential interference with the digital crime scene might become an issue.
- How the criminal law and the law of evidence should respond to such a shift in responsibility, especially if it is the private sector, as opposed to the state, that takes on the role of securing (parts of) the Internet infrastructure.
- Whether it is necessary to adjust laws that were written mainly at a time when policing was the epitome of sovereign authority.

To repeat at this point a caveat from Chapter 2: Trusted Computing serves to illustrate that the analysis discussed in this thesis are not mere speculation, but it should be kept in mind that the main interest is in the type of response to cyber crime, not the necessarily the TCI alone.

### 3.4 Consequences for the regulatory environment

As we've seen above, from the beginning, TC has been controversial within the academic and scientific world, the computer industry, and the end-user community.

The proponents of TC suggest that TC promises to provide four

---

crucial advantages: reliability, security, privacy and business integrity. These, it is claimed, when taken together, guarantee a system that will be available when needed; will resist any attack by protecting the system and the data; will provide privacy to the user, and finally it will provide businesses with the ability to interact efficiently and safely with their customers. Additionally, TC should provide protection from viruses, because a check will be applied to all files trying to 'enter' the system, as well as the implementation of new applications aiming at providing greater protection. As we saw, critics of TC consider that restrictions will be imposed on users, because the owner of a PC does not have root access to cryptographic keys, and therefore users will no longer be in control of their own computer.\footnote{The reader can have an inside on the critics on TC considering the restrictions imposed on users: Green, L. (2002). Trusted Computing Platform Alliance: The Mother(board) of all Big Brothers. Presented in DEFKON 10. from http://www.cypherpunks.to/TCPADEFCON10.pdf, Stallman, R. (2002). Can you trust your computer?, NewsForge-The Online Newspaper for Linux and OpenSource. Retrieved from http://www.newsforge.com/business/02/10/21/1449250.shtml?tid=19} The validity of this argument is also confirmed by proponents of TC, but they claim that this is a feature, not an error, as it will restrict issues such as user override.\footnote{See Yung’s view on the user overriding issue: Yung, M. (2003). Trusted Computing Platforms: The Good, the Bad, and the Ugly. Paper presented at the 7th International Conference, FC 2003, Guadeloupe, French West Indies (pp. 250-254),Springer.} As noted above, the user has the ability to disable some of the safety features and where such features are rendered inoperative, the computer becomes open to cyber attack. The proponents’ suggestion to rebalance the degree, by which users can override such features that are in place by the manufacturer and still remain trustworthy, is based on this exact reason.\footnote{ibid. p.252} Consequently, the user will no longer be in full control of their own computer because they are not permitted to obtain access to the private keys that purport to make the computer trustworthy, thus it is asserted that trust is based on what
is promoted as being a ‘well designed machine’, not badly educated humans. This is normally analysed as a key feature of the “pre-crime” aspect of TC, its ability to enhance security. But our discussions show that it is just as relevant for post-crime and crime investigation purposes. The PC in this case becomes the crime scene. TC secures the crime scene against its human owner, be he victim or a suspect. It prevents him from interfering with at least some aspects of the evidence, either accidentally or intentionally. It may even prevent some types of “anti-forensic” software from running. Advanced anti-forensic software will not only delete files, it will alter the basic configuration of the computer so that no evidence remains that a deletion was carried out – this will in some cases change “integrity values” of the computer the way a rootkit does.\(^\text{59}\) TC prevents however rootkits from running, and therefore by implication also some anti-forensic tools.

Richard Stallman, the founder of the Free Software Foundation and creator of the GNU Project, is one of the harshest opponents of TC. Stallman considers that ‘treacherous computing’ is a more accurate name for TC. His concern was the possibility content providers and computer companies to make computers obey them. It is possible for users’ data to be edited and deleted remotely, without any notification to the user or owner of the computer.\(^\text{60}\) However, our discussion indicates another way a TC computer can be treacherous – just as in the Tell-Tale Heart by Edgar Allan Poe, your computer keeps not only track of you, but now,


there is nothing you can do about it. At this point, it is important to remember that there can be legitimate reasons to securely delete files in a way that makes them forensically irretrievable, and without even a trace of the deletion - selling a machine that carried sensitive information on the second hand market for instance.

TC thus poses a two-pronged dilemma in a forensic context: it prevents (almost) everybody from altering certain configurations on a computer, not just malicious third parties but also the owner – giving the computer evidence potentially much higher evidential value. At the same time, as per Stallman, it does open up the possibility to alter or add to that data by the TC provider as trusted third party. Or, translated back into the real world, not only do you have to give access to your house to someone who can plant a bloodied knife there, once the knife is in your house, there is no way you can get rid of it again. To permit this to anybody requires a considerable amount of trust in the sociological sense- trust that as we argued in the preceding chapter the TCI is unlikely to command.

In the context of this chapter, this possibility is central to scenario 4 above:

- The extent that a TC system provides for the Trojan defence, when remote access to files by a third party is a necessary prerequisite for the system to fulfil its function, and
- The legal duties, if any, that should be imposed on TC providers to maintain the integrity of “digital crime scenes”.

Programs that use TC when installed will be able to continually download new authorization rules through the Internet and levy those rules automatically on the computer. In such circumstances, it is claimed that computers may apply the new instructions that have been downloaded without the user being made aware of the new instructions, to such a degree that a user will no longer be able
to fully interact with his own computer.\textsuperscript{61} This shows that in the context of computer forensics and crime investigation, the Digital Rights Management (DRM) heritage of TC becomes a potential issue. Digital Rights Management, which was one of the original aim for developing TC technology, will be used for e-mail, documents and multimedia which can disappear or remain unreadable on certain computers, thus altering programs and files – with obvious consequences when the evidential value of such files and programs have to be evaluated. A practical application of this problem could be for instance when the police tries to determine if known child pornographic images are or have been stored on a machine. Known images are given a hash value as unique identifier and compared to the hashed files on the suspect computer.\textsuperscript{62} Manipulation of hash values by a third party could then incriminate an innocent user.

### 3.5 Legal responsibility in an age of TC

A significant aim of this chapter is to argue that if the Internet is to be made more trustworthy through technological rather than legal solutions, the provider of that security will need to obtain access to user's hard drives, and have the ability to extract information and to reconfigure the software on the machine. TC can be seen as a first step in this direction. In this analysis, in conceptual terms the TC approach amounts to a part privatization of what is, in the off-line world, an essential state function. Safety becomes a commodity, and its exchange is primarily governed by contract. Contract, and possibly the law of tort, has


consequently been seen often as the obvious solution to the regulatory issues that TC raises and we will return to this avenue in the next chapter. However, this perspective leaves the re-balancing act between the customer or computer user and the software company to a mix of market forces, competition law and good faith interpretation of contractual terms that cannot adequately address the interest of third parties in the security of the Internet, and in particular fails to address the interest of the state and law enforcement agencies.

To the extent that scenario 4 is a realistic depiction of the new realities of investigative work in a trusted computing environment, several choices become available. One is to do nothing. In this case, the issue of access is similar to scenario 3. Since no legal challenge against the validity of digital evidence on the basis of an update agent or similar software on a computer that grants other organization access to it has been made to date, this could be considered as a mere theoretical concern. The risk is that should such a case ever arise, a large number of convictions could suddenly become unreliable in retrospect. Alternatively, if our analysis of TC as privatization of a core state function is considered seriously, it is necessary to create a legal duty on TC providers to ensure that any interaction with individual computers does not affect the integrity of the data for evidential purposes. Just as the police are required to observe the requirements of the chain of custody, and to document the chain appropriately, TC providers could be required to develop protocols with the explicit requirement of legal admissibility. This option would also highlight the potential privacy issues raised by trusted computing, making the quasi-policing role of TC more visible. This, arguably, could act as a deterrent for the uptake of the technology, but this assumes that consumers will be left with a choice in the matter.

A related issue is the use of forensic diagnostic tools. One of the problems with TC that is frequently raised in the literature is the possibility that it will not allow certain programs, especially open source programs, to run on a computer.
This could at least theoretically prevent commonly used forensic tools such as Encase running on a suspect’s computer. Any attempt to deal with this problem generically may be more difficult than it seems, given the dual nature of many hacking tools – the very software that a system administrator uses to ensure safe working of a computer, or that is needed for a forensic analysis, are also capable, in the wrong hands, to be used for malicious purposes – the difference between hacking and auditing or administration tools lies not in the code, but the use it is put to. This became visible in Germany’s much criticized attempt to prohibit the possession of software that can be used for hacking purposes, and led one journalist to add as a by-line: “Will the last security expert to leave Germany turn off the lights?”. By the same token, many of the functions necessary to perform a forensic investigation on a computer – which by definition often means to ‘force’ the suspect computer to reveal its secrets by, for example, breaking passwords or searching for stenography – will look for all intents and purposes for the TC system, which is similar to the very type of process it is designed to prevent from running.

This in turn leads to another problem: whether it is desirable in principle that TC provides the purported level of security from attacks. At first glance this question might seem absurd, but it is necessary to understand that the entire field of Internet security is based on a fundamental paradox: what works for the victim also works for the criminal, and what works for the criminal can also work for the police. This was epitomized in the debate around secure encryption in the late 1990s: while strong encryption protects honest citizen against data thieves and

---


other criminals by protecting sensitive communication such as bank details, it also protects criminals, their clandestine communications and on-line money laundering activities. Complex compromise solutions had to be designed, which typically combine restrictions on some technologies with legal requirements to hand over keys as part of an investigation. One of the potentially strongest selling points for TC and proof of its potential to enhance privacy is that a number of oppressive regimes such as China and Russia prohibit their citizens from importing the related TPM technology. However, the technology is neutral. That TC is considered to be suspicious by regimes that prefer its citizens to not discuss politics without the ability of the police to eavesdrop should also raise concerns for governments worried about organized on-line crime.

It is also not an option to provide the public with a ‘weak’ form of TC that remains vulnerable to being penetrated by the police or other state agencies. As indicated above, organized criminals, often with a background in the disintegrating security agencies of the Eastern European block, can match those of official agencies. More plausible is the idea that the state will impose requirement to leave sufficient weak spots so that when authorized by a court, the TC provider is in a position to obtain access to the data. This is very similar to


the provision of the Regulation of Investigatory Powers Act 2000 (RIPA) in the UK that creates obligations to reveal the password to encryption keys. In such an environment, TC providers face a stark choice: promise a lot, and risk liability when things fail, or make it clear in the contract that TC cannot guarantee safety – which would risk to undermine acceptance and take-up by users. It is noteworthy to mention at this point that Windows Vista, Windows 7, 8 and 10 are already using the Trusted Platform Module to facilitate the BitLocker Drive Encryption. It is undoubtedly the case that users are not aware of this, but even if they were aware, they would not be able to understand its features. 

Even more directly relevant in considering police investigations in a TC environment, is that some investigative methods used by the police use the same technologies that criminal hackers use to exploit computer vulnerabilities. In Germany, the ‘Federal Trojan’ was a piece of software that opened back doors in the computers of crime suspects, to permit clandestine monitoring of their activities.\textsuperscript{68} Even more controversially, the recent attack on Iran’s computer infrastructure for the nuclear industry was very likely the result of actions by a ‘friendly’ state power (friendly, that is, to the US and UK as main sponsors of TC) using a similar, Trojan based approach.\textsuperscript{69} A technological solution such as TC that cannot distinguish in principle between good governmental Trojans and bad criminal Trojans and prevents both from functioning, creates potential for conflicts, both technological and legal, that need to be further explored. One answer, for instance, could be to create a further responsibility for the TC developers, that is, the duty to compromise their own product under certain circumstances. This in turn would require a set of legal instruments, on the one


hand to compel them to cooperate, and on the other a qualified privilege for any harm that might arise from such cooperation. Decisions also would have to be taken regarding the procedural requirements to be used to compel TC providers to cooperate with criminal investigations, in particular the degree (if any) of judicial oversight and warrant requirements. Hence, balancing the legal obligations, privileges, immunities and burdens in a way that is at the same time equitable to consumers and software vendors requires considerably more complex responses by the law than a change to the liability regime that the House of Lords envisaged.70

A final issue arises from the DRM heritage of TC, and also how issues traditionally discussed in terms of privacy protection can take a new dimension in the context of criminal law and criminal investigations. As noted above, it seems that the TC providers can obtain sufficient information from the computers of TC users not only to prevent unauthorized programs or files from running (for instance to prevent the playing of an illegal copy of a music track), but also the possibility of removing programs. Given such power, it is possible to infer that the TC provider would at least have constructive knowledge about the content of the user's computer. Increasingly, legal systems create an obligation to inform the police if they have knowledge of illegal activity.

For instance, the Anti-Terrorism, Crime and Security Act 2001 in the United Kingdom makes it an offence to fail to disclose information to the police that would be “of material assistance in preventing or leading to the arrest of persons engaged in the commission of an act of terrorism”.71 In Germany, even broader


duties exist to bring certain crimes to the attention of the authorities. Article 138 of the Criminal Code (StGB) mandates that failing to disclose information about a large number of offences, from terrorism and treason to murder, kidnap and dangerous interference with the railway, carries a sentence of up to five years.\(^72\) It is therefore of some relevance to decide what type of knowledge is required by these criminal offences, if fully automated processes that permit the identification and retrieval of information count as ‘knowledge’ for the purpose of these laws (and if not, if they should be included), and indeed how much actual knowledge TC providers could or should have about the content of their customers’ hard drive. It could be possible for instance, to look for the hash value of movie clips known to have content of abusive images of children, in addition to clips that are merely illegally downloaded.\(^73\)

Similar arguments have been made – and in our opinion never satisfactorily resolved at least in the US – regarding constructive knowledge and possession of illegal content in the case of Internet intermediaries such as search engines or online platforms. Google is technically in possession of illegal images when their web crawlers create cached versions of the web sites they visited, stored on Google servers. To build up their index, the search engine’s robots constantly crawl the Web, taking “snapshots” of every Web page they find accessible (i.e. not encrypted, or with a robot exclusion clause in its html code). These copies, also called “cached” copies are then stored on the search engine’s server.\(^74\) For the US, there is a patchwork of exemptions that indicate recognition of the problems for intermediaries that this can cause. The most famous one are the safe harbour rules under the DMCA, the Digital Millennium Copyright Act, which is codified in

---

\(^72\) Criminal Code (Strafgesetzbuch, StGB) § 138 (1998).

\(^73\) US v. Cartier, No. No. 07-3222, 543 442 (Court of Appeals, 8th Circuit 2008).

\(^74\) For more of the technical details and possible legal ramifications see Peguera, M. (2008). When the cached link is the weakest link: search engine caches under the Digital Millennium Copyright Act. pp. 1102-1157., especially p. 1106-1108.
sections across 17 U.S.C.75 It exempts intermediaries from civil liability under copyright law provided they “cooperate” with legitimate takedown and notice requests. However, this is a specific exemption for copyright purposes and here arguably only for civil liability. In addition, 47 U.S. Code § 230 for instance creates a “good Samaritan” exemption for intermediaries that “do their best” in shielding the public from illegal or obscene material by using filters for blocking and screening, to ensure that this does not suddenly make them “publishers” of the material that nonetheless gets by their filters. It also exempts them from civil liability. However, 47 U.S.C. 230(e) reaffirms that this does not prevent criminal liability, and as 18 U.S.C. 110(4)(A) makes it a criminal offence to “knowingly possesses one or more books, magazines, periodicals, films, video tapes, or other matter which contain any visual depiction [...] of a minor engaging in sexually explicit conduct”, it could at least be argued that the search engines commit a crime under that provision when their web crawlers create copies for the purpose of indexing.76 Finally, Section 230 of the Communications Decency Act creates an exemption for intermediaries for certain type of speech related offences.77


What does this mean for TC? As we have argued, TC requires that the computer owner trusts the TC provider with some information at least—potentially giving them considerable access rights. Unlike in the examples of child pornography or copyrighted material discussed above, the TC provider does not become the owner of this information; it continues to reside solely on the user’s computer. Laws that proscribe possession therefore are—probably—not affected. However, the information gathered will be sufficient to alert the TC provider of some forms of illegal activity, including copyright infringements or attempted participation in a Denial of Service attack. Where criminal laws make it an offence not to report knowledge of a crime, this should then create criminal liability for that specific offence— the above cited laws either only shield from civil liability, or are “offence specific”.

A possible argument in defense of TC providers could be that the relevant offences typically require “active knowledge”, not just a generic knowledge that “something” illegal is happening, somewhere. Since as we have seen in chapter 2, the information acquisition and processing that is required for TC is with necessity carried out automatically and by machines (“trust machines, not humans”), the argument could be made that the TC provider never acquires the relevant “knowledge”. This would certainly fit to the policy rationale that we find in the DMCA safe harbor provisions and the Intermediary Immunity provisions under Section 230 of the Communications Decency Act.\(^79\) Google “knows” abstractly that it must have made copies of copyrighted material, and that some of its search results direct users to infringing sites. But unless a specific site is

\(^78\) Depending on the configuration of the TC approach, some data may reside on the TC provider’s service, but from the details available to us, this will not normally be any “substantive” content— the TC provider can see from the hash files and the certification what types of file are on a machine, but not the files itself.

brought to its attention, the relevant “knowledge” is too diffuse to trigger legal responsibilities. Similarly, we know a priori that attacks against computers take place, and that therefore the TC provider will “somewhere” on its system information that indicates illegal activities. But as long as no human identifies a specific computer or network, this does not amount to “actual knowledge”, at least not for the purpose of criminal law. However, there are good policy and legal reasons not to make this defense available. From a policy point of view, it would enhance the “responsibility gap” that has already been identified as a more and more pressing problem in a world where we outsource more activities to machines. This would create dangerous incentives to avoid legal responsibility by using automated processes, something which becomes even easier to accomplish. Secondly, it would also raise systematic-legal problems. If automated data processing is decoupled from “knowledge”, then many automated functions that are crucial for e-commerce and the Internet society, are once again called into question – for instance, automated contracting through autonomous agents could result in void contracts, because there too, a degree of “knowledge” is required as a matter of law.


82 A discussion of this problem would go beyond the scope of the thesis. For a discussion on the mental element in automated contracting, a discussion that goes back to the late 1980s, the reader is referred to Weitzenböck, E. M. (2001). Electronic agents and
In the US at least, and in line with its “fragmented” approach to regulate intermediary liability, special laws may be required to ensure that TC providers are not overburdened by reporting duties.

In Europe, we have a more systematic approach in the e-commerce Directive, which grants more generic exemptions:

First, we find in Article 12 a general “mere conduit” safe harbor provision:

Mere conduit

Where an information society service is provided that consists of the transmission in a communication network of information provided by a recipient of the service, or the provision of access to a communication network, Member States shall ensure that the service provider is not liable for the information transmitted, on condition that the provider:

a) does not initiate the transmission;
b) does not select the receiver of the transmission; and
c) does not select or modify the information contained in the transmission.\(^{83}\)

Unlike in the US provisions, both civil and criminal liability are excluded. However, two legal issues remain. The first and most obvious is if TC providers are providing an “information society service” of the kind detailed in the Directive. As the interviews with some developers, to be discussed in more detail in the next chapter show, this is probably not how the TCI sees itself – they are selling “goods”, functionality embedded in hardware. However, our discussion in the previous chapter painted a rather different picture. TC at the very least makes transmission in a communication network safer, by interacting directly with the


---

communication process. Its ultimate aim is to build up “from the ground” a more secure internet – that part of this activity takes place on the computers of individual users, doesn’t change the picture. Furthermore, as we discussed, to create the necessary “herd immunity”, being “TC certified”, will become a pre-requisite for a computer to participate in the communication with other machines. This strongly indicates in our view that TC can be seen as providing “communication services”. While one could therefore argue that TC falls under the exemption of Article 10,\textsuperscript{84} this last point also indicates a problem: TC decides which computers are allowed to communicate with other computers – and this looks perilously close to an activity under provision (c) of Article 10, which would deprive the TC provider from its protection.

Of particular relevance is furthermore Article 15:

**Article 15**

No general obligation to monitor

1) Member States shall not impose a general obligation on providers, when providing the services covered by Articles 12, 13 and 14, to monitor the information which they transmit or store, nor a general obligation actively to seek facts or circumstances indicating illegal activity.

2) Member States may establish obligations for information society service providers promptly to inform the competent public authorities of alleged illegal activities undertaken or information provided by recipients of their service or obligations to communicate to the competent authorities, at their request, information enabling the identification of recipients of their service with whom they have storage agreements.\textsuperscript{85}

Taken together, (1) and (2) mean that an Information Society Service Provider (ISSP) must not be compelled to actively monitor the information in their control, but if they obtain knowledge, it is permissible to obligate them to disclose the information, either pro-actively or as a result of a warrant or similar

\textsuperscript{84} ibid. Article 10 on the information to be provided.

\textsuperscript{85} ibid. Article 15
request. In light of the discussion about “active knowledge” above, we can see how this works for Google, YouTube or Twitter. All of these services, have to process data which “could” provide evidence of criminal activity, but as this is not the core of their activity, they can’t be compelled to take on this task in addition. Google is not looking actively for illegal material, we just know a priori that it will stumble across some. But if a specific suspicion is raised to them, this changes the nature of their knowledge and they then can be compelled to cooperate in this specific case. But with TC, the situation is fundamentally different. “Looking for trouble” is in a way what they are all about, identifying unsafe machines or communications, and blocking them. For them, identifying (also certain types of) illegal activity is part of their core business, as a “privatized police” as we argued above. Therefore, Article 15 (2) alternates point (1) which will be the norm rather than the exception, at the very least permitting member states to request active reporting of signs for illegal activity, if this is not already covered by the types of criminal law that we mentioned above.

To summarize: In our analysis, TC acts as a “privatized police”. This means they also get possession of information that is normally either unlawful for an ordinary citizen to have, or at least triggers reporting duties. This could expose TC to substantial criminal liability. Special privileges may have to be created by law to exempt them from an overly onerous reporting requirement, especially as this would make them even more visible as part of a surveillance operation on behalf of the state and in potential conflict with their customers. We identified so far two possible avenues to achieve this: bringing them explicitly under the umbrella created for ISSPs (which might mean to broaden the scope of this category) and give them the rights, privileges and duties of ISSPs, including potentially data retention duties to be discussed below. This seems in line in particular with the EU approach. Or create sector and offence specific new and tailor made exemptions, for “internet security providers”. This would be more in line with the US approach and have the advantage that any exemption can be
“tailor made” – as our discussion has shown, they are sufficiently different from Google or YouTube to make the EU directive a less than perfect fit. Further below, we will look also briefly at a third option that takes the idea of a “privatised police” more serious and extends rules to them that other professions that took on security functions are already subject to. Rather than seeing TC as a form of ISSP, in this approach they would be treated more like public notaries or volunteer police officers. First though, we will explore in some more depth the additional duties that could come from treating TC providers more like ISSPs.

3.6 A case study: Retention and Preservation of data

Collection of evidence from computers, networks, digital storage devices, servers and personal devices has been a standard practice in digital forensics. As stated earlier, TC originated as a form of DRM technology with the intent to control the use of digital content on user’s computer and prevent unauthorized and illegal use of the material. The data retained from users will be held in TC provider’s databases thus raising - amongst others - legal, privacy and forensics investigations concerns. There are two sides of the coin to be considered here – the duty to retain and preserve data for forensic purposes as long as required by law, and not to retain it any longer than permitted by data protection law. To gauge what exactly one’s duties under these conflicting provisions are, requires for entities that are engaged with the Internet (which may or may not be a wider group of ISSPs) to know exactly what type of entity they are for legal purposes – and as we have seen, for TC providers as “privatized police”, this may be more difficult to determine than one may have thought.

The EU Directive on data retention 2006/24/EC\(^86\) had been introduced in an attempt to give the authorities the ability to cope with organized crime and

---

\(^86\) Directive 2006/24/EC of the European Parliament and of the Council of 15 March 2006 on the retention of data generated or processed in connection with the
terrorism. Recently, early in April 2014 the European Court of Justice however, annulled the provision as being in irreconcilable conflict with the fundamental rights of privacy and protection of personal data\(^{87}\) (since the restraints already in place are not enough to ensure that only the necessary information is stored and used without prior notification to the subscriber).\(^{88}\) The Court emphasized the impermissibility of blanket retention of data without specific justification, as well as the possible abuse of the data that are not certain to be destroyed at the end of the retention period and concluded that a reform of their former decision should emerge; adding more pressure on the lawmakers to deliver vigorous data protection measures.\(^{89}\)

---


However, the UK reacted to the decision by enacting emergency legislation (Data Retention and Investigatory Powers Act 2014 “DRIP”) which had for the time being (and subject to further legal challenges) kept the data retention regime in place for the UK. These changes in the law create obvious uncertainty, which is a problem for ISSPs in general, but will affect TC in particular – as we argued above; here certain types of data collection and retention are in a way “core” to the business that aren’t for other actors in the digital economy.

ISPs in Europe have thus been until recently under a legal duty to retain data and to ensure the safety of those data for investigation, detection and prosecution of serious crime. Retention period, archival policies, categories of data, storage means, access control and encryption rules have been delineated regarding ISPs though the Directive 2006/24/EC of the European Parliament. In the US, no general data retention duty exists. Attempts have been made to introduce such duties, most notably the “Internet Stopping Adults Facilitating the Exploitation of Today’s Youth” (SAFETY) Act 2009 which was introduced in 2009 by Representative Lamar Smith, and which would have obligated providers of “electronic communication or remote computing services” to “retain for a period of at least two years all records or other information pertaining to the identity of


a user of a temporarily assigned network address the service assigns to that user."\textsuperscript{93}

However, while the US is lacking a legal data retention duty, its police and security services have been highly successful in accessing data that ISPs keep voluntarily and/or for their own internal benefits. The Stored Communications Act\textsuperscript{94} in conjunction with the PATRIOT Act regulates for instance how access to communication data can be gained through the use of national security letters (NSL), a form of administrative subpoena, by the Federal Bureau of Investigation.\textsuperscript{95} In addition to the highly controversial and highly secretive NSLs, there are other procedures such as SCA warrants that enable access to communication data by law enforcement agencies, subject to warrant requirements.\textsuperscript{96}


\textsuperscript{94} 18 U.S. Code § 2709 - Counterintelligence access to telephone toll and transactional records (1986).


This means that independently of the specific legal framework that is used to access data, ISPs are increasingly acting as a proxy for police and security services in evidence acquisition. As von der Meulen and Lodder have observed, at the same time when the concept of ISP was considerably widened and now includes the likes of Facebook and Google in addition to the traditional “access providers” such as BT or VirginMedia, their role changed from a neutral thirds to private law enforcers.\(^97\) Interesting for us in this respect is in particular von der Meulen and Lodder’s “sectorial analysis” of this phenomenon. In general, they note that not just the EU data retention duties, but generally legal cooperation requirements with the police or other third parties was consistently rejected by the ISPs, who sometimes succeeded in getting the legal collaboration requirements rescinded or at least watered down, as in the case of the French HADOPI law\(^98\) or even more impressively the collective action against the proposed SOPA and PIPA legislation in the US, that pitted ISPs against copyright holders.\(^99\) In other cases they found it collects, see Schultheis, N. (2015). Warrants in the Clouds: How Extraterritorial Application of the Stored Communications Act Threatens the United States’ Cloud Storage Industry. Brook. J. Corp. Fin. & Com. L., 9(2), pp. 661.


\(^99\) A detailed analysis of the interests at stake in this dispute, and the political environment in which it took place, is in Bridy, A. (2012). Copyright policymaking as
ingenious ways of abiding by the letter of the law while finding often ingenious solutions to undermine its efficiency. A particularly striking, and arguably illegal, example is “warrant canaries”. ISPs are prevented under the NSL warrants (discussed above) to disclose to their customers that a data request was made. Some found a workaround, or so they claim: They state on their website that they “never received a warrant” – and would take this note down if one were to be issued. In more traditional territory, example abound where ISPs have fought warrants on behalf of their customers.

As von der Meulen and Lodder show, not unsurprisingly ISPs were significantly more willing to fight or undermine attempts to co-opt them for law enforcement purposes if there was no direct benefit for them or their customers. As long as ISPs were not major copyright holders e.g. there was no benefit for them in alienating their customer base by penalizing some of them for copyright theft. Similarly, they had no direct benefit in disclosing customer details to law enforcement agencies if the victims of the alleged crime were not directly other customers – as would be the case both in child pornography prosecutions but also some hate speech cases. In these cases, their resistance to legal requirements for


101 The Electronic Frontiers Foundation keeps records of such acts of resistance – noting e.g. that in 2014, Amazon had been willing to challenge warrants that targeted their customers. https://www.eff.org/who-has-your-back-2014#courts
cooperation was strongest. A different situation emerges when the target are the operators of botnets. Here, ISPs had a twofold motivation to cooperate, since botnets could attack them directly (and hence interrupt services to their customers) or expose their customers to attacks by a minority of criminals. Unsurprisingly, this example of “privatized law enforcement” turns out to be the most successful.

The above should not be understood as painting ISPs as selfless champions of their customers, willing to take on vested corporate interests at great personal risks and expenses, even though this was very much the picture the industry tried to paint of itself in the SOPA-PIPA wars. Once an appropriate incentive structure is created, for instance through “safe haven” provisions that invited ISPs to pass on the risk of copyright litigation to others, compliance can be vigorous and potentially beyond what the law technically requires. But what this analysis shows is that for at least some ISPs in at least some forms of co-

---


103 Meulen and Lodder op cit p. 7. See however also Van Eeten, M. J., & Bauer, J. M. (2008). Economics of malware: Security decisions, incentives and externalities: OECD Publishing. STI Working Paper 2008/1 who argues that action was taken by ISPs in no more than 10% of cases.


option, the adversarial structure of the legal process and with that its checks and balances are preserved, however diminished they might be. The police still has to apply for a warrant that is served to a party which is not institutionally friendly to the police (the way judges seem to be, whose scrutiny of warrant applications seems limited), and thus might decide to challenge it. Interests of police and ISP are not congruous unless an intentionally designed legal incentive structure makes them so.

Under these circumstances, the type of ethical-analytical framework that von der Meulen and Lodder suggest may well be sufficient to provide a sufficiently abstract mechanism for testing the legitimacy of co-opting ISPs into policing roles. It assumes unwilling ISPs, and then focuses on whether co-opting them is legitimate at all, and if so, just how far the state can go in providing an “incentive structure” through the threat of penal or civil sanctions.

We argue here, that the situation is radically different for TC providers, and that consequently, different methods need to be found to provide a legally justifiable regulatory environment. TC providers, when co-opted into policing tasks, are no longer preserving even the vestiges of the adversarial structure that we find for other ISPs that are co-opted into policing functions.

Where ISPs have acted in protection of their customers against state interests, they seem to be motivated at least in part by competitive pressures: DuckDuckGo, the privacy preserving browser, saw for instance massive increase in customer numbers in 2013 after Snowden revelations showed how much Security Services had used access to search results. Shortly after, Apple


announced to incorporate DuckDuckGo as an alternative to its own Safari browser, at the same time making strong encryption part of their new iPhones, to the dismay of the security services. That privacy can serve as unique selling point, or at least a significant competitive advantage, has been argued before. According to the “Secure the Trust of Your Brand survey” conducted in 2006 by the Chief Marketing Officer Council:

- More than 50% of consumers said their security concerns were rising;
- 40% have actually stopped a transaction due to a security concern;
- Most importantly for our point, more than 30% said they would seriously consider taking their business elsewhere if they were dissatisfied with the protection of their data;
- and 25% were definite on transferring business in trade off for better security.109

Data like this indicates that ISPs who work in a competitive market can and do use privacy as a selling point. This means they have good reasons to be seen to resist at least those demands by law enforcement personnel that fall short of national warrant requirements – or with other words test the validity of warrants occasionally in court. This remains true despite numerous surveys showing that


many customers place only very limited financial value on privacy and are not normally willing to pay significant amounts of money for it. These studies focus on a direct commercial exchange of money for added privacy, they only ask: “how much would you be willing to pay in addition for privacy”, not “would you - everything else being equal - go to a provider that indicates it is willing to fight for your privacy in court”.112

Now we have prepared the basis for our argument: Co-optation of ISPs into law enforcement, as described by von der Meulen and Lodder, preserves at least to a degree the adversarial structure of the legal process, which is a crucial “check and balances” safeguard for our liberties, but only because companies see a competitive market advantage in doing so. This however presupposes a functioning and highly competitive market. However, as we have seen, the entire philosophy of Trusted Computing is based on eventual herd immunity - everybody will have to use TC certified products or their computers won’t be able to communicate any longer. A comprehensive legal analysis of the competition law issues that this raise is beyond the scope of this thesis, the crucial issue that TC


inevitably requires a form of monopoly and hence causes competition concerns is however well documented and also follows from our discussion in the previous chapter. For our discussion, this demonstrates that co-opting TC providers into law enforcement is indeed a game changer that goes beyond previous attempts to leverage the ISPs as Internet gatekeepers for law enforcement purposes. Unlike other ISPs, TC providers, once herd immunity is achieved, will not be exposed to consumer pressure if they fail to protect legitimate consumer interests against law enforcement requests. As von der Meuven and Lodder's study shows, this will mean they are less likely to “fit” into the adversarial structure of our legal system with its checks and balances – they have all the benefits of a private sector player, that is freedom from rules developed to control the police as part of the state, while their regulation through markets is at least severely curtailed.

There is a second line of argument that shows why using TC providers for law enforcement purposes is likely to differ from previous attempts to co-opt ISPs. Referring again to the study by von der Meulen and Lodder, ISPs were particularly willing to cooperate with the police when they themselves were the direct target of criminal activity. This was mainly the case in botnet attacks. ISPs did not suffer, directly, from copyright violation, child pornography or online fraud, and were hence much less willing to cooperate in the control of these activities. TC, again, is different. Here we must remember our discussion of the

---

previous chapter, and the origins of TC as a Digital Rights Management system. SOPA and PIPA had pitted content owners against technology companies. The TC consortium straddles this divide, with several of its members relying on copyright, especially software copyright, as core part of their business.\textsuperscript{114} Even more worryingly, recent years have seen an increasing emphasis on criminal law as a tool of copyright enforcement.\textsuperscript{115} This trend in itself has raised a worrying spectre of “over-criminalisation” in substantive law.\textsuperscript{116} Here our concerns are the procedural and evidential issues more than the substantive law. TC providers become both police and victims of crime, policing actions of which they themselves were victims. In the offline world, such an obvious conflict of interests would result in grave concern – a police officer whose house has been burgled can’t use his warrant card to question, or let alone to detain suspects in his private time to find out who did it. This however is exactly the situation we might find with TC. As we saw in the previous chapter, TC technology is still carrying functional tools that are essentially DRM technology systems in disguise, or repurposes – sealed storage, remote attestation, secure I/O and curtained memory – implemented by code, give TC provider the important power to know when a copyright violation occurs. Even more than that, not only would the


information about a violation become visible, more actions are possible to occur according to the content owner rules – software that does not comply with these rules can be banned from using the specific file content through remote attestation, or even sealed storage that will prevent users from opening the file content from such an unauthorized software. Moreover, using curtained memory and secure I/O, the TC technology prevents copying of a copyrighted file even from capturing it from sound peripherals in case of media files. All in all, TC will be impossible to be circumvented based on the approach they implemented,\textsuperscript{117} it will allow the content providers, and the software vendors to “exercise complete control over how and when their content is used” and point that the traditional relationship between the user and the content characterized by anonymity, copyright, privacy and other regimes, needs to be revisited in the digital age.\textsuperscript{118} Furthermore, as discussed earlier in Chapter 3, the control of the computer will be taken off the users and shift to the TC vendors allowing full control to the machine and the content.

Woodford, in an insightful paper back in 2004, described an example of how a legitimate music downloader using a Trusted Computing technology computer, can be deterred (by the changes in technology) from ripping or transferring the music bought on a storage medium or a device outside the computer tower (i.e. USB, CD, DVD etc.) thus indicating the change in the music ownership of the individual.\textsuperscript{119} Using the TC technology, illegitimate use as well as the intention to breach intellectual property found in digital form, can be trailed and controlled. This means the TC provider combines several key policing functions in this situation: He collects evidence and secures it, he deters, proactively, certain types

\begin{itemize}
  \item \textsuperscript{119} ibid. p.253ff
\end{itemize}
of behavior, and finally he even carries out something not too dissimilar from an arrest – when a suspect’s computer, using software in violation of copyright law, gets remotely “blocked”.

Going back to the fictional examples from the beginning of the chapter, the offline equivalent to law enforcement in a TC age might look closer like this: Every household has to hire a security guard or risks sanctions such as ostracism (inability to communicate with others) or inability to get insurance cover. All security guards are vetted and employed by a private company that also has a side business in theft insurance. While you pay for the security, the guards have a second income stream by checking your belongings for stolen goods, and will inform the police (or indeed change the locks on your door) when they find goods that belong to a client of the insurance arm of their company.

At the heart of this problem for us is the “dual nature” of TC: organized as a private sector company, but as a standard setting body premised on achieving eventually a monopoly, it takes on roles previously reserved to the state. This allows in the absence of clarifying legislation the potential of a very peculiar form of “forum shopping” – relying on private or criminal law depending on which regime maximizes their power, or conversely, risking penalties under either regime which could be a major disincentive to invest in the development of the technology.

For us, this is one more argument why it might be desirable to create a sui generis framework for TC (and similar security) providers that recognizes that or them, monitoring, analyzing and to a degree retaining data about suspicious activities is not the side effect of their activity, but their very reason for existence. Despite being a private sector actor, rules that normally apply to the police might be a much more appropriate avenue in the light of the discussion above.

We used above data retention duties as a case study, to which we can now return. In what follows, we will use data retention and forensically sound data storage as one example of how criminal evidence rules can be extended to TC,
with the double advantage that on the one hand, this creates particularly strong and convincing evidence, and on the other, it creates a new mechanism of control over the TC provider that can generate trust in them as a side effect.

Data retention duties of course are an intricate legal issue independently of the question of TC, and have created significant literature on their own.\textsuperscript{120} We by contrast, will put the focus on an issue that is of particular relevance for TC – not if, but how data should be retained, assuming that legitimate law enforcement functions make some form of data storage necessary. We’ve argued above that TC takes on some post-crime policing function. We know from experience that the evidence of police officers, just as the evidence from expert witnesses, carries particular weight. This makes them potentially dangerous for us - a bend police officer or a negligent expert can condemn an innocent person to prison. Building again on our examples above, a corrupt police officer could use the authority of his office to gain access to our dwellings and plant a bloodied knife. A negligent expert may not have heard about the latest findings that invalidate his method. We trust police and expert witnesses for a similar mix of reasons that we discussed in the introductory chapter for social trust in general.\textsuperscript{121} Some of them, as we discussed in the previous chapter are emotive and organically grown in a


\textsuperscript{121} The most comprehensive and influential study on trust in modern police forces is Tyler, T. R. (2002). Trust in the law : encouraging public cooperation with the police and courts. New York, [N.Y.]: New York, N.Y. : Russell Sage Foundation.
society, where they often rely on personal acquaintance and kinship bounds. Others are institutional: we trust the police because there are bodies such as the Police Complaints Commission, or the professional bodies for expert witnesses that can punish them if they violate the rules. Others still are “rational” in the way Weber used the term, which is based on formal legal rules. The rules of evidence, especially the exclusionary rules, have this function: they tell us we can trust the police, for if they oversell their mark, their work will be for naught.

We discussed the problem of “emotive trust” and the TCI in the preceding chapter and concluded that the nature of the TC consortium mitigates against this basis for a trust relationship. Generating trust through institutions, the second aspect of trust, would see the TCI as a consortium getting integrated into a wider institutional structure, chains of responsibility and accountability, complaints procedures and sanctions. At present, there is no structure in Internet governance to provide for such an organization that in the past has been intimately linked with the concept of the modern nation state, as we saw in our brief discussion of Weber. There remains option three, using the rules of evidence

---


and similar procedural rules to generate trust. This is the option most in line with the general gist of this chapter’s argument: since TC providers carry out de facto police functions, they need to be subject to the same procedural rules.

One particularly important procedural safeguard is the “chain of custody”. More than most others, it carries on its face the role to control the police and thus create trust.\textsuperscript{125} “Prove that at every step, only an authorized person handled the evidence, so that if something went wrong, or it got manipulated, we know whom to blame.” More than any other it poses new and intricate problems for electronic evidence, even outside TC environments.\textsuperscript{126}

We will look now at this specific rule to see what specific issues TC in a post-crime scenario poses. Securing the data collected as evidence either from personal digital devices (e.g. computer, mobile phones, peripherals, PDAs, electronic devices etc.) or from networks (e.g. intranets, extranet, Internet) and maintaining a rigid chain of custody for the data has been a challenge. To maintain probative value, procedurally sensitive information retrieved from customer computers have to be kept safely and ensure that no data spoliation or alteration can take place.\textsuperscript{127} From the beginning, courts were sensitive to the problem of


\textsuperscript{127} Article 7 of Convention for the Protection of Individuals with regard to Automatic Processing of Personal Data, CETS No.: 108 C.F.R. (1985). “Appropriate security measures shall be taken for the protection of personal data stored in automated data files against accidental or unauthorized destruction or accidental loss as well as against unauthorized access, alteration or dissemination”; Research by Schneier, B., & Kelsey, J. (1999). Secure audit logs to support computer
tamper-proof chain of custody records in digital forensics. However, there are also significant risks and corresponding costs attached to data preservation, raising economic, long-term preservation and other hindrances\textsuperscript{128} while avoiding it, has been described as the struck between “triumph and defeat in the courtroom”.\textsuperscript{129} Digital integrity has been defined by Menezes et al as “the property whereby digital data has not been altered in an unauthorized manner since the time it was created, transmitted, or stored by an authorized source”.\textsuperscript{130} It is a real challenge for hardware and software manufacturers to achieve and self-prove integrity of digital evidence with time binding in order to achieve transparency for the threefold digital integrity marks of “who”, “when”, and “what”.\textsuperscript{131}

---


3.6.1 Chain of custody and Audit trails

“There is no single way to enforce chain of custody in digital forensics, but the use of techniques such as time-stamping and hashing algorithms are central to all methods”.\textsuperscript{132} As computers run, evidence of the user’s metadata are collected, revealing the date and time of creation, edition and last time of access for files. Traces are always left behind even if the user does not realize, making audit trails much easier to establish.\textsuperscript{133} Preserving digital data is not enough on its own, as we need “proof that the preservation environment preserves authenticity and integrity while performing the communication constitutes a theory of digital preservation”.\textsuperscript{134} It is this self-reflective move where TC comes into its strength. As we saw in the previous chapter, a key aspect of TC is that it permits a system to prove \textit{about itself} that it wasn’t tampered with – issues we discussed there under the header of “unhindered operation”. In Trusted computing technology then, integrity is of paramount importance. The TPM manufacturer acting as an authoritative entity is used to create integrity data or values, which can then be used amongst others as chain of custody procedures, digitally sign and assign the date on files or components, in a way that later modification is impossible to occur. As the Trusted Platform consists of several components both hardware and software, it is important that these components (mutable or not) remain intact from any deviations from the original state, and in case of modifications the Trusted Platform will be in place to autonomously

\textsuperscript{132} Thorvaldsen, Ø. E. (2006). Geographical Location of Internet Hosts using a Multi-Agent System. Norwegian University of Science and Technology.


detect and report this to the owner/user.\textsuperscript{135} While the Trusted Platform desires integrity management, it has another objective: to manage the runtime integrity through proper management of its components during load-time and runtime although no promises are given that the components are implemented in a correct manner and are bug-free.\textsuperscript{136}

A second aspect of the traditional approach of chain of custody is that the entity that first collected (and in this sense “created”) the evidence needs to be clearly identified so that the integrity data source is clear. Again, in our discussion in the previous chapter, we saw how provable identities are created as part of the TCI attestation process. Thus in the TC case, the TPM manufacturer, or the TSS software manufacturer, or the BIOS manufacturer could all be considered as candidates for “co-creators” of the initial evidence data point, together with the target computer on which the evidence was found. The ultimate goal as described in the TCG Integrity Managements Architecture report is to provide all the necessary mechanisms to capture and represent integrity information and to verify the Integrity Report context using the reference measurements obtained during the runtime measurement procedure.\textsuperscript{137} This process of integrity verification then becomes the natural correspondent of integrity verification measures in “real” evidence - the sealed plastic bag with the CSI’s signature.

Based on the Report,\textsuperscript{138} recording the measurements (integrity measurements) performed by components constituting the trust chain and presenting them (integrity reporting) in a comprehensive way to the external world, is compelling. Thus, it is possible to preserve and conduct the information gathered by the trust chain of the platform with care while keeping in mind the

\textsuperscript{135} TCG. (2006d). TCG Infrastructure Working Group Architecture Part II - Integrity Management v1.0. In T. Hardjono (Ed.), (Revision 1.0 ed.).
\textsuperscript{136} ibid. p.13
\textsuperscript{137} ibid. p.30
\textsuperscript{138} ibid. p.42
timing of dissemination of the information to the external world. Briefly, the Integrity management collects actual integrity measurements from all the components comprising the Trusted Platform – the so called *snapshots*\(^{139}\) – which on a running live platform, are the *runtime measurements*\(^{140}\) making up the trust chain. It then compares these runtime measurements over pre-set reference integrity measurements of the same components which are called *reference measurements*\(^{141}\), which are determined by the components' manufacturers or by other third parties and allow the Trusted Platform to measure the “level” of trust achieved.\(^{142}\) Being able to express trust numerically like this, chimes extremely well with recent developments in evidence law. In the US, in the landmark decision of *Daubert v. Merrell Dow Pharmaceuticals*,\(^{143}\) the court established five

---

139 Snapshots from the Integrity Report.

140 Runtime measurements refer to the measurements taken from the components of the platform (specifically from the Root of Trust for Measurement (RTM)) during the actual boot and operation of the specified platform. It is therefore expected that these measurements will differ according to the computer and its components and will reveal the platform's integrity state; for more information look TCG. (2011b). TCG Infrastructure Working Group Integrity Report Schema Specification v 2.0 (Revision 5 ed.). The actual measurements are acquired by the Platform Trust Services (PTS) process and is intended to be integrated within the Trusted OS components to ensure the trustworthiness that TCG claims. TCG. (2006d). TCG Infrastructure Working Group Architecture Part II - Integrity Management v1.0. In T. Hardjono (Ed.), (Revision 1.0 ed.).

141 Pre-set static measurements are provided by the components’ manufacturers and are following the TCG Reference Manifest structure (RM) containing information that identify the manufacturer and are descriptive to the model TCG. (2011a). TCG Infrastructure Working Group Core Integrity Schema Specification v 2.0 (Revision 5 ed.).

142 TCG. (2006d). TCG Infrastructure Working Group Architecture Part II - Integrity Management v1.0. In T. Hardjono (Ed.), (Revision 1.0 ed.).

criteria, the “Daubert Standard” that governs the admissibility of all forms of expert evidence.\textsuperscript{144} The court established five criteria in particular:

1. Empirical testing: whether the theory or technique is falsifiable, refutable, and/or testable.
2. Whether it has been subjected to peer review and publication.
3. The known or potential error rate.
4. The existence and maintenance of standards and controls concerning its operation.
5. The degree to which the theory and technique is generally accepted by a relevant scientific community.

The “gold standard” for a Daubert-type analysis is DNA evidence or similar “laboratory based” disciplines, other newly emerging fields of forensic science should aspire to match them.\textsuperscript{145} DNA and it’s concept of “match probability” explicates in particular the third criterion, the known or potential error rates, one of the most important aspects of Daubert.\textsuperscript{146} Here we get the “there is a one-in a billion chance that the DNA could come from someone other than the suspect”.\textsuperscript{147} No single piece of evidence needs to be perfect – but we need to know just “how


imperfect” it is, how strong its evidential weight is, even if it is in comparison to DNA very small.¹⁴⁸

Forensic computing is not a laboratory science like DNA, it is not normally based on large population data that provide us with background probabilities, and hence struggled for that reason alone to meet the Daubert standard.¹⁴⁹ TC’s “reference measurements” are one important way in which forensic computing can emulate DNA evidence and meet the Daubert criterion.¹⁵⁰ The ability to quantify the evidential strength, the trust that we can rationally place in a piece of evidence, is not restricted to the US legal system. In England and Wales, the Law Commission published in 2011 its final recommendations for reform of the law on expert evidence, with the emphasis on a new reliability-based admissibility test for expert opinion evidence based on the experience with

---

¹⁴⁸ A typical example is Gonzalez-Rodriguez, J., Rose, P., Ramos, D., Toledano, D. T., & Ortega-Garcia, J. (2007). Emulating DNA: Rigorous quantification of evidential weight in transparent and testable forensic speaker recognition. *Audio, Speech, and Language Processing, IEEE Transactions on, 15*(7), pp. 2104-2115. Forensic speaker identification will never reach the probative weight of DNA. But to have any value at all, we need to know, through rigorous methods, just how reliable it is.


This will also challenge computer forensic practices in the UK, with TC for the reasons given above, being a part of the answer.

Thereafter, the integrity data gathered need to be collected and assembled together to form a consistent set of integrity information about the Trusted Platform. The acceptable Reference Manifest will include only the formatted and normalized information that follow the ideal format. The value of the collected integrity data should be highly estimated leading to trust affirmations concerning the platform altogether. Attached to the Reference Manifest a digital signature from the issuer (either the manufacturer of the component or a trusted third party) provides source-authentication of the data. The security of the integrity data will be ensured in all stages of the collection process while an evaluator mechanism will be in place and adequately report on the presence and status of the component integrity information to the data source (e.g. the creator or manufacturer of the integrity data).

Following, the collection of integrity data, the verifier needs to authenticate them as well as all the components comprising the Trusted Platform. The data

---


153 TCG. (2011a). TCG Infrastructure Working Group Core Integrity Schema Specification v 2.0 (Revision 5 ed.).

154 The digital signature can be confirmed by the Verifier by checking that the AIK private key previously used in the Integrity Report signature matches the one used to sign the quote information belonging in the attestation (Quote structure) as well as that the AIK certificate is attached to the EK-certificate of the TPM hardware. TCG. (2007). TCG Credential Profiles v 1.1 For TPM Family 1.2; Level 2 (Revision 1.014 ed.).

155 TCG. (2006d). TCG Infrastructure Working Group Architecture Part II - Integrity Management v1.0. In T. Hardjono (Ed.), (Revision 1.0 ed.).
can be passed to the verifier (user) in various methods; either by publishing the information in an Integrity Database (or Reference Manifest Database) solely available to the verifiers, or with the use of a storage component. It is up to the discretion of the manufacturer to decide whether to create a database including all its component products, or to publish the database to a third party service provider. The intention of this database is to maintain an accurate source of component integrity information and which can be accessible by the verifier.

During the collation stage which follows communication/publication, the integrity data gathered needs to align itself with the corresponding components for verification purposes. The verification of the correctness of the integrity data gathered, completes through the next and last phase of evaluation by the verifier entity when the components information is compared with those listed in the Reference Manifest Database.

The procedure of comparing snapshots to Reference Manifest Structures, is an automated one and compares the essential structural information of both records side by side. Furthermore, it facilitates the verifier to be aware of the status of integrity components creating the platform in addition to the component's source authenticity deriving from the manufacturer's signature obtained in the collection phase.\textsuperscript{156} With the awareness of the verifier, an evaluation of the Requestor entity is executed under the term of Platform Authentication.\textsuperscript{157} The Runtime/Loadtime measurements and Reference measurements processes are shown in the following figure taken from the TCG

\textsuperscript{156} ibid. p.15
\textsuperscript{157} TCG. (2005). TCG Infrastructure Working Group Reference Architecture for Interoperability (Part I) v1.0 (Revision 1.0 ed.).
Concerning protection of the Reference Manifest and Snapshot documents TCG has utilized an Integrity Wrapper that involves various attributes that are used by the verifier to establish the genuineness and the authenticity of the document (i.e. a confidence value, digital signature and date-time). Here we note again the more than metaphorical similarity between the “digital wrapper” and the “evidence collection bag” of old.

As Chain of custody has been one of the options that TCG explored; expanding formally legal evidentiary rules on preservation of custody chains to them for forensic purposes seems an obvious option – though with the important “symbolic” effect that it “makes official” the quasi-police function of the TC providers by extending rules to them that in the past only applied to state actors.

---

158 TCG. (2006d). TCG Infrastructure Working Group Architecture Part II - Integrity Management v1.0. In T. Hardjono (Ed.), (Revision 1.0 ed.). Figure in pg. 16.
159 ibid. p.20
TCG is using a Core Integrity Manifest Schema which defines code and configuration integrity management primitives. These primitives are commonly used in the Integrity Report produced and the Reference Manifest created by the component manufacturer. As stated earlier, for easier verification purposes, the Integrity Report and Reference Manifest follow common syntax and semantics enabling the Core schema to provide a unique interpretation of the measurements and their relation to the platform components. Amongst others, the Core schema consists of elements supporting collection and reporting of integrity values including the Collector element. This element may be included in the manifest as it holds the hash computation concerning the ComponentID. The SigningComponent element deals with the signature provided by the manufacturer on the component and it is optionally added to the manifest.

### 3.6.2 Collecting online evidence

Digital evidence handling from computers has been matured considerably in recent years. It includes collection of the data in a law-compliant way using specialized and standardized tools such as Encase®, AccessData’s Forensic Toolkit, Technology Pathways’ ProDiscover and others. One of the problems indicated above though, is that a TC system may well prove to be resistant to analysis by off-the-shelf forensic tools, as they tend to “force” the target computer into a behavior for which it was not designed. From the computer’s perspective, so to speak, there is no difference between the attack by an “untrustworthy” criminal hacker and a (socially) “trustworthy” police officer.

---

160 TCG. (2011a). TCG Infrastructure Working Group Core Integrity Schema Specification v 2.0 (Revision 5 ed.).

161 TCG. (2006d). TCG Infrastructure Working Group Architecture Part II - Integrity Management v1.0. In T. Hardjono (Ed.), (Revision 1.0 ed.).

162 This should be a major source for concern. All the more worrying that apart from some lone academic voices such as Burmester, M., & Mulholland, J. (2006, April 23 - 27). The advent of trusted computing: implications for digital forensics Paper
While as we just saw, the authentication element makes TC superior to non-TC environments for evidential purposes, it poses serious difficulties to get the data from a non-cooperating target in the first place. That TC therefore also poses a problem for post-crime investigation, should hardly be surprising. After all, a key component of TC is also secure encryption, whose detrimental effects on law enforcement are otherwise widely discussed – to the point that recent suggestions by both the US and UK governments point towards prohibition of certain encryption tools, just after the “crypto wars” of the 1980’s seemed over. Just how desperate these reactions to the threat of crime and terrorism are, becomes clear if one remembers that encryption is a key enabler for online banking and almost all other online transactions. If this proposal went ahead, TC would be a prime candidate for prohibition. To brute force even the

---
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2048-bit public/private keys suggested in early versions of TC would mean, according to RSA, a task many times longer than the universe is likely to last. To brute force a 1640-bit key would require about a million computers (with 500 MHz processors) operating for about 100 billion years.\textsuperscript{164} Even stronger and more comprehensive is the BitLocker tool that encrypts the entire hard disk based on the trusted computing techniques that we discussed briefly in the previous chapter. In our assessment this goes beyond the privacy measures Apple has announced recently for its iPhones, proposals that garnered condemnation from police and police-friendly legal academics.\textsuperscript{165} Obviously, should the campaign to outlaw encryption gain against all odds momentum, this thesis will become moot and part of legal history.

Collecting digital evidence from the Internet however, belongs in a different unique discipline – Remote Internet forensics. The geographic location of the crime scene is what makes it distinct from digital forensics, as the data on computers can be accessed without being aware on the actual location of the data.\textsuperscript{166} The Internet is a large pool of information for investigations used by almost everybody (i.e. military, government, attorneys, personnel etc.) as well as a large provider for tools used in investigations.


guidance on handling digital evidence from computers, yet the directions given on the collection of evidence from the Internet are much less clearer.\textsuperscript{167} The main reason for this is that the data of interest may be temporary and should require live content capturing to be fetched along with the huge size of the Internet. A review on cases in the area of digital evidence from the Internet exposes the complications around the concepts of evidence collection and preservation and reveals that collection of evidence from computers has evolved to a standard process, something which is not the case for evidence collection from the Internet – still following invalidated methods for data collection.\textsuperscript{168} Many commercial and freeware tools have been proved to capture Internet based data and some have been successful for law enforcement and therefore have been adopted for this purpose. However, it is worth noting that none of these tools have been originally designed for the purpose of collecting, preserving and presenting data to the court.

\section*{3.7 Conclusions}

Internet security has finally gained the interest that it deserves from the governmental point of view.\textsuperscript{169} Consumers also need to be confident in Internet security. TC proposes a technical solution, where security is neither entrusted to the user, nor enforced by the state, but is found in every unit of the Internet. This chapter has outlined that this amounts to a dramatic shift of power away from consumers and state regulatory bodies to the software providers, and such a

\begin{flushleft}
\end{flushleft}
move will only be acceptable if it is accompanied by an equivalent shift in legal responsibility. While the House of Lords is right in its emphasis on the responsibility of software and hardware producers, it may have underestimated the amount of adjustments in the legal regime that this requires. The author contends that TC is best understood as the outsourcing of state functions to the private sector, and with that arises the requirement to provide, on the one hand, adequate protection for citizens, and on the other, a rational framework that grants the necessary legal privileges while imposing certain responsibilities on TC providers, making them more like the ‘special constables’ they in fact will become.

In the preceding paragraph, we have seen how we can leverage the laws of evidence to rebalance rights and duties in a TC environment if we take the idea that TC providers are de-facto police service. Their greater rights to collect, evaluate and communicate data about their customers would be balanced by the same type of restrictions the police is under. TC, so we have argued, is not just another ISP that can more or less against its will be press ganged into supporting policing activity. Rather, TC changes for better or worse fundamentally the nature of digital evidence and computer forensic investigation. Its “dual nature” that oscillates between a traditional commercial entity, a quasi-public standard setting body, a de-facto monopoly and a law enforcement agency creates both risks and opportunities. The risk is that it falls between regulatory regimes, which could either see them amass power on behalf of the state, or conversely undermine even legitimate evidence gathering by law enforcement agencies. It could result in unchecked and unregulated powers concentrating in the hand of the TC consortium, but it could also result in a loss of the very trust that their

---

systems try to create and with that ultimately the failure of this approach that relies after all on voluntary uptake by customers.

We have argued that with the great powers that the TC provider will yield, great responsibilities must come – and in a democratic society under the rule of law, these responsibilities need to be enshrined at law. Furthermore, law used in this way has been seen, ever since Max Weber, as a key element to generate societal trust – ultimately, being regulated in this way, and being seen to be regulated, is in the very best interest of the TC providers themselves, and can help to address the reluctant uptake that we traced back in the last chapter to the divergence between techno-trust and societal trust. In this chapter, we explored how such a legal rebalancing of rights and responsibilities can look like, focusing on public law and the law of criminal procedure. This chapter emphasized the “public service” role of TC as guarantor of the security of critical infrastructure. In the next chapter, we will focus on the other side of the coin, TC as a private sector actor whose relation with its customers is mediated by contract law. In this chapter, we argued that TC providers are not just another ISP, and while one can apply analogously some of the rules and regulations of e.g. EU data protection law or data retention duties that ISPs are subject to, it is more promising to treat them as a sui generis entity: A private sector actor in a monopoly position targeted by the state with maintaining the security of the critical infrastructure. This allows to exempt them from some restrictions on data collection that are appropriate for other ISPs, but that would unnecessarily impede their task of protecting the Internet against attacks, while at the same time making them subject to more stringent regulation that we would normally only find in the law regulating police activities.

However, TC providers remain a private sector entity, and their relation to their own customers is ultimately governed by contract law. In the next chapter, we will ask if a similar “rebalancing: of rights and duties, power and
accountability” that we discussed here for criminal procedural law is also possible and necessary for their “private sector” face.
CHAPTER 4:
Reliance Liability issue in analogy to TMs

4.1 Introduction

In the previous chapter, we approached the legal environment around TC from a public law (criminal law) perspective – what can the state or society legitimately demand from TC providers, what rights can they be given, what obligations should they be under? The premise for this analysis was that TC will either be successful (have significant uptake) and as a result inevitably shift power and control to the TC provider and their consortium. Or it will fail (have insufficient uptake to ensure herd immunity) because it won’t be able to mobilize sufficient trust, and thus deprive us of a promising, and maybe the only, possible way to regulate and make more secure, dynamic, complex networks. We argued that criminal procedural laws are a type of law that is ideally placed to contribute to both goals: By extending demands previously only relevant for the police to TC providers, they acknowledge it tacitly, that the TC provider is now a de-facto police force. In their wake come potentially more rights (such some forms of data retention that would otherwise be impermissible, and generally a Data Protection regime that is made to fit their policing function rather than their commercial role), but also more duties. These duties in turn should foster societal trust – just as we allow the police under some conditions to search our dwellings, we protect ourselves against the abuse of this power by chain of custody requirements, we could, as we discussed, impose on TC a stringent chain of custody regime – as one worked-through example amongst many that are imaginable.

But as much as the TCI can be co-opted into policing, and as much as it looks as if it is taking on state function, it remains of course in law a private sector entity, and the direct relations with its customers are mediated through private law in general, and contract law in particular. Here, the same type of issue arise:
what type of private law is best suited to increase the acceptability of TC and the uptake of the technology, by creating rational trust. Second, what type of private law is best placed at responding to and rebalancing the power shifts and imbalances that TC creates? As with criminal procedural law, these two issues are intimately linked. If TC creates obvious power imbalances over its users, their trust will be limited and their willingness to buy into the technology will be limited. In this chapter, we therefore look at the private law side of the equation. Here too, we will argue that TC results in a shift in de-facto power that traditional law is not best placed in regulating. Liberal contract law in particular is still premised on the assumption of a “bargain between equals” where people freely decide to bind themselves in mutually advantageous relations. In his seminal analysis of the history of contract law, Horwitz writes:

“But where things have no "intrinsic value," there can be no substantive measure of exploitation and the parties are, by definition, equal. Modern contract law was thus born staunchly proclaiming that all men are equal because all measures of inequality are illusory”.

This classical liberal concept of contract with its emphasis on formal equality and freedom was of course always problematic, based on a fiction more than reality. Standard terms of contract, used by economically stronger parties to regulate the relationship with their customers, are the norm rather than the exception. The typical response of the post-war, welfarist state was to use “good

---


faith” provisions in contract law,\(^3\) or a notion of “unconscionability”\(^4\) as a road towards stricter scrutiny of the validity of individual contract clauses by courts, sometimes at the instigation of consumer groups or state-appointed ombudsmen or watchdogs.\(^5\) This opened up the development of a consumer protection law that allowed a degree of benign paternalism,\(^6\) protecting consumers if necessary from themselves. Modern technologies have brought these age-old questions into new and sharper relief. As automated contract formation is becoming more and more the norm, the notion of “free choice” and “meeting of the minds” looks increasingly outdated in an algorithmic society. When your fridge contracts with your supermarket the next beer delivery, limitations on the computational capacities alone, will mean that both sides cannot but utilize rigid, pre-

---


determined protocols and standards. How “good faith” between machines should be understood remains an open problem.

At the same time, the Information Society poses new dilemmas for the concept of “good faith” too. Unequal access to information was traditionally a “trigger condition” for good faith scrutiny: If an elderly widow enters into a commercial contract with a bank, then the bank’s vastly superior knowledge of the risks that come with this transaction trigger specific duties, such as a duty to follow accepted guidelines in informing the client about risks (even if this is to the detriment of the bank), or even the prohibition of some clauses that exploit this information asymmetry altogether. But in an information society, what does this “asymmetric access to information” even mean? The Internet also comes with a promise to democratize access to information, and undoubtedly, never before was so much information quickly, cheaply (for free) and ubiquitously available to so many. True, this revolution came with its own inequalities, and the “digital divide” creates a new underclass of the information poor. But in the context of TC contracts, this is by definition irrelevant – anyone considering buying TC protection by definition is online and connected. Exploitative terms and conditions then should be much less common in this new world, where customers

---


9 For a comprehensive introduction to this issue, that for the reasons stated goes beyond the scope of this thesis, see Norris, P. (2001). *Digital divide: Civic engagement, information poverty, and the Internet worldwide*: Cambridge University Press.
can much more easily compare notes and challenge abusive terms.\textsuperscript{10} This is a development that was hinted at by the Oxford philosopher Luciano Floridi, who predicted that in the Information Society, everybody will be deemed to know everything, and hence ignorance ceases being an excuse.\textsuperscript{11} If this prediction is true, then “good faith” as a protective mechanism for those on the weaker side of information asymmetry will lose much of its bite, and that at a time when wider economic developments have left demonstrably to a greater and greater reluctance by courts to use this avenue.\textsuperscript{12}

We will be taking a somewhat different approach in this thesis. Undoubtedly, consumer contract law and a paternalistic “good faith” based approach, also matters for the contracts that bind customers to their TC providers. However, we argue that issues created by TC go well beyond such a mere fix. TC is a game changer, with qualitative, not just quantitative new issues that require a more radical rethink of the regulatory environment. First, we argued that not only is the TCI as constituted a monopoly or cartel-like structure that has already proven quite apt at imposing their standards on smaller competitors, more importantly, TC itself, as a concept is based with necessity on a “monoculture” where herd

\begin{itemize}
\item \textsuperscript{11} Floridi, L. (1999). Information ethics: On the philosophical foundation of computer ethics. \textit{Ethics and Information Technology, 1}(1), pp. 33-52. at p. 35
\item \textsuperscript{12} on the decreasing importance of “good faith” and "Unconscionability" as legal mechanisms to reign in unfair contract terms, see e.g. Fleming, A. (2014). The Rise and Fall of Unconscionability as the 'Law of the Poor'. \textit{Georgetown Law Journal, 102}(5), pp. 1383-1441. An empirical study of US courts shows a more mixed picture, though even in this study, “not as bad as it might be” is the overall result. See Landrum, S. (2014). Much Ado About Nothing?: What the Numbers Tell Us About How State Courts Apply the Unconscionability Doctrine to Arbitration Agreements. \textit{Marquette Law Review, 97}(3), pp. 751-812.
\end{itemize}
immunity is gained by everybody being forced to participate. Market pressure and choice, the tools suggested by libertarian contract lawyers to ensure fairness, are therefore systematically disabled. Indeed, the “force” employed by TC goes beyond this, and prevents users from changing their own computer in ways they might prefer. Classical notions of consent become even more untenable in this environment. Affected by this power imbalance are not just individual citizens, the traditional subjects of consumer protection law, but also technology companies outside the TCI group, so that for this reason alone traditional contract law is insufficient. By the same token, this uniform, monopolistic approach is necessary to achieve the desired security effects, and thus fulfills a socially highly desirable goal. Using the blunt force of anti-competition law and breaking up the TCI to re-create a market, would be undermining the very purpose of the initiative, as would be duties to open up their standards and methods (as security relies partly on secrecy). Even greater power imbalances and information imbalances are therefore a necessary feature of the TC environment. This brings us to the second and more fundamental reason why an approach looks at individual clauses in a TCI contract through the lenses of good faith. Here we return briefly to Guadamuz’ analysis of the Internet as a complex dynamic network. Guadamuz juxtaposes in his analysis the early cyber-libertarianism with the more recent (apparent) successes “resurgence of the regulatory state”. Citing John Perry Barlow’s Declaration of Independence of Cyberspace, one of the early “regulation sceptics”:

“Governments of the Industrial World [...] Your legal concepts of property, expression, identity, movement, and context do not apply to us. They are all based on matter, and there is no matter here.”13

he notes that in retrospect, such sentiment sounds naïve and unrealistic.14

---

14 Guadamuz op cit. p.84
He contrasts this with James Boyle's dictum that

“the idea that the technological changes of the digital revolution are always outside the control of the state seems unproven. In fact, the state is working very hard to design its commands into the very technologies that, collectively are supposed to spell its demise.”

and notes the considerable impact, at least in terms of laws that states enacted and enforced. However, when he then looks at the long term effects of this enforcement, his verdict becomes again more ambiguous: success seems to be at best temporary and not sustainable, crime, especially copyright violations, remain endemic. In his analysis, which this thesis embraces, the problem is not the international nature of the Internet. While it certainly complicates issues, it is not the root of the problem. Neither is it the difficulty of legislation, relatively slow, cumbersome and eternally reactive, to anticipate technology as such. Rather, the problem lies in the specific nature of complex networks. One quote from Strogaz that he gives is particularly relevant:

“scale-free networks are resistant to random failures because a few hubs dominate their topology. Any node that fails probably has small degree (like most nodes) and so is expendable.”

This feature protects the Internet from attack, but it also protects cyber-criminal networks that match its structure. TC in turn aims at a network of trust that is isomorphic to the Internet, does not even try to attack individual nodes of criminal activities in isolation, and thus circumvent the problem of their resilience. Security becomes an emergent property, not reducible to individual machines, friendly or unfriendly, or individual nodes. There is an extended debate on philosophy about the meaning of emergence, and to what extent it is a

---

17 Guadamuz op cit p. 39ff
legitimate concept. An overview of the discussion can be found in the recent treatise by Jochen Fromm.\textsuperscript{18} For the discussion here we only need to accept, for the sake of the argument, that complex dynamic systems have emergent properties, properties that cannot be reduced easily to properties of their constituent parts (in the way in which a mass of gas will have a mean temperature which cannot be predicted by looking at individual gas molecules). But the legal framework that it is using for this, classical contract law, is inherently reductive, reducing all legal relations to ultimately binary relations between two parties and two parties only.

The problem, then, is not just that TC providers are in a dominant bargaining position, which could be mitigated by a strong interventionist good faith jurisprudence that rewrites if necessary the contract for the parties. It is also not (just) an increasingly problematic concept of freely given consent that is undermined by increasingly automated contract performance, though this too is acerbated by TC and its reliance on automated verification and authentication. Rather, it is the very nature of contract, not its substance but its form, that is the problem. Contractual relations, as we will see in more detail later, reduce a conflict to a dispute between two parties, and privacy of contract ensures that third party interests are bracketed out. But networks should be all about third parties – to have power laws requires transitive relations where everybody is connected to everybody, and everybody is affected by everybody, and be it by “six degrees of separation”.

It is this idea that the thesis tries to develop over the next section. We will first recast some of the problems from the last chapter in the language of private law and private law relations, using again some small case scenarios. We will then show how these issues are traditionally framed in contract law, backing up the theoretical study with some small scale empirical research conducted by the

author with TC developers. We will then introduce what we consider to be two independent building blocks of a better way to understand the role of private law in regulating and facilitating complex dynamic networks: On a theoretical level, we will suggest to understand the contract between TC vendor and seller not in the traditional, atomistic way as a one off exchange that affects two parties and two parties only, but through the lenses of “relational contract theory”. On the practical level, we suggest using the concept of “reliance liability” as a cornerstone of TC regulation through private law. Reliance liability, or third party liability, breaks open the atomistic binary relation of classical private law and “brings in” third parties into the emerging trust network.

4.2 Setting the scene

Even though individual use of computers today is becoming ever more widespread and we use computers increasingly in all fields of our daily lives, our knowledge about computers, and computer security in particular, has failed to match this development. We use e.g. smartphones for much more than making voice calls, they are for more and more citizens an essential tool to access government services, carry out essential financial transactions or access information that directly informs their decision making. Worryingly, this increased reliance on the ubiquitous availability of information resources also results in de-skilling of non-digital skills, making us more and more reliant on the proper performance of our information tools, and therefore even more vulnerable should they become under attack.\(^{19}\) Despite this, security awareness

\(^{19}\) A particularly drastic example is discussed in Aporta, C., & Higgs, E. (2005). Satellite culture: global positioning systems, Inuit wayfinding, and the need for a new account of technology. *Current Anthropology, 46*(5), pp. 729-753. which shows emerging reliance on the availability of ICT in some of the world’s most dangerous environments, and the loss of pre-technology skills. For navigation skills in western societies, see Leshed, G., Velden, T., Rieger, O., Kot, B., & Sengers, P. (2008). *In-car gps navigation: engagement with and disengagement from the environment*. Paper
remains low, we see the smartphone as not much more dangerous (or vulnerable
to outside attacks) than the traditional telephone, where the greatest danger are
fraudulent calls.\textsuperscript{20} Even with high-education, high industrialization countries
such as the EU, this leaves a bitter taste, with 50\% confessing to little or no digital
skills in 2012.\textsuperscript{21} This draws a picture where although ICT has become widely
available during the last decade, computer skills and therefore computer literacy
are far behind the expected standards.\textsuperscript{22} As a consequence, it is unsurprising to
learn that too many users do not update their protection regularly, or use bogus
anti-virus software\textsuperscript{23} (aka scareware)\textsuperscript{24}, or decide not to protect themselves at all.
Moreover, with the discovery of zero-day vulnerabilities and Flame – described
as “the most complex malware ever found”–\textsuperscript{25} MIT suggests that the Antivirus
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era is over. While this would be tolerable if negligent users only harmed themselves – we do not after all make security locks for our houses compulsory – the nature of online threats means that such an individual poses not just a danger to himself, but also to others. Infected computers are the main element of a botnet, which in turn enables the type of large scale Denial of Service (DoS) attack that threatens the very existence of the net. Additionally, botnets are a major source of spam, spyware, adware, click-fraud, access number replacements, and fast flux, mostly driven by the botmasters’ financial interests and secondly used in political or military contexts. Overall in 2011, botnets

---


27 this statement may need qualification in the light of what we discussed in chapter 2. While locks are not legally mandated, insurance companies can penalize you for being negligent.


produced approximately 81.2% of all spam.\textsuperscript{31} Recent statistics presented by Eurostat, demonstrate that 31% of internet users in the EU27 caught a computer infection which resulted in loss of information in the last 12 months of 2011.\textsuperscript{32}

A key argument of this thesis is that while TC aims to eventually provide a more secure and trustworthy technological solution for the benefit of the user, the price is a massive shift of power to the software providers. Unless a computer is TC certified, its usability will be severely hampered. Customer choice of software, especially Open Source Software (OSS), will as a result be curtailed. As we indicated above, this alone is sufficient to call into question the adequacy of traditional contract law and its underlying rationale of free choice exercised by rational market actors. The TC provider will also have unprecedented access to user’s hard drives, and the ability not only to extract information, but also to reconfigure the software. With such great powers, great responsibility should come, with a role for the law to address the arising ethical concerns and rebalance the interplay of power and responsibility. In short, governments (and citizens) should accept this power shift and its consequences only if a corresponding increase of responsibility occurs in the side of the TC provider.

Conceptually, we argued in the previous chapter that the TC approach has aspects of a part privatization of what is in the online world, a \textit{core state function}. We also argued that as a result some public law concepts could be fruitfully extended to TC. Care must be taken however to not overextend this analogy. Ultimately, the way TC provider and TC user relate with each other is through contract. While we will talk in legal theory about the “social contract” that gives


rise to society, we do not normally, in law, conceptualise the relation between a citizen and the police as contractual. If I’m burgled, I cannot normally sue the police for breach of contract, even if they fail to apprehend the guilty party – the “social contract” is not directly enforceable that way. Neither is a tort law action normally available, as courts in the UK have been historically averse to impose liability for “non performance” on public bodies. Back in 1924, Edward Borchard summarises the position for the common law tradition as:

"obviously, the administration cannot be held to obligations of guaranteeing the citizen against all errors and defects, for life in an organised community requires a certain number of sacrifices and even risks".

This has remained due to this day. In the case of Hill v Chief Constable of West Yorkshire the police succeeded to have the claim that they were negligent in investigating the Sutcliff murders struck out, since, the police owed no duty of care to individual citizens in the detection of crime. In a similar vein Capital and Counties plc v Hampshire County Council decided that a fire brigade only owed a duty of care if they inflicted damage on the property of an arson victim that would not have otherwise occurred (i.e. if they made things worse), but not for failing to prevent or effectively fight the fire.

The rationale behind these exemptions are policy driven – imposing liability on public bodies would be a strain on the public purse, the police getting tied down in litigation with individual citizens, resource allocation would be done not

to prevent or solve the most pressing crimes, but to prevent litigation etc. One
question that then opens up is if we should extend such a general immunity to TC – under the assumption that our analysis in the preceding chapter was convincing, and that the monopoly position, together with the task to ensure the safety of a critical infrastructure, makes the TC provider sufficiently like a “public sector authority” to apply rules in analogy. In that case, the TC providers (and by implication, the entire IT industry that operates to TC compliant standards) would get blanket exemptions from liability when their products fail to deliver. Conversely, one could consider extending also some of the specific duty of the public sector, or the privatized utilities, to TC, such as some “non-discrimination” duties, duties to contract, or, most radically, even some upper limit on possible profits or price rises.36

There might be some appeal in this approach. As we discussed, should TC become successful, then people whose computers are not TC certified will lose access to the Internet. As we increasingly consider access to the Internet a basic civil right,37 a situation where excessive costs for TC protection could force people off the net (if you can’t afford the security, your computer will get access denied) together with the monopoly status of the TCI, would bring them very closely to a privatized water utility in terms of the power they yield and the social impact they have. This, however, is not the route we will go down in this thesis.


While as we will see there is some pressure emanating from Parliament to ensure the safety of the Internet through a combination of state investment on the one hand, increased liability for software developers on the other, there seems to be no appetite for state involvement that is either direct ("nationalizing Internet security") or even indirect through creating a sui generis regulatory regime similar to the banking sector.

By contrast, there might be some scope to “nudge” TC companies even in a monopoly position to responsible behavior, by adjusting gradually and incrementally the civil liability regime. Contracts can be used as a regulatory tool, as a way to build societies.\(^\text{38}\) This need does not result in a radical individualism, an approach called “Contractarianism” by Jean Braucher.\(^\text{39}\) Braucher remains critical of the neo-liberal over-emphasize on contracts as regulatory tools to build societies, also because it fetishizes free choice in environments where little of it is to be found. As our discussion above shows, this is particularly pertinent in an environment with automated contract formation, systemic information asymmetries and monopoly power.

With TC, safety becomes a commodity, and its exchange is primarily governed by contract. This of course is not something entirely new – customers already “buy” safety offline and online, through private security firms or safety locks to their houses, and through products such as Intrusion detection systems, firewalls and anti-virus software online. For these traditional countermeasures, the operation of efficient free markets justified a cautious approach when imposing liability, letting alone other duties such as a duty to contract, giving the providers a large free reign to compete not just on issues of reliability and security, but also on the degree in which they offer guarantees and compensation.


At present, users can choose between a variety of competing products or none at all, if they conclude that the costs of protection outweigh the risks of an attack. Their computer could remain fully operational and capable of interacting with the Internet regardless of their choice. If they suffer harm from a cheap product, or by refusing any protection, the loss lies entirely with them. On the other side of the coin, most if not all antivirus software producers make it clear that their system merely *increases* safety, but cannot entirely prevent threats, both from a technical standpoint as well as from bad security policies and procedures that are in place.40 Just as a doctor doesn’t guarantee your health as a result, but only to provide means to make you healthier, so does TC promise only a means to make you safer, not safety as such. Clauses to that effect will typically be found in the Standard Terms and conditions, the “boilerplate” of the contract that we never read and always sign and agree with. By this, they minimize contractual liability, while potentially of course remaining liable in tort – e.g. when it can be proven that they have acted gross negligently, e.g. by infecting user’s computers with a new virus that had been analyzed in their lab, but through careless handling found its way into their latest updates.

It is this convergence of issues that is behind our discussion here: If TC were to operate always faultlessly, offering total protection, issues of liability would, trivially, not arise. On the other hand, if TC was just a market competitor amongst many others, the traditional method of regulation through markets, backed up, as necessary with a robust consumer protection law to address information imbalance, would suffice. But TC cannot guarantee security – remember the discussions of different meanings of trust and security. But it requires, ultimately, a monoculture where the user, the main security risk, is heavily restricted in
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his/her choices. It is this combination of factors that requires revisiting the issue of civil liability in a TC context.

To recap the crucial concept discussed at length in chapter 2: In a TC world, my computer can “trust” other computers that identify themselves as “Trusted Computers”, and in turn is trusted by them. If the system fails, three possible scenarios occur:

A. My TC system does not operate as specified, for instance due to a bug preventing me from accessing my own files altogether. This is a classical contract law issue, and while the discussion on software liability is complex and complicated, with “liability exclusion clauses” of often dubious enforceability in abundance, it raises no new conceptual questions.

B. My TC system behaves as specified, but is outwitted by an attacker. I in turn have behaved with (even less) safety awareness than before TC was introduced, relied totally on the TC protection, and suffer as a result a loss (by downloading e.g. malware). This remains at first sight a contractual issue between me and the TC provider, but under current law, my position is weak. However, as we argued, the need to use TC and the inability to make my own security arrangements mean that there is a social trade off involved that the law, possibly, should recognize.

C. Someone else, relying on my computer’s malfunctioning certificate, downloads harmful software from me. Does this third party have any claims against my TC provider, given that he acted in reasonable reliance on the TC

---

certificate? This is the most radical conceptual issue that TC raises: do TC providers incur liability outside the contractual nexus? This is also the question that links this chapter to the previous one: For if we accept that TC owes a duty of care not just to its own customers, but also to third parties that rely on their certification, the similarity to a public sector agency such as the police becomes clearer. Furthermore, we will argue that this method of “breaking out of” the contractual atomism is a way to create network structures of legal liability that come closer in matching the trust network that TC tries to build up, and thus in turn the Internet.

We will visit each one of these scenarios in the next sections and we will try to examine the contractual relation found in scenario B and from the proposed scenario of reliance liability for scenario C.

4.2.1 Contractual relation between buyer and seller

Liability for faulty software is an area of considerable legal controversy, not least because it remains unclear in UK law whether software is to be treated as a good, a service, or something else. The distinction is, seemingly, important because it determines the nature and scope of liability that can be derived from a contract, and also to some extent what can be legitimately excluded by contract. Trusted Computing further complicates the issue because a failure in such a system may be hardware or software related. As we saw in chapter 1, it is a crucial novelty of the TC approach to security that as Epstein noted “security software is not enough for software security solutions”,42 and thus hardware and software have to work in unison.

---

Hardware is clearly a good\textsuperscript{43} - if software is deemed to be a service or \textit{sui generis} in nature, this suggests that different components of the TC concept might be held to different standards. This would be problematic enough if faults in hardware and software could be neatly separated analytically. For TC, this is highly doubtful. As the discussion in the first chapter showed, the various TC components rely on each other and are essentially intertwined. This raises the very real possibility that each component works correct on its own terms, but still, once combined, fall short of what is expected from them. We suggest that potentially, a much better way is a “gestalt switch” that sees TC as neither “just” software nor “just” hardware and moves away from the mere tools that TC utilizes to a goal-oriented characterization. The “business” of the TCI, so to speak, is security. Security is what they sell, and the methods they use for this are merely coincidental. When hiring a security company for physical protection, we do not need to worry who build their guns or who provides the network service for their communication equipment. They promise my safety, I trust and can rely that they use the right tools for the job. In the field of IT security, this notion of “security as a service” has recently gained traction in the field of cloud computing.\textsuperscript{44} Trusted computing has indeed been characterized as one such “security of service provision” in cloud environments.\textsuperscript{45} The legal implications of this conceptualization have not yet been fully explored, but it is maybe not surprising that the idea of TC as a “security as a service” (SECaas) solution should emanate from cloud environments. Unlike the traditional customer buying a physical PC

\begin{footnotesize}
\begin{enumerate}
\end{enumerate}
\end{footnotesize}
and installing software on it – “real” activities that make us think immediately of “buying software” or “buying hardware”, the virtual environment of the cloud strips us off these preconceptions and allows us to see things as they really work. We will return to this idea of TC as “security as a service” bundle below.

It has been suggested in the past that a more rigid liability regime would provide the right type of pressure to software vendors to improve software security and to ensure that the software provides the security it should provide. Commissioners Viviane Reding and Meglena Kuneva proposed that “Licensing should guarantee consumers the same basic rights as when they purchase a good: the right to get a product that works with fair commercial conditions”. The rights of a purchaser of a physical product - which are familiar to us - along with the implied terms, are significant and are found in sections 12 to 15 of the Sale of Goods Act. These state, among others, that the goods supplied should correspond with their description and are of satisfactory quality and reasonably fit the buyer’s purpose. Contracts of sale such as those we just described are legislated under the Sale of Goods Act, and legislation has extended the scope of application to apply to all forms of contract arrangement by which goods are supplied.

These rights are probably the ones best understood by both parties of a contract (consumers and retailers) and are arming the consumer in possible

---


breach of the contract by the retailer. Our courts too seem to remain in a pre-information age, at least conceptually – we understand physical objects much better than abstract information objects such as software. Even in cases where undoubtedly, the issue was a software fault, empirical studies also indicate that courts are much more likely to hold a software vendor liable for harm if the software was part of a physical machine had caused physical harm, and are less likely to apply the same rules to software flaws that remain “unseen and virtual”, such as ID theft due to weak security.49 Despite the increasing significance and explosive growth of the economic importance of the digital products and digital technology, the application of these legal requirements over this type of products still remains ambiguous. This “selective” application of the law which distinguishes digital products from the existing legislation creates a risk that the consumer of such products may be exploited by suppliers to deny consumers’ rights, or may be denied any protection of the law and that way may deprive the rights that consumers enjoy.

In its White paper the UK government committed itself to take actions “which will enhance and protect consumer rights in a changing world” in relation to digital products (including computer software) and that will take the appropriate actions so that all principles applying to (physical) sales will also apply to digital products.50

In an influential study, Chandler analyses two approaches where the law can be used to intervene in the software development process to provide the standards that the end-user demands. The first approach is the use of regulations or laws to overcome market failures (i.e. where the market fails to put pressure on manufacturers to produce more secure software, such as in a monopoly

49 A typical example is the reasoning in Petry v. Cosmopolitan Spa Intern., Inc, 641 S.W.2d 202 (Tenn: Court of Appeals, Eastern Section 1982).
situation) by mandating minimum security standards. This has a number of disadvantages not least that a law may be too broad in its reach if applied uniformly across the software marketplace, because there are different levels of risk in different types of programs and it would be unrealistic to expect them to meet the same design standards.

The second approach is “to impose liability for negligently-designed software”. This approach has some advantages like that the care needed from software developers can vary according to the context and therefore “software intended for use in conditions where design flaws may lead to substantial losses may be treated differently from software that does not present high risks”.51

Chandler notes that applying a negligence standard to software security might be a way forward, but specifically warns that taking that path might cause the software industry to take measures that while improving security could have other, less desirable implications. Here she specifically refers to TC and the types of concerns noted above - the loss of consumer freedom and the implications for competition. She also notes (in the context of DDoS attacks) that, currently, purchasers may find it difficult to sue vendors for liability for damage caused by their product’s failure. Firstly, license terms disclaiming or limiting liability may affect possible lawsuits. Secondly, users may face counterclaims of contributory negligence if they did not maintain properly their security by patches or virus scanning.

The liability question that TC creates can therefore be turned into four separate issues:

- is software a good, a service or sui generis?

---

• what are the implications for TC if the hardware and software components carry different liabilities, and should we think of TC better as “security as a service”, independent from tools used?
• is the current level of liability exposure for producers in the event of hardware and software failure, appropriate for TC?
• what are the implications for TC of a higher level of liability?

4.2.1.1 Software as Good

The Sale of Goods Act implies terms into contracts for the sale of goods in (ss.12-15).\(^5\) These implied terms aim to express the intention of the parties and can be helpful in the case where a user purchases defective software if such software is categorized as goods. For us, they are the door through which the consumer perception of “trust” and “security” that we discussed in the second chapter can be given legal voice. We noted there, the systematically diverging perceptions of “trust” and “security” between lay people and computer professionals. In an environment where contracts will be typically boilerplate and written from the perspective of the better informed party, this type of purposive reading can unearth again the meaning that the weaker, less informed party gave to the meaning of the transaction. Normally, software is not explicitly categorized as a good, unless it is part of a system which involves the use of software and hardware.\(^5\) While this seems to apply, prima facie, to TC, the typical examples of “embedded software” have a somewhat different form, e.g. the software in a digital radio that makes it work. The relation between hardware and software components of TC, as we saw in the second chapter, is rather different. They are at the same time more complex in their possible interaction (one generating proof about the other) and more loosely connected, as a battery

\(^{52}\) Sale of Goods Act § c.54 (1979).
of independent security measures. It is less the case of software “making the
hardware doing things” as in the radio, but more a question of mutual
dependencies.

In case of a breach of a condition the injured party has the right to reject the
goods and claim damages. However, the Sale and Supply of Goods Act modifies
the normal remedy in the case of breaches of ss.13-15 “conditions” and states
that:

1) Where in the case of a contract of sale –
   a. The buyer would, apart from this subsection, have the right to
      reject goods by reason of a breach on the part of the seller of a
      term implied by section 13, 14, or 15 above; but
   b. The breach is so slight that it would be unreasonable for him to
      reject them, then, if the buyer does not deal as consumer, the
      breach is not to be treated as a breach of condition but may be
      treated as a breach of warranty.

2) This section applies unless a contrary intention appears in, or is to
   be implied from, the contract.

3) It is for the seller to show that a breach fell within subsection (1) b
   above.54

The implied term dealing with fitness for the buyer’s purpose was originally
dealt by section 14(1) of the SGA 1893. Nowadays, an amendment is contained in
SGA 1979 and in there it is stated that:

Where the seller sells goods in the course of a business and the buyer,
expressly or by implication, makes known –
   a. to the seller; or
   b. where the purchase price or part of it is payable by instalments
      and the goods were previously sold by a credit broker to the
      seller, to that credit broker,

any particular purpose for which the goods are being bought, there is an implied obligation that the goods supplied under the contract are reasonably fit for that purpose, whether or not that is a purpose for which such goods are commonly supplied, except where the circumstances show that the buyer does not rely, or that it is unreasonable for him to rely, on the skill or judgment of the seller or credit-broker.

In this statement we will analyze two terms that are crucial for the discussion. The first term is the one of “satisfactory quality”. By this term a standard quality is set for goods. Section 14(3) may result in the seller guaranteeing that goods will meet the needs of the buyer, whilst the above does not relate to the buyer’s intended use of goods. The second reference to the “particular purpose” of the buyer mainly refers to the “specified purpose” for which the user buys the product.

Implied terms are quite significant as they arise automatically, they are easy to prove and they are classified as conditions which mean that in case of breach the consumer is entitled to a range of legal remedies including rejection of goods, demand a price refund, have the price reduced and return goods for repair or replacement. Yet, it is very rare for a consumer to take professional advice on a claim even for relative expensive items. “In most cases, consumers do not complain because the financial loss is limited (42%), they do not expect to get a satisfactory solution to their problem (35%) and they consider it too time-


56 As recent statistics by Eurostat pp.104-105 Eurostat - European Commission. (2009). Consumers in Europe (2009 ed.). Luxembourg: Office for Official Publications of the European Communities. reveals that out of the consumers interviewed for the consumer satisfaction and complaints on the prices of products they purchased, only 16% of consumers in EU-27 made a formal complaint in form of writing, by telephone or in person during 2009. The most surprising though is that 51% of unsatisfied customers chose not to take any further action (e.g. in courts) and seeking advice by a solicitor appeared on the extremely low proportion of 9%. 
consuming to complain (27%)”. However, in the present context the essentiality lays in these last two implied terms points: the exclusion or limitation of liability for any condition breach is prohibited by civil and criminal law; and consumers and retailers who hold reasonable expectations, are all familiar with the implied terms included in the contract.

In order for a term to be implied, the buyer must rely upon the seller to provide goods which reasonably fit for the buyer’s particular purpose and furthermore it must be reasonable for the buyer to do so. There are two kinds of reliance: partial and non existence or non reasonable. The first one relates to the aspect of the goods’ fitness, which is relevant to the buyer’s claim, and the second one is valid if the buyer has the greater expertise or is in the best position to make an assessment for the goods’ suitability.

It appears from the above, that where there is a combination of hardware and software being sold together, the courts may treat the combination as a sale of goods. This may fit the TC scenario, depending upon the nature of the customer (business or consumer), the nature of the sale (once-off or continuing upgrades), and the purpose to which the equipment is put. Although software is the most obvious example of digital product, the boundaries are still blurred as software can be a wide category on its own. Nevertheless, given the uncertainty surrounding software, it is appropriate to also consider other options.

4.2.1.2 Software as a Service


It is possible that software could be regarded as a provision of services - this has been suggested in cases where a vendor has written software specifically for a client thus a “bespoke” product - the writing of the software being the service. This was the approach taken by the court in *The Salvage Association v CAP Financial Services Ltd.*\(^{59}\) However in *St Albans City & District Council v International Computers Ltd*\(^{60}\) the court held that where a computer program was delivered on a disk it might be both a good and a service.\(^ {61}\)

In terms of TC, it is clear that there are a number of issues to consider when considering the goods/services question:

- is the software a “bespoke” product written/adapted for a particular client or is it mass market software?
- if written for a particular client is it delivered as part of a purchase of hardware, or separately?
- does some other element, such as a continuing provision of automatic upgrades and other software changes suggest an ongoing service?

The answers to these questions can essentially change the way that the issue is approached as a “bespoke” product has more in common with the contract for professional services, yet a mass market software is “closer” to a physical product. To demonstrate the difference along with the means that the product is delivered, for example, Australian authorities in *Toby Constructions v. Computer Bar Sales* consider the hardware and software that is supplied as a package for sale, under one universal price, to be treated a single contract and it is classified as a sale of goods.\(^ {62}\)


Bainbridge suggests that the differences between goods and service where software is concerned are not so great, even after the passage of the Sale and Supply of Goods Act 1994. In essence, where the sale of goods legislation is concerned with quality and fitness for purpose, the provision of services legislation is concerned with the provision of a service using reasonable care and skill where reasonableness is generally regarded as at a relatively low standard of a "reasonably competent provider of the relevant services". In computer software terms, that does not require software to be entirely free from bugs or minor faults as held by the court in *Saphena Computing v Allied Collection Agencies.*

However, both commentators and the courts have suggested that computer software does not fit the existing legislation well due to the intangibility of the product, and the fact that it is usually licensed rather than sold outright. The Court in the *St Albans* case eventually decided the case by creating a new rule for software written specifically for a client of “fitness for purpose” even in the absence of a sale of goods, and Bainbridge argues that while that was a mistake (he feels it was a service), he makes the case for mass market software being considered a *sui generis* item.

### 4.2.1.3 Software as a Sui Generis Item

From time to time, when the courts or the legislature are faced with a new development to which existing legal concepts do not adequately fit, they will create a new concept, for example the protection of rights in databases did not fit well in existing copyright law - the existing rights were inappropriate. Thus the legislature created a new or *sui generis* right to protect databases - the right to control extraction.

---

Equally, as matters stand, the existing law on the sale of goods and services does not fit well to the purposes of determining contractual liability for software failure - it may be therefore that the appropriate way forward would be a *sui generis* form of contractual liability for software. This would perhaps not be without precedent, as Lord Penrose said in *Beta Computers (Europe) v Adobe Systems (Europe) Ltd* “... In my opinion the only acceptable view is that the supply of proprietary software for a price is a contract *sui generis*.65 This leaves open two questions relating to the project, what such a *sui generis* right should consist of for software now, and whether the advent of TC might mean a stronger level of protection should be given to users in the light of the promises made by vendors about the security qualities of TC systems.

4.2.1.4  **Implications for TC if the hardware and software components carry different liabilities**

As we have seen, TC comprises both hardware and software components. This also corresponds to the organizational structure of the TCG which is partly composed by both kinds of industries. We can here go back briefly to the different scenarios we described above. If we are dealing with a TC system malfunctioning, that is a system that is not even delivering what according to the state of the art would have been expected and possible, then it may just be possible to identify exactly which component is to blame. For type 2 failures, failure of the system due to better attack capabilities, this might be impossible in principle. In theory,
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legal options available are to treat it as a matter of joint liability for a “security service”, hardware or software liability only.

At this point, we step back a bit from a purely formal legal analysis, and ask how the TC industry itself perceives the issue, what their conceptual understanding is. In order to assess the viability of a large scale project to examine the liability hypothesis, a small-scale set of semi-structured interviews was conducted – the sample contained Hewlett Packard research staff members and Computer Science academic staff at the University of Bristol. The interviews uncovered a number of interesting issues, but also led to the conclusion that the issue was going to be more complex to research than was originally expected.

“It’s common understanding” that it is more likely to be a software problem rather than hardware says Plaquin at HP Labs, although he does not provide much justification for this position, clearly basing his argument on his own experience. It is a truism that software is never ‘bug free’, and therefore it is expected that it may not always work exactly as intended. Prof. Smart notes that it is possible to use processes that can make the software as bug-free as possible but that is mainly used in safety critical systems, as it is extremely costly.

Prof. Smart went on to say that:

“… if you are ... producing hardware you are prepared to tolerate errors ... one, you can detect errors quickly, two, if there are errors you just replace the component. The problem with software is that actually detecting errors is much harder, it’s deployed and then in the field you have to re-change the software without actually having the physical mechanism go back to the manufacturers ... there has to be some sort of remote update facility, so it’s actually much harder ... the hardware is actually a relatively easy thing to get right...”.

It seems therefore that imposing liability on hardware manufacturers might be a more realistic solution, as hardware industries are in better place to deal with failures. Dr. Page, on the other hand, suggested that the joint liability question was difficult to answer, noting that actually proving whether it was a
software or hardware problem which caused the failure of a trusted system would be very difficult:

“... it's difficult to actually replicate these things, so proving that they even happened in the first place is slightly contentious.”

Adding to that, he views the issue in some respects as a matter of trade-off between reliability and performance suggesting that

“... the best thing to say ... about the reliability of software is ... it's not a solved problem, but the reason you've got unreliable software, at least partly, is because people have ... made a trade-off between reliability and performance, or reliability and other things ... if you are willing to pay the price for reliability you can get a lot more reliable systems that you've got now.”

Yet, Pearson at HP Labs sees things as perhaps more complex than that.

“Because of the way the whole mechanism works ... there are multiple parties involved. ... you've got, for example, the specification itself which is produced by the TCG and describes ... what you have to do to produce a trusted platform ... it's possible someone might discover there was a problem with that, but I doubt it ... then if someone actually makes a trusted platform they need to produce a design and someone else needs to certify that the design is conformant with the specification. There are different bodies performing different roles, and then ... there are the people that actually produce the different components that go into the platform and they'll actually certify what the values of the hash functions and the metrics are going to be ... then there's going to be the components that actually do the checks, the agents that do the checks in the system, and then there's the software that has to reside on a person's platform that's checking that it's engaged with the protocols and actually getting the information and doing the analysis on that and deciding, is it going to recommend to go ahead or not to go ahead. So there's all sorts of people who are involved, it's not just the manufacturers of the platform, the people who make the chips, ... there are probably 10 different groups involved in putting things together, some of whom are certifying that things conform to a design and things like that...”

In essence, it appears that she is saying that it may never be clear enough which party involved in the provision of a TC based system will be liable in case
of failure. Interesting though the answer by Pearson, alerts us to the fact that the TCG as a group is performing a different function from its constituent parts. The TCG, as an entity, merely certifies the type of system their members are actually developing and building. This brings in a potential new dimension: If the system fails, in any of the three ways described above, is there in addition to the contractual relation with the software vendor also a (quasi-contractual) relation with the TCG as certifying body? We will return to this issue below.

Another issue raised was the issue of shifting liability. In case of failure of TC technology, will the vendor companies take responsibility, or will they blame users, either individuals or enterprises, for the failure? As regards this concern Plaquin at HP Labs answered by saying that at the end of the day it is human nature to shift liability, but not the role of the technology. The technology can help to establish relevant evidence, independently from the parties. Here, our discussion about “chain of custody” from the previous chapter comes back into play. To ensure that the evidence isn’t tampered with, the TC system needs to be able to reason about its own status, and prove that it was not interfered with. For the civil liability issue, this feature becomes obviously relevant to identify where, if anywhere, a Type 1 malfunction happened. When the same question was put to Prof. Smart, he responded by suggesting that the liability in circumstances where there is a failure in TC systems, should, in the enterprise arena at least, be covered by contract terms with the liability clearly on the manufacturer i.e. the corporation or person selling the kit, and not to the customer who simply buys the technology. “A lack of software liability is effectively a vast government subsidy of the computer industry. It allows them to produce more products faster, with less concern about safety, security, and quality”.66 In our case of TC, we argue that the user relies on the TC vendors that the system they are offering

(and the user is buying) is actually operating as it was supposed to. In our opinion this leads to the definition of reliance liability that we believe that is the most appropriate way to ensure the trust of the users in TC.

**4.2.1.5 Current level of liability exposure for producers, in the event of hardware and software failure appropriate for TC?**

One of the lessons we learn from even these short interviews, is that the industry thinks that any exposure to liability can be managed contractually. There might be disagreement where the risk is best located - with the university based developers accepting that a shift to consumers may have detrimental effect, while the commercial developers are more willing to exclude liability “as long as we do everything possible”.

The legal contract concerning software which binds the user with the software vendor is called End-User Licence Agreement (EULA). This agreement contains the terms and conditions that the user must obey, in order to use the software legitimately. The agreement may also contain various terms and conditions such as to install the software in only one computer, or to use it for personal purposes only.

There are many ways this contract can be presented to the user, in order for him to accept and then install and use the software. The EULAs can restrict the usage of the software; they may “force” agreement on certain conditions while using the system; and lastly they seriously limit the ability of the user to sue the vendor for damages or vulnerabilities presented to the software.\(^67\) The latter, is perhaps the most crucial reason why software developers tend to use EULAs as an “insurance” against the users. These kinds of agreements take away the user’s
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right to customize or even repair their own devices. Moreover, the software vendors can trust that the software has not been reverse engineered or disabled, in any possible way, so that any activities that waive any term or condition contained in the EULA are prevented.

From the manufacturer’s perspective, the disclaimer of liability for software faults is probably the most important function contained in an EULA. With the user’s agreement, he can no longer sue, or file class-action lawsuits against the vendor for faulty products, or for products that do not fulfill the user’s requirements. Due to the limited uptake of TC so far, it proved difficult to find good examples of TC specific EULAs. But one of the main features of the TCG technology, as discussed, is the remote attestation. Principles underlying this feature enforce certain aspects of EULAs as it brings third parties into the user-computer vendor relation. We note here that EULAs therefore potentially “go beyond” the relation between the two contracting parties, and obligate the user to a certain behavior towards a party that is not party to the contract.

As we noted above, it has been suggested in the past that it would be useful to apply pressure to software vendors to improve software security and to ensure that the software provides the security it should provide, and that in any other case, the purchasers should be able to sue the software vendors for any kind of harm caused by the use of their products. Experts in the fields of IT remain divided in two camps on whether software product-liability rules could cause more problems rather than they are supposed to solve. Schneier one of the most influential IT experts called by the House of Lords Science and Technology


Committee to give testimony on the report they issued on "Personal Internet Security", states that “there's no other industry where shoddy products are sold to a public that expects regular problems, and where consumers are the ones who have to learn how to fix them”. He also thinks that the key to solve this problem is by applying software liabilities as computers are the only mass-market consumer item in which the vendors are not liable for any faults.

Advocates for more burdensome liability rules have made unfavourable comparisons to the rules that apply to toasters, automobiles, tablesaws, airplanes, and other products. In each of these cases, the vendors would be held liable if they sell a defective product, and product liability laws compel them to issue recalls, or provide warranty repairs or compensation to possibly injured buyers or damages caused.

Expressing a commonly thought question McKenzie asks: “Can you imagine a world where the words "software" and "warranty" actually appear on the same page?”. Rolling on to the next logical question: “What will be the responsibility of the software vendors that sell flawed software?”. 

---


4.2.2 An alternative view: Security as service and the relational contract theory.

Let us recap briefly: In the past, liability regimes for software were far from burdensome on software developers and vendors. This has been at least in part blamed for the security flaws that they generate.\(^\text{74}\) Under normal conditions, market competition should mitigate this, but even in traditional fields of software, monopolies or near monopolies have been the norm rather than the exception, on contribution to the high level of software vulnerabilities.\(^\text{75}\) As we argued, TC is premised, to an extent, on the absence of diversity and competition, making this an even more pressing issue. At the same time, shifting the burden entirely to the industry might not only deter necessary investment in security, it can encourage reckless behavior by users. TC is already a potential contributor to this “moral hazard”, where people relying on the technology could be induced to take excessive risks, as we discussed in chapter 2. Additionally granting users with wide ranging legal protection could increase this danger even more.\(^\text{76}\) Industry seems willing to treat TC just like any other product, and use EULAs to manage their exposure to liability, by regimenting use and hiding the limitations of the approach in the small print. This brings us back to the first chapter where we discussed the disappointingly limited uptake of TC by consumers. We argued there that TC is a compromise between costs and safety - ideally not too costly, but as a result not as safe as it could possibly be. From a liability perspective


though, this compromise could become an issue in the context of litigation – after all, there were foreseeable risks, and known countermeasures, which were however not taken due to costs – and all that documented in the technical literature. Unsurprisingly, manufacturers will want to emphasize and legitimize this in the EULAs, making the buyer a willing accomplice in the corner cutting. At the same time, TC adds costs, and the best way to ensure take up is to emphasize the security benefits, or at least tacitly rely on the different understanding laypersons have of terms such as “trusted” and “secure”. Due to the monopoly position of the TCI, a possible option therefore seems to be on balance to increase liability (possibly by using “good faith” reading of the EULAs aggressively), while allowing some risk management on the side of the TC providers, and if for no other reason than to remind users to remain vigilant.

However, we think that any mere tinkering with software liability rules, or EULAs, falls short of what is needed here, for both industry and users. Any such attempt would at best address Type 1 failure, failure of the technology to function as specified. In the constant arms race between hackers and security solutions, Type 2 failures are just as important, and they fall outside even the most aggressive use of “good faith” review of liability rules. Here harm is caused by an ingenious third party that finds way to circumvent security mechanisms that at the time they were developed were state of the art. The fault of the supplier, if any, was that it raised unrealistic expectations and caused the buyer to engage in risky behavior, preventing out of distrust of users in general that the client used other protective measures not TC certified (because in a TC environment, at least potentially, some effective but open source and uncertified tools will not work), and potentially rather than helping with damage limitation making things worse by disabling the affected party from taking remedial steps of their own.

One part of our solution is relatively simple. “Buying TC” should in law be classified as what the consumer will perceive it to be – that is certified security service as a package. This sidesteps the debate on whether software is a good, a
service or sui generis, and how hybrid hardware/software systems are to be considered. It should support “social trust” on the side of the customer, as expectations and what is promised match closer, the ability to shift liability is at least reduced, and the consumer need not to worry which part of the system failed to deliver. To conceptualize TC as a certified security service contract however also has another advantage. Service contracts are closer to the paradigmatic example of a different way to think about contracts altogether, the relational contract theory. While mainly motivated historically by employment relations, we can think of “security services” not as a one off service, but a long lasting relation. This, we will argue, allows an understanding of the contract relation that is much better suited to create “networks of trust”, with a long term convergence of interests between the parties, that would match the technology based “trust networks” that TC tries to build.

To understand this argument, we need first to look a bit at one of the conceptual shortcomings of classical contract theory for this purpose. In one of the most influential papers in legal theory, Wesley Hohfeld’s *Fundamental legal conceptions as applied in judicial reasoning*, the author explicates the meaning of core legal concepts such as right, duty and privilege, by constructing an interlocking system that maps the relations between the “atoms” so to speak of a legal system.77 “Duty” and “Right” are two of these atoms or basic concepts, they stand in a relation of judicial correlative to another: that is to say if I have a right against you, you have a corresponding or correlative duty towards me. “Duty” and “privilege” by contrast are legal opposites: If I have a duty towards you to do X, then I don’t have a privilege not to do X.78 Crucially for our purpose, his analysis

78 ibid. p.719ff. This is one of the most frequently cited papers in legal theory. We will only focus on some core ideas, for a fuller academic discussion, the reader is referred to the early appraisal here Cook, W. W. (1919). Hohfeld's Contributions to the Science
is premised on two assumptions: The first can be called a commitment to bi-polar atomism. That is, the legal status of a person, or indeed any complex legal problem, can ultimately be broken down in simple relations between two people and two people only, each in turn characterized by the basic legal concepts that he proposes. For many of his contemporaries (and indeed subsequent critics), this seemed problematic. How can we understand “ownership” or right in rem as it is traditionally called? If I have an “absolute” right of ownership, say in my computer, then this is a right against everybody, not just an individual person. For Hohfeld, this is a misconception. Where lawyers often saw a relation that involved infinitely many parties, he argued that this can always be reduced in principle to a multitude of bi-polar relations between just two people, and nothing else but the substance of this relation determines their rights and duties. Connected to this view is a “litigation centric” approach to law. In Hohfeld’s view, we only understand the meaning of a legal concept when it is litigated in court. And in a court room setting, we obviously always have just two parties – plaintiff and defendant, fighting it out. So the meaning of “ownership” in my computer is not best understood as a complex relation involving everybody, but a relation that crystallizes only when you take my computer away, and I sue you in court.

We can already see here the problem that this conception of law can create for TC. In the second chapter, we argued that in modern societies, interpersonal, emotive trust between acquaintances had to be replaced by impersonal trust in institutions. Weber, so we argued, had given the law an important role in creating

this trust. I can trust you to fulfill your obligation, because you are under a legal
obligation to do so. But for Weber, this was arguably not meant simply as
“compliance by threats”. In his conception of the modern economy, I can trust
you, and to a degree expose myself to risks, because I know the law, and you know
the law, and I know that you know the law – a situation which is known under the
technical term of “common knowledge” in game theory and the theory of
distributed computer agents. In such a situation, my thoughts are not primarily
that something will go wrong, but that I will be protected. Rather, it is an
assumption that everything will be as promised, for we all agree that following
the law is the right thing to do, and only if there should be a problem,
exceptionally, there is redress. This leads to a concept of more substantive trust,
as opposed to a society where we think when engaging with others: I do not really
trust you, you probably will default, but the law will save me. It is however that
latter attitude that the litigation centric view of law promotes, and which finds its
expression in reality in the abusive or unfair use of general terms and EULA’s
discussed above. Their content becomes intelligible if we assume that the issuer
thinks from the beginning the worst of his customers, and from the outset
pursues a defensive strategy.

Just as problematic as the litigation centric view is the emphasis of bi-polar
relations only. In Hohfeld’s analysis, the law is only concerned with a situation
where things went wrong, and you have an issue with your TC provider. Nobody
else is involved. But as we discussed in our analysis of what TC is trying to
achieve, this breaks up the very essence of a TC mediated relation. I trust the TC
provider to verify the trustworthiness of everybody that I encounter, and in
return trust my TC provider enough to provide them with enough information
about me so that they in turn can assure third parties of my trustworthiness. The

See e.g. Halpern, J. Y., & Moses, Y. (1990). Knowledge and common knowledge in a
result is an intricate network where everybody is related to everybody else – and where, as Guadamuz noted, power laws and network effects can be efficient. By breaking up this network analytically, and disassemble it into bi-polar relations between just two parties, the law fails to map the reality of what it tries to regulate.

Building on Hohfeld’s work which was a general characterization of all of the law, formalist theories of contract characterize the contract relation in particular as an atomistic, bi-polar relation that is not receptive to third party interests or wider societal concerns at all. The most influential, and most concise, account for formalist contract doctrine can be found in Ernest Weinrib’s “The Idea of Private law”. Contract law in this view can be fully understood as a bipolar relation whose content is entirely dependent on the parties’ stated intention at contract formation, and whose sole aim is to ensure “corrective justice”, that is if one party’s rights are interfered with, it is entitled to have the balance restored. Wider social or political concerns are irrelevant for this view – this is what Weinrib calls “the autonomy of private law”, and as a formalist theory, issues such as unequal access to information or unequal bargaining power of the parties are also of no concern. Here we face the problem of trust creation through law even closer at home – contracts, the main mode of regulating the relation between TC provider and customer, are particularly prone to an interpretation that focuses on the “magic moment in time” when offer and acceptance are matched, and is irresponsive to any third party interests – the concept of privity of contract that we alluded to before. This again breaks up the trust network that TC tries to build

---


into small bipolar atoms, and is thus incapable of matching the reality that TC creates.

While formalism in the Weinribian tradition is a highly influential way to think about contracts, some of the similarly influential competitors are even worse. Economic analysis of contract law in particular shares with the above theories its atomism – contracts remain essentially an issue between two parties only – but limits the relevant interests to “rational maximization of economic interests”. 82 One way in which this conception of contract law is expressed in practice is the attitude to “efficient breach” of a contract relation: According to this theory, if I find myself in a contractual relation, but my economic interests would be better served by defaulting and accepting “some” penalty, then the rational thing is to walk away from my promise. Contract law, in this view, should permit this if the damages in turn are market optimal. In a typical example, if I promise to sell my car to you for £300, and I get immediately afterwards an offer for £3000, then a rational contract law should allow me to walk away from the contract with you, provided I give you your money back plus an adequate remuneration for the additional expenses you incurred while waiting in vain for your car to be delivered (say £20 for taxi costs, and £5 to make up for inflation which means cars are now more expensive). This leaves me better off, and you not worse of, in financial terms, as if we had never met. 83 We can immediately see why this is not an ideal foundation for a contract in security services. Imagine you hire a security service in the offline world: you have to trust them with access to


your house, they will know where your valuable property is, where your protection is the weakest, and if they offer personal protection as well, where your children go to school. This requires considerable trust. A contract that essentially says that as soon as a local criminal offers more for the service, they can terminate the contracts on return of last month' wages seems incapable of creating this type of trust. In the real world, some or all of the trust will have to come from something else instead – and we discussed some of the mechanisms in the second chapter: public law regulation of the security industry, or self-regulation of the industry, with a code of practice and an institutionalized complaints procedure e.g.. But as we discussed there, this type of framework does not exists (yet) for online security: the bouncer who keeps suspicious people out of the nightclub is much more heavily regulated than the “firewall bouncer” that keeps suspicious packets out of your computer.

As we discussed above, this is not just a theoretical problem. The way in which the industry uses EULAs, and the way in which in our interview “insiders” conceptualized the role of contract law, fits this “calculating” approach to use contract terms strategically: The customer buys a good in a one off transaction (buying say a computer that says “TC in it”) and this marks effectively both the beginning and the end of the relation, which is not deeper than say buying a toaster. The problem with modern contract theory as a creator of trust has however been recognized as a more general problem of modern economies, and is sometimes discussed under the concept of “calculativeness of trust” in societies governed by classical contract law. It finds a clear expression in this summary by Diego Gambetta.

“There is a degree of convergence in the definition of trust which can be summarized as follows: trust is a particular level of the subjective probability with which an agent assesses that another agent or group of agents will perform a particular action [...] When we say we trust someone or that someone is trustworthy, we implicitly mean that the probability that he will perform an action that is beneficial or at least
We can immediately see the close similarity to the “inductive” concept of techno-trust discussed in chapter 2 that underpins TC: trust is an extrapolation from past behavior about the probability of future positive behavior. Economic theory of contract law recognized that problem, it tried to develop more sophisticated models of rationality to minimize its predicted impact. Machiavelli may have advised the Prince that he could and indeed should breach contracts with impunity, just as classical economic theory of contract law predicts. More recent and more sophisticated approaches to economic contract theory such as transaction cost economics advises us that “investment in trust” can pay off in the long term, and that therefore the wise Prince will give more credible commitments. However, while there are therefore variations of economic theory of contract available that offer a “fix” to the most obvious trust-destroying aspects of economic contract theory, there are strong doubts that “calculative trust” is ultimately a possibility.

Writing with general support for an economic analysis of law and from the perspective of an economist, Oliver Williamson concludes in an article that had substantial impact on the debate on the relation between contracts, economic analysis and trust, that:

“If functional separability does not imply attitudinal separability, then piecemeal calculativeness can easily be dysfunctional. The risk is that pushing metering at the margin every where to the limit will have spillover effects from easy-to-meter onto hard-to-meter activities. If cooperative attitudes are impaired, then transactions that can be metered only with difficulty, but for which consummate cooperation is important, will be discharged in a more perfunctory manner. The


neglect of such interaction effects is encouraged by piecemeal calculativeness, which is to say by an insensitivity to atmosphere.\textsuperscript{86}

In our analysis above, we identified all the elements for the TC setting that trigger the problems Williamson describes: TC, or computer security in general, does indeed require “consummate cooperation” – technological fixes alone can lead to moral hazards, only if consumer and TC provider cooperate will true benefits be realized. TC can be metered only with difficulty – that was expressed by our interviewees when they pointed out the difficulties of modeling and predicting flaws and the potential for malfunctioning in a hostile environment in advance. This makes it difficult to “meter” what either party needs to do, resulting in a “grab for control” by the economically stronger party – the use of Terms and Conditions and EULAs to shift risk to the consumer and prescribe in detail what they must not do or risk voiding the contract. This converges with other studies that have shown the tension between security provisions and an economic understanding of contractual relations.\textsuperscript{87}

Williamson reaches a skeptical conclusion:

“Trust, I submit, should be concentrated on those personal relations in which it really matters, which will be facilitated by the use of "political, social, and economic institutions" to govern calculative relations. If calculativeness is inimical to personal trust, in that a deep and abiding trust relation cannot be created in the face of calculativeness, and if pre-existing personal trust is devalued by calculativeness, then the question is how to segregate and preserve relations of personal trust”.\textsuperscript{88}


\textsuperscript{87} See e.g. Langheinrich, M. (2003). \textit{When trust does not compute-the role of trust in ubiquitous computing}. Paper presented at the Workshop on Privacy at UBICOMP (pp. 1-8),

\textsuperscript{88} Williamson op cit p. 483
If we followed this conclusion, we should abandon the talk about trust in TC altogether, and also abandon the idea that the contractual relation between TC provider and customer can sustain the necessary trust between the parties. But as we saw, all the alternatives – personal trust, kinship loyalty or institutional trust are also not available to us in a global, disembodied medium like the Internet. This could explain the low uptake of TC: customer and TC provider need a substantial degree of trust to be willing to accept the risks that come for both, with that relationship, it requires a degree of cooperation, yet not only is there little social capital to sustain that trust, the chosen method of interaction, contract law, is based on calculativeness and thus destroying rather than fostering trust.

We will argue however that this needs not be the end of the story. Ultimately, Williamson, and with him the many economic, political science and contract law theorists that shared his concern, are still within the conceptual framework of the classical, formalist notion of law and legal relation as a one of, bipolar relation that we described above in description of Hohfeld and Weinrib. While modern society relies essentially on contracts and contracting (again as per Weber), they need to be understood differently to fulfill this task. This was particularly obvious on long term economic relations such as employment law, where the idea of a “one off” meeting of the minds is the least plausible model, and parties tie themselves to each other for a long and unpredictable future.\(^9^9\) This gave rise to a very different understanding of contracts, the “relational theory of contracts”, developed in particular by Ian Roderick Macneil and Stewart Macaulay.\(^9^0\)

---


This understanding of contract law also leads away from the “litigation focused” understanding of law that we encountered above in our discussion of Hohfeld, to a view of regulation through contract that is less adversarial and more geared towards “community creation”. In essence, he argues that contracts are never just discrete commodity exchanges, but are situated in complex webs of exchange relations. This is in marked contrast to both Weinribian legal formalism and economic analysis of the law, which both ignore in varying degree contextual matters surrounding the contract and concentrate only on the expressed terms together with a strictly limited and a priori known range of implied terms. They fleetingly connect “total strangers brought together by chance rather than any common social structure”. Or, as we put it above, parties in discrete exchanges are atomised individuals. For this to work, they “would have to be completely sure of never again seeing or having anything else to do with the other”. They are also transient, as a necessary condition of their discreetness: “everything must happen quickly lest the parties should develop some kind of a relation impacting on the transaction so as to deprive it of discreteness”.

The paradigmatic exchange for them is the contract of sale of a perishable good, such as shopping in a supermarket. By contrast, Macneil takes employment contracts as paradigmatic and argues that all contract relations are on a spectrum from the highly relational contract to those that look "as if they are discrete", and

---

91 Skeptical on this diminishing role of litigation to explicate legal concepts is Komesar, N. K. (1985). Lawyering versus Continuing Relations in the Administrative Setting. Wis. L. Rev., pp. 751., which nonetheless gives a good discussion of the meaning of this shift in focus.
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transactionalised relations such as one-off commodity purchase. On closer inspection though, all relations are connected with and situated within a social context. The only successful relations are those that are harmonized with this context and do not interrupt them. This by Macneil can be achieved through a number of "norms in a positivist sense". Amongst these, he lists:\footnote{Macneil, I. R. (2000). Contracting worlds and essential contract theory. \textit{Social & Legal Studies}, 9(3), pp. 431-438.  p. 432}

1. role integrity;
2. reciprocity (or 'mutuality');
3. implementation of planning;
4. effectuation of consent;
5. flexibility;
6. contractual solidarity;
7. the 'linking norms' such as restitution, reliance and expectation interests;
8. the power norms that create and restraint power;
9. propriety of means;
10. harmonisation with the social matrix.

By "norms in a positivist sense", what he means is that these are the conditions that we see observed when humans interact successfully through contracts, as opposed to the predictions that the "homo economicus", the rational self-maximiser, of positive economics predicts them to be. So even when we just buy a computer, the social context is important. At first, this looks like a simple one-off transaction that does not affect the two parties beyond handing over goods for money. But once we look closer and keep an eye on the context, a much more complex system emerges. McNeil in his examples mentions e.g. brand loyalty that this sale can generate well beyond the individual transaction.\footnote{Macneil, I. R. (1973). Many Futures of Contracts, The. \textit{S. Cal. L. Rev.,} 47, pp. 691-816.  p. 701; See on this issue also Ivens, B. S., \\& Blois, K. J. (2004). Relational exchange}
can add in the modern IT driven economy many more. The customer data that now allows the seller to improve services or advertising – her data will reside forever in some form in the data sets of the vendor, and thus you could poetically say, a small part of her will influence the strategy of the vendor’s business for a long time. Then there is the issue of “commensurability”. The choice of software system will make this computer compatible with some, and less compatible with other computers – the core of a network of users who find it easier to exchange files amongst themselves. Indeed, they may soon find that they need voluntary Internet discussion boards where owners of this system exchange tips, help and advice. Furthermore, there can be contractual software updates or service contracts involved.

So even in situations that look like simple one-off commodity transactions, in reality lasting networks are created and facilitated. This works best, so Macneil, as a contingent, empirical matter if the above norms are observed in addition to what contract law demands as a minimum. Interesting here, and used as an example, is mutuality. In the Weinribian concept of contract, I want a computer, and the seller wants my money. I grudgingly give him the money (I would rather keep it and the computer, and where the law allows, will do so), and he grudgingly gives me the computer (he would rather keep it and the money and where the law allows, will do so). This “thin” notion of reciprocity and balance is contrasted by Macneil’s concept of mutuality. Now, I not only want the computer, I also want the company to have the money and make wise use of it – as this enables better after-care, or better products in the future which strengthen the brand and thus the peer reputation I get from my purchase. The seller in turn wants me to have the computer and be happy with it – the compatibility issue can then entice my friends to also buy that model, or prepares me for buying updates, upgrades or

follow up models. If in that scenario, power is too unequally distributed, these
network benefits will not incur, and hence the power norms need to be carefully
balanced – taken up the recurrent theme of this thesis that great power demands
great responsibility. As TC contracts inherently and with necessity contain strong
power norms (since the technology alone will prevent the user from many
activities) they need to be balanced and adjusted in the contract, not made worse
by aggressive use of EULAs.

This, again, is not an appeal at the better self of the parties. Rather, the
extent, to which a particular exchange relation is in accordance with the norms
will influence the success of the relation for both sides, resulting in greater
longevity (where desired) and the ability for both parties to gain the full range of
benefits that the exchange can potentially offer. We therefore submit that the
contractual relation that regulates the sale of TC products should be particularly
attuned to these norms, since longevity is intended (the process of remote
attestation and assurance extend beyond the sale of the TC verified equipment),
the power differentials are particularly strong, and the aim for both sides, a more
secure Internet, can only be realised if networks of trust are build. Contract law
in this view almost becomes a form of sociology, a way to understand the complex
networks, alliances and interdependencies that make up society, rather than
(merely) regulating and by doing so even disrupting, the way classical contract
die gesamte Staatswissenschaft(2), pp. 272-290.}

In a recent study, Chen Wei Zhu has shown convincingly how relational
contract theory is particularly suited for software licensing contracts, both on
historical grounds as the form of contract most closely relate to the original
hacker spirit, but also in modern settings.\textsuperscript{99} While his focus is on open source licensing, many of his insights can also be transferred to some types of proprietary software. Software, especially software like the one used in TC that enables computers to communicate safely, is in his words best understood as “relation-ware”.\textsuperscript{100} This is particularly the case if, as in the open source community that he focuses on, developers and users are ultimately the same and everybody contributes in the long term. This is less obvious in proprietary software, but for security software like TC, the success of the system as we saw in the second chapter is also based on continued learning – the users, so we discussed, had to give up some information about themselves and their past to allow the system to predict their future trustworthiness. In this way, there is a continued bi-lateral exchange, a contribution by both parties beyond the moment of sale.

In an even more radical study, Bankowski and Schafer further pushed this idea by analyzing relational contracts as constitutive for international legal order – which is for obvious reasons of particular relevance for an analysis of Internet law and governance.\textsuperscript{101} They take their inspiration from 'The Player of Games' by the Scottish novelist Ian M. Banks. In it, the Culture, a profoundly peaceful and libertarian human/machine symbiotic society takes on the cruel and aggressive Empire of Azad. Azad is unique in its election procedure for its government and administration. It is centred on a game, also called Azad. Whoever wins this highly complex game becomes Emperor. The final takes place between the Culture representative and the Emperor. Both recreate on the board pictures of their

\begin{thebibliography}{99}
\bibitem{100} Zhu op.cit at p. 305
\end{thebibliography}
respective societies. The Empire creates a “centralised hierarchical power structure in which influence is restricted to an economically privileged class retaining its influence through a judicious use of oppression and skilled manipulation of the society’s information system. In short, it is all about dominance”.102

The player of the Culture on the other hand, constructs:

“a grid of forces and relationships, without any obvious hierarchy or entrenched leadership, and initially quite profoundly peaceful”.

The difference in attitude permeates the whole game.

Bankowski and Schafer suggest that one way to understand this novel as two different ways “to see” present society. The first they equate with “public law thinking”. Focused on an Austinian notion of the absolute sovereign, it looks for “well defined power structure” and “centralised hierarchies”. The use of force to guarantee adherence to this one set of rules. There are no networks, just a strict line of command. This comes in contrast with the view of a (relational) contract lawyer, the player for the Culture, who sees a “grid of forces and relationships without entrenched leadership”. They argue that while classical contract law is insufficient to explain the formation of societies, a relational understanding of contract leads to an understanding of society that is both contractual and network centric – thus a legal arrangement that now really matches Guadamuz’ characterization of the Internet as complex dynamic system.

To recap: The relation between TC provider and customer is shaped by contract. Part of the function of this contract, so we argued, is to create trust in a liberal society where people do not have prior social or familial bounds. We argued that classical contract law is however unable to fulfill this function. It is based on distrust, and thus disrupts rather than enhances the network of techno trust that TC tries to build. EULAs are seen as epitomizing this approach to legal

formation of relations, by further entrenching power differentials and enhancing the disempowerment of the user that is already inherent in TC (the user as problem, who needs to be prevented from interfering with what is good of his security) through further legal disempowerment – shifting liability away from the vendor and in addition imposing even more restrictions on the buyer what they can do without losing; what little protection remains. The inability to create the necessary trust, by violating the 10 principles, is ultimately harmful for all concerned. This is evidenced by the relative lack of success of TC and the minimal uptake – it requires more trust than the system can generate. By contrast, if we analyze the contractual relation through the lenses of relational contract theory, we see the potential of a TC contract to be the core for an emerging complex and sustainable network of the type it needs to create to guarantee Internet security. But is this just a different way to look at the same legal reality, a purely philosophical speculation which furthermore looks suspiciously idealistic, or do real legal consequences follow from it? This is an issue we will discuss in the next section.

4.2.3 Third party liability – no contractual relations – the reliance liability case

Above, we encountered 10 norms that Macneil identified as necessary so that contract relations can maximize the mutual interest of all parties, and create sustainable networks. From this it is a small step to argue that the degree to which actual doctrinal law “fits” these norms determines the usefulness of legal concepts methods and interventions in exchange relations. But can we make the transition from legal theory to legal practice, apart maybe from admonishing TC providers not to leverage their bargaining position too much in drafting liability exclusion clauses, or courts to use good faith aggressively in striking out such clauses? Is it a purely theoretical or jurisprudential issue, or one that can guide us in designing alternative legal rules? It has indeed been argued that legal
formalism, on closer inspection, is compatible with relational contract theory,\textsuperscript{103} and that for this or similar reasons, changes to contract law doctrine are not necessary.\textsuperscript{104} On the opposite end of the spectrum, it has been argued that a relational contract law is impossible in principle.\textsuperscript{105} We will not engage with this discussion, which admittedly was for the author as a computer scientist... difficult to follow. Instead, we will demonstrate and argue for two specific and related proposals of how we should doctrinally understand TC that does take some inspiration from Macneil. We will focus for this on conditions 7 and 8 from the above list, (7) the 'linking norms' such as restitution, reliance and expectation interests; (8) the power norms that create and restraint power.

We mentioned the importance of power several times, and it was a recurrent theme in this thesis. To ensure internet safety, we permit a monopoly being formed in whose hand considerable power is concentrated. To a degree, they will determine who can communicate with whom. This, almost inevitably, can bring third parties into the equation. We mentioned this briefly above as our “scenario 3” of things that can go wrong. Malfunctioning TC can harm me, the owner, if my computer communicates with an untrustworthy source. Here a contractual nexus exists between me and the TC provider who caused the harm. But what if my TC system “overlooks” that my computer was compromised, signals this to the machine of a third party who, relying on this information, communicates with me and as a result also acquires a virus? OR what happens if my computer mistakenly does not recognize the remote attestation of the other computer's safety, block it


as a result and a loss for the owner of that computer ensues? Here, the party that suffered the harm is not in a contractual relation with my TC provider, nor with me. As we will discuss, I may be liable in the first scenario, a third party infected with my virus, in tort for the harm - not something the present legal system normally imposes on me, but a possibility. Alternatively, we could argue that the third party reasonably relied on the signals it received from my TC provider, who therefore should shoulder the loss.

Here relational contract theory comes to its strength, by recognizing the extra-legal, social norms that regulate this type of expectation. Through condition 7, it links the contractual issue to other legal concepts, including as we learned "linking norms" to reliance. Reliance or third party liability is indeed the legal doctrine that can extend the reach of a contract beyond the parties, and thus enable us to move beyond the bipolar, atomistic relation. Here a rough outline of the basic idea: I, when contracting with my TC provider, am not just an isolated, self-interest maximising actor of neo-liberal economics. I'm a social being with pre-existing networks and connections, and I care for others, at least those within my network. My TC provider's role is to guarantee safety not just by checking if those who contact me can be trusted, but he also vouches for me. In such a situation, what I will need, to trust my TC provider, is not just that he covers through damages harm that happens to me. I also want him to cover harm that his actions cause my friends, or everyone who relied on him mistakenly certifying my trustworthiness, even if they don't have a contract with him. On the other hand, if I trust someone else's TC provider, I want ideally to know that if things go wrong, not just the owner of the computer that I contacted is obligated to compensate or help me – as he may lack the resources of the former and the knowledge for the latter. What I would like to know is that if something goes wrong because I relied on someone else's TC attestation, is that in case of a problem, they (TC provider) will feel obligated to me to help sorting out the problem.
The legal concept that encapsulates this type of liability outside the contractual nexus is known variously as “quasi-contractual”, “third party” or reliance liability. We will use this latter term, as it encapsulates what our issue is about: compensation for the damage of third parties who trusted mistakenly my TC provider’s attestation.

To do this, we will first discuss the above scenario in a bit more detail, and also discuss briefly possible alternatives. We will then split up the problem into two configurations which reflect the TC process. In the TC set-up, we can distinguish two different forms of “signaling”. When I buy a TC computer, its components are certified as we discussed as TC by the TCG as a legal entity, who is responsible for developing appropriate standards and tests. So the first type of reliance is on this TCI “seal of approval”. Secondly, when actually working, my computer self-certifies its correct working, which is then, as we discussed, remotely attested by my specific TC provider (who will be a member in some form or other of the Trusted Computing Group). Here too, the third party will rely on this attestation. For the first scenario, there is a relatively straightforward analogy that can be made: The TCG acts like a Trust Mark certifier. We will use the discussion on the legal liability of Trust Marks to argue that a) a case has successfully been made already to impose reliance liability on them and b) that TC is an even clearer candidate for reliance, so that a fortiori this argument can be expanded to TC. For the second scenario, our argument is more complicated and will look initially more as if the discussion went on a strange tangent.

To argue that my TC provider should be liable under reliance liability for third parties that trusted its remote attestation of my computer, we will compare remote attestation with “writing a reference letter” and “certifying as an expert the airworthiness of an aircraft”. We will argue that the way TC works combines aspects of both types of social activity. This will then allow us to argue that since some legal systems successfully use reliance liability in these cases to protect
third parties who hired on the basis of a flawed reference, or who boarded an airplane on the basis of a flawed certification, so should TC.

To recap briefly the type of setting that concerns us here: My computer was compromised and now can infect other computers that communicate with it. Due to a failure in my TC system, this is not spotted, my computer remains “trusted” and mistakenly signals its “clean bill of health” to the world. Other computers get infected as a result and taken over for a denial of service attack. Who, if anybody, is liable for the harm to those computers who trusted me?

From a legal perspective, one possibility would be to impose on me liability for the harm that ensues. If I leave my computer vulnerable and insufficiently protected, and it is later used in a crime, I too have to accept some of the blame and the liability, just as people might find themselves liable when they leave a gun in easy reach of children who then injure someone with it.106 Our computers are dangerous for others, if we do not look after them properly, we should bear some responsibility even if a nefarious third party, a criminal, intervenes in the causal chain and exploits our negligence by harming others. However, for practical, conceptual and procedural reasons, this is not really an option. Ordinary users lack the know how to properly protect their computers – this we discussed in the beginning of the chapter. It would also expose them to potentially massive losses which can’t be quantified in advance. If I disable my firewall (because I ignorantly thought that it slowed down my video clips streaming) and my computer becomes compromised as a result, it could then be used on a Denial Of Service attack against the Bank of Scotland. The damage to which I contributed could reach the billions. If I’m held liable for this, then computer use would become impossible for ordinary citizens.

---

The affected user whose computer is zombified (taken over by an attacker)\textsuperscript{107} will regularly lack the relevant intent, and also lacks the means to avoid such an attack. As the House of Lords notices, protecting yourself against the latest threats requires skills simply not available to many.\textsuperscript{108} Also, each individual computer taken in isolation will have played only a marginal role in the attack, making it difficult to prove causality, and he also won’t have the financial means to compensate for a large scale attack. As we discussed, TC is based on a recognition that the user is the weakest chain in the security link. The TC philosophy therefore takes the responsibility away from him entirely and passes it on to the software and hardware producers. However, in this new reality, not buying the product stops being an option, if not for legal, then for practical reasons: unless seen as trustworthy by other machines, the computer will not any longer be able to communicate with them, or communicate fully. It is at this point possible to return to the “virus” analogy from Chapter 2. TC is similar to a mandatory vaccination program, where “herd immunity” is achieved at the expense of individual choice. Many jurisdictions have rules that permit exactly this type of tradeoff in situations of great societal risk,\textsuperscript{109} and it is not by coincidence that the UK, groups large scale DoS attacks together with the danger of a pandemic, as a tier one security risk.\textsuperscript{110}

\textsuperscript{107} on the term “zombie” and its role in DOS attacks, see Elliott, J. (2000). Distributed denial of service attacks and the zombie ant effect. \textit{IT professional}(2), pp. 55-57.


4.2.4 Reliance liability

If holding the owner of an infected computer liable is not an option, and while if TC was established as a solution to the security problem, another option presents itself. As stated in the previous point, there is a contractual relationship between TC providers and the client (the user) which becomes relevant when the client relies on the TC certificate. However, can we also impose a tortuous relationship between TC vendor and a third party relying on the TC certificate? In this case the third party could seek redress directly from the TC provider who issued the certificate to the client. If liability is expressed purely in monetary terms, this too may be a problem. Even though the TC provider is in a better position to insure himself, the risk would be open ended. This could deter investment in security. But the TC provider also has access to considerable computing expertise. What we suggest therefore is an obligation to make this expertise available to third parties who suffered a harm as a result of relying on an inappropriately issued attestation. This, again taking up the ideas of relational contract theory, would also match our extra-legal sense of responsibility. If I give a neighbor advice, based on my advanced computer knowledge, then I would not necessarily feel responsible for every economic harm that he incurs when acting on my advice, but I would feel the need to inform him as soon as I realize that I made a mistake, and to do my best to use my skills to mitigate the problem.

This type of delictual “reliance liability” has for instance been discussed in the context of engineers certifying an aircraft as airworthy, employers writing overly generous references for an employee who subsequently gains a position for which he is ill qualified,111 or even publishers for publishing bee-keeping

manuals that contained erroneous information.\textsuperscript{112} What all these cases have in common is that one party has superior knowledge and expertise, is seen as a trustworthy source of information by the wider community (and builds its business on this reputation) and relying on them for advice is therefore a rational decision to make. This bears clear similarities to both TC settings that we discussed. The TCG, as a consortium of the major soft- and hardware developers, has unique expertise on security issues, and also an insider view on computer vulnerabilities – after all, it is more often than not, their own software that is vulnerable, and knowledge about the defects is hidden by them behind trade secrets and copyright law.\textsuperscript{113} Indeed, the frequent refusal by companies to share security information and information of vulnerabilities could itself be constructed as a liability trigger, were it not for the fact that it remains unclear and disputed if openness or secrecy is the better policy to ensure security.\textsuperscript{114}

\subsection*{4.2.5 Relying on the TCG}

In this first scenario, we will analyse reliance liability with regards to the TCG as a group that certifies certain products as TC compliant. We do this by building an analogy to the better known and established Digital Trust Marks (TMs).

As more and more of our activities are carried out online, it has become increasingly clear over the past decades that the Internet, which was never intended for this type and scale of commercial activity, is vulnerable to attacks

\begin{footnotesize}
\begin{enumerate}
  \item[\textsuperscript{113}] For a discussion of this problem see Swire, P. P. (2001). What should be hidden and open in computer security: lessons from deception, the art of war, law, and economic theory. \textit{arXiv preprint cs/0109089}, pp. 1-54.
\end{enumerate}
\end{footnotesize}
and criminal activities. Given the widespread acceptance of the commercialization of the Internet, e-commerce has experienced astonishing growth since its development in the 1990's. Security and privacy – amongst other issues – seem to be at the top of consumer's concerns while conducting online transactions.\textsuperscript{115} As recent statistics show, e-consumers do not feel secure at all in the online environment and this has an impact on their willingness to provide personal or payment details over the Internet.\textsuperscript{116}

Not long time ago, powerful organized crime gangs target as victims uninformed and unprepared consumers and exploit weaknesses in their computer systems. Attempts to deal with the growing number of reported cybercrime incidents include legislation, user training, public awareness, and other technical security measures.\textsuperscript{117} The UK government recognizes the detrimental impact that a cyber attack can have on the economy and the social well being of the country and the effect of how nations deal with internet freedom and security.\textsuperscript{118}


To reap the benefits of the ICT revolution, users must be able to trust their system. When asked to pay for goods bought online, to make a bank transfer from an online account, or to apply for a passport at a government run website, it is essential that the user can trust the communication to be secure, and that the party he is communicating to, is the party it claims it is. These are issues that go well beyond the remit of TC, whose sole function is protection against viruses or Trojans. It does not protect people from handing their bank details to “businesses” that have impressive websites and little else, using the stolen data for ID theft or online fraud. This type of “computer enabled crime” is for most people a greater concern than the fear that their own machine is hacked (the TC focus), discouraging potentially the economically beneficial uptake of e-services.

In an effort to attract and maintain consumers, e-businesses seek ways to enhance consumers’ trust to the Internet and to e-commerce as such, to allow this “new way of transferring ownership or right to use good or services through a computer mediated network”\textsuperscript{119} to flourish and economy to raise.

4.3 TMs - Promoting the feeling of security and trust

Trustmarks (TMs) have been developed in the late 1990s as an attempt to develop and gain consumer trust through web signals and thus answer this problem.\textsuperscript{120} The Trustmark Organisations (TMOs) which are also defined as


Trusted Third Parties (TTPs), are independent parties that provide TMs to online merchants (e-merchants), as a way to label that a product, process or service - that the e-merchant offers - conforms to specific quality characteristics concerning legitimacy, security of transactions, privacy and integrity.

TMs are said to promote the feeling of security and trust to e-consumers\(^\text{121}\) thus influencing them to engage in e-commerce\(^\text{122}\) so when the e-merchant displays the TM on its website, the e-consumers will minimize their questioning of the integrity of that e-merchant in relation to security, privacy and business practice. In economic terms, this equates to a reduction in transaction costs.\(^\text{123}\) This is mostly because e-consumers rely on the reputation of TMOs\(^\text{124}\) and on the perception that “a third party gives a written assurance that a product, process, the role in a particularly sensitive area, medical products and information, see Adams, S. A., & de Bont, A. A. (2007). More than just a mouse click: research into work practices behind the assignment of medical trust marks on the World Wide Web. *International journal of medical informatics, 76*, pp. S14-S20.


or service conforms to specific characteristics".\(^{125}\) This is considered a form of guarantee,\(^{126}\) though we have to be careful that it is the right type of guarantee. Warranties for instance, even though they too are guarantees and should perform a similar function, are often not increasing trust – probably because they remind the customer too much of all the things that can go wrong.\(^{127}\) This matches to a degree our argument above about the "litigation centeredness" of classical contract law: if contracts are perceived as long lists of things that will go wrong, as EULAs frequently do, they are not trust enhancing. If they are read as a manual for a fruitful cooperation, they might. The procedure of giving a TM to an e-merchant goes like this: the e-merchant cooperates with the TMOs and asks for a TM, which he gains when he submits a satisfactory self-assessment report referring to the business's security, privacy and practices.\(^{128}\) However, it is significant to note that a large gap is identified between the online consumers' actual needs for assurance and the assurance that seals are supposed to offer.\(^{129}\)


4.4 The analogy between TMs and TC

While the legal system struggles to keep up with technology developments and their enforcement and prosecution, the regulation through technology took increasingly center stage.\(^{130}\) Rather than prosecuting crime, the focus shifted on communicating architectures that make it impossible to commit crimes in the first place. One such architecture is the Trusted Computing (TC), Trustmarks are another. But while TC is like all law compliance by design “strongly paternalistic” in the sense that it prevents the user from doing certain things harmful to him, TM is closer to what Turilli Mateo and Luciano Floridi described as “pro-ethical design”: it provides assured information only, but leaves the ultimate decision to the user.\(^{131}\) To use a maybe slightly frivolous analogy: as a parent, you use TC with your infants, TM with your teenagers, whose autonomy and potential to reasonableness you have to respect despite all evidence to the contrary.

“TMs are seen as information on somebody or something to be relied upon by others”.\(^{132}\) In fact, the e-consumer is “nudged” from the mark (TM) on the e-merchant’s website to trust that e-merchant and engage in business with him. In the case that the collaboration between the e-merchant and the TMOs breaks down however, ends or was never properly enforced, the TM system has been proved to be potentially weak: cases have been reported that e.g. e-consumers’


personal identifying data were kept, shared or sold by e-mERCHANTS without the data subject's consent and without the TMO's knowing.\textsuperscript{133}

In these cases the TMO issued the TM to such e-mERCHANTS - who kept the TM on their website at the time the malpractice occurred and remained there after the violation was discovered\textsuperscript{134} – causing damages\textsuperscript{135} to e-CONSUMERS.\textsuperscript{136} Thus, it is obvious that the reliance to the trust provided by TMs is potentially treacherous and TMOs services can be unreliable and generally lacking in accountability.\textsuperscript{137}

In our present study, we aim to provide a comparison between TMOs, and TC in order for both technologies to profit from each other. We argue that both fulfil analogous roles, (see Figure 5) in the sense that TC can provide information (assurances) that a platform is to be trusted, so that a third-party (i.e. another user's machine) can rely upon and proceed with successful communication and exchange of information. The user of the platform communicates with a verifier who wants to assure that the user uses the platform containing the specified TPM.


\textsuperscript{135} Damages include violation of e-consumer's privacy and data protection right to pure economic loss.


In the same way TMs are seen as information that somebody or someone can rely upon by third-parties (e-consumers).

As we saw, the whole TC procedure is automated using one out of the four main features of TC technology, the *remote attestation*. This aims to allow “unauthorized” changes to software to be detected. It remotely traces any changes made to any application and allows a third party to decide whether the platform is considered trustworthy.\(^{138}\) This feature helps to prevent the sending of data to or from a compromised or untrustworthy computer and certifies that no unauthorised program installs, updates or modifications are made in the hardware or software on the user’s machine. Moreover, “this allows an entity to authenticate the software configuration of a platform that is not under its control”.\(^{139}\) Here we can see one main difference between TC and TM: *If* TC is functioning correctly, it is nearly impossible to fool the trusted third party that attests the correct working of a platform. This security comes at a “cost”: the

---


\(^{139}\) ibid. p.3
assurance provider has real time access to the computer whose safe functioning it attests, raising concerns about privacy in particular.

We can see more clearly the differences if we compare this approach with SysTrust, a TM approach initiated by the American Institute of Certified Public Accountants (AICPA) and the Canadian Institute of Chartered Accountants (CICA). SysTrust, is a service which aims to independently assure business and customers that an organisation’s systems are reliable.\textsuperscript{140} SysTrust procedures, in conformity with attestation standards of the AICPA, determine the effectiveness of controls that make a system operate reliably. Reliability is determined through four criteria: security (from physical or electronic unauthorized access), availability (operational readiness and access as agreed), integrity (the system should be complete, accurate, prompt, and authorized in processing of information) and confidentiality in terms of information that are kept.\textsuperscript{141}

It has been argued however by critics that such TM systems are more marketing based than quality based, which leads to questions on the credibility of the TM system in the long run.\textsuperscript{142} The TM provider has no incentives to probe too deeply the credentials of the company it certifies – who might desert him for a less stringent TM provider. Nor will it be always feasible to check the submitted data for its correctness – as seen above, the type of features that TM attests are much less demanding, but also more woolly and imprecise than the very formal properties assured and certified by TC. Therefore, the danger of opportunistic


behaviour by e-traders, along with unregulated market forces, are forcing TMOs to a more untrustworthy practice that needs to be altered.\textsuperscript{143}

### 4.5 Legal environments for digital trust

In analogy to the case scenarios for TC that we introduced above, we can now ask:

1. what e-consumers can do in order to recover the damage from their reliance on the TM and

2. the fundamental liability question is whether the TMOs are to be held liable to e-consumers, for their damages.

The legal relationship between the two parties (i.e. the TMOs and the e-merchants) of the TM procedure is contractual; however, an implied tortious relationship between the TMOs and e-consumers can be argued as the e-consumers relied on the certificates that the TMO’s issued (see Figure 5). This quasi-contractual relationship cannot at least be excluded \textit{a priori}.

Even though TM is a more mature and tested approach than TC, the issue of liability of TMOs hasn’t been given much attention from courts or governments, but unlike with TC, where this thesis tries to start a discussion, there is at least beginning of an academic debate on that issue.

As stated earlier, in cases where the e-consumer suffers damages due to his reliance on the TM that has been issued on the e-merchant’s website, the consumer could sue the e-merchant for breach of contract or in tort for wilful act or breach of their duty of care (negligence liability). However, the easiness with which anyone can set up a commercial website selling products or services...

through the Internet,\textsuperscript{144} decreases the chance for an e-consumer to seek vindication against negligent or malicious e-merchants. Therefore, it is easier for the e-consumer to locate and sue the TMO for the provision of inaccurate information (TMs) on the e-merchants website and also request for compensation. There are TMs that use a redress mechanism that “may also have character as a third-party guarantee, where the consumer may seek redress”\textsuperscript{145}. The redress is not necessarily monetary, but it provides at least access to mediation and with that room for a highly flexible system of assigning duties to the TMO that issues an unmerited certificate. We agree moreover with Balboni that the TMO third-party legal liability systems are inadequate when we compare them with Certification Service providers (CSPs) (i.e. auditors/ accountants and surveyors) which are considered TMO’s equivalents, in terms of liability rules.\textsuperscript{146} Article 6 of the EU’s Electronic Signatures Directive\textsuperscript{147} describes third-party liability of CSPs and in England this is incorporated into the Electronic Signatures Directive in Section 4.\textsuperscript{148}

\textsuperscript{144} For an analysis on the barriers for spotting an e-merchant who has set up a commercial website see ibid., p.28


\textsuperscript{148} The Electronic Signatures Regulations 2002 (2002).
discussed by Balboni and others who have analysed liability more closely and made proposal for a model of adequate TMO liability. Their outcomes are described in the following section.

While there is no case law and almost no literature on the liability of TMOs that offers direct protection against damages caused by reliance on information, as pointed out by Balboni there is a strong case to be made for TMOs third-party liability legal issue towards e-consumers. As he shows, if we analyse this problem from a first principle basis, then the general principles of civil liability, tort and contract law alone should be sufficient to make a case for reliance liability for TMO – at least in the absence of explicit “do not trust this TM” notices.

---


The issue that arises now is that TMOs usually tend to include specific clauses\(^1\) on their contracts in order to limit or exclude in some cases, the liability towards e-mERCHANTS and e-CONSUMERS. And this is where we see a paradox: “TMOs are seen as professionals who provide information on their clients, or their clients' practice, to be relied upon by third parties”\(^2\) and therefore enhance e-consumer's trust. It is then highly unlikely that an e-consumer will trust e-merchant's security, privacy and business practices if the TMO - that certifies the aforementioned - refuses (through those disclaimers) any kind of liability in relation to the certificates.

E-consumers will have to invoke either the general principles of tort and contract law or on statutory provisions and case law that may be applied in analogy to TMOs. Based on an extensive analysis done by Balboni on US and European legal systems concerning third-party liability, most commonly e-consumers will have to provide evidence

- for the damages they incurred,
- against the decision of the TMO to issue the TM (i.e. prove that the TMO owes a duty of care towards the consumer and that the TMO acted in a way that breached the duty of care) and
- for the causal link between the TMO's professional fault and the plaintiff's occurred damage.

\(^1\) Clauses limiting or excluding the liability of TMOs to e-consumers can be found on the TMO's website. For a selection of the most commonly used clauses that TMOs are using to limit their liability see Ibid. p.153

For the last point, it is a prerequisite to prove both ‘foreseeability’ and ‘proximity’. However in the absence of specific provisions, third-party TMO liability will be based on policy arguments. It worth to be noted that under the 2005 Directive on Unfair Commercial Practices, TMs can be considered as unfair commercial practice if they are not provisional on setting higher standards of consumer protection compared to the protection offered by legislation. In fact, it will be a requirement to consider advertising and using a TM with equal levels of consumer protection and legislative requirements, as unfair commercial practice, under national or community law. In particular Annex I of the Directive comprises a list of commercial practices which are considered unfair.

From this we can conclude that a good case can be made for a degree of reliance liability of TM providers under the general principles of tort law. TC providers as we saw are in a better position to assure the integrity of their products than TM providers, they are less likely to be impacted by imprudent consumer choices (as TC is fully automatic) and the direct damage is more

---


foreseeable: opening the computer for an attack. This means the absence of the policy objections could be used, as per Balboni’s analysis, to deny reliance liability even though general tort principles allow it. TC in this sense is closer still to Certification Service Providers, even if it lacks at present their tight regulatory framework. For them, Certification Service Providers (CSPs) (surveyors, accountants, auditors and crucially in an online context, e-signature verifiers) reliance liability is often explicitly regulated by statute. As Balboni pointed out in his research on the liability issue, by applying the set of rules set by Article 6 of the Electronic Signatures Directive, which map out fault-based third party liability for CSPs, and postulate CSP’s liability towards third-parties who suffer from damages as a result of their reasonable reliance on CSP certificates.161 In the same way, TMOs can be held liable to e-consumers who reasonably rely on the TM and then suffer loss from such reliance, for the information included in the TM at the time of issue, even though the TMO has not provided evidence of negligence.

Our literature survey suggests that while computer scientists seem primarily concerned with the technical feasibility of implementing TC, legal academics have tended to concentrate on content control and privacy issues.162 Neither group


appears to be overly concerned with an analysis of the implications of the imposition of legal liability for failure within such a system, or potential responsibility for wider social and legal concerns to which they may give rise. If greater legal responsibility is placed upon hardware/software providers, this may have a significant impact upon the speed and scope of system roll-out, and may leave the system vulnerable to threats from market pressures.

A model of adequate third-party liability for TMOs is elaborated based on the principles of CSP's liability developing the concept of 'adequacy'. Through this concept, liability rules need to protect the e-consumer's expectations when trusting the TMOs, while at the same time, the difficulties that TMOs face because of their operation online can be considered. This is the type of “contextual” analysis that follows the spirit of relational contract theory: do not focus on the


magic moment where a customer enters a contract with a TM certified merchant, consider the entire transactional environment, and what signals were send by the parties. Such a liability system should also improve TMOs practice quality level in order to give TMs the ability to extend their potentials and benefits in social, economic and political levels. Balboni evokes the ethical theory of Warranted Trust to protect both TMOs and e-consumers and develops the context in which their trust relationship is constructed, an approach equivalent to the relational contract theory described above, but with less direct connection to doctrinal legal issues.

Similarly, we argue that based on the TMOs third-party liability, the TC reliance liability should be structured as statutory regulations that can be potentially applicable by analogy. The same concept of ‘adequacy’ which is defined by relating the trust relationship between TMOs and e-consumers should be applied in the trust relationship between TC and TC consumers.

Indeed, in many ways TC is the more obvious target of the reliance liability that Balboni discusses, than TM. The TC philosophy takes the responsibility away from the user entirely and passes it on to the software and hardware producers. Imagine if the user wants to verify that a legitimate TMO is behind that TM. The user then clicks on a TM, and for his surprise is transferred to a spoofed website, and he realizes that the TMO is not the one that claimed to be. An automated system, just like a TC, ought to be able to prevent this from happening, and damages for the user to incur. Where in the non-automatic TMO environment, it is ultimately a decision by the customer whether to trust a TM, or to engage with a site without one, in TC that choice will be more and more limited by design.

\[165\] ibid. p.155
With that, legal issues of intervening causality that could be seen as an obstacle to reliance liability are removed.

4.6 Wrap-up

TMOs, unlike TC, rely ultimately on human judgment, and unless backed up by a strong regulatory regime could lead to a perception where TMOs are untrustworthy, in contrast with their initial aim, and non accountable. At the moment, Europe, as well as US, are arguably inefficient in specific statutory provisions and case law on TMO third-party liability which makes things harder – if not impossible – for e-consumers to enforce TMO third-party liability in cases they suffer damages from their reasonable reliance on TMs. Therefore, the TM system will be questioned and e-consumer’s trust will be lost once more.

More generally, due to the unreliability of some TMOs practices, all players could ultimately be damaged: the reputation of the TM program damaged by a run to the bottom, e-mERCHANTS will run the risk of housing an untrustworthy TM which other e-mERCHANTS used and violated, and e-consumer’s trust in e-commerce will decrease. Consequently, e-business and e-economies will be hurt and governments which remain reluctant to regulate in this matter will allow untrustworthy TMOs spreading out.

In fact, the absence of specific rules on TMO liability creates a legal ‘immunity’ for TMOs, which is unacceptable. As Balboni proposed,\textsuperscript{167} floodgates arguments which are widely used to limit third-party parties that can rely on the TM, should be taken into consideration. As a solution, he proposed that TMOs could reasonably limit their liability as it happens, following the example of the CSP’s liability provision set in Article 6 of the Electronic signatures directive\textsuperscript{168}

\begin{flushleft}
\footnotesize
\textsuperscript{167} ibid. p.131
\end{flushleft}
and European governments should sooner or later act on this issue before it is too late.

### 4.7 Regulating reliance

The previous section made the case for reliance liability for the TCG when it acts in a function similar to a Certification Authority and certifies individual TC products “in abstracto”. This, we argued, is similar to a TMO or a Certifying Service Provider Authority: They all base their certification on a methodological self-assessment of the certified party which submits evidence in form of data, protocols, accounts of internal procedures, or in the case of a TC program, specifications. These are then more (CSP) or less (TMO) rigorously tested for their truthfulness. TC, as our interviews show, can test to a rather great extend, though not completely, what exactly every proposed component or product submitted for certification is doing.

We now turn to the second setting, the application of TC in specific interactions. In this scenario, my computer calculates its own trustworthiness, has it remotely attested by the TC provider, and communicates this to a third party. What is the status of this communication, and if it is misleading, is there an avenue for recourse to the TC attestator?

Our argument will use an analogy to similar certification in offline settings which have been around for a long time in both cases – some jurisdictions do impose reliance liability.

We will examine two different concrete cases starting with an employers’ reference letter writing. When an employee seeks a new job, prospective employers are asking for reference letters retained by previous employers in order to evaluate employees’ job performance, productivity, adaptability, reliability, efficiency and character to make a job assignment decision. Pre-employment screening of the applicant is the most important aim of a reference
letter which helps prospective employers avoid hiring staff which are unsuitable, especially in high-risk situations, like school teachers, truck, bus or train drivers, pilots and others. Some of these will work in environments that impose specific legal duties for background checks of their employees. A high profile case in point is that of Ariel Castro a former school bus driver for 22 years, who was sentenced to life plus 1000 years of imprisonment “after pleading guilty to 937 charges including aggravated murder, kidnapping, rape and assault that allowed him to avoid the death penalty”. During his employment as a school bus driver, he had been divorced by his wife while he was accused of attacking her and violently abusing his wife and their children. Work colleagues in a previous job had reported hating working with him, as he was not treating school children well, which was documented in support of the school’s decision to fire him after a sequence of incidents with school students. Nonetheless, this history had been omitted in the reference letter to the next employer – possibly hoping that the problem, and an unfair dismissal charge, might go away.

In the case were a job reference given is not accurate either in full or partially (selectively omitting crucial information for the employee), problems may arise when the prospective employer, reasonably relying on the job reference given by a previous employer hires the employee, which at the end is proved to be unsuitable of the job and results in a foreseeable personal injury, tragic social

---


173 ibid. p.407
losses as well as hamper the employer’s business reputation. Injuries can occur, either within the business environment, or by an employee outside of the environment of the business during working hours or not.

Should an employer be held liable, for the negligent misrepresentation of the employee's qualifications or for inadequately supplying information for him to subsequent employers? In fact should liability be imposed on the referring employer for recommending an employee that was proved to be unsuitable for the job by selectively omitting important information?

Different problems are arising in this case if courts do impose liability for selective omissions – in this case referring employers in their effort to guard themselves against negligent misrepresentation liability can possibly disclose all the employee's negative qualities, which in turn can cause privacy concerns. Should e.g. an employer mention in a reference that the candidate had an affair with a co-workers wife, badly affecting work morale? On the other end, former employers could possibly minimise the amount of information given for an employee down to the strictly essential, thus significantly reducing the value of a job reference letter. Or even worse they can refuse a reference letter to a former employee and disseminate information about their employees following a “no comment” policy, to avoid defamation liability or negligent misrepresentation

174 ibid. p.408
liability affecting both the quality and quantity of information given to a prospective employer.176 “No comment” policies have been excessively extended through years, and are definitely not working in favour either of the prospective employer nor the candidate employee leading to detrimental effects also being socially undesirable177 plus exposes others to harm that could have been avoided.178 There have been various proposals on how employers can deal with these issues and avoid these significant legal issues,179 which outweigh the benefits of providing a reference, as well as to encourage employers to provide reference letters,180 restoring the social balance.181 Ethics and social responsibility have also been discussed.182

In the light of these issues, there has been discussion on reforming defamation law or compel disclosure obligations on employers183 which are not
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183 In the start of the previous century Missouri state first Wages, Hours and Dismissal Rights § 290.140, 3020 Stat. (1909), and a number of other states later on IND. CODE ANN., Information Maintained by the Office of Code Revision Indiana Legislative Services Agency § 22-6-3-1 (1994), enacted a legislation that for every employee of any corporation that is fired or voluntarily quits a service, the former employer's
as effective as expected. However many cases suggest that former employers should be held liable for negligent or fraudulent referral towards third parties that suffer substantial risk of physical harm, for selective omissions in the recommendation letter provided. Sections 311 and 323 of the Restatement (Second) of Agency which are extensively applied to the employment reference situation, clearly state the subject of reliance liability:

§ 311
(1) One who negligently gives false information to another is subject to liability for physical harm caused by action taken by the other in reasonable reliance upon such information, where such harm results
a) to the other, or
b) to such third persons as the actor should expect to be put in peril by the action taken.
(2) Such negligence may consist of failure to exercise reasonable care
a) in ascertaining the accuracy of the information, or
b) in the manner in which it is communicated.

§ 323
One who undertakes, gratuitously or for consideration, to render services to another which he should recognize as necessary for the manager is responsible to issue a reference letter known as “service-letter” stating between other information the true reason for the employees discharge or cause for the employee to quit such service.


Either because the former employee fails to provide or affirmatively misrepresents information about a former employee

Restatement (Second) of Agency, §311, NEGLIGENT MISREPRESENTATION INVOLVING RISK OF PHYSICAL HARM (1977a).

Restatement (Second) of Agency, §323, NEGLIGENT PERFORMANCE OF UNDERTAKING TO RENDER SERVICES (1977b).
protection of the other's person or things, is subject to liability to the other for physical harm resulting from his failure to exercise reasonable care to perform his undertaking, if

a) his failure to exercise such care increases the risk of such harm, or

b) the harm is suffered because of the other's reliance upon the undertaking.

Although there have been debates whether and how to regulate employment reference letters, in such cases the court suggested that every former employer should give a complete recommendation letter without omitting facts or negative information for the prospective employee, thus leading to a deceptively incomplete recommendation. These courts thus recognise the tort of negligent misrepresentation of information regarding job reference letters.\(^{189}\) Here we can identify a *special relationship* between the former employer and the potential employer as they depend upon one another. The latter *relies* and depends on the first, that the reference letter he acquires about a candidate will be accurate, truth, honest and comprehensive in all aspects concerning the employee's suitability for the job and will not omit any negative elements or be overly generous. The reliance lies to the fact that only the former employer of the candidate is in the best position to know the truth about the candidate's suitability for the job and it is reasonable to believe that a prospective employer will rely on any information acquired in order to take the hiring decision. Former employers would be logical to expect suits over faulty references or misrepresentation by third parties when a misleading reference that they have given, leads to a negligent hiring.

On the other hand this can create fear to any prospective employer under the light of negligent hiring, and furthermore create a situation where the

prospective employer could claim\textsuperscript{190} and would need to explore whether the former employer had a duty to warn that the candidate could foreseeably pose danger to the prospective employer’s business, or to the general public.\textsuperscript{191} Under this theory the defamation fear seems to emerge, as a fired candidate can sue the former employer in case that the reason for the loss of a job opportunity amounted to defamation.\textsuperscript{192}

Courts have also recognised the tort of negligent hiring of an employee obliging every prospective employer to reasonably investigate a candidate’s background before employment and make sure that he will not pose any threat of injury for any member of the public.\textsuperscript{193} This may be interpreted as “a social mandate that employers must exercise reasonable care to hire workers who will work safely with co-workers and members of the public”.\textsuperscript{194} Under this tort “employers may be liable to employees or members of the public who are injured by an employee whom the employer hired without a reasonable investigation”.\textsuperscript{195}

The issue still remaining, is how to judge whether the prospective employer’s investigation on a candidate’s background has been sufficient.\textsuperscript{196} In case that a personal injury occurs, the plaintiff can sue the current employer and that would solve the problem as liability is posed by this theory. It is important to note that plaintiff successes in case of lawsuits outweigh defences in negligent hiring actions.

\textsuperscript{190}Cohen v. Wales, 133 A.D.2d 94, 518 N.Y.S.512d 633 (Supreme Court of the State of New York 1987).
\textsuperscript{192}ibid. p.1645
\textsuperscript{193}Restatement (Second) of Agency, § 213(b) (1958).
\textsuperscript{195}ibid. p.76
How can we relate this back to TC? In our discussion in Chapter 2, we encountered several ways in which “trust” can be build. One way we encountered was “inductive, experience based trust”: if you observe over an extended period of time that someone behaved trustworthy, you conclude that he is going to be trustworthy in the future until proven otherwise. This is not a perfect proof, but the best evidence that will often be available. TC incorporates this idea directly – the TC components monitor the behaviour of “their” computer, and if there is no evidence for tampering in the past, signal that it is trustworthy. Sitting on the certified customer’s computer they are in an ideal position to monitor the behaviour. In both the employment situation and the TC situation, I have to accept that my activities are monitored to some degree. Moreover, in the employment situation, I want and need my employer to write a reference for me, and thus have to enable this by sharing information with him, and allowing him in turn to share it with third parties. This corresponds to the necessary disclosure of private information that comes with TC that we discussed in the second chapter, and may also shed a new perspective on the more widely discussed issue of privacy and TC. If my employer blocks me from finding a new job by giving untrue information about me, I can have in some cases a defamation remedy. We are not going as far as suggesting that a mistakenly refused trustworthiness attestation is actionable under defamation law (as interesting as this proposition sounds). We treat it more in the spirit of relational contract theory again – I have a protected expectation that what my computer tells about me is correct, which forms part of the secondary network of obligations that comes with every transaction. The hiring employer in turn has an actionable interest in the correctness of the reference, and we have seen how difficult it can be to balance candour, privacy defamation and information content in references.

TC faces a similar issue: how much information do I need to disclose about myself to prove trustworthiness on the one hand, how much can I blindly trust the reference on the other. As we saw, courts are willing (in some jurisdictions)
to make this trust actionable, and we suggest that analogous reasoning applies to TC. This leaves still much room to form policy based arguments on just how negligent the mistake must have been to trigger liability, for us the important part is to establish the principle. Just as in the reference cases, the legal network is now extended from employer-employee to the hiring parties, or anyone reading the reference, so would an application to TC extend the trust network beyond vendor and customer to the reliant party.

Trust, based on the observation of past performance was, as we saw in Chapter 2, one way to form rational trust. A very different approach is to predict trustworthiness on the basis of general principles or expertise. I can trust a bridge for instance even if I never saw it being used, if I can use general laws of physics to calculate what weight it should be able to bear. I don’t need to know much about this specific bridge, but a lot about bridges, or physics, in general. I need with other words, abstract expert knowledge.

This is the second type of scenario where the issue of reliance liability can arise: trusting an expert because of his abstract knowledge, not (just) observation of the past of a specific object. In the offline world, this type of expertise can be found in many professions, accountants, engineers and medical experts being the most obvious.

A case in point is here Candler v Crane, Christmas & Co where the plaintiff who wanted to invest into a specific company asked the company’s accountants to verify the reliability and viability of the company and therefore make sure his investment would be a good deal. With the guidance of the accounts presented to him, he decided to move forward with his expenditure as all looked perfectly fine. The company collapsed and he sued the people on whose expertise he had relied – the company's accountants and auditors. In the courts, the judge found that the accounts have been indeed “defective and deficient” and that the accountants

197 Candler v. Crane Christmas & Co., 1 164 (K.B.2 1951). 2 KB 164
were negligent when preparing the accounts that led to the plaintiff's damage. In court the defendants stated that based on the contractual relation of their clients to the company, they only owed duty to them and nobody else. While the court of first instance and the court of appeal accepted this reasoning, it gave rise to an important and eventually successful dissent by Lord Denning.

Denning L.J, in the court appeal argued in his speech that there were two errors that affected the verdict; “The first error was (...) that no one who is not a party to a contract can sue on it or on anything arising out of it” and the second one “that no action ever lies for a negligent statement even though it is intended to be acted on by the plaintiff and is, in fact, acted on by him to his loss”.198 This led to the conclusion that a third person injured by the negligence of one of the two involved parties in the contract, could not sue for damages.

Contradicting the court’s decision, Denning L.J. stated that persons whose professional knowledge and skills are to review books, accounts etc. and generate reports on which third parties can rely upon to make their business decisions, are having a duty of care towards those parties. Their duty is actually twofold: to carefully create their reports, and also to use care in their work resulting in these reports,199 as they are possibly influencing third parties into investing into the business. Although his opinion has been rejected by the court of appeal, it has been adopted and relied upon by the House of Lords.200

In analogy with TC, we argue that the same rationale of Denning L.J.’s reasoning can be applied and therefore extend the duty of care of TC vendors not only to their clients, but also to any third party relying to the certification issued by them – as certification will be given only to those pc’s who are following the standard that their professional knowledge and skills will depict. The main

198 ibid. 2 KB 164
199 ibid. 2 KB 164
questions discussed in *Candler v. Crane Christmas & Co* court appeal by Denning L.J. were basically the following:

1. “What persons are under such duty?”

2. “To whom do these professional people owe this duty?”

3. “To what transactions does the duty of care extend?”

Considering each one of the questions and discussion followed, we will try to show how it applies in the TC reliance liability case.

### 4.7.1 “What persons are under such duty?”

We argue that TC attestator should be considered as the equivalent to professionals that should owe a duty of care to any third party relying on the certification issued, that suffers harm. That process is done automatically and remotely and does raise the issue of liability for autonomous systems in distributed networks.\(^\text{201}\) Given the deterministic nature of the attestation, which avoids the common objection against holding the owners of an autonomous system liable for mistakes by its agent, this should not be an obstacle. The TC attestator computes according to predefined rules (which in turn are certified by the TCG – the first setting above), it uses therefore knowledge and skills typical for a human expert. Indeed accountancy is one field where computer systems do

replace increasingly the human operator, bringing this example even closer to the facts of *Chandler v Crane*. 202

### 4.7.2 “To whom do these professional people owe this duty?”

In his reasoning Denning L.J. discussed the extent to which the duty can be applied and stated that it should be limited to the extent to which it is reasonable for a third party to rely on the information provided by the professionals. If the relying party had information at its disposal that casts doubt on the judgment of the professionals, or could easily get hold of this information, the rational reliance would disappear and the tort claim would be extinguished. In the case of TC, this restriction might be moot. Decisions to communicate between computer systems have to be made instantaneously, one reason to automatize them, so we could never expect from the reliant party to carry out further investigations, or to use other information in their decision. Their computer recognizes the TC certification, and therefore trust the other computer, in all cases. Even more problematic is the indeterminate number of potentially relying parties. Denning in *Chandler v Crane* tried to develop a proximity test to prevent the problematic floodgate liability. 203 In Chandler, the accountants communicated with one specific party, they knew who that party was and why it needed the information. That created a degree of proximity that went beyond e.g. writing a generally accessible article about their company, or putting their name on a glossy brochure. In the TC case, potentially the whole world can access the information,
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203 discussed by Cardozo C.J. in Ultramares Corp. v. Touche, 174 N.E., 255 N.Y. 170, 255 N.Y.S. 170 441 (NEW YORK 1931). who denied a liability that could expose the defendants and could not determinate in quantity, time and class.
making the TC attestation more similar to a “communication to the general public” that would be too ill defined to trigger reliance liability.

However three arguments can be used to counter this objection against extending Chandler to TC attestation. The first is that unlike the TMO discussed above, TC certification still is given on an “interaction by interaction" basis. So while TM’s might qualify as “general communication to the public", TCs at least technically, are better understood as many 1:1 verifications between a requester of information and the certifier, bringing it closer to the facts of Chandler. Second, as the above cited case of the bookkeeper's manual shows, courts have on occasions extended reliance liability also to publications to the general public, provided there was “rational” reliance due to the eminence of the source and the special role the publisher took on (there: on behalf of the bookkeepers association). This too applies in TC: the certificate is issued “on behalf of” the TCI group, which has taken on voluntarily the special role to ensure greater security. Finally, as we argued above, there is an argument that reliance liability can be extended even to TMs, and for them, the indeterminate number of people potentially relying on it, is a much more obvious problem.

4.7.3 “To what transactions does the duty of care extend?”

At this point we need to show to which transactions the duty of care of a TC attestator should extend. In our view this refers to the scope of use of the certificates and where these will be needed. In a nutshell, the duty of care should reach only the points which the certificate will reach. Of course, this can lead to an indeterminate liability as well, because the certification will be used for most – if not for all – of the transactions between a TC computer and any third party. It does not however lead to transitive liability. If A relies on my computer's certificate, this certificate was unwarranted, and his computer is infected, and in turn infects C's computer, then there should be no liability of my attestator to C – if on policy grounds only, to prevent everybody becoming responsible for
everything. This, admittedly, makes it more difficult to have the legal network of liability match the trust network which is strictly transitive. Here, however, a compromise between the logic of the computer and the logic of the law seems necessary.

Let us recap again: Trust is not only build on observation of past behavior, it can also be build on prediction of future behavior based on general laws known to experts. TC also has aspects of this type of expertise: it is build on formal modeling of possible future risks and threats, and incorporates knowledge about computer vulnerabilities in general. For this type of statements too, courts have been willing to impose liability. We discussed in some detail Chandler and the knowledge of accountants, and cited cases from aviation security and scientific publishing. Again the similarities to the TC attestation process seem strong enough to permit a direct analogous application, even though the “expert” in this case seems to be a computer program.

4.8 From examples to doctrine: Contractual liability on reliance

Having discussed specific examples, we now bring the discussion back to the general theory of reliance liability. According to Smith “reliance theories regard contractual obligations as being imposed by the law in order to ensure that those whom we induce to rely upon us are not made worse off as a consequence”.204 Although courts have been sometimes seeking for special relationship between parties or “relationship equivalent to contract”,205 there have been cases were this relationship equivalent was not so meaningful to be identified. Yet, the existence of a relationship, contributes to establish proximity. This fits well to our general framework of relational contract theory, that is sensitive to the particularities of the social interaction that surround and exchange.

---

A discussion on the degree of knowledge on the defendant’s side has been raised by the House of Lords in cases of third-party liability.\textsuperscript{206} This analysis further strengthens our claim on the duty of care for the TC certification to third parties, to the TC provider. As we argued, the information and power imbalance between TC and customers is particularly high, and the autonomy of the customer severely curtailed. The knowledge that the TC certificate – issued by the TC attestator when an upcoming connection to a third-party will rise – and the reliance that will follow it by any third-party, should also be taken into serious consideration by courts similar to the \textit{Harris and Another v Wyre Forest District Council and Another} and \textit{Smith v. Eric S Bush} cases.\textsuperscript{207} It is therefore not necessary for the third party to prove that his reliance and decision to undertake the TC vendor’s professional activity was already known/ expected by them. We argue that it is fair, just and reasonable to place on the TC vendors some tortious duty of care towards any third-party, and also the duty of care should arise even in the absence of direct relations/affairs between the parties. Ultimately, this is in the benefit of all concerned: I as TC customer can trust TC not only that they will see me right, but also everybody in my network that relied on them. Third parties can act on a TC certificate, resulting in greater uptake and use of the technology. Extending liability regimes beyond the contractual parties creates thus network effects – the very reason why TC might be an answer to the thorny issue of Internet security.


CHAPTER 5: CONCLUSIONS

5.1 Conclusions

Throughout this thesis we have explored different issues enacting from the adverse of the Internet, the need for technological systems to ensure security for the user, and the implications that these technologies bring with them. As a case study/example of regulation through code we have used the technology of Trusted Computing mainly because it is a paradigmatic solution and a highly plausible answer to various threats like cybercrime. Although this was one of its initial aims, we have explained why it failed to achieve the crucial economy of scale and the network effect that would indeed have made this technology a radical game changer.\(^1\) The TC as a technological advancement would have meant a significant change in the way users relate to their machines, and amongst them in the digital era we live in.

However, TC has been treated as a mere technical fix, the wider societal implications of TC were ignored, and as a result the social and socio-legal environment were inappropriately prepared for such an approach. We have then explored the different roles that law can play under the circumstances. TC providers could be exposed with new and difficult to quantify litigation risks, thus hindering the development of TC, or it could fail to protect the reasonable expectation of TC consumers to have remedies in case TC causes them harm. On the other hand, it could promote TC by matching the technological concept of trust ("techno-trust") with the legal or socio-legal concept of trust. Then it would be easier for the user that "trusts" a computer system and the legal system

---

\(^1\) Chapter 1, Section 1.1
rewards this trust by protecting the reliance on this system through appropriate remedies, to accept the shortcomings associated with TC.

As we have showed in this thesis, this “matching” or “isomorphism” between technical and legal understandings of trust was never really developed or made fully explicit and this lead to the limited success of TC. The thesis focused primarily on the conceptual clarification of the differences in the way in which computer scientists, psychologists and sociologists understand the term “trust”. We then argued that systemic features of the TC philosophy did not help to diffuse public trust in their product, as it inevitably creates legal issues, since beneath the technical aspects we identify fundamental legal and jurisprudential issues, for which the current legal system seems ill prepared. TC is based on the “scale free” trust and self-organizing trust networks and these issues that emerge, deter the “scale free law” of succeeding and leave the law on the back burner.

Further we have identified the related legal issues that are likely to emerge with the new applications of TC i.e. cloud computing, virtualizations and the Internet of Things and the demands that autonomous, flexible and decomposable systems bring along. But as law is left behind, so is one of the major instruments for governments to instill social acceptance and public trust in institutions, as opposed to personal trust between individuals. TC could be based on individual trust relations merely because it is a computing network, however the core
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implementation of it, is crucially dependent on public trust in the TCG as an institution. This nexus between public and personal trust generates most of the arising most pressing conceptual issues.

5.1.1 **TCG as an Internet Security provider**

This thesis uses TCG as an ideal type of institution that is obliged to provide Internet security, and as such we contrast it to approaches that try to ensure Internet security through the state - as a core provision of the state towards citizens. Similarly, we treat TC as the security paradigm promoted as an entire suite of programming and development approaches to Internet security, and as such it has to reach the equilibrium in conflicting demands, including privacy, costs, security, user autonomy and transparency. For the purposes of this thesis TC is used as an example also because it proposes a very specific mix of these characteristics with different degree of emphasis in each one of them. As we have argued, although Trusted computing tries to make the Internet more secure, it is not what is technically known as "secure computing" where a machine will never do anything else but what is expected of it. On the contrary, TC is based on inductive inferences where if a machine seems to perform as intended, and had the same constant behavior is trusted. Trustworthy is a judgment that can be extrapolated from the past and present observed behaviors to the future. We noted that “trusted” in the computer sense only partially matches the concept of “trustworthiness” as understood in social life: “trusted” is what the technology gives us, “trustworthy” is what we want.

Here we researched the new dilemma that occurs – the one that every technological solution to computer vulnerabilities faces: secure computing is

---


4 We assume Proudler means that behavior is trustworthy if it is predictably benevolent.
significantly costly and therefore cannot be afforded by simple public users. As a countersolution, trusted computing is cost-neutral and if benefited from the economies of scale, it could eventually deliver higher degree of protection at viable costs. But this dilemma introduces to two main questions for this thesis to explore: The legal one of liability and the techno-legal one of “risk compensation”. The first emerges because TC is a less-than-perfect solution to the security challenge, it is nonetheless increasing the costs of computing, and therefore consumers will only buy TC protected computers if they think that their investment will be a winning one by receiving increased security. Then the advertising group will extol the virtues of TC emphasizing the offered protection, and the legal department will add as many liability exclusion clauses into the contract with the customer as possible to protect their own company. But in this scenario consumers are left in ambiguity since they believe they invest in actual security systems, and not just a “trusted” system. We have argued that TC brings a significant shift of power away from the customers to the industry. The problem

5 Ibid. p.9
becomes even worse if we consider the different understandings that consumers have for the everyday notion of “trusted” and the notion of “trustworthiness”.

The second emerges since the customer wrongly estimates that he is safe, as he paid for a secure system, he may engage in a more risky behavior and this is the so called “risk compensation problem”. This also poses a potential issue for legal regulation and an issue that this thesis tried to explore. In particular, we tried to walk around the issue that lies in the interface of law and technology which arises from the need for cybersecurity solutions based on certified trustworthiness. Cybersecurity technology solutions, have been in the center of attention in an effort to apply regulation through code, thus making it impossible to commit crime in the first place. TC which is used as an example throughout this thesis, is a security solution which has evolved from the need to address issues like data exposure on systems, system compromise as part of software attack and prevention of identity theft to mitigate the risks and dangers; and help to increase data management and identity security.

5.1.2 TC and regulation

Furthermore, in Chapter 4, we saw the fundamental issue lying underneath the contract law, which is if any classical, liberal contract law can provide the type of relation that is needed for TC to create the networks of security and trust that they intent. As it is well known, contracts cannot be dynamic, or complex because they are lacking transitivity.

---

Next, the thesis expanded on how TC tries to build complex dynamic trust networks “bottom up”, without central, let alone state, oversight or control. Through our analysis we also encounter the specific reasons that make TC as promoted by the TCG insufficient, in the absence of positively enabling legislative interference. Proudler et al’s analysis is used in particular to collate why TC has been rejected by the audience, which in our view perceived this technology as a power grab under the pretense of enhanced security.9

Guadamuz indicates that complex and dynamic security networks that can self-organise are essential for efficient Internet regulation,10 and we believe that this can only be achieved if we have a mix of at least a certain degree of social trust along with techno-trust. We then explained that TC delivers only techno-trust that falls short of what is needed, and creates two separate but causally connected issues for law and regulation. First, it causes potentially legal problems for users and wider society, problems that the law may need to rectify. Second, to achieve its aims it needs a more sympathetic regulatory framework that gives consumers better reasons to invest in TC. The two issues are connected: As long as potential users feel that TC exposes them to technical risks without legal redress, or legal risks without giving them the control to mitigate these risks, they will refrain from investing into the TCI model.

This thesis has also visited other issues that may occur from TC and its feature to approve with which technologies it accepts to communicate. This in our view is a monopoly position to force products and solutions on unwilling users, and competitors’ open source products are excluded from this synergy.

It has also been proved that social capital is lacking to marshal social trust, and TCG buyers reject the business proposition. According to Max Weber, people

---


should learn to trust in laws, and the bureaucracies that enforce them, rather than trusting the individual. This in turn requires trust in systems of law and administration, rather than people (or companies). We argue that TCG relied exclusively on market and network driven solutions insufficiently and the institutional-legal framework along with the pre-existing social trust rejected the model. “Metagovernance” for networks and markets has also been explored as a solution to the problem arising, and we identify two of the points that such a solution will need to address.

We even argue that it’s not just the trust relation towards a particular institution (i.e. TCI) that is the issue, rather, holistic trust in the form of a network where everybody is connected with and trusting in, everybody else is at stake. In our opinion “trust in institutions” is insufficient, and it also needs a high injection of pre-existing trust. We therefore argue that we need the right type of law, which “follows” and “enhances” transitive and dynamic network foundations.

Reliance liability is the exact type of private law we need to transform intransitive contract relations to transitive, and network-supporting ones. Relation contract theory is used to allow us to redraw the image of contract binary, static and atomistic relations.\(^\text{11}\)

To achieve higher levels of security, control is taken away from users and is remotely managed by trusted third parties. In Chapter 2, we have identified some of the legal problems this may cause, the regulatory alternatives that

governments are facing, and their respective inadequacies. Mainly we have explored the radical legal issues of who should be appointed to minimize the harm, together with the rights and authority that comes with such a role, and if he should be held legally liable if harm occurs. The answers then lead to a larger issue, the one of reliance liability, which is a relation outside the contractual nexus. We believe that TC vendors should be held liable when a third party relying on the trusted certification they have issued, suffer losses. To make our point clearer, we used the regulation of electronic signatures under the Electronic Signatures Directive. Most importantly, we stress the point that even in the absence of TC, governments in their efforts to improve the security of the Internet should use regulatory options for a possibility to impose delictual liability on software developers for security risks in their products (even outside the contractual nexus with their customers).

We explored and criticized the different regulatory strategies identified by the House of Lords’ report, one of them is holding the private sector and the software industry responsible for the security of the Internet backed by legal sanctions. As this option has the major drawback - that it can scare software vendors and the private sector and deter them from creating secure systems and then face legal liability - efforts to reduce crime through architecture have risen.

---


While technology has in recent years pushed crime prevention into the forefront of public debate, it is important to remember that first, these methods long predate modern ICT, and second post-crime analysis and investigation remains as important as ever.

TC is an architecture-based proactive crime control and through our research we show that while technology has been an enabling factor for greater involvement of the private sector in policing functions, reactive cybercrime investigations should also use private sector participants. We argue that TC’s move in the field of crime investigation and computer forensics is inevitable, and TC as a technology is a perfect fit to assign state roles to the private sector guaranteeing or certifying Internet safety both for pre-crime protection and prevention, and post-crime investigation. In our view, by extending the demands that were strictly related to the police force, to TC providers, TC providers will be considered as a de-facto police force. This, we contest, wakes potentially more rights, but also more duties which promote social trust.

Due to TC’s origins in DRM and its support by major IP rightholders, this thesis revealed the important problem that TC faces, where according to Shearing and Stenning on the privatization of policing “private police” and “property owner” become one and the same person, at least for some crimes and delicts. We note that while increased use of criminal law to act against copyright
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violations is a general trend, it includes outsourcing of preventative and investigative policing to private sector actors, which in the case of TCI are also major IP right holders that used in the past technologies that were suggested for general online security.

5.1.3 TC and digital forensics

This thesis discussed that while TC providers will inevitably be involved in post-crime investigations, the same measures that protect a computer from criminals can be also used to protect them against legitimate police investigation methods, like remote forensic analysis. This shows the necessity to think of an appropriate legal environment that can address the concerns regarding rule of law, justice and individual liberty; and on the other hand reveals the paradox of whether it is desirable for the TC to provide the purported level of security from attacks. Using examples and analogies that added significant value to our research argument structure, we tried to answer critical questions regarding the issues that TC will probably face if seen as a privatized police function. Issues like circumvention of legal rules aimed for protecting citizens from the state, and the level of responsibilities that we impose on TC in exchange with the great powers it wields were in depth investigated. With such great powers, great responsibility should come, with a role for the law to address the arising ethical concerns and rebalance the interplay of power and responsibility. In short, governments (and citizens) should accept this power shift and its consequences only if a corresponding increase of responsibility occurs in the side of the TC provider.

Through our literature review, we have showed that unsophisticated users are the weakest link in the effort of making the Internet more secure against cyber attacks. An obvious solution to the problems arising from their inability which may also affect third-parties through botnets and DoS attacks, is to remove the responsibility of maintaining the security for the user’s own computer from him, and assign it to a third party. Interesting legal issues then emerge for the
employees of these third parties, one of them being what his responsibility is, if incriminating material is located on a user’s pc. The contractual relation between the user and the third party company should be one relying on trust, and for anyone to access the user’s pc, the explicit consent of him should be granted.

DRM as heritage of TC is also discussed, in terms of the power given to TC providers and the knowledge on the content of the user’s computer, since it seems that the information obtained from the user’s computer is not gathered only to prevent unauthorized programs from running, but also for removing programs remotely. This, as we have depicted, raises – amongst others – legal, privacy and forensics investigations concerns. For us, this is one more argument why it might be desirable to create a sui generis framework for TC providers that recognizes that monitoring, analyzing and to a degree retaining data about suspicious activities is their very reason for existence.

To create further responsibility for TC developers, they could potentially be obliged to compromise their own product under certain circumstances. However, decisions would have to be taken on the degree of judicial oversight and warrant requirements towards TC providers. We note that balancing the legal obligations, privileges, immunities and burdens in an equitable way for both consumers and software vendors, requires much more complex legal responses from those envisaged by the House of Lords. Further, the type of knowledge required by various criminal offences and the amount of actual knowledge TC providers could or should have about the content of their customers’ hard drive, are discussed as arguments. In our analysis we noted that special privileges may have to be created by law - possibly similar to the ones of ISSPs or even new tailor made exemptions - to exempt TC providers from an overly onerous reporting
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requirement, which may designate them as a surveillance authority on behalf of the state, potentially creating a dispute with their customers. We also explored a new perspective and parallelized TC with other professions that provide security functions and how law is dealing with them.

Although TCI can be seen a police force, as we have showed in Chapter 3, in the eyes of the law, it still remains under the private law sector, and the direct relation with its customers is mediated through contract law. Importantly enough, we explored why traditional contract law alone is insufficient to mediate TC, since we showed in detail that the very nature of contract poses a fundamental issue. Since TC relies on networks, which inherently requires transitive relations where everybody is connected to everybody, and everybody is affected by everybody, traditional contract law and the atomistic binary relation that is carries, is inadequate. We propose that “relational contract theory” is much more appropriate to regulate contracts in TC and we suggest using the concept of “reliance liability” as a cornerstone of TC regulation through private law as it introduces third parties into the emerging trust network.

5.2 Research significance

The research significance of this thesis arises from our attempt to “parallel read” the technical aspects of TC and the sociological reflection on the interaction between trust and law. We gave an in depth analysis of trust’s significance in sociology and how it relates to technology and the law feeding the discussion with important contributions from existing theories. Network complexity is an obstacle for Internet regulation, and through this thesis we state that if social trust relations in complex modern societies are self-organizing in dynamic complex networks, and if security “travels along” the trust nodes of this network, then the result will be an environment with ubiquitous security – the ultimate goal of TCI. According to our analysis this can raise several sociological problems and we researched each one of them. In particular, the first question is if social
trust networks are self-organizing, complex dynamic systems and if “security” in these systems follows trust. The relation between the two concepts of trust then comes into play and we tried to answer the question if the network effects that TC aimed to create, despite the different perceptions of trust, are isomorphic to the trust networks which exist in society. However, since the answer is not affirmative, we explained in detail the reasons we have to doubt all three premises, at least to a degree.

Law is the only mode of regulation that can play a crucial role in settling the issues that occur. According to Lessig and the four modes of the square of regulation, described in Chapter 2, we elucidated that TC follows just two of those modes. Using ideas from Max Weber and his analysis of the role of formal law in modern, market driven societies, we attempted to show that the TC network will only work when security and techno-trust are packed along with legally enabled social trust that follows the connected nodes of the network creating an emergent “web of trust”. Only then we will be able to achieve dynamic complex networks that are isomorphic to the communication network of the Internet, however we argue that this is a difficult proposition to achieve and list the systematic problems that arise with the very concept of law.

But even when we try to classify Trusted computing as a commercial product to identify the legal system that we should follow, the distinction is not clear – is it a service, hardware or software? TC tries to offer security, which is obviously the union of these three. Concerning law however, each of these categories is treated differently, and therefore is not suitable to handle this type of interdependent entity as we argue.

In Chapter 3, we argued that TC is best understood as privatization of centralized government functions, not a decentralized, emergent network governed by free contractual association only. Next, we contented that making

the TCI act as police, prosecution and jury all in one, creates a significant imbalance in procedural law and evidence, which can be resolved with regulation through law between customers and the TC provider.

Trusted computing is used throughout this thesis to discuss the type of response to cyber crime and this is the main interest of this manuscript. Our discussions stress the point that while TC offers “pre-crime” features, it is also relevant for post-crime and crime investigation purposes. More significantly we argue that if the trustworthiness of the Internet can be increased through technological rather than legal solutions, taking TC as such a solution, then the provider of such security will inevitably need access to the user's hard drives and will be able to alter and reconfigure software on the machine. In a forensic context, TC features can give the computer evidence a much higher evidential value, since these deter the owner or any malicious third party from altering certain configurations. At the same time, a backdoor is left open, for alterations done by the TC provider who is certified as a trusted third party. Returning back to our initial argument, we believe that this requires significant amount of trust in the sociological sense and which we argue that TCI is unlikely to enact.

In our view, it is necessary to create a legal duty on TC providers to ensure that data integrity cannot be tampered by any employee for evidential purposes. Further, TC providers could be required to develop protocols with the explicit requirement of legal admissibility highlighting the privacy issues that TC raises. Thus, we approached the legal environment around TC from a public (criminal law) perspective and we answered critical questions like what the state or society can legitimately demand from TC providers, what rights can they be given, what obligations should they be under.

Importantly enough, we have identified that TC has not been given much attention from courts or governments, and this thesis along with the journal articles the author has published on the same area, aim to give at least a beginning of an academic debate on that issue. Computer scientists seem primarily
concerned with the technical feasibility of implementing TC, legal academics have concentrated on content control and privacy issues, thus leaving the analysis of the implications of the imposition of legal liability in case of failure within a TC system, or potential responsibility for wider social and legal concerns, unexplored.

5.3 Future research

Due to the low uptake of TC, as acknowledged by the TCG themselves, it was difficult to test some of the conceptual claims of this thesis through empirical
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research. In particular, there isn’t yet a clear, discernible trend on how EULAs in this area will finally look like, and just how burdensome on the buyer they will be. Monitoring this situation, and incorporating a more substantive corpus analysis of contract terms and EULAs would be a logical next step to test empirically some of the theories put forward in this thesis.

The empirical study tried to establish in particular how computer scientists “make sense” of the law, how they match what they know intimately, and what they are doing, to how they understand the law operates. It was not possible to carry out a corresponding study on how practicing lawyers conceptualize TC - a study of the thinking of in-house law departments in large TC companies would be needed for that, which raises obvious methodological problems of access and confidentiality, but also “trustworthiness” of the answers, that would be given with possible future litigation in mind.

A second major development that took place during the work on this thesis was the emergence of the Internet of Things. This in many ways magnifies some of the issues discussed in this thesis. The human loses even more control (depersonization)\(^\text{21}\), is even more taken out of the equation, and the power shift to the software developers becomes even more complete. Networks that combine in addition to hundreds of millions of connections between desktops or similar devices will become networks of hundreds of billions of entities, increasing exponentially in complexity. Security becomes as a result also an even more interdependent network of strong and weak links - an attack on a badly protected thermostat could follow down communication lines to entirely different computer systems. At the same time, vulnerabilities become even more threatening - hacking into my computer to steal credit card details or spam people in my address book is one thing, hacking into my car while I’m driving and disabling the brake system is a very different threat scenario. Leaving it to human

consumers to ensure the security of these new networks seems even less a proposition than it was on the Internet. Customers who forget to update their anti-virus system, despite frequent pop ups, are not likely to ensure that the connection between their freezer and their house thermostat are secure - or indeed would know how to do this. They have to trust even more their systems. As a consequence, trusted computing as a security paradigm could get a new lease of life, or as an industry insider said, we need “trusted computing of acid”. If our conceptual approach is valid, this increasing dependency, coupled with a loss of power, and the way in which IoT applications are going to be embedded in our daily lives as long-lasting commitments, should further push courts and legislators to use both public law regulation and civil liability rules as tools to protect customers of TC and address the necessarily widening power imbalance.

Another significant technology for the Internet is Blockchain which is a reliable strong cryptographic technology underlying bitcoins - a new open and decentralized system resembling the bottom up network formation that TC tries to accomplish creating a chain of assurances about data. Blockchain does not reside on a single server, but like TC it is found on a distributed network of computers. The similarity of Blockchain with TC can be identified on the network formation by TC pc’s when each TC pc certifies that another pc can be trusted and connected. In the same way a distributed authentication exists where each valid transaction in Blockchain is timestamped and then is added into a block which is then linked to the other blocks created thus forming a trusted chain. TC as we have argued in Chapter 2, was seen as a possible solution to the problem of trust

---

22 So an industry speaker at a Dagstuhl seminar on security in the IoT, under Chatham house rules

23 See The Economist. (2015). Blockchains: The great chain of being sure about things. The trust machine. The concept was invented in 2008 as the basis for renegade online currency, bitcoin. In this context, the blockchain is a digital ledger that records every bitcoin transaction that has ever occurred. See Nakamoto, S. (2008). Bitcoin: A peer-to-peer electronic cash system.
between machines and users, and Blockchain is another way in which strangers who have never met or trust each other can create networks of trust. Along with the original idea of using Blockchain systems and zero knowledge proofs to cryptographically argue on the properties of encrypted data without decrypting the data, ensuring the privacy of the transaction data is another goal to be achieved. The similarities between Blockchains and TC technology should be further explored and we believe that eventually each technology will be able to benefit from the other.

---

24 Based on the decentralised nature of blockchains and the limited possibility of malicious infections, they have been described as “trustless” because the need for trust between participants is no longer required.
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