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Abstract of Thesis

Quantifying denudation rates is fundamental to understanding the way landscapes evolve. Such data are required to constrain numerical models of long-term landscape evolution, the development of which is outpacing our ability to constrain them empirically. In-situ cosmogenic isotope analysis is a valuable addition to the range of techniques currently available to measure denudation rates and is especially useful in providing information over periods of $10^3 - 10^6$ a. In-situ cosmogenic $^{10}$Be, $^{26}$Al and $^{21}$Ne concentrations from locations in central Namibia and the Transantarctic Mountains, Antarctica have been used to investigate rates of landscape change in passive margin settings and contrasting hot and cold arid conditions.

Concentrations of cosmogenic $^{10}$Be and $^{26}$Al in quartz separated from 14 samples from the Gamsberg in central Namibia have been measured using accelerator mass spectrometry. The Gamsberg is a flat-topped residual forming part of the Great Escarpment of central Namibia. Rates of summit denudation range from 0.2 to 0.8 m Ma$^{-1}$ and rates of slope retreat have been $-10$ m Ma$^{-1}$ over the past 0.04 to 1.5 Ma. The data indicate that backwearing is much more significant than downwearing but that summit denudation is occurring. Low rates of escarpment retreat of $-10$ m Ma$^{-1}$ are incompatible with the idea that retreat from the coast has been at a uniform rate since rifting occurred $\sim$130 Ma BP. The data are consistent with geological evidence and data from apatite fission track thermochronology that suggest that the escarpment retreated rapidly soon after rifting but has not retreated significantly during the Tertiary.

Measurements of cosmogenic $^{10}$Be and $^{26}$Al from three granite bornhardts on the coastal plain of Namibia seaward of the Great Escarpment in the arid/hyper-arid central Namib Desert indicate mean rates of summit lowering ranging from 2.2 to 6.3 m Ma$^{-1}$ over the past 1-3 x $10^5$ a. Low variability in estimated denudation rates between the sampling sites and the long-term persistence of an arid climate implies that a rate of summit lowering of $\sim$5 m Ma$^{-1}$ has characterised bedrock exposures in the central Namib for at least the past 10 Ma, and possibly throughout much of the Cenozoic. The complex exposure history of some samples appears to be due to the mode of inselberg weathering and mass wasting.

Cosmogenic $^{10}$Be, $^{26}$Al and $^{21}$Ne denudation rate estimates from high-elevation surfaces and rectilinear slopes in the Dry Valleys region of Antarctica suggest very slow rates of denudation of $<1$ m Ma$^{-1}$ for at least the past 2-5 Ma. The rates from all three isotopes for each sample are generally consistent and where paired isotopic data are available exposure histories appear to be simple. The data are fully compatible with existing cosmogenic isotope data and independent evidence from the region that imply minimal landscape modification and a polar, hyper-arid climate since the late Miocene. The data support a hypothesis that the East Antarctic Ice Sheet has been essentially stable over this period rather than experiencing significant fluctuations as recently as the Pliocene.

It has been demonstrated that in-situ cosmogenic isotope analysis can provide previously unobtainable data on denudation rates over timescales intermediate between short-term process studies and long-term estimates from techniques such as thermochronology. Used in conjunction with other techniques, cosmogenic isotopes analysis has significant potential for evaluating controls on denudation rates in a range of geomorphic settings and constraining models of long-term landscape evolution.
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Chapter 1:

Introduction

1.1 Aim of Thesis

The overall aim of this thesis is to quantify rates of denudation using *in-situ* cosmogenic isotope analysis. In order to investigate landscape evolution in passive continental margin settings, the technique is applied to the tectonically similar, but climatically contrasting, hot and cold arid locations of central Namibia and the Dry Valleys region of the Transantarctic Mountains, Antarctica.

1.2 The Importance of Denudation Rates

Quantification of denudation rates is fundamental to an understanding of the way landscapes evolve. However, constraining rates of denudation over time scales applicable to landscape evolution \((10^5-10^7 \text{ a})\) remains one of the greatest challenges to geomorphology. Denudation is a key component of all landscape change given that geomorphic evolution is, essentially, a result of weathering and erosion in some parts of the landscape and deposition in other parts, operating against a background setting of tectonic and climatic controls. Although denudation is sometimes used as a synonym for erosion, it is used here in a broader sense to include all processes that result in the wearing down or progressive lowering of the Earth's surface including: weathering; erosion; mass wasting; and transportation (Jackson, 1997). A knowledge of denudation rates at a variety of different spatial and temporal scales is desirable for a number of reasons, including: 1) discovering what rates characterise certain environments and therefore to assess the relative importance of controlling variables; 2) assessing the relative importance of surface processes operating on different morphological elements of the landscape; 3) evaluating styles of landscape development, for example, the relationship between downwearing and backwearing in relief reduction; 4) quantifying the denudational component of global mass balance studies; and 5) constraining the antiquity of landscapes and assessing how long they might survive. In geomorphology over the past ~15 years there has been renewed interest in
long-term landscape evolution coupled with a growing concern that, within this context, it is important to be able to link short-term, relatively small-scale studies with macroscale ideas (Thomas and Summerfield, 1987; Summerfield, 1996a; Sugden et al., 1997). Part of the reason for this has been the realisation that denudation can play a key role in moderating tectonic mechanisms, and possibly climate, through the isostatic response of the crust to sediment loading and denudational unloading (Fig. 1.1), (Molnar and England, 1990; Gilchrist et al., 1994a). As a result, linking of surface and tectonic processes is becoming increasingly important in landscape modelling both in passive and active tectonic settings (Gilchrist and Summerfield, 1990; Koons, 1989; Beaumont et al., 1992). A particular concern currently facing geomorphologists is that the sophistication of numerical models of long-term landscape development, such as those described by Beaumont et al. (1998), is outrunning our ability to constrain surface process rates over geologically meaningful periods of time and hence to assess the adequacy of such models.

Direct assessment of denudation is, in general, problematic because the essence of the mechanism is to remove the evidence that it has occurred and to deposit this evidence over a poorly defined, often large area. The problem becomes increasingly marked over longer periods of time. Bishop (1998, p. 8) has recently summed up the problem, in the context of constraining landscape evolution, by posing the question: “how do we handle the methodological question of reconstructing the history of denudational terrains....when the central element of this history....involves the destruction of the evidence (the evidence of past landforms)?”. This is particularly true of passive continental margins which comprise a large proportion of the Earth’s continental margins (Summerfield, 1991a). Accumulations of sediment up to 10 km thick located in offshore basins surrounding these margins attest to the dominant role of onshore denudation in their evolution (Allen and Allen, 1990). However, a lack of knowledge regarding the pattern, timing and rate of this denudation has meant that, in some regions, traditional explanations of landscape evolution have persisted largely unchallenged (Gilchrist, 1995). This is particularly true of southern Africa (King, 1962, 1983; Twidale, 1992) where models remain quantitatively deficient. New models of passive margin evolution, both conceptual and quantitative, which conflict with traditional viewpoints (Gilchrist and Summerfield, 1990; Kooi and Beaumont, 1994, 1996; Tucker and Slingerland, 1994), require improved empirical constraints over relevant time scales in order to allow validation and gain credibility.

In arid environments, rates of denudation are poorly constrained. Arid climates are often characterised by infrequent, but high magnitude, storm events and resulting denudational processes can be very effective, especially as they are enhanced by a general lack of vegetation.
(Cooke et al., 1993). However, as denudation events are episodic in nature, overall rates of denudation have been hard to measure by traditional techniques, which commonly monitor sediment yields over short periods of time only. It has been suggested that rates of landscape change in arguably the world’s most consistently hyper-arid, polar environment of the Dry Valleys region of the Transantarctic Mountains in Antarctica were much greater during the Pliocene than they are today, due to the combined effects of climatic change and tectonic uplift (Webb et al., 1984; Barrett et al., 1992). A sound assessment of the range of rates in both hot and cold arid regions linked with an evaluation of how long these processes have been operating, is required to resolve such controversies and for a full appreciation of landscape evolution in arid locations.

![Diagram of factors influencing denudation and landscape evolution at the macro-scale.](image)

**Figure 1.1:** Factors influencing denudation and landscape evolution at the macro-scale. The diagram illustrates that the interaction between tectonics, atmospheric circulation and landscape evolution are not simple cause and effect relationships due to the influence of denudation and isostatic rebound (after Beaumont et al., 1998).

### 1.3 Quantification of Denudation Rates

Since the pioneering days of geomorphic thought, denudation has been a key issue (Chorley et al., 1964). Early protagonists such as Hutton (1785) and Lyell (1830) were concerned with rates of landscape development and essentially advocated slow continuous rates of change in contrast to the alternative view of the time that catastrophic events had shaped the landscape, not as is
often quoted, with respect to biblical events such as Noah’s flood, but based on more scientific, empirical arguments for sudden geological events (Gould, 1977). However, as geomorphology developed into a distinct discipline in the late Nineteenth and early Twentieth Centuries it became increasingly concerned with the long-term, morphological development of entire landscapes and less concerned with rates of change. The widespread popularity of the cyclic approach to landscape analysis of Davis (1899) and his disciples (at least in the English speaking world), and the encompassing assumptions about how long such cycles of erosion require (~10^6 - 10^7 a), precluded studies specifically concerned with rates of processes (Gilchrist and Summerfield, 1994). Of course there were some exceptions, most of which addressed the operation of processes over short periods of time such as soil erosion and coastal erosion which have social impacts (Goudie, 1995).

In the 1960s, geomorphology experienced a marked shift away from the grand Davisian style of landscape analysis towards a strong emphasis on studies of surface processes, which were invariably concerned with much more limited temporal and spatial scales. Many reasons for this have been suggested, but the most likely are a lack of satisfaction with the treatment of process by the evolutionary models as well as the emergence of new, quantitative techniques (Saunders and Young, 1983). Also highly significant was the lack of a coherent tectonic framework of the classical approach, combined with the development of tectonic theory in other disciplines (Gilchrist and Summerfield, 1994), as well as a perceived relevance of modern process studies to engineering and landscape management (Goudie, 1995). The transition from form to process as the central theme in geomorphology resulted in numerous attempts to assess localised process rates, particularly surface processes on slopes as well as rates of total denudation, and to link these rates to controlling variables such as climate (e.g. Langbein and Schumm, 1958). There was an understandable tendency for studies to be concentrated in dynamic areas which resulted in a bias against making measurement in situations where little activity was apparent (Goudie, 1995). Consequently, not many studies were carried out in arid locations.

Over 300 publications dating from the early 1960s to the early 1980s, which resulted from the transition to a process paradigm in geomorphology, were compiled by Saunders and Young (1983). Although specific surface processes such as creep and solifluction had had significant attention, in terms of landscape evolution, the results of total denudation are most relevant here. The overall conclusion of the studies was that badland environments and steep glaciated areas had the highest overall rates of denudational processes. The small number of studies in arid environments meant that only a minimum typical rate of 10 m Ma^-1 (equivalent to mm ka^-1) could
be estimated. In semi-arid environments, which included most badland sites, measured rates ranged from 100 to 1000 m Ma\(^{-1}\) (Saunders and Young, 1983).

The most widely used technique to estimate rates of total denudation over short time scales has been to monitor the load of rivers and assign a depth or rate of denudation to the total catchment area, be it a first order stream or a continental scale drainage basin. This has also included the use of sedimentation in reservoirs behind dams. There are however, several problems inherent with such an approach (Saunders and Young, 1983; Goudie, 1995):

1. River load data not only include denudation from the catchment slopes but also river bed and bank erosion, therefore mean rates cannot easily be translated to catchment lowering rates.
2. Many records have referred to suspended load only whereas the dissolved load can be significant and the ratio of dissolved to suspended load varies greatly between catchments. Also little account is usually taken of bed load. Non-denudational components to river loads have rarely been subtracted from measurements.
3. Temporal variation in the discharge of load requires longer-term monitoring than is usually carried out. The sediment delivery ratio suffers from high variability and the sediment can be stored for indeterminate periods of time before release.
4. A high proportion of rivers have been subjected to human influences and therefore modern sediment load data can be atypical of the past.

Despite these problems, this approach is generally regarded as the most viable method for linking variations in denudation rates to specific controlling variables (Summerfield, 1991a). A recent compilation by Summerfield and Hulton (1994), which has tried to address some of the problems outlined above, has emphasised the importance of basin relief and runoff rather than the more traditional viewpoint that climate is the key variable for determining of rates of denudation.

As already mentioned, the past ~15 years has seen some re-emergence of the longer-term perspective within geomorphology. In other branches of the earth sciences there has been a dramatic development in geophysical modelling and new geochronometric techniques for understanding long-term, large-scale landscape evolution (Beaumont et al., 1998). An important realisation has been that denudation and topographic development is not simply an effect of tectonic mechanisms but, through the mechanism of isostasy and the response of crustal stress patterns to unloading, denudation can actually play a key role in moderating tectonic forces (Fig. 1.1). Although still evolving, the interface between earth science disciplines is becoming
Increasingly blurred and has led to greater requirements for empirical data relevant to landscape evolution, such as denudation rates, over long time-scales (Merritts and Ellis, 1994; Summerfield, 1996a). The greatest limitation with using present-day measurements of denudation as a basis for understanding long-term landscape evolution is the short period of time over which they apply. There is an implicit assumption that the recurrence interval of the most important denudation events within a system is within the monitoring period. However, if a major low frequency, high magnitude event which determines peak denudation for the catchment or slope under investigation, does not occur then short term data will be misleading. Extrapolation of data of this kind poses further problems because of potential changes in the overall rate of denudation through time, for example, due to a change in climate. So that geomorphic processes can be incorporated into long-term models, there is a need for the limited temporal and spatial scales that geomorphologists have tended to work with over the past few decades to be re-focused (Kirkby, 1994). For long-term rates, over periods of time \(>10^3\) a, it is necessary to examine evidence for denudation using other techniques.

Several of the techniques available to monitor denudation on longer time scales than the analysis of modern sediment yields have resulted from new technological developments in the past twenty years. These can be divided into three principal categories: 1) geochronometric techniques; 2) analysis of continental sediments, both on and offshore in sedimentary basins; and 3) thermochronology. Geochronometric techniques, such as K-Ar and \(^{40}\)Ar/\(^{39}\)Ar dating of volcanic rocks, have led to significantly more age control in onshore landscape assemblages and sedimentary sequences. Identification of dated material at a certain distance away from a feature or at a certain depth in a deposit can provide data on rates of denudation. In south east Australia Cenozoic basalt flows have provided an excellent chronological framework for studies of channel development and landscape evolution (Young and McDougall, 1982; Bishop, 1988; Bishop and Goldrick, 1998; Nott, 1996a, b). Similarly in Hawaii, Seidl et al. (1994) investigated bedrock river incision and benefited from well constrained incision rates into dated basalt flows. Other dating techniques such as thermoluminescence also potentially provide age control of stratigraphic markers within onshore sedimentary sequences (Stokes et al., 1997). Obviously these techniques rely on the presence of datable material of significant age that can be closely correlated with landforms or denudation events. This is not always possible, particularly in landscapes dominated by denudation such as passive margins.

A large majority of continental sediments end up in offshore basins, analysis of which is the second method that can successfully be used to monitor long-term rates of denudation. The
growth in analysis of the off-shore sedimentary record has stemmed from developments in
drilling and seismic mapping around the world since the 1960s. Rust and Summerfield (1990)
and Poag and Sevon (1989) have successfully investigated the denudational history of the south-
west African margin and the US Atlantic margin off the Appalachians. The major problem with
this technique is that the evidence is spread over a large area and the catchment area for sediment
supply is poorly constrained. Subtle changes in drainage networks can lead to dramatic effects in
sediment supply to offshore basins, but the signal may be misinterpreted because of the numerous
possible reasons for such an effect.

The third technique available, thermochronology, is perhaps the most valuable of existing
techniques to investigate long-term denudation (Summerfield, 1996a) and has advantages over
the others in that it does not rely on chronological markers and is more site specific than sediment
analysis. The technique provides information on the cooling history of the upper 3-4 km of the
crust which can be interpreted in terms of denudation provided geothermal temperature
gradients can be constrained (Brown et al., 1994). Apatite fission track thermochronology has
provided useful insights into the large-scale denudation history of landscapes in passive margin
settings including south-west Africa (Brown, 1992; Brown et al., 1990, 1998) and the
Transantarctic Mountains (Fitzgerald, 1992; Gleadow and Fitzgerald, 1987; Fitzgerald et al.,
1986).

Of the long-term techniques described above, a common problem faced by all of them, is their
relatively insensitive nature. The minimum time scale over which thermochronological data are
useful for constraining denudation is on the order of $10^7$ a. One advantage they do have is that
they all integrate the magnitude/frequency problem by providing average rates over long-time
scales. As such, they offer an invaluable means for comparing present-day denudation rates with
those in the geological past (Summerfield and Hulton, 1994; Summerfield, 1996a).

1.4 In-Situ Cosmogenic Isotope Analysis

*In-situ* cosmogenic isotope analysis is a relatively new technique that can provide a number of
quantitative constraints on the exposure histories of rocks based on the ‘dwell time’ of material
now exposed at the surface (Nishiizumi et al., 1993; Bierman, 1994; Cerling and Craig, 1994).
These include estimation of site-specific denudation rates on time scales of $10^4$ - $10^6$ a (Lal,
1991) and, as such, the technique offers the geomorphologist a valuable new tool with which to
assess rates of landscape change. Analysis of cosmogenic nuclides (literally, produced by cosmic
rays) has been carried out on meteorites for many years, but it was not until relatively recently that developments were made in analytical techniques that permitted measurement of the small abundances of nuclides found in situ at the Earth's surface (Elmore and Phillips, 1987; Finkel and Suter, 1993). Although still in its infancy and subject to some uncertainties that remain to be clarified (Gosse et al., 1996), the technique has been successfully applied in a small number of applications to constrain denudation rates in a variety of geomorphic settings (Nishizumi et al., 1991; Brown et al., 1995; Bierman and Turner, 1995; Summerfield et al., 1998a). In applications of this type, the in-situ cosmogenic technique is best used in simple, well understood geomorphic settings with plenty of exposed bedrock available for sampling. It is therefore appropriate to use in arid environments which often have a high proportion of soil and vegetation-free rock slopes and surfaces. Unlike techniques such as fission track thermochronology, it is well suited to the lower end of the magnitude spectrum, i.e. rates <100 m Ma⁻¹, because the concentration of in-situ-produced cosmogenic nuclides (which form the basis of the technique) is enhanced in more slowly eroding rock surfaces. Compared to some techniques which use a short-term monitoring approach, it overcomes magnitude/frequency problems to a certain extent because rate estimates from cosmogenic isotope analysis are necessarily integrated over a time period between 10⁵ a and 10⁶ a, depending on the denudation rate and isotope used. However, the accuracy of the rates determined from cosmogenic isotope analysis depends on the validity of assumptions regarding the style of denudational processes acting on the sampled surface. Therefore, the technique offers advantages in some respects, but it is also subject to limitations of different kinds.

One of the major problems with constraining rates of landscape evolution at present is the disparity between the temporal and spatial scales of denudation rate data from modern surface process studies and long-term, regional-scale estimates from other techniques described above. A key benefit of cosmogenic isotope analysis is that it provides data on an intermediate time scale between these two contrasting scales of investigation. This issue has been recently pointed out by Summerfield (1996a, p. 214): "The technique thus neatly fills the gap between present-day and historical denudation rate data, and the long-term estimates provided by thermochronology and offshore sediment volumes". Given that as many lines of independent evidence as possible are desirable in reconstructing landscape evolution (Bishop, 1998), the addition of a technique in a new 'temporal niche' is an exciting development. Although as yet untested, the coupling of results of cosmogenic isotope analysis with estimates of denudation rates at difference temporal scales is likely to increase dramatically the usefulness of the technique in constraining landscape evolution. In this respect, the technique also offers practical potential in solving the long-
standing problem faced by geomorphologists of linking short-term process studies into studies of long-term landscape evolution (Sugden et al., 1997).

Bishop (1998) has recently proposed that although significant advances have been made in providing information on rates of landscape change, the reconstruction of previous morphology is a key issue in research on long-term landscape evolution that remains problematic. It should be noted however, that not only does cosmogenic isotope analysis offer a temporal advantage over existing reconstructions of rates, it also offers the potential to constrain modes of landscape development by providing information on relative rates of denudation of specific morphological elements in a single landscape. This is not possible, over time scales relevant to landscape evolution, using previously mentioned long-term perspective techniques because of the large spatial scale over which they apply. Because short term process studies are commonly also associated with more limited spatial scales than the long-term techniques, cosmogenic isotope analysis provides a further advantage in that it offers site specific data over a comparatively long time scale.

1.5 Objectives and Organisation of Thesis

The specific objectives of the thesis are as follows:

1) To evaluate and review the use of cosmogenic isotopes in geomorphology, with particular reference to the potential to determine denudation rates.

2) To apply the technique to contrasting landscape elements in central Namibia and the Dry Valleys region of Antarctica for the specific purposes of:

a) Estimating a rate of retreat for the Great Escarpment in central Namibia.

b) Assessing rates of denudation of bornhardts in the central Namib Desert.

c) Determining rates of landscape change in the Dry Valleys region of Antarctica.

The objectives of this thesis are as much concerned with evaluating the potential of cosmogenic isotope analysis to measure denudation rates as with the provision of quantitative data on an intermediate time-scale to assist our understanding of landscape evolution. At the initiation of research in 1993, there were very few examples of cosmogenic isotope analysis that had been interpreted in terms of denudation rates, although the possibility had been discussed since the late
1980s. To date, there are still only a limited number of publications on denudation rate estimation. For these reasons, the thesis begins with a detailed review of the technique and its application in geomorphology in Chapter 2. Because the technique is relatively new and the chemical procedures involved in sample preparation are far from routine, field and analytical methods are described in detail in Chapter 3 rather than being assigned to an appendix. The three principal applications (2a,b,c listed above) are presented consecutively in Chapters 4, 5 and 6. All three involve the analysis of in-situ cosmogenic $^{10}$Be and $^{26}$Al in quartz samples. Because the applications are essentially separate from each other, each contains detailed background material on the relevant research framework. In Chapter 4, cosmogenic isotope analysis is applied to the problem of escarpment retreat across passive continental margins. Denudation rate estimates from the Gamsberg, a prominent feature of the Great Escarpment in central Namibia, are presented. Chapter 5 details an investigation of bornhardts in the central Namib Desert, chosen not only to monitor rates of denudation in an arid environment but also to provide an overall assessment of the relative rate of denudation on the coastal plain of Namibia below the Great Escarpment. In Chapter 6, denudation rate estimates from in-situ cosmogenic $^{21}$Ne as well as $^{10}$Be and $^{26}$Al are presented for some sites in the Dry Valleys region of Antarctica within the broad framework of the East Antarctic Ice Sheet stability debate. The final chapter, Chapter 7, includes a synthesis of the findings of the preceding three chapters as well as identification of areas for future research and a list of major conclusions of the thesis. Information about the samples described in Chapters 4, 5 and 6 are given in Appendix A and publications to date on work contained within the thesis are included in Appendix B.
Chapter 2:

*In-Situ* Cosmogenic Isotope Analysis and Its Use in Geomorphology

2.1 Introduction

Over the past 12 years, *in-situ* cosmogenic isotope analysis has been developed as a geomorphological technique. As will be shown in this chapter it represents an exciting opportunity for geomorphologists to address fundamental issues with a new approach. The technique uses the *in-situ* accumulations of cosmic-ray-produced nuclides detectable in the upper layers of rock surfaces to assess the exposure history of those rocks. The technique is virtually unique in that it can provide information on the exposure history of rock surfaces over significant periods of time directly rather than by association with deposits or other chronological markers (section 1.4). The information obtained can be in terms of either an ‘age’ related to an exposure event or a denudation rate. It is important to appreciate that each of these interpretations is an end-member in a full range of possibilities and requires strict limiting assumptions to be valid. In general, the denudation scenario is more applicable than exposure age determination given the ubiquitous nature of weathering and erosion on exposed rock. Cosmogenic isotope analysis should not therefore be seen merely as a dating technique but rather a “set of tools” with which to explore geomorphic histories (Nishiizumi et al., 1993, p. 423).

Cosmic rays from the sun and galactic sources continuously bombard the Earth’s atmosphere and surface. The incoming cosmic radiation is strongly attenuated by reactions with atmospheric particles and most of the incoming energy is dissipated before reaching the troposphere. However, a small proportion of cosmic rays reach the Earth’s surface where nuclear interactions with terrestrial matter produce cosmogenic nuclides *in situ* and alter the isotopic concentration of surface material down to a depth of approximately one to two meters (Fig. 2.1). The rate of cosmic ray reactions at the Earth’s surface is several hundred times smaller than in the atmosphere, but the availability of targets for certain isotopes is very limited in the atmosphere compared to terrestrial matter such as rock and therefore surface production is significant (Lal and Peters, 1967). Cosmogenic isotopes are produced in a range of locations and materials
including extraterrestrial matter such as meteorites, terrestrial matter such as rock, soil and ice as well as in the Earth’s atmosphere (Fig. 2.1). Nuclides produced in the atmosphere, termed meteoric nuclides, can become incorporated into surface terrestrial matter, for example via precipitation, but these have not been produced in situ and therefore must be classified separately from those formed directly in rocks. Figure 2.2 demonstrates the full extent of cosmogenic nuclide production and the wide range of potential applications. It is clear that the application of in-situ-produced cosmogenic isotopes in rocks is just one part of a spectrum of possibilities but is the sole focus of this chapter.

Figure 2.1: Schematic representation of the basis of the cosmogenic technique. Incoming cosmic radiation is attenuated as it passes through the atmosphere. Small amounts of cosmogenic isotopes are formed in situ at the Earth’s surface and accumulate through time.
Figure 2.2: "Root" diagram showing the many branches of cosmogenic isotope analysis including analysis of in-situ-produced isotopes in terrestrial rocks. (For details of the other applications refer to the studies listed in the relevant box and references therein.)
Although the potential to use concentrations of in-situ-produced cosmogenic isotopes to explore geomorphic processes was first identified by Davis and Schaeffer (1955), it was not until the late 1970s that developments were made in accelerator mass spectrometry (AMS) and conventional mass spectrometry that enabled measurement of both radioactive and stable nuclides with sufficient sensitivity and accuracy for geomorphic applications (Elmore and Phillips, 1987; Finkel and Suter, 1993). In the last five years there has been a large increase in the number of in-situ cosmogenic studies and a shift from those concerned with the systematics of the technique to those concerned with geomorphic problems (Cerling and Craig, 1994). However, there are still inherent uncertainties, particularly with production rates, and refinement of the technique refinement an important research topic. A number of useful review papers (Dorn and Phillips, 1991; Bierman, 1994; Cerling and Craig, 1994; Kurz and Brook, 1994) have helped to increase awareness of the general aspects of in-situ cosmogenic isotope analysis among the geomorphological community.

The purpose of this chapter is to review of the use of in-situ-produced cosmogenic isotopes to explore quantitatively exposure ages and denudation histories of bedrock surfaces. The principles and assumptions behind the technique are discussed in detail as it is necessary to appreciate these issues to understand the interpretation of measured concentrations. To date, more than 12 in-situ cosmogenic isotopes have been detected in rocks by a variety of methods but only five of these are routinely measured and applied for geomorphic purposes (Lai, 1988). Table 2.1 shows these five commonly applied cosmogenic isotopes with their early pioneering production rate studies and some recent applications. The isotopes are: $^3\text{He}$, $^{10}\text{Be}$, $^{21}\text{Ne}$, $^{26}\text{Al}$ and $^{36}\text{Cl}$. Also shown are the appropriate target materials, production mechanisms and measurement techniques which, as will be discussed later, are relevant to their possible areas of application. $^{14}\text{C}$ and $^{41}\text{Ca}$, also shown in Table 2.1, are in their early stages of development and are only briefly mentioned in the following review but appear to have geomorphic potential (Jull et al., 1992, 1994; Fink et al., 1990, 1994). The principal five isotopes will be discussed in each section but the review will concentrate on $^{10}\text{Be}$, $^{26}\text{Al}$ and $^{21}\text{Ne}$ because it is these isotopes that are applied in the following three chapters.
Table 2.1: Cosmogenic isotopes commonly used and with potential for use in geomorphology with additional information relevant to their application.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Half-life ((t_{1/2})), a Decay constant ((\lambda), a^{-1})</th>
<th>Commonly used prod. rates, at g (^{-1}) yr (^{-1}) (sea level, &gt;60°)</th>
<th>Production rate references</th>
<th>Measurement method and measurement material</th>
<th>Examples of recent applications</th>
<th>Advantages for use in geomorphology</th>
<th>Disadvantages for use in geomorphology</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{10})Be</td>
<td>(1.5 \times 10^6) (4.6 \times 10^7)</td>
<td>6 in SiO(_2) 4.74 in SiO(_2)</td>
<td>Nishizumi et al. (1989a), Clark et al. (1995)</td>
<td>AMS BeO</td>
<td>Ritz et al. (1995)  Fault slip rates in Mongolia</td>
<td>Extensive use to date, no naturally occurring (^{9})Be, good in quartz.</td>
<td>Difficult sample prep., atmospheric contamination.</td>
</tr>
<tr>
<td>(^{26})Al</td>
<td>(7.16 \times 10^5) (9.9 \times 10^7)</td>
<td>36.8 in SiO(_2) 28.9 in SiO(_2)</td>
<td>As for (^{10})Be</td>
<td>AMS Al(_2)O(_3)</td>
<td>Bierman and Turner (1995)  Denudation rates on inselbergs, Australia</td>
<td>Useful partner for (^{10})Be.</td>
<td>Problems with (^{26})Al content of samples, radiogenic production?</td>
</tr>
<tr>
<td>(^{36})Cl</td>
<td>(3.08 \times 10^5) (2.3 \times 10^6)</td>
<td>Rock chemistry dependent; 9 in granite, 15 in basalt</td>
<td>Zreda et al. (1991), Phillips et al. (1996a)</td>
<td>AMS AgCl</td>
<td>Phillips et al., (1996b)  Glacial chronology in the Sierra Nevada</td>
<td>No need for quartz or olivine rich samples.</td>
<td>Sample composition dependent production</td>
</tr>
<tr>
<td>(^{21})Ne</td>
<td>stable</td>
<td>45 in Olivine, 16.8 in Plagioclase, 21 in quartz</td>
<td>Poreda and Cerling (1992), Neidermann et al. (1994).</td>
<td>MS pure quartz, olivine, plagioclase</td>
<td>Bruno et al. (1997)  Dating of Sirius tilites in Antarctica.</td>
<td>Retained in quartz, large dating range, easy sample preparation.</td>
<td>High radiogenic production, limited examples of use to date.</td>
</tr>
<tr>
<td>(^{14})C</td>
<td>(5730) (1.2 \times 10^6)</td>
<td>20 in basalt 21 in quartz</td>
<td>Jull et al. (1992, 1994)  Donahue et al. (1990)</td>
<td>AMS C</td>
<td>Jull et al. (1992), measurement and comparison with other nuclides</td>
<td>Short half-life, able to detect erosion concealed by longer lived isotopes.</td>
<td>Atmospheric contamination, early stages of development.</td>
</tr>
<tr>
<td>(^{41})Ca</td>
<td>(103 \times 10^4) (6.7 \times 10^6)</td>
<td>-</td>
<td>-</td>
<td>AMS ?</td>
<td>No in-situ measurements available to date.</td>
<td>Different half-life from the others, useful range for Quaternary.</td>
<td>No applications so far, very low ratios.</td>
</tr>
</tbody>
</table>
2.2 Principles of In-Situ Cosmogenic Isotope Analysis

2.2.1 Production of In-Situ Cosmogenic Nuclides

Cosmogenic isotopes are produced by the interaction of cosmic ray particles with target atoms. Cosmic rays continuously bombard the Earth from all directions and consist of a range of highly energetic particles which are thought to be the generated from sources within the galaxy such as super nova explosions, cosmic strings and the sun (galactic cosmic rays (GCRs) and solar cosmic rays (SCRs) respectively). At the top of the Earth’s atmosphere (~400 km altitude), the nucleons that comprise the primary cosmic ray incident beam are mainly high energy protons (positively charged elementary particles, ~85%). Also present in smaller numbers are alpha particles (~14%), electrons, and some heavier atomic nuclei composed of protons and neutrons (~1%), (Lal and Peters, 1967; Reedy et al., 1983). As they enter the atmosphere, primary cosmic rays are strongly attenuated due to interactions with other particles, mainly oxygen and nitrogen nuclei, and these reactions produce a shower or ‘cascade’ of secondary particles (mainly protons and neutrons), some of which will have a high enough energy to interact and cause further reactions (Fig. 2.1, Reedy et al., 1983). By the time the cosmic ray flux reaches the Earth’s surface it is strongly diminished resulting in low in-situ (literally produced-in-situ, in a fixed target location on the Earth’s surface) cosmogenic isotope production rates. It is estimated that only 0.1% of secondary particles produce cosmogenic isotopes within the mineral lattice of exposed rocks (Brown et al., 1991). Although the cosmic ray flux at the Earth’s surface varies both in time and space (section 2.2.5), the energy spectrum is invariant below 12 km permitting generalizations to be made about the flux at the Earth’s surface (Lal and Peters, 1967).

There are three principal reactions which produce most in-situ cosmogenic isotopes at the Earth’s surface:

a) Spallation induced by high energy nucleons. This is the most important mechanism in which the cosmogenic nuclide is either emitted by the target nucleus, or more often left behind as residue in a high energy disintegration caused by a neutron bombarding the target atom (Lal and Peters, 1967). High energy nucleons are needed for spallation because the of the high binding energies of the target atomic nuclei. Typical energies of GCRs and SCRs range from 1-100 GeV and 1-100 MeV respectively and atomic binding energy is about 8 MeV so there is ample energy available (Cerling and Craig, 1994). Spallation reactions decline exponentially with depth in the
atmosphere and inside a target; this is a critical assumption for interpretation of nuclide concentrations.

b) Thermal Neutron Activation. This can be a significant production mechanism for some isotopes, especially $^{36}$Cl, and is a reaction in which a thermal neutron (a neutron in thermal equilibrium with the target matter) is captured by the nucleus of a stable nuclide resulting in a cosmogenic nuclide (Lai and Peters, 1967; Phillips et al., 1986). The energy of thermal neutrons is low compared to those needed for spallation reactions. The flux of thermal neutrons is at a maximum below the Earth’s surface although it is attenuated in the atmosphere (Reedy and Arnold, 1972). This fact complicates the assumption of exponential decrease in production with depth inside a target (section 2.2.2). However, thermal neutron activation is not an important production mechanism for most isotopes.

c) Negative Muon Capture. Muons are produced by primary cosmic ray interactions in the atmosphere (part of the secondary cascade) and are weaker elementary particles than neutrons. They do not directly cause reactions but can be captured by a target nucleus which may then decay to create a cosmogenic isotope (Rama and Honda, 1961). Muon capture is the least important mechanism for all isotopes at the surface but similar to thermal neutron activation, it can be significant for $^{36}$Cl depending on target composition. Muons have larger attenuation coefficients than neutrons (~1500 g cm$^{-2}$ (Middleton and Klein, 1987)), therefore muon capture can become significant in samples taken at depth or in areas with high denudation rates.

The relative importance of each production mechanism varies between isotopes and depends on the availability of target elements, i.e. the composition of the target material. Spallation reactions produce all seven isotopes important for geomorphology (Table 2.1). $^{26}$Al is produced by neutron induced spallation of $^{28}$Si and $^{27}$Al and to a lesser extent from muon capture by $^{28}$Si (Klein et al., 1986; Nishiizumi et al., 1986). $^{10}$Be is produced by spallation of oxygen and to a lesser extent $^{28}$Si (Klein et al., 1986; Nishiizumi et al., 1986). In olivines, Mg is an important target atom for $^{10}$Be production by spallation. Below the surface of the earth, an increasingly larger proportion of in-situ-produced $^{26}$Al is due to negative muon capture due to the longer attenuation length of muons compared to neutrons (Klein et al., 1986). Muon production of $^{10}$Be in near surface rocks has also been investigated but is unlikely to be significant for all samples (Brown et al., 1995b).
Quartz (SiO$_2$) is an attractive target material for measuring $^{26}$Al and $^{10}$Be given that the target chemistry is simple and the production rates are maximized. Quartz is also ideal as it can be found in diverse geomorphic settings, is resistant to weathering, has a tight crystal structure which minimizes contamination from atmospherically derived or meteoric $^{10}$Be (see below) and has a low $^{27}$Al content which allows measurement of $^{26}$Al after as few as 10$^3$ a (Nishiizumi et al., 1986) or even just a few hundred years (Finkel et al., 1997). Quartz is by far the most commonly used target material for $^{10}$Be and $^{26}$Al but olivine, ice, pyroxene, diamonds and whole rock have also been tested (Seidl et al., 1997; Lal et al., 1987; Ivy-Ochs, 1996; Klein et al., 1997).

Si is the only important target for spallation produced $^{21}$Ne in quartz. Al, Na and Mg are also spallation targets for $^{21}$Ne but are usually three orders of magnitude lower in relative concentration in quartz and are therefore not important (Graf et al., 1991; Nishiizumi et al., 1993). In olivine and pyroxene, however, $^{21}$Ne can be produced by the spallation of Mg, Si and Fe and Mg, Al, Si and Ca respectively and has been studied in basalts (Marti and Craig, 1987). Mg is the dominant target for cosmogenic $^{21}$Ne, producing over 85% of the total in olivine and pyroxene (Poreda and Cerling, 1992). Muon capture producing $^{21}$Ne could be significant at depth but has not been fully investigated (Cerling and Craig, 1994).

The most important mechanism for the production of $^{36}$Cl is spallation of $^{39}$K and $^{40}$Ca which produces up to 90% of all $^{36}$Cl found in calcite and calcium feldspar (Phillips et al., 1986; Stone et al., 1996a). However thermal neutron capture by $^{35}$Cl is also significant accounting for up to 20% of $^{36}$Cl production in some rocks. Muon capture by $^{40}$Ca becomes important at depth (Phillips et al., 1986; Zreda et al., 1991). Because $^{35}$Cl, $^{39}$K and $^{40}$Ca are only minor constituents in rocks rich in SiO$_2$ it is usually advantageous to use $^{10}$Be and $^{26}$Al in these circumstances. However, $^{36}$Cl can be measured in whole rock and is therefore more versatile than $^{10}$Be and $^{26}$Al which cannot be measured in whole rock due to high $^{27}$Al contents and meteoric $^{10}$Be contamination (Nishiizumi et al., 1986; Klein et al., 1997).

The two major production mechanisms for $^3$He are spallation of heavy nuclei (O, Al and Si) and thermal neutron capture by $^6$Li (Kurz, 1986a; Lal, 1987; Trull et al., 1991). The relative importance of a third mechanism involving muons increases with depth inside a target (Cerling and Craig, 1994). Target materials for studies of $^3$He are commonly pyroxene and olivine from basalts (Kurz, 1986a; Nishiizumi et al., 1990). Although the production mechanisms and suitable targets point to quartz as an obvious choice, problems with post-production diffusion have reduced the potential of this particular combination (Cerling, 1990; Trull et al., 1991, 1995;
Brook and Kurz, 1993; Summerfield et al., 1998a), (section 2.2.3). $^{14}$C is principally produced by spallation of oxygen and studies have used quartz or whole rock as target materials (Jull et al., 1992). $^{41}$Ca is produced by thermal neutron capture by $^{40}$Ca but has not yet been investigated in terrestrial rocks (Kurz and Brook, 1994).

Non-cosmogenic sources of the same isotopes shown in Table 2.1 can represent a significant component of a measured nuclide concentration in a rock and must be distinguished from the true cosmogenic component before interpretation or else resultant exposure ages/rates will be in error. There are three possible non-cosmogenic components: trapped (sometimes called inherited but not in the geomorphic sense), radioogenic (or nucleogenic) and atmospherically derived (meteoric or garden). Contamination by atmospherically derived nuclides is not relevant for $^{3}$He or $^{21}$Ne as they are not transferred from air to soil or rock. For $^{26}$Al there are too few suitable targets in the atmosphere but for $^{10}$Be, $^{36}$Cl and $^{14}$C the meteoric flux can be significant. In most cases, leaching rocks with acid during initial sample preparation can remove any meteoric nuclides (section 3.3), (Kohl and Nishiizumi, 1992; Zreda et al., 1991; Seidl, 1993; Ivy-Ochs, 1996).

A trapped or inherited component of stable isotopes, $^{3}$He or $^{21}$Ne, can arise from fluid inclusions within a target crystal lattice. Because these trapped gases usually have a distinct isotopic ratio (such as a constant atmospheric ratio) and are commonly released during sample crushing or at particular temperatures, they can be distinguished from a cosmogenic component during measurement (Craig and Poreda, 1986; Kurz, 1986a, b; Niedermann et al., 1993). Radioisotopes almost always have no inherited component (Cerling and Craig, 1994).

A radiogenic component can result from the neutron flux associated with natural fission (although these neutrons do not always have enough energy) or from $(\alpha,n)$ or $(\alpha,p)$ reactions (literally reactions involving an alpha particle with either a neutron or a proton) with the alpha particles produced by U-Th decay in, or close to, the target material (e.g. $^{18}$O $(\alpha,n)$ $^{21}$Ne (Faure, 1986)). Radiogeically produced $^{26}$Al can be a significant in certain cases but in surface rocks with a low U-Th content radiogenic $^{10}$Be and $^{26}$Al is usually negligible (Sharma and Middleton, 1989). For $^{21}$Ne and $^{3}$He, separation of multiple components can be accomplished successfully during mass spectrometry measurements assuming the number of components is not larger than the number of isotopes (Kurz, 1986a; Neidermann et al., 1993). In general, stable isotopes are more likely to have problems associated with radiogenic production, and the older the formation age of the rock the higher the nucleogenic component will be (Cerling and Craig, 1994).
2.2.2 Variation of Production with Depth Inside a Target

While traversing through matter cosmic rays are attenuated by nuclear interactions and ionization losses which lead to a pronounced reduction of production with depth inside a target (Lai, 1991). The depth below the surface of a target is usually expressed in g cm\(^{-2}\) (i.e. the distance multiplied by the density of the material (\(\rho\))) rather than simply by a length scale. This unit is used to indicate a shielding mass per unit area and to compensate for density variations; the equivalent depth is called the ‘shielding depth’ (Sarda et al., 1993). The variation of production with shielding depth, known as the attenuation coefficient, has been shown theoretically, and for some isotopes experimentally, to follow closely the absorption mean free path of the neutron component of cosmic rays through air, although it is not formally identical (Brown et al., 1992). The absorption mean free path is the distance over which rays decrease in intensity by a factor of \(1/e\) (or a percentage reduction of \(-63\%\)). This is sometimes known as the e-folding length or skin depth because the energy of the cosmic rays is reduced significantly in only a thin surface layer. For isotopes whose principal production mechanism is neutron spallation, their reduction in production with depth inside a target can be approximated to an exponential decrease (Lai and Arnold, 1985).

Brown et al. (1992) have demonstrated empirically the expected theoretical exponential decrease for \(^{10}\text{Be}\) and \(^{26}\text{Al}\) and revealed a statistically similar attenuation coefficient for both isotopes of \(-145 \text{ g cm}^{-2}\) in quartz down a 1.1m vertical drill core (Fig. 2.3). Kurz (1986b) demonstrated that \(^{3}\text{He}\) in three basalt cores from Hawaii decreased exponentially with depth with best fit values of the attenuation coefficient of 170±2, 165±7 and 164±3 g cm\(^{-2}\). Sarda et al. (1993) showed that cosmogenic \(^{21}\text{Ne}\) decreases exponentially with an attenuation coefficient of 165±6 g cm\(^{-2}\) in basalt following an identical path to \(^{3}\text{He}\) (Fig. 2.3).
Figure 2.3: The depth dependence of $^{10}\text{Be}$, $^{26}\text{Al}$, $^{3}\text{He}$ and $^{21}\text{Ne}$ from empirical studies (after Brown et al., 1992 ($^{10}\text{Be}$ and $^{26}\text{Al}$) and Sarda et al., 1993 ($^{21}\text{Ne}$ and $^{3}\text{He}$)).

For isotopes produced by spallation reactions ($^{10}\text{Be}$, $^{26}\text{Al}$, $^{3}\text{He}$, $^{21}\text{Ne}$ and almost certainly $^{14}\text{C}$) the production rate at depth in a target can be described over the first several metres in an exponential expression as follows (Lal, 1991):

$$P_x = P_0 e^{-px}/A$$  \[2.1\]

where $P_x =$ production rate at depth $x$ in atoms g$^{-1}$ a$^{-1}$, $P_0 =$ production rate at the surface in atoms g$^{-1}$ a$^{-1}$, $\rho =$ density of the rock in g cm$^{-3}$, $x =$ depth in cm, $A =$ attenuation coefficient in g cm$^{-2}$.
The integrated production rate over a certain interval is described by the following equation which is obtained by integration of equation 2.1:

\[
P_{(0 \text{ to } x)} = P_0 \frac{\Lambda}{\rho x} \left(1 - e^{-\rho x/\Lambda}\right)
\]  

[2.2]

where \(P_0, \rho, \Lambda, \) and \(x\) are defined as above and \(P_{(0 \text{ to } x)}\) = the average production rate for the interval from the surface downward to a given depth.

Thermal neutron capture production mechanisms do not follow the same exponential attenuation path as neutron induced spallation mechanisms. Therefore, for isotopes that have a significant component produced by thermal neutron capture, such as \(^{36}\text{Cl}\), production at depth has to be calculated somewhat differently from the equations described above. The production of \(^{36}\text{Cl}\) actually increases relative to the surface value up to a depth of about 45 g cm\(^{-2}\) because thermal neutrons are able to escape back out to the rock surface (for details see Fabryka-Martin (1988)).

Muons have greater attenuation lengths than neutrons, therefore at rock depths over a few meters and in areas of high denudation rates, muon capture should be evaluated for the total production rate of cosmogenic nuclides (Kurz, 1986a, b; Nishiizumi et al., 1989a). Kurz (1986b) demonstrates that at depths greater than 170 g cm\(^{-2}\) reactions involving muons take over as the dominant production mechanism of \(^{3}\text{He}\). However, it is generally assumed that for depths <1 m in surface rocks, the contribution from muons is negligible compared to the total cosmogenic flux (Cerling and Craig, 1994).

### 2.2.3 Post Production Diffusion

An important assumption of the cosmogenic technique is that cosmogenic nuclides are fully retained in situ in the target material after production. Post-formation losses from diffusion or migration are a potential uncertainty in the method but are only significant for the stable isotopes (\(^3\text{He}\) and \(^{21}\text{Ne}\)). There has been debate over the limitations of using \(^3\text{He}\) (Kurz, 1986b; Cerling, 1990; Trull et al., 1991; Brook and Kurz, 1993; Brook et al., 1993) but it is now generally agreed that diffusion of \(^3\text{He}\) is greater in quartz than in olivine (Kurz and Brook, 1994). Factors that may affect the diffusivity of \(^3\text{He}\) in quartz include grain size (Kurz, 1986b; Cerling, 1990; Trull et al., 1991), temperature (Trull et al., 1991, 1995) and exposure age (Brook et al., 1993).
In general, $^{21}\text{Ne}$ is more fully retained in quartz than $^3\text{He}$ and is less affected by diffusion losses over geological time scales (Graf et al., 1991). Hudson et al. (1991) compared $^{21}\text{Ne}$ and $^3\text{He}$ in Antarctic quartz and found no $^{21}\text{Ne}$ losses relative to $^{10}\text{Be}$ and $^{26}\text{Al}$ concentrations but major $^3\text{He}$ losses. Summerfield et al. (1998a) found a similar trend with $^3\text{He}$ ages between 2 and 55 times lower than $^{21}\text{Ne}$ ages in Antarctic quartz, clearly demonstrating a fundamental problem with using cosmogenic $^3\text{He}$ in quartz (section 6.5). Although research is limited, it seems that $^{21}\text{Ne}$ and $^3\text{He}$ are fully retained in olivine and clinopyroxene (Marti and Craig, 1987) but small diffusion effects are a possibility (Bruno et al., 1997).

### 2.2.4 Production Rate Determination

Knowledge of the production rates of in-situ cosmogenic nuclides is a prerequisite for their application in geomorphology. Rates for some isotopes have been estimated both by theoretical calculation (Masarik and Reedy, 1995) and experimental measurement (Nishiizumi et al., 1989a). The generally accepted current rates for each isotope at sea level and high latitude (> 60°) are shown in Table 2.1. Significant spatial variation, and to a lesser extent temporal variation, means that for each separate area of investigation production rates must be adjusted using appropriate scaling factors to the study site (sections 2.2.5 - 2.2.7). There are still significant uncertainties, up to ±20%, in absolute rates for most isotopes and those shown in Table 2.1 are liable to change in the future with the acquisition of additional data (Gosse et al., 1996). A conference entirely dedicated to the problems associated with accurate production rate determination testified to the ongoing nature of research in this area (Santa Fe Workshop Abstracts, 1996).

In an influential paper, Lal and Peters (1967) used results of cosmic ray reactions in photographic emulsions and cloud chambers at high altitude in the Earth’s atmosphere to evaluate the atmospheric production rate of many isotopes. They subsequently developed curves of nuclear disintegrations in the atmosphere using energy spectra data of nucleons, enabling the measured rates to be extrapolated to all latitudes and altitudes. As will be shown later, these scaling curves, summarised and updated in polynomial form by Lal (1991), have been used in the majority of cosmogenic studies to date. The actual rates, however, have been superseded by modern empirical studies.

Theoretical calculations of production rates have been put forward by several authors. Yokoyama et al. (1977) used a three step cascade model and cosmic ray flux data to calculate in-situ rates of production for several nuclides including $^3\text{He}$, $^{10}\text{Be}$, $^{14}\text{C}$, $^{26}\text{Al}$, $^{36}\text{Cl}$, $^{24}\text{Na}$ and $^{22}\text{Na}$.
The model was tested using empirical measurements of $^{22}$Na and $^{24}$Na in aluminium plates exposed for 8 to 20 years in various structures at high altitude in the French Alps. Fair agreement was obtained between the theoretical and experimental results for high and low energy reactions indicating an overall accuracy of between ±20% and ±35%.

Theoretical estimates of production rates are generally inaccurate because of a lack of data on the excitation functions of nuclides and poor knowledge of the probabilities of the formation of nuclides (cross sections) in different reactions (Lai, 1991). To overcome this problem, Masarik and Reedy (1995) used a Monte Carlo model to investigate the production systematics of cosmogenic isotopes and used a series of well tested model components for the production of cosmogenic nuclides in extraterrestrial matter instead of the uncertain cross sections used in previous attempts. The model enabled them to calculate particle fluxes as a function of altitude, chemical composition and latitude and therefore calculate production rates for any isotope. Although theoretically derived rates are sometimes used (Bruno et al., 1997), experimentally determined rates are more often applied.

Experimental determination of absolute production rates for any cosmogenic isotope requires a target sample of known exposure age that has been reliably dated by an alternative method such as radiocarbon dating. The sample must also have had experienced no denudation or burial since the exposure event. Ideally, one requires rock that has been buried for a long time and then suddenly exposed to cosmic rays to eliminate problems with inherited nuclides. By careful measurement of the nuclide concentration and geochemical composition of the target, the production rate can be calculated for the particular altitude and geomagnetic latitude of the sample, provided the production mechanisms are understood.

This method is exemplified by the work of Nishiizumi et al. (1989a) who studied the concentrations of $^{10}$Be and $^{26}$Al in quartz crystals from glacially polished granite in the Sierra Nevada. This work yielded estimates of the production rates of these nuclides in SiO$_2$ and the rates have since been used in the majority of studies (Table 2.1). By using samples from apparently fresh glacially scoured surfaces with evidence of deep erosion by the most recent episode of glaciation, they assumed that the cosmogenic nuclides present were those that had accumulated only since the last glacial retreat. Deglaciation in the area had been radiocarbon dated to a calendar age of 11 ka and this was used as the exposure age of the samples. The measured ratio of $^{26}$Al to $^{10}$Be was found to be in good agreement for all 12 samples with an average of 6.04 ± 0.54. This is regardless of differences in altitude, exposure and snow cover as
these factors do not affect the ratio, only the absolute rates for the individual nuclides. Total production rates due to nucleons and negative muons were found to be 6.03 and 36.8 for $^{10}$Be and $^{26}$Al respectively at sea level and high latitude (Nishiizumi et al., 1989a). Similar rates were calculated by Brown et al., (1991) for Antarctic rocks but a slightly higher rate for $^{26}$Al yielded a production ratio of $-6.5$. A similar production rate ratio was determined by Ivy-Ochs (1996) but the rates do not vary outside the error limits from those of Nishiizumi et al. (1989a). Clark et al. (1995) suggested significantly different rates on the basis of new radiocarbon ages for deglaciation in the Sierra Nevada and a re-evaluation of the effect of geomagnetic field changes. New radiocarbon evidence suggested deglaciation in the area was completed by at least 13 ka BP (calibrated), if not 14 ka BP (Stuiver and Reimer, 1993) which would mean the rates of Nishiizumi et al. (1989a) are at least 20% too high because their calibration age was too young. Clark et al. (1995) have suggested conservative new rates of 5.10 and 31.1 atoms g$^{-1}$ a$^{-1}$ for $^{10}$Be and $^{26}$Al respectively (sea level, >60°) but rates as low as 4.74 and 28.9 atoms g$^{-1}$ a$^{-1}$ are supported, although their data are preliminary. These changes which would significantly affect calculated exposure ages and denudation rates.

Studies published since Clark et al. (1995) have tended to retain the original rates of Nishiizumi et al. (1989a); however, a growing awareness of the uncertainties associated with production rates of cosmogenic isotopes means that often both rates can be accommodated within error limits if all sources of error are recognised. Recently, Nishiizumi et al. (1996) have tried to address the issue of $^{10}$Be production by making direct measurements of production in water targets after 1-2 years exposure. Although after such a short time scale it is somewhat difficult to extrapolate the measured rates due to effects of the Earth’s magnetic field over time (section 2.2.5), they found better agreement with their original rates than those of Clark et al. (1995) and provide a useful review $^{10}$Be production rate studies.

A similar method has been used to determine production rates of cosmogenic $^{36}$Cl from $^{35}$Cl, $^{39}$K and $^{40}$Ca in young glacial moraines and lava flows (Zreda et al., 1991; Phillips et al., 1996). A production rate equation was solved for separate parameters corresponding to each different production mechanism. Production rates of $^{36}$Cl due to spallation at sea level and high geomagnetic latitude were found to be $6020 \pm 400$ atoms a$^{-1}$ mol$^{-1}$ $^{39}$K and $2940 \pm 200$ atoms a$^{-1}$ mol$^{-1}$ $^{40}$Ca. The thermal neutron capture rate ($^{35}$Cl) was calculated to be $(3.07 \pm 0.42) \times 10^5$ neutrons (kg of rock)$^{-1}$. This corresponds to a average rate in granite of ~8 atoms g$^{-1}$ a$^{-1}$ (sea level, > 60° latitude, Zreda et al., 1991). These values differ from previously calculated values such as those of Yokoyama et al. (1977) which was larger by a factor of four. This is due to
differences in scaling factors and uncertainties in the excitation functions used for the theoretical calculations. Recently, Stone et al. (1996a) and Evans et al., (1997) have carried out further work on the production of $^{36}$Cl due to spallation of $^{40}$Ca and in K feldspar.

Production rates for cosmogenic $^{21}$Ne have not been measured directly in samples of known age but have been estimated by determining a production ratio relative to other isotopes. The production ratio of $^{21}$Ne/$^{26}$Al measured in quartz is $0.67 \pm 0.11$ (valid for approximately $10^4$ years due to the decay of $^{26}$Al), (Graf et al., 1993; Neidermann et al., 1994) and was found to agree well with ratios observed in extraterrestrial matter. Using the production rate of Nishiizumi et al. (1989a) for $^{26}$Al, the ratio corresponds to a production rate for $^{21}$Ne of 21 atoms g$^{-1}$ a$^{-1}$ in quartz at sea level and $>60^\circ$ latitude. This cosmogenic $^{21}$Ne rate is therefore open to the same criticism from Clark et al. (1995) as the $^{10}$Be and $^{26}$Al rates. Sarda et al. (1993) used the production ratio of cosmogenic $^3$He/$^{21}$Ne (3.5 $\pm$ 0.1) to estimate a production rate of 169 atoms g$^{-1}$ a$^{-1}$ (2330 m, $21^\circ$ latitude) in basalt olivines at Réunion, this rate is strongly dependent on target composition. Recently, Bruno et al. (1996) used the elemental ratios from Masarik and Reedy (1995) and a rate of 45 atoms g$^{-1}$ a$^{-1}$ in Si (Neidermann et al., 1994) to calculate a $^{21}$Ne production rate from Mg, Al, Si, Ca and Fe in pyroxene and whole rock.

There have been various attempts to constrain the production rate of $^3$He, most of which have used radiocarbon dated lava flows and samples from surfaces which retain original morphology indicative of zero denudation (Kurz, 1986a, b; Cerling, 1990; Kurz et al., 1990; Cerling and Craig, 1993). Although the rates have been commonly measured in olivine, the rates are weakly dependent on composition and are broadly applicable to all silicates (Kurz et al., 1990). Indeed, rates that have been determined for olivine (Cerling and Craig, 1993) have been used to determine exposure ages of Antarctic sandstone boulders (Brook et al., 1995). Kurz et al. (1990) estimated a present day rate of 125 $\pm$ 30 atoms g$^{-1}$ a$^{-1}$ but determined that during the past 10,000 a this rate had varied by a factor of $\pm$ 2.3. The proposed cause of this significant variation was changes in the strength of the Earth's magnetic field although denudation and poor calibration could also have had an effect (see below). Other investigations have yielded rates that have been broadly compatible but the production rate of $^3$He is still relatively uncertain (Brook and Kurz, 1993; Brook et al., 1995b). Cerling and Craig (1993) estimated a rate of 115 atoms g$^{-1}$ a$^{-1}$ which has been utilised recently by a number of studies (Brook et al., 1995b; Bruno et al., 1997).
The Earth’s magnetic field is not constant, its force varying both spatially and temporally. Change in the field can be a result of slow secular variations or abrupt magnetic storms. Cosmogenic production rates are affected by the strength of the field because intensity of the incident cosmic ray flux is controlled by the cutoff energies (or rigidities) of the field (Lai and Peters, 1967). A cutoff energy is the lowest energy with which a cosmic ray can enter the Earth’s atmosphere. Cutoff energy values vary spatially with latitude due to the configuration of the magnetic field; they are lowest at the magnetic pole and highest at the equator. Rates therefore increase from the equator to the pole and reach a maximum at about 60° remaining constant above this geomagnetic latitude. The poleward amplitude of production as a function of geomagnetic latitude has been calculated variously as 1.77 (Lai and Peters, 1967), 4.1 (Yokoyama et al., 1977) and 1.5 (Staudacher and Allégre, 1991). As discussed below (section 2.2.7), the latitude scaling factors of Lal (1991) based on Lal and Peters’ (1967) work are generally the most accepted.

As the strength of the magnetic field varies through time, more or less cosmic radiation is able to bombard the Earth, thereby affecting nuclide production rates. Variation of production rates through time is of concern because it has a direct affect on the applicability of measured/calculated rates and the accuracy of ages/rates determined by the technique. In general, production is inversely proportional to geomagnetic field strength (Lao et al., 1992, Sarda et al., 1993). As with spatial variation, temporal changes in the geomagnetic field have greatest affect at the equator and becomes less significant at high latitudes >60°. Kurz et al. (1990) suggested that any kind of calibration or adjustment for temporal changes in the field will only be necessary for low latitude investigations but the issue is relevant to all studies which require high levels of accuracy, for example, in dating glacier fluctuations.

Experimentally determined production rates represent integrated values for the entire exposure age of the calibrated sample, reflecting long-term averages and ignoring short-term fluctuations in the cosmic ray flux and magnetic field strength. As previously mentioned, Kurz et al. (1990) calculated integrated production rates for in-situ cosmogenic $^3$He from radiocarbon dated lavas in Hawaii and found that rates varied considerably with age of sample. The mean $^3$He production rate in the time period 2000 - 7000 a BP was calculated as $55 \pm 15$ atoms g$^{-1}$ a$^{-1}$ whereas the mean value for younger samples was $125 \pm 30$ atoms g$^{-1}$ a$^{-1}$. Samples between 7000 and 10 000 a old yielded a mean of $127 \pm 19$ atoms g$^{-1}$ a$^{-1}$. Of all the possible causes of production rate
variation, Kurz et al. (1990) cited the strength of the terrestrial dipole as the most important and showed that the variation of rate with age closely follows the inverse of changes in field strength, although the amplitude of production rate variation is less than the amplitude of field variation. Kurz et al. (1990) also demonstrated that variation in the dipole moment has a smaller effect on production at sea level than at high altitude because cosmic rays consist of higher energy particles at sea level which are not affected by the magnetic field as much as lower energy particles found at altitude which are gradually filtered out by the atmosphere.

In general, temporal changes in the Earth’s magnetic field strength are more important in samples with a low cosmogenic nuclide concentration and recent exposure. The influences of changes in geomagnetic latitude are averaged out over time based on the ‘time-averaged geocentric axial dipole field hypothesis’ in which geomagnetic latitude can be approximated to equal geographic latitude integrated over thousands of years (R. Thompson, pers. com.). Therefore although it is technically correct to use a geomagnetic latitude rather than geographic latitude to locate a sample in terms of its exposure to cosmic radiation, most studies, and especially those concerned with samples exposed for 10,000 a or more, use geographic latitude as an approximation (Bierman and Turner, 1995; Brook et al., 1995b).

2.2.6 Other Spatial and Temporal Shielding Effects

In a similar way to depth inside a sample, production rates decrease with increasing depth inside the atmosphere due to an increase in atmospheric shielding. A sample at 3 km elevation will have a production rate 8 to 10 times higher than a sample at sea level (Kurz et al., 1990) Spatial variation in the Earth’s magnetic field, as discussed above, means that the effect of altitudinal shielding is greater near the equator than near the poles. As for latitudinal effects, factors are available to account for different site elevations and are presented in section 2.2.7.

Partial shielding of a target surface from cosmic rays results in lower production rates. If there is partial shielding of a site, the proportion of the cosmic ray flux reaching the surface has to be calculated for each location individually. Commonly, this assumes that the shielding has not changed through time. Partial shielding results from two possibilities: 1) nearby topographic features that obscure part of the sample from the incident flux and 2) from angled surfaces. These effects are collectively known as complex target geometries. A sample taken from a vertical face will have experienced approximately half the production rate of a horizontal sampling surface (assuming that it only receives cosmic rays from 0° up to 90°). However, the
change in the energy of the incident flux is not uniform from 0° to 90°, in fact incident energy is minimal below 45°. Therefore, if the shielding angles are low or the surface is only tilted slightly, the corrections for partial shielding are small. The effect of shielding can be quantified by integrating the free access of cosmic radiation for the angular dependence of incident cosmic rays (Nishiizumi et al., 1989a; Cerling and Craig, 1994) according to the relationship:

\[ F(\theta) = \sin^2 \theta \]  \hspace{1cm} [2.3]

which can then be compared to the case for no shielding (i.e. 2\pi exposure). Field data required for these calculations are the dip of the surface taken with respect to the horizontal, the azimuth angle and the profile of features blocking the cosmic rays in all horizontal directions (2\pi) around the sample (Nishiizumi et al., 1989a). In most cases, shielding corrections of this sort are <5% but in high relief areas they may be very important.

Production rates can vary through time due intermittent shielding of the sample site by snow, volcanic ash, rock debris, soil, wind blown sand or vegetation. Episodic accumulations can be thought of as equivalent to a temporary increase in depth of the sample. The density of the overlying material is important and for snow the density is so low that a considerable thickness is required for a significant effect. It is likely that temporary burial would have more of an effect on flat lying sites than angled surfaces but this is not always the case and is particularly debated for snow cover (Nishiizumi et al., 1989a; Gosse et al., 1995a, b). It is important to assess the possibility and significance of temporary shielding at each new sampling site as both exposure age determinations and denudation rate estimates assume that there has been none. Use of two isotopes can help to distinguish between those samples which have had a simple exposure history with no phases of burial from those that have experienced complexity (section 2.4.4).

\subsection*{2.2.7 Scaling for the Effects of Latitude and Altitude}

Scaling factors that enable production rates to be adjusted to any latitude and altitude on the Earth’s surface have been proposed by several authors including Lal (1991). Although other models exists (e.g. Yokoyama, 1977), the scaling information from Lal (1991) is most commonly applied and has been summarised in Table 2.2. Empirical investigation into the altitudinal dependence of the production of \(^{36}\)Cl indicated that these were the most appropriate factors of those available (Zreda et al., 1991). A scaling factor \((x)\) calculated using the indices in Table 2.2 can be used to convert any existing rate, for example 21 atoms \(^{21}\)Ne g\(^{-1}\) SiO\(_2\) yr\(^{-1}\) at sea level and
to a specified altitude and latitude. The scaling factor formulation is based on extensive cosmic ray data on slow neutrons as an index for nuclear interaction rates as well as experimentally measured fluxes (Lal and Peters, 1967). Lal (1991) has proposed that the relative latitude-altitude variation in nuclear disintegrations in his scheme are accurate to within ±10%.

Table 2.2: Altitudinal and latitudinal scaling indices to fit the third order polynomial $x=a+b.y+c.y^2+d.y^3$, where $y$=altitude (km) and $x$ is the scaling factor relative to the production rate at sea level and high latitude. (After Lal, 1991; Zreda, 1994)

<table>
<thead>
<tr>
<th>Geomagnetic latitude</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.587</td>
<td>0.454</td>
<td>0.175</td>
<td>0.036</td>
</tr>
<tr>
<td>10</td>
<td>0.590</td>
<td>0.447</td>
<td>1.197</td>
<td>0.037</td>
</tr>
<tr>
<td>20</td>
<td>0.678</td>
<td>0.483</td>
<td>0.235</td>
<td>0.044</td>
</tr>
<tr>
<td>30</td>
<td>0.833</td>
<td>0.700</td>
<td>0.174</td>
<td>0.084</td>
</tr>
<tr>
<td>40</td>
<td>0.933</td>
<td>0.897</td>
<td>0.252</td>
<td>0.104</td>
</tr>
<tr>
<td>50</td>
<td>1.014</td>
<td>1.044</td>
<td>0.303</td>
<td>0.135</td>
</tr>
<tr>
<td>60-90</td>
<td>1</td>
<td>1.104</td>
<td>0.315</td>
<td>0.140</td>
</tr>
</tbody>
</table>

2.2.8 Summary

The principles of cosmogenic isotope analysis have been shown to be generally well constrained. The development of understanding of production mechanisms and the factors affecting production in rocks at the Earth’s surface has become suitably well advanced to make the measurement of nuclide concentrations worthwhile, despite some remaining uncertainties. Accurate production rate determination is still vitally important. Theoretical studies are hampered by a lack of data on the probability that reactions will take place. The greatest problem facing experimental determination is locating suitable sites with well constrained exposure ages and simple exposure histories over geologically meaningful time scales. Current uncertainties in production rates are usually estimated at ±20% (Gosse et al., 1996). Factors that effect the production rate of cosmogenic isotopes can be summarised into two categories: those for which corrections are known and those which have poorly constrained effects but are likely to be significant. Those known include variation of production with depth, with latitude and altitude and the effect of complex exposure geometries. Those unknown (or that remain without generally accepted correction factors) include the significance of variation of Earth’s magnetic field, other possible changes in the incident flux and temporary shielding at the sampling site. Irrespective of these problems, the principles of the technique do allow for meaningful interpretation of measured concentrations of in-situ-produced cosmogenic isotopes at the Earth’s surface.
2.3 Sample Preparation and Measurement of In-Situ Cosmogenic Isotopes

Sample preparation requirements vary according to the nuclide being measured and the composition of the target material. Nuclide separation should avoid contamination, while data are also required on the geochemical composition of the target material to assess production mechanisms and determine production rates particularly when isotopes, such as $^{36}$Cl, are generated from a wide range of elements that naturally occur in varying abundances. Sample preparation for $^{21}$Ne and $^3$He requires separation of crystals of suitable minerals such as olivine, pyroxene or quartz for mass spectrometer measurement and analysis of the target composition, but is minimal compared to sample preparation requirements for $^{10}$Be, $^{26}$Al, $^{36}$Cl and $^{14}$C. Details on mineral separation and the chemical procedure for separating $^{10}$Be and $^{26}$Al from quartz are described Chapter 3. Details on sample preparation for $^{36}$Cl and $^{14}$C can be found in Ivy-Ochs (1996) and Jull et al., (1992).

2.3.1 Stable Isotope Measurement Using Conventional Mass Spectrometry

Within the last 15 years, improvements in mass spectrometric techniques have made it possible to measure the small amounts of stable cosmogenic isotopes produced in situ in terrestrial samples, and concentrations of $^3$He and $^{21}$Ne have been successfully determined on a range of machines (Kurz, 1986a, b; Kurz et al., 1990; Cerling, 1990; Graf et al., 1991; Neidermann et al., 1993, Brook, 1993; Seidl, 1993; Summerfield et al., 1998a). Mass spectrometry makes use of the fact that isotopes of every element and many molecules have almost unique mass-to-charge ratios to measure precisely the relative abundance of isotopes of an element. The basis of mass spectrometry involves the formation of ions from a prepared sample, acceleration through an electrostatic potential, separation of the ions based on their mass-to-charge ratio and measurement of the number of ions received per second in a detector (Elmore and Phillips, 1987).

As discussed in section 2.2.1, $^3$He and $^{21}$Ne can be formed in rocks by mechanisms other than interactions with cosmic rays. Separating and measuring purely the cosmogenic component can be problematic, but by knowing the distinct isotopic ratios of different components it is possible to distinguish the cosmogenic concentration. Helium has two long-lived stable isotopes, $^3$He and $^4$He, and essentially two components: the inherited or trapped component, and the cosmogenic component. If the $^3$He/$^4$He ratio of the inherited component is known then the amount of cosmogenic helium can be calculated because cosmogenic $^4$He is negligible compared to the
inherited $^4$He. Kurz (1986a) has shown that most of the cosmogenic helium is contained within the solid phases whereas the magmatic inherited component is held primarily in the melt and fluid inclusions. The majority of this inherited component can be released and its isotopic composition determined by crushing a clean sample in a vacuum. A combination of crushing and step heating can effectively separate the cosmogenic helium for measurement. Measuring cosmogenic neon is more problematic due to multiple neon components. $^{21}$Ne found in surface rocks is commonly a product of cosmogenic, trapped and radiogenic origin. Because there are three components, it is usually desirable to measure three isotopes, $^{20}$Ne, $^{21}$Ne and $^{22}$Ne (Neidermann et al., 1993; Bruno et al., 1997). The details of cosmogenic $^{21}$Ne measurement are described in Chapter 3 with additional information in section 6.5.

2.3.2 Radioisotope Measurement Using Accelerator Mass Spectrometry

Cosmogenic radionuclides ($^{10}$Be, $^{14}$C, $^{26}$Al, $^{36}$Cl) are rare compared to stable cosmogenic nuclides and are not measurable using conventional (low energy) mass spectrometry due to a lack of sensitivity and efficiency with small sample sizes and very low mass ratios (Elmore and Phillips, 1987). The long half-lives and low concentrations of most of the nuclides in question also prevent accurate measurement by decay counting which would take years to get comparable results (Finkel and Suter, 1993). Research into developing AMS to measure long-lived radioisotopes began in the late 1970s (e.g. Muller, 1977) and resulted in sufficient analytical sensitivity to measure the build up of in-situ cosmogenic nuclides. It is now possible to measure very low isotopic abundances of as few as $10^5$ atoms and isotopic ratios of the order of $10^{-14}$ (radioactive isotope/stable element), (Elmore and Phillips, 1987).

Comprehensive reviews of all aspects of AMS are provided by Finkel and Suter (1993) and Elmore and Phillips (1987) and the specifics of $^{10}$Be and $^{26}$Al measurement are detailed by Klein et al. (1982), Middleton et al. (1983) and Raisbeck et al. (1987). The following paragraphs are essentially a brief summary of the important points raised in these articles as well as a basic introduction to the principles of AMS.

Today, nearly all cosmogenic isotope measurement is carried out using tandem accelerators (the name tandem refers to a two stage acceleration design, see below) and there are approximately 24 worldwide capable of detecting rare isotopes including the facility at the Center for AMS, Lawrence Livermore National Laboratory and the Eidgenössische Technische Hochschule/Paul Scherrer Institut AMS facility (Finkel and Suter, 1993). AMS uses the same basic principles as
conventional mass spectrometry but includes an acceleration to megaelectron volt (MeV) energies. This high energy acceleration together with the analysis of negative ions allows the separation and measurement of isotopes with much lower abundance ratios than is possible with low (kiloelectron volt) energy acceleration (Elmore and Phillips, 1987).

The principal components of a typical AMS instrument are shown schematically in Figure 2.4. The samples are loaded into targets in an ion source, commonly a cesium (Cs) sputter source, which produces a negative ion beam. The beam is initially mass analysed to select the mass range of interest. The ion beam is then accelerated once to the high voltage terminal in the tandem accelerator where it passes through a foil slit or narrow gas filled canal. Here, outer electrons are stripped away and the ions become positively charged. The ion beam is then accelerated for a second time into a high energy mass spectrometer and then finally detected and counted by a range of possible methods including faraday cups or gas filled ionization chambers.

Among the problems of radioisotope measurement are molecular contamination, instrumental background and interfering stable atomic isobars (Elmore and Phillips, 1987; Finkel and Suter, 1993). Interfering isobars are isotopes or molecules that have the same mass number (M) as the isotope being measured, for example $^{10}$B disrupts measurement of $^{10}$Be, $^{28}$Mg interferes with
Various techniques to deal with this can be used at different stages of analysis such as purification during sample preparation based on chemical differences of the two elements. The ion source can act as a first filter because in many cases the interfering isobars do not form stable negative ions such as $^{26}$Mg and $^{36}$Ar (Elmore and Phillips, 1987; Finkel and Suter, 1993). Each of the five stages described above (Fig. 2.4) can act as a filter and another example is the electron stripping stage and conversion to positive ions which can help remove molecules. High sensitivity can be maintained as problems are dealt with progressively throughout the instrument (Finkel and Suter, 1993).

To improve the precision of the isotopic ratios measured, standards (samples with a known isotopic ratio) and blanks (samples with no detectable isotopes) are run periodically for normalisation and to measure instrumental or sample preparation background. Results are often relative to these standards and therefore systematic errors (machine bias) are eliminated so long as they remain constant. Variation in systematic errors, for example those resulting from voltage drift, constitute most to the final uncertainty. The overall precision of AMS is usually in the range 3 to 10% given stable power supplies and suitable normalisation (Elmore and Phillips, 1987). Although higher accuracies are possible with conventional mass spectrometry, much lower abundance ratios can be determined using AMS. Finkel and Suter (1993) point out that uncertainties in calibration standards are not usually included in quoted errors. Measured isotopic ratios are converted to absolute nuclide concentrations in the form atoms per gram of target material. Some further details about the AMS facilities used in this project are provided in Chapter 3.

### 2.4. Interpretation of *in-Situ* Cosmogenic Isotope Data

The following sections describe the interpretation of measured concentrations of cosmogenic isotopes in terms of quantitative information on exposure histories of rock surfaces. It focuses on radionuclides $^{10}$Be and $^{26}$Al and the stable nuclide $^{21}$Ne in quartz. It does not cover the interpretation of $^{36}$Cl which requires special treatment due to the complex nature of its production and depth dependence (for a detailed description of $^{36}$Cl interpretation see Bierman (1993) or Zreda (1994)). Literature on the interpretation of cosmogenic isotope analysis commonly refers to erosion when the broader term denudation would be more correct for it is the overall lowering of a surface which is implied rather than a specific set of processes (section 1.2). However, in order to follow convention, the term erosion will generally be used here.
2.4.1 Accumulation of In-Situ Cosmogenic Nuclides

The accumulation of cosmogenic radioisotopes at the Earth’s surface over time can be described as follows:

\[ N = \frac{P}{\lambda + \frac{\rho \varepsilon}{\Lambda}} \left[ 1 - e^{-\left(\frac{\lambda + \frac{\rho \varepsilon}{\Lambda}}{\varepsilon}\right)t} \right] \]  \[2.4\]

or rearranged with respect to time (t):

\[ t = -\frac{1}{\frac{\lambda + \frac{\rho \varepsilon}{\Lambda}}{\varepsilon}} \ln \left[ 1 - \left(\frac{\lambda + \frac{\rho \varepsilon}{\Lambda}}{\varepsilon}\right)\frac{N}{P} \right] \]  \[2.5\]

where: \( N \) = the concentration of radionuclides, atoms g SiO\(_2\)\(^{-1}\)
\( P \) = the local corrected production rate, atoms g SiO\(_2\)\(^{-1}\) a\(^{-1}\)
\( \lambda \) = the decay constant of the radionuclide (ln2/t\(_{1/2}\)), a\(^{-1}\)
\( \rho \) = the rock density, g cm\(^{-3}\)
\( \varepsilon \) = the erosion rate, cm a\(^{-1}\)
\( \Lambda \) = the cosmic ray attenuation length in target rock, g cm\(^{-2}\)
\( t \) = the length of time the surface has been exposed to cosmic radiation, a

For stable isotopes, which do not decay (i.e. no \( \lambda \)), this simplifies to:

\[ N = \frac{P}{\frac{\rho \varepsilon}{\Lambda}} \left[ 1 - e^{-\left(\frac{\rho \varepsilon}{\Lambda}\right)t} \right] \]  \[2.6\]

Equations 2.4, 2.5 and 2.6 are based on the following assumptions:

1. When the sample was exposed it contained a zero concentration of cosmogenic nuclides (i.e. when \( t = 0 \), \( N = 0 \)).
2. Nuclides are quantitatively retained in the target material and have not been lost via diffusion or migration.
3. The only way nuclides are removed from the system is through radioactive decay ($\lambda$, for radionuclides only) and by erosion ($\varepsilon$).

4. The production rate, and therefore the cosmic ray flux and exposure geometry of the sample, is assumed to have been constant over the exposure time.

5. Production is assumed to decline exponentially with depth.

6. Erosion is assumed to be steady state, i.e. have been uniform and caused by the removal of layers of rock significantly less than the attenuation length of ~0.5 m. This is a specific definition of steady-state erosion and should not be confused with other uses of the term to describe geomorphic systems.

---

Figure 2.5: Accumulation of cosmogenic isotopes with constant unit production and no erosion. Stable isotopes accumulate linearly whereas radioisotopes accumulate to a maximum saturation concentration related to their half-life known as secular equilibrium.

Figure 2.6: Accumulation of cosmogenic isotopes with currently accepted production rates at sea-level and >60° latitude in quartz, subject to zero erosion. Radioisotopes reach secular equilibrium after ~3-4 half-lives.
Fig. 2.5 shows how all five isotopes accumulate over time with respect to a unit production rate, decay constants as provided in Table 2.1 and the assumption of no erosion (i.e. $e = 0$ in equations 2.4 and 2.6). After about 3-4 times the half life, radioisotopes $^{10}$Be, $^{26}$Al, $^{36}$Cl and $^{14}$C reach a saturated concentration known as secular equilibrium with respect to production and loss through decay (Honda and Arnold, 1967). This is when the build-up of nuclides has reached such a point that the number of nuclei decaying will equal the number being formed so that no further changes of concentration can occur. (It is sometimes rather confusingly referred to as a steady-state concentration.) Stable nuclides, however, like $^{21}$Ne, continue to accumulate linearly. Fig. 2.6 shows how the isotopes accumulate relative to each other using the currently accepted production rates at sea level and high latitude ($>60^\circ$) in quartz. $^{3}$He will always have the highest concentration of any isotope given its high production rate (assuming no diffusion). Concentration ratios between the isotopes vary according to the exposure time.

2.4.2 Exposure Age Determination

Assuming zero erosion, equations 2.4 and 2.6 simplify to:

$$N = \frac{P}{\lambda} \left( 1 - e^{-\lambda t} \right)$$  \hspace{1cm} [2.7]

or:

$$t = \frac{\ln \left( 1 - \frac{N\lambda}{P} \right)}{-\lambda}$$  \hspace{1cm} [2.8]

For stable isotopes equation 2.7 simplifies further to:

$$N = P \times t$$  \hspace{1cm} [2.9]

In equations 2.7 and 2.9, $N$ is entirely dependent on one unknown variable, that is the time of exposure ($t$). If this time represents an exposure event, $N$ can give the ‘exposure age’ of the rock that has been revealed by the event, be it, for example, a landslide or episode of glacial erosion. The assumption that $N = 0$ when $t = 0$, is particularly important for this style of interpretation to be valid. As will be discussed later, such an assumption can be hard to verify, but, by using two or more isotopes it can be tested. If calculated ages coincide and concentration ratios reflect production ratios, then the result is more likely to represent a true age. Lal (1995) suggested that
the result be called an 'event age' rather than exposure age to make it more clear what the
calculation represents.

For stable isotopes there is no theoretical time limit to the range of exposure age dating because
nuclides continue to accumulate in a linear fashion indefinitely (Figs. 2.5 and 2.6). However, radionuclides can only be used for accurate exposure age dating before secular equilibrium has been reached. After secular equilibrium has been reached the calculated age will remain the same regardless of further exposure and is termed an apparent or effective age. The limit on exposure age dating using \(^{10}\text{Be}\), \(^{26}\text{Al}\), \(^{14}\text{C}\) and \(^{36}\text{Cl}\) is \(\sim 4\) x their half-lives. For \(^{10}\text{Be}\) and \(^{26}\text{Al}\) the limits on exposure age dating are therefore \(\sim 5\) Ma and \(\sim 2.5\) Ma respectively. Experimental calibration of production rates (section 2.2.4) uses independently dated surfaces and interprets measured concentrations using equations 2.7 and 2.9 to solve for \(P\) rather than \(t\). (In some cases (e.g. Kurz 1986b) independent estimates of \(t\) and \(e\), allow equations 2.7 and 2.9 to be used for this purpose.) It is clear that for the result to be accurate the value of \(t\) must be well constrained.

The assumption of zero erosion, and therefore the applicability of equations 2.7 and 2.9, is seldom realised in reality; in almost all environments bedrock outcrops experience some kind of alteration by weathering processes and erosion. The concept of an exposure age is therefore only truly applicable in a limited number of geomorphic scenarios and should always be regarded as a special case (sections 2.5.1 and 2.5.2). It must be remembered that all exposure ages are entirely model dependent and subject to errors associated with each limiting assumption. If the assumption of zero erosion cannot be verified, or the concentration has reached secular, equilibrium then calculated ages are minimum ages rather than true exposure ages. Exposure age equations yield the lowest amount of time that could have elapsed to accumulate the measured concentrations, therefore ages are usually termed minimum ages to allow for some undetermined margin of error. Obviously, the effect of erosion will be enhanced over time and therefore exposure ages are usually more accurate for younger events.

2.4.3 Erosion Rate Determination

The effects of erosion on both stable and radionuclide accumulation are shown in Figures 2.7 and 2.8. Erosion reduces the time that a radionuclide takes to reach secular equilibrium because it increases the amount of nuclides that are lost through time. Figure 2.7, shows that for \(^{10}\text{Be}\), the concentration of nuclides reaches secular equilibrium with an erosion rate of \(1\) m Ma\(^{-1}\), 10 Ma years earlier than with no erosion. As shown in Figure 2.8, a stable nuclide can also reach a
saturated concentration with respect to production and erosion. Comparing Figures 2.7 and 2.8 shows that for the same erosion rate, stable nuclide concentrations take longer to reach secular equilibrium than radionuclide concentrations because there are no losses through decay.

By assuming that nuclides concentrations have reached secular equilibrium, i.e. that $t>>1/(\lambda + \rho \varepsilon / \Lambda)$ (Lal, 1995), then an erosion rate can be calculated such that:

$$N = \frac{P}{\lambda + \frac{\rho \varepsilon}{\Lambda}} \quad [2.10]$$
or:

\[ \varepsilon = \frac{\Lambda}{\rho} \left( \frac{P}{N} - \lambda \right) \]  

[2.11]

In general, the resultant erosion rate will be a maximum, unless one can be certain that secular equilibrium has been reached in which case the result will represent a true erosion rate. The validity of this erosion rate model can be tested using a combination of nuclides (see below). It must be emphasised that erosion rates calculated in this way are heavily model dependent and require an accurate knowledge of production rates. At low erosion rates, uncertainty in \( P \) is particularly influential. As mentioned above, stable isotopes can also reach a steady-state saturated concentration with respect to \( P \) and \( \varepsilon \), although this is seldom recognised. It is unusual to use a stable isotope alone to determine an erosion rate because it takes such a long time for the nuclides concentration to reach saturation. However, in particular geomorphic scenarios, it is reasonable to use a stable isotope in this way (Summerfield et al., 1998a).

The modelled erosion rates from equations 2.10 and 2.11 are necessarily integrated over the period of time that an isotope takes to acquire secular equilibrium with such an erosion rate. In other words, the minimum amount of time to which a modelled erosion rate applies is the time it takes for the lines in Figs. 2.7 and 2.8 to flatten out. This value is equivalent to the apparent or effective exposure age of the sample. No maximum limit on the duration of the calculated rate is imposed by the model. This is because the concentration of the isotope is assumed to be in secular equilibrium and will remain so for an infinite period of time. In reality, of course, the erosion rate and perhaps the production rate will change through time and therefore extrapolation must be based on a consideration of the variables affecting erosion rates, such as climate, that can vary through time.

2.4.4 Using the 'Erosion-Island' Graph to Determine Exposure Histories

So far two end-member interpretive models have been considered: minimum exposure ages assuming no erosion, and maximum erosion rates assuming concentrations are in secular equilibrium. In each case, it is obviously beneficial to use more than one isotope to verify the underlying assumptions. If ages and rates coincide for different isotopes the results are more likely to reflect the true exposure ages and erosion rates for the particular site. If, however, erosion is occurring but nuclide concentrations have not reached secular equilibrium, the relationship between nuclide concentrations and their ratios with other nuclides can be used to
decipher exposure histories and determine erosion rates. In addition, examination of the ratio between isotopes can determine the extent to which an exposure history may have been complex. This is because the ratio of concentrations of two nuclides in an eroding rock surface changes sensitively with erosion and the rate of erosion (Klein et al., 1986; Nishiizumi et al., 1989a; Lal, 1991).

A graph of the concentration of one nuclide on a log scale against its ratio with another is a smooth curve reaching an end point when both nuclides have reached saturation and the ratio becomes fixed. If one is considering \(^{10}\)Be and \(^{26}\)Al and plotting \(N_{\text{Be}}\) against \(N_{\text{Al}}/N_{\text{Be}}\) then the saturation ratio steadily decreases as the erosion rate decreases. A family of curves for \(^{10}\)Be and \(^{26}\)Al for various erosion rates plots as shown in Figure 2.9 and is sometimes known as a ‘bananagram,’ for obvious reasons. A central zone on the graph is defined by an upper curve for \(\varepsilon = 0\), assuming that there was zero initial concentration in the sample, and the lower, saturation ratio curve. It is known as the ‘steady-state erosion island’ since all samples with a simple erosional history characterised by steady-state denudation will plot within the zone between these two curves (Klein et al., 1986; Lal, 1991; Nishiizumi et al., 1989a). (Note that Klein et al., 1986 do not use a log scale for their concentration/ratio plot and therefore their diagrams do not resemble bananas but triangles.) All lines within the erosion island represent the evolution of the ratio of \(^{10}\)Be and \(^{26}\)Al with time for different erosion rates except the lowest (dotted) line which merely connects the final saturation ratios for all possible erosion rates. Above the \(\varepsilon = 0\) curve is a ‘forbidden zone’. Samples that plot in this area contain a ratio potentially indicative of higher production rates in the past, possibly as a result of a period of time at a higher elevation, or an inherited component from prior exposure for one isotope, or possibly some sort of measurement error, for example insufficient removal of meteoric \(^{10}\)Be. Samples which plot below the saturation curve will have had a complex exposure history which may have included periods of burial. During a burial phase which cuts off production totally, for example due to a thick accumulation of ice or rock debris, the ratio between the isotopes would evolve due to the influence of radioactive decay, but the evolution would follow a different trajectory on the erosion-island graph from that which it was following before burial. This would move the concentration ratio for the sample below the erosion-island. After re-exposure the memory of the burial phase would remain in the relative concentrations of isotopes in the upper rock layers until enough time has passed for denudation to expose rock from a depth greater than the zone of production - that is a depth of about 1-2 m.
Samples that plot below the erosion-island could support an infinite number of burial and re-exposure scenarios - there is no single mathematical or geomorphic solution for a position in the complex exposure zone. Obviously, some likely scenarios could be proposed or excluded on the basis of the individual sampling site, but in general the actual sequence of events cannot be interpreted from the graph. In addition to phases of burial, the removal of a rock layer greater or of the order of the cosmic ray attenuation length (a 'chip' event) invalidates the steady-state assumption and results in data that would plot below the erosion-island (Lal, 1991). Small et al., (1997) have recently focused on the problem of samples from surfaces characterised by episodic erosion with a series of chip events. They have shown that the steady-state model can yield rates that are both greater and smaller than the true mean rate of erosion. In addition they demonstrate that for relatively fast rates of erosion (>1 m Ma$^{-1}$) the conventional erosion-island is not a sufficient test because the removal of large rock fragments tends to lower the $^{10}$Be concentration but will not significantly alter the $^{26}$Al/$^{10}$Be ratio and therefore data can potentially move within the erosion-island but not out of it. The errors associated with episodic erosion imply that under such circumstances it is best to use an average rate from many samples, assuming that the chip events have not been synchronous at all sites (Small et al., 1997).
Erosion rates and complex histories can also be determined using an erosion-island graph with $^{10}$Be and $^{21}$Ne as shown in Figure 2.10, or other combinations, e.g. $^{26}$Al and $^{21}$Ne (Graf et al., 1991). The erosion-island is the other way up compared to the $^{10}$Be/$^{26}$Al plot because $^{21}$Ne has a higher production rate than $^{10}$Be and does not decay. Unlike the $^{10}$Be/$^{26}$Al plot, the curve for $\varepsilon=0$ never reaches a saturation ratio because $^{21}$Ne is stable and accumulates in a linear, infinite fashion when the sample is not experiencing erosion (Fig. 2.8). The $^{10}$Be/$^{21}$Ne erosion-island is particularly useful for revealing prior exposure because $^{21}$Ne is retained by buried samples (Ivy-Ochs, 1996). Any sample plotting above the erosion island in Figure 2.10 will have more $^{21}$Ne than expected for the corresponding $^{10}$Be concentration and therefore must have experienced some prior exposure to cosmic rays before the most recent period of exposure. The problem of prior exposure is discussed in the following section.

2.5 Geomorphological Applications of In-Situ Cosmogenic Isotope Analysis

After the introduction of the cosmogenic technique in the mid-1980’s, the majority of work was concerned with the systematics of production, calculation of production rates, calibration and testing of the technique using samples from independently dated sites and refinement of measurement techniques. In general, this work was aiming to prove the potential of in-situ cosmogenic isotope analysis to quantify exposure histories of rocks at the Earth’s surface, first recognised by Davis and Schaeffer (1955). It is this work that has been reviewed in sections 2.2, 2.3 and 2.4. The use of in-situ cosmogenic isotope analysis to solve unanswered problems began later as confidence grew in the methodology and interest spread from geochemists and physicists to a wider group including geomorphologists and geologists. As mentioned previously, there is
still uncertainty associated with modelled erosion rates and exposure ages, not least from estimated production rates, but as these issues continue to be tackled, more and more often the technique is being applied in new areas to provide the first information of its kind, be it chronological or kinematic control of geomorphic phenomena. Some examples of recent applications are given in Table 2.1. They have been selected to show the wide range of problems that have been tackled using the five different principal isotopes. The following sections review geomorphic/geologic applications to date divided into three categories; glacial chronology, other exposure age dating applications and estimating rates of denudation.

2.5.1 Applications in Glacial Chronology

At the onset, the major benefit of in-situ cosmogenic isotope analysis was in providing a surface exposure dating technique that evaluated 'ages' directly rather than by association with radiocarbon dated organic material or some other stratigraphic marker. Consequently, a large majority of work has been concerned with exposure dating. Exposure dating was also a way of verifying the technique and many applications have been in areas where some chronological control already exists.

Glacially eroded environments generally provide ideal settings for cosmogenic exposure age determination with plenty of exposed, scoured bedrock surfaces representing glacial erosion with striations indicating surface preservation and minimal subsequent erosion. Glacial chronology is a crucial part of understanding Quaternary climatic change and has been a focus for cosmogenic isotope analysis since the development of the technique. A significant proportion of this work has been carried out in Antarctica where high production rates and low denudation rates in terms of global comparisons further enhance the applicability of the technique. Difficulties with more conventional radiocarbon dating have meant geomorphologists have looked for other methods to determine glacial histories (Brown et al., 1991; Brook and Kurz, 1993; Brook et al., 1993, 1995a, b; Ivy-Ochs et al., 1995; Bruno et al., 1997). However, other glaciated regions have also been subject to exposure age dating including the Swiss Alps (Ivy-Ochs et al., 1996), western Norway (Brook et al., 1996), the Sierra Nevada (Nishizumi et al., 1989a; Phillips et al., 1990, 1996) and the Rocky Mountains (Gosse et al. 1995a, b; Jackson et al., 1997).

Several of the applications mentioned above (Ivy-Ochs et al. 1996; Gosse et al. 1995a, b; Phillips et al. 1990, 1996) have sampled boulders on moraines in order to constrain glacial histories. Exposure ages of glacial erratics have also been derived (Jackson et al., 1997). However, the use
of boulders as opposed to bedrock surfaces as sampling sites is a practice that has been debated for some time, both with respect to moraines (Hallet and Putkonen, 1994) and more generally (Seidl et al., 1997). The main issue involved is whether boulders in, for example, moraines or flood deposits, can accurately represent an event age or whether they necessarily reflect accumulated exposure because of their often complex emplacement history, and are therefore a poor choice of site. Hallet and Putkonen (1994) argue that there is no simple relationship between a boulder exposure age and a moraine age, rather that the boulder age reflects the competing effects of moraine erosion and boulder weathering. Also of significance is whence the boulder was eroded, whether it has been reworked by a series of glaciers, how much of its recorded exposure reflects time at source, for example on a valley side, and how much in transit, and whether or not the boulder has rolled to its present position. Some of these issues can be eliminated by careful site selection but others can have significant consequences (Brook and Kurz, 1993). However, several applications in glacial chronology using boulders on moraines have been successful (Gosse et al., 1995a, b; Ivy-Ochs, 1996). Gosse et al. (1995b), for example, measured $^{10}$Be to get an average age of the Inner Titcomb Lakes moraine, Wind River Mountains, Wyoming of $11.0 \pm 0.7$ a. The small error from a sample set of 10 shows that sampling moraines does not always have to be problematic. Their results lend support to a growing line of evidence of a Younger Dryas cooling event in western North America.

Not all applications in glacial chronology have used moraines or erratics. Brook et al. (1996) measured $^{10}$Be and $^{26}$Al in bedrock samples from a vertical transact on a valley side at Skåla, western Norway, to delimit the height and chronology of the Fennoscandian ice sheet. Their results indicate that summit tops in the region (>55 ka) were not overridden during the last glacial maximum, ice receded from a previously identified trimline at the time of the last glacial maximum (~ 23 ka) and that a lower trimline was formed during a standstill between 13 and 18 ka BP. Bierman et al. (1996) considered arctic upland bedrock surfaces on Baffin Island and using $^{10}$Be and $^{26}$Al have discovered that although there is complexity to the exposure history, there has been minimal erosion by either ice or subaerial processes during the late Pleistocene.

### 2.5.2 Applications of 'Exposure Age Dating' for Other Purposes

The major use of all in-situ cosmogenic isotope analysis to date has been for exposure or event age determination in a wide variety of settings for various reasons, some purely for dating (Staudacher and Allègre, 1993; Cerling et al., 1994; Stone et al., 1996b) and others to quantify processes (Ritz et al., 1995; Bierman et al., 1995; Seidl et al., 1997). Late Quaternary lava flows
in well mapped volcanic complexes have been a popular choice of site to test the $^{10}$Be, $^{36}$Cl, $^3$He and $^{21}$Ne methods against existing chronological data. These applications have moved on from the calibration tests of Kurz et al. (1990) and Cerling (1990) but still largely rely on intercalibration to support their findings. Staudacher and Allégre (1993) were among the first to use $^3$He and $^{21}$Ne with existing production rates from Kurz et al. (1990) to date olivine from basalt volcanoes on Réunion. They successfully showed that eruption ages from K-Ar dating (62 ka) were very similar to cosmogenic exposure ages (65 ± 2 ka), indicating minimal erosion. They also provided the first direct dating of a fault by sampling the lower part of a collapsed caldera wall to 23.8 ± 2 ka. Younger basaltic rocks are not as easy to date using K-Ar or $^{40}$Ar/$^{39}$Ar as older ones (<100 ka) due to a low K content and there have been attempts, when these techniques have failed or been inconclusive, to use cosmogenic isotope analysis to validate chronologies. Zreda et al. (1993) used $^{36}$Cl on samples from the Lathrop Wells volcanic center in southern Nevada with adjusted production rates from Zreda et al. (1991). Their results ranged from 73 to 93 ka with a mean age for the eruption of 84 ± 8.1 ka. Variable and higher dates from $^{40}$Ar/$^{39}$Ar analysis suggest that erosion might have affected the $^{36}$Cl results but this is unlikely due to the consistency of the cosmogenic data and the possibility could be easily eliminated with further depth profile analysis (Zreda et al., 1993). Their results do not support an existing hypothesis of multiple eruptions of the volcano, but neither do they preclude it. Laughlin et al. (1994) used $^3$He to date young basalts from the Zuni-Bandera volcanic field, New Mexico. Their results fall into three main age ranges with average values of 3, 11 and 57 ka. The low ages compare very well with radiocarbon dates on charcoal found below the flows supporting the use the production rate of Cerling (1990) when adjusted for recalibration of the $^{14}$C time scale. They also propose that $^3$He analysis on olivine can serve as a useful monitor for excess $^{40}$Ar which is one cause of problems with dating young basalts. Shepard et al. (1995) use $^{10}$Be and $^{36}$Cl to date basalts from the Lunar Crater volcanic field in Nevada. On one flow they obtained similar $^{10}$Be and $^{36}$Cl ages with an average of 38.1 ± 9.7 ka, but which is an order of magnitude lower than the K-Ar age. A pristine morphology and unweathered olivine suggest an excess Ar problem in this flow.

Cerling et al. (1994) dated the Big Lost River flood on the Snake River Plain, Idaho using cosmogenic $^3$He and $^{21}$Ne in eroded basalt boulders and scoured bedrock. They measured two ages between 19 and 22 ka and two much older ages which they attributed to an inherited, pre-flood component. They proposed a 20.5 ± 1.9 ka age for the flood that coincided with other estimates for floods in the same area. This work clearly highlights the importance of eliminating the possibility of a inherited component in samples, especially in applications where there is no
prior age control. Trull et al. (1995) measured $^{10}\text{Be}$ and $^{3}\text{He}$ in beach ridges to investigate Pleistocene lake levels in Death Valley but experienced problems with diffusion of $^{3}\text{He}$ (section 2.2.3) and inconclusive $^{10}\text{Be}$ ages. Prior exposure in beach material is the likely cause of poor results (Trull et al. 1995), again emphasising the difficulties of using non bedrock samples.

Dating of morphological features displaced along active faults is conventionally problematic and there have been at least four recent attempts to use cosmogenic isotope analysis to overcome this problem and evaluate slip rates and earthquake recurrence intervals. Ritz et al. (1995) used minimum $^{10}\text{Be}$ ages from gneiss boulders on misaligned alluvial surfaces on the Bogd Fault System, Gobi-Altai, Mongolia and measured a horizontal slip rate of $\sim 1.2 \text{ mm a}^{-1}$ in one area and a vertical rate of movement of $\sim 1.1 \text{ mm a}^{-1}$. These rates are significantly lower than rates estimated by correlation of humid periods of alluvium deposition and the new data indicated a recurrence interval of $\sim 5 \text{ ka}$ for large earthquakes. Bierman et al. (1995) used a similar method with $^{10}\text{Be}$ and $^{26}\text{Al}$ measurements in quartz from offset debris flow fans in Owens Valley, California. They calculated an earthquake recurrence interval of 5-8 ka but were unable to reveal the temporal relation between fan and moraine deposition in the region due to a small number of samples. Finkel et al. (1997) assessed active tectonics in the Tibetan Plateau using $^{10}\text{Be}$ and $^{26}\text{Al}$ and determined a slip rate of $\sim 12 \text{ mm a}^{-1}$ for the Kunlun fault which matches inferred rates for other segments of the same fault. An interesting point about this study is that Finkel et al. (1997) were able to constrain very low exposure ages of $<1-2 \text{ ka}$ because of the high production rates prevailing at their high elevation sites.

An innovative application of cosmogenic surface exposure dating has been to understand desert pavement evolution (Well et al. 1995; Shepard et al. 1995; Anderson and Wells, 1997). Alternative hypotheses exist for the formation of desert pavements, including wind deflation or winnowing by fluvial action of fine particles leaving a coarse lag, migration of clasts up through the soil column or deposition of windblown sediments between the clasts which are therefore maintained on an accretionary mantle. Wells et al. (1995) used $^{3}\text{He}$ in the Mojave Desert, California, to date pavement clasts and adjacent uneroded basalt flows and found concordant exposure ages between all samples. They concluded that clasts must have remained at the surface since the emplacement of underlying flows and therefore reflect the accretionary model of evolution by deposition of windblown dust rather than models in which clasts concentrate at the surface randomly through time. Shepard et al. (1995) have also supported this hypothesis using a similar sampling strategy in the Lunar Crater volcanic field, Nevada.
Cosmogenic isotope analysis and exposure age determination has been used in a variety of studies to address problems in fluvial geomorphology, in particular incision rates and profile evolution (Molnar et al. 1994; Seidl 1993; Seidl et al. 1997; Burbank et al. 1996; Repka et al., 1997). Molnar et al. (1994) measured $^{10}$Be in cobbles from river terraces to determine channel abandonment times in the Tien Shan, China. Their results suggest that the lowest terrace from one river was formed after deep incision (~150 m) during, or just before, the last global deglaciation, ~20 - 13 ka BP. This conclusion is at odds with previously accepted chronologies for the region (Molnar et al., 1994). Burbank et al. (1996) used a similar method, but more extensively, with $^{10}$Be and $^{26}$Al in bedrock samples from pristine, uneroded strath terraces above a section of the Indus river, in the Nanga Parbat region of the Himalayas. Ages ranged from 4 to 68 ka with strath elevations from 65 to 410 m above the present river. By assuming that the interval of strath formation was short in comparison to the time since abandonment, they calculated mean bedrock incision rates of ~2-12 mm a$^{-1}$, representing some of the highest sustained bedrock incision rates ever recorded. In a particularly successful application of cosmogenic isotope analysis, Burbank et al. (1996) go on to examine the relationship of their incision rates with uplift rates and slope evolution for the Nanga Parbat region, concluding that hillslope denudation in the region is ultimately controlled by rock strength. Recent work on the incision of the Fremont River, Utah, has been carried out by Repka et al., 1997) by evaluating $^{10}$Be and $^{26}$Al concentrations in sediment on terraces. Although they were able to assign ages to three terraces, in general, work in river sediments is problematic and liable to large errors compared to the studies using bedrock samples outlined above.

Seidl (1993) and Seidl et al. (1997) used all five commonly used isotopes in olivine (the only study to date to do this) to test the potential of cosmogenic isotope analysis to elucidate the role of knickpoint propagation in longitudinal river profile evolution. Calculated ages of samples from Kaulaula Valley on Kauai, Hawaii, show considerable inconsistency between isotopes which could reflect analytical problems, loss of stable isotopes or prior exposure of sampled boulders, although this seems unlikely (Seidl et al., 1997). Overall, the data are consistent with a model of knickpoint propagation up stream with migration rates on the order of 1 mm a$^{-1}$.

2.5.3 Applications to Estimate Rates of Denudation

Although there has been an emphasis on exposure age determination in applications carried out to date, there have been some successful attempts to evaluate rates of denudation. Such studies have used a variety of approaches: some have utilised independent dating methods, particularly
K-Ar ages of lava flows, to estimate denudation rates based on the discrepancy between apparent cosmogenic exposure ages and the real exposure age of sample sites (Sarda et al., 1993), others have used depth profile analysis to estimate rates (Strack et al., 1994), some have interpreted the concentration of cosmogenic isotopes in sediment for spatially averaged rates (Granger et al., 1996; Bierman and Steig, 1996), others have used the decay and inheritance of radioisotopes in both alluvium and bedrock to monitor river incision and glacial erosion (Granger et al., 1997; Briner and Swanson, 1998), and a few have used the method outlined in sections 2.4.3 and 2.4.4. A collection of denudation rates derived from in-situ cosmogenic isotope analysis in bedrock surfaces using the steady-state erosion model presented in section 2.4.3 is shown in Table 2.3.

### Table 2.3: Denudation rates calculated from in-situ cosmogenic isotope analysis

<table>
<thead>
<tr>
<th>Author(s) and Year</th>
<th>Location</th>
<th>Isotope / Rock Type</th>
<th>Rate, m Ma⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nishiizumi et al. (1993)</td>
<td>Himalayas</td>
<td>¹⁰Be and ²⁵Al, granodiorite</td>
<td>a14, a56</td>
</tr>
<tr>
<td>as above</td>
<td>Grand Teton, Wyoming</td>
<td>¹⁰Be and ²⁵Al, granodiorite</td>
<td>a48</td>
</tr>
<tr>
<td>as above</td>
<td>Mt. Evans, Colorado</td>
<td>¹⁰Be and ²⁵Al, granite</td>
<td>a8</td>
</tr>
<tr>
<td>Bierman and Turner (1995)</td>
<td>Eyre Peninsula, Australia</td>
<td>¹⁰Be and ²⁵Al, granite</td>
<td>0.7</td>
</tr>
<tr>
<td>Nishiizumi et al. (1991)</td>
<td>Antarctica</td>
<td>¹⁰Be and ²⁵Al, mainly granite</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Small et al. (1997)</td>
<td>Western USA</td>
<td>¹⁰Be and ²⁵Al, gneiss and granite</td>
<td>2-19</td>
</tr>
<tr>
<td>Brown et al. (1995a)</td>
<td>Luquillo Forest, Puerto Rico</td>
<td>¹⁰Be, quartz-diorite</td>
<td>a25</td>
</tr>
<tr>
<td>Albrecht et al. (1993)</td>
<td>Pajarito Plateau, New Mexico</td>
<td>¹⁰Be and ²⁵Al, tuff</td>
<td>1-10</td>
</tr>
<tr>
<td>Stone et al. (1994)</td>
<td>North and South Australia</td>
<td>³⁶Cl, limestone</td>
<td>4.5-184</td>
</tr>
<tr>
<td>Bierman (1993)</td>
<td>Southern USA</td>
<td>¹⁰Be and ²⁵Al, granite</td>
<td>7-12</td>
</tr>
<tr>
<td>Kurz et al. (1990)</td>
<td>Hawaii</td>
<td>He, basalt</td>
<td>7-11</td>
</tr>
</tbody>
</table>

*Rate from a single measurement only.

The studies of denudation rates shown in Table 2.3 demonstrate the clear potential of cosmogenic isotope analysis to derive denudation rates. The rates have been measured for various environments and geomorphic settings and consequently show considerable variation. However, the rates are all for bedrock surfaces, principally those that contain quartz, and therefore the range of rates is relatively small compared to the full range of denudation rates operating at the
Earth’s surface, for example, on unconsolidated material or softer lithological units that do not contain suitable minerals for analysis.

Some of the denudation rate values shown in Table 2.3 represent single measurements only. Because the data are site specific, the true meaning of such rates is difficult to constrain because there is no knowledge of the spatial variation of denudation across the site. In order to produce more reliable data, a larger number of samples spread over an area are needed. As the technique develops and analytical techniques become more routine, it should be easier (and cheaper) to process samples and therefore to assess spatial variation across sampling areas. One approach could be to combine the use of in-situ cosmogenic isotope analysis in bedrock outcrops with analysis of in-situ cosmogenic isotopes in fluvial sediments and compare the data for a defined catchment area. Brown et al., (1995a) advocated such a methodology and carried out a ‘proof of method’ application in a small well studied drainage basin in Puerto Rico. Although the results were satisfactory, the interpretation of sediment data are subject to a large number of assumptions, for example regarding sediment storage, which would be difficult to assess in other more complex drainage basins.

Apart from problems associated with spatial extrapolation, other potential uncertainties exist. Analytical and production rates errors will hopefully decrease with continuing research but the greatest problem is likely to continue to be with choice of sampling site and the extent to which the limiting assumptions of the interpretive model are fulfilled at that site. This is equally true of exposure age determination and any other model using to interpret cosmogenic isotope concentrations. As Bierman (1994) emphasises, it not enough simply to understand the assumptions of a model - they must also be valid. In many of the studies shown in Table 2.3 the geomorphic setting of specific sampling sites is only briefly described but this information, coupled with the use of multiple isotopes, are probably the key requirements to assess the accuracy of denudation rate data in the future.

2.6 Conclusions

Analysis of cosmogenic isotopes produced in situ in terrestrial rocks at the Earth’s surface is a valuable new technique that can yield geomorphic information on the exposure histories of surface samples over time scales up to several million years. Measured concentrations of cosmogenic nuclides can be interpreted in terms of either an exposure age that relates to a specific exposure event, or in terms of a denudation rate assuming that the isotopes have reached
secular equilibrium. To date, five isotopes, $^3$He, $^{10}$Be, $^{21}$Ne, $^{26}$Al and $^{36}$Cl, are routinely measured and being applied in a growing number of geomorphological applications every year. Scaling factors exist for calibration of measured or theoretically estimated production rates to all latitudes and altitudes and are accurate to within ±10%. Despite an overall uncertainty in production rates of ±20%, the technique offers the chance to place quantitative constraints on rates of bedrock denudation in geomorphic settings and over time scales that have hitherto been unobtainable. The interpretive models for exposure ages and denudation rates require careful field sampling (section 3.2) and a full appreciation of the assumptions on which they are based. Use of two or more isotopes is often a convenient way to check the validity of such assumptions.
Chapter 3:

Field and Analytical Techniques

3.1 Introduction

A full account of the field and analytical techniques employed during the preparation of this thesis for cosmogenic isotope analysis of in-situ-produced cosmogenic $^{10}\text{Be}$, $^{26}\text{Al}$ and $^{21}\text{Ne}$ in quartz are presented in this chapter. Cosmogenic isotope analysis has three practical components: field sampling, sample preparation and measurement. Field sampling is isotope independent and a basic report that applies to $^{10}\text{Be}$ and $^{26}\text{Al}$ as well as $^{21}\text{Ne}$ is presented in section 3.2. However, sampling is ultimately dependent on the particular nature of the problem under investigation and on the geomorphic intricacies of each individual site. Therefore, only general comments regarding the collection of samples have been given here and sampling details are provided in sections 4.6, 5.5 and 6.4. Sample preparation and measurement are largely isotope-specific, although for $^{10}\text{Be}$ and $^{26}\text{Al}$ they are linked. The analysis of $^{10}\text{Be}$ and $^{26}\text{Al}$ as a pair is considered separately in section 3.3 from analysis of $^{21}\text{Ne}$ in section 3.4. Sample preparation of $^{10}\text{Be}$ and $^{26}\text{Al}$, particularly the extraction of $^{10}\text{Be}$ and $^{26}\text{Al}$ from quartz, is not yet a routine procedure due to the developing nature of the cosmogenic technique. Comparison of existing descriptions of chemical procedures (Seidl, 1993; Brook, 1993; Ivy-Ochs, 1996) reveals significant variation and therefore a detailed description of the methods employed in this thesis has been provided. Measurement of $^{10}\text{Be}$ and $^{26}\text{Al}$ by accelerator mass spectrometry (AMS) is well documented (Klein et al., 1982; Middleton et al., 1983; Elmore and Phillips, 1987; Finkel and Suter, 1993) and the basis of the measurement technique has been described in section 2.3. Some further details of AMS measurement, most of which are specific to the AMS facilities used in this thesis are provided in section 3.3.3.2. Sample preparation for $^{21}\text{Ne}$ analysis is described in section 3.4.1. Although somewhat simpler than for $^{10}\text{Be}$ and $^{26}\text{Al}$, measurement and interpretation can be more problematic due to multiple neon components (section 2.2.1). Measurement of $^{21}\text{Ne}$ by conventional mass spectrometry is also well documented (Neidermann et al., 1993, 1994; Bruno et al., 1997; Summerfield et al., 1998a) but a practical overview is provided in section 3.4.2.
3.2 Field Techniques

The importance of good sample selection for cosmogenic isotope analysis cannot be over-emphasised. The information obtained from the technique is site specific and thus sample selection is critical to the success of a project. The most important question to ask during sampling is whether or not the sample will elucidate the geomorphic event or process under investigation. An adequate geomorphological understanding of the field situation is absolutely necessary to obtain meaningful results. Sampling strategy and the number of samples collected depends primarily on the complexity of the problem and the geomorphic setting of the sites, but also on analytical restrictions.

In total, over 100 samples were collected in central Namibia and the Transantarctic Mountains, Antarctica from bedrock exposures in order to quantify denudation rates. Samples were selected that appeared to have had a simple denudation and exposure history in well constrained geomorphic settings. Sites were selected so that the information obtained would be as representative as possible of a wider area. Overhangs and sites that could have been persistently covered by soil, snow, sand or falling debris were avoided. Although it is possible to apply the technique to boulders and sediments, the exposure history of these sites can be hard to constrain and denudation rate estimates would be consequently hard to interpret. Bedrock samples were chosen because, in most cases, the problem of a possible inherited cosmogenic component is avoided and they are most likely to have been undergoing continuous denudation over prolonged periods of time (see section 2.5.1 for further discussion). Lithologies were chosen that contained a significant proportion quartz for $^{10}$Be, $^{26}$Al and $^{21}$Ne analysis (granite and quartzite), and quartz veins were exploited where possible. Samples were taken using a hammer and chisel from the top 20 mm in order to maximise the concentration of nuclides. Sample size depended on rock type and the suspected denudation rate of the site (i.e. the expected concentration of cosmogenic nuclides in the sample) but 2 kg was usually more than sufficient.

In order to interpret measured cosmogenic isotope concentrations in rock surfaces in terms of meaningful denudation rates a number of field data about each site were required. Table 3.1 lists the data and information that was recorded at every site in the field as well as the rationale for its collection and the equipment used. The majority of field data were required to scale production rates for each isotope to the individual sites which is an integral part of interpreting isotope concentrations. The exposure geometry of the site was recorded by measuring the angle to the nearest horizon at 15° intervals surrounding the sample in order to estimate the proportion of
incident cosmic radiation that reached the sample (Appendix A). Detailed notes about the geomorphic context of the sites were recorded at all scales as well as a full photographic record to aid interpretation.

<table>
<thead>
<tr>
<th>Data/Information</th>
<th>Units</th>
<th>Rationale</th>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altitude</td>
<td>metres (m)</td>
<td>Production Rate</td>
<td>Altimeter/Topographic Maps</td>
</tr>
<tr>
<td>Position (Lat. &amp; Long.)</td>
<td>degrees (°)</td>
<td>Production Rate</td>
<td>GPS/Topographic Maps</td>
</tr>
<tr>
<td>Exposure Geometry</td>
<td>degrees (°)</td>
<td>Production Rate</td>
<td>Compass/Abney Level/Radial Graph Paper</td>
</tr>
<tr>
<td>Dip and Orientation of Sample Surface</td>
<td>degrees (°)</td>
<td>Production Rate</td>
<td>Compass/Amney Level</td>
</tr>
<tr>
<td>Sample Thickness</td>
<td>millimetres (mm)</td>
<td>Production Rate</td>
<td>Tape Measure</td>
</tr>
<tr>
<td>Lithology, Mineralogy</td>
<td>type, % composition</td>
<td>Production Rate/Analysis</td>
<td>Hand Lens/Field Identification Guide</td>
</tr>
<tr>
<td>Sample Mass</td>
<td>kilograms (kg)</td>
<td>Field Logistics/Analysis</td>
<td>Spring Balance/Estimate</td>
</tr>
<tr>
<td>Temporary Shielding?</td>
<td>-</td>
<td>Production Rate</td>
<td>Visual Assessment</td>
</tr>
<tr>
<td>Human/Animal Interference?</td>
<td>-</td>
<td>Production Rate</td>
<td>Visual Assessment</td>
</tr>
<tr>
<td>Estimated Exposure Age/Erosion Rate</td>
<td>a / m Ma^-1</td>
<td>Amount of Pure Quartz Required</td>
<td>Relative Assessment Based on Site Context</td>
</tr>
<tr>
<td>Geomorphic Context</td>
<td>-</td>
<td>Interpretation of Data</td>
<td>Visual Assessment (also tape measure, aerial photos etc.)</td>
</tr>
<tr>
<td>Photographs</td>
<td>-</td>
<td>Interpretation and Recording</td>
<td>Camera</td>
</tr>
</tbody>
</table>

### 3.3 Analytical Techniques for $^{10}$Be and $^{26}$Al

#### 3.3.1 Quartz Separation

$^{10}$Be and $^{26}$Al analysis requires 15 - 50 g of clean mono-mineralic quartz. Kohl and Nishiizumi (1992) presented a technique developed especially for the preparation of quartz for cosmogenic isotope analysis and it has several advantages over the more conventional heavy liquid separation or other methods (e.g. Syres, 1968). For $^{10}$Be and $^{26}$Al analysis it is important not only to separate effectively feldspars and clays from the quartz but also to eliminate meteoric $^{10}$Be present on the surface of quartz crystals, both of these requirements are met by the Kohl and Nishiizumi (1992) technique. The method also produces quartz with a low, inherent aluminium
concentration which is crucial to the measurement of low $^{26}\text{Al}/^{27}\text{Al}$ ratios. The method for quartz separation used in this project was very similar to that described by Kohl and Nishiizumi (1992) with slight modifications.

### 3.3.1.1 Initial preparation

Samples were sawn into suitable sized pieces for a jaw crusher set with the crushing plates as close together as possible. Samples were crushed and hand sieved and the 250-500 $\mu$m sized fraction selected. This size fraction usually eliminated composite mineral grains. Rock chips $>500 \mu$m were crushed and sieved again. If further size reduction was necessary, the sample was ground in a tungsten carbide tema for 10 seconds. Approximately 300 g of crushed sample were required to yield sufficient quartz for analysis. It was important to minimise cross contamination between samples by carefully cleaning the crushing equipment and sieves between each sample and only working with one sample at a time. Crushed samples were rinsed thoroughly with ultra-pure water (MilliQ Plus, 18 MΩ) to remove fine material and then dried overnight in open beakers in an oven at <70 °C.

Samples were magnetically separated three or four times, in a Franz separator, in order to remove mafic minerals. During this process the sample was fed through a magnetic field via a vibrating chute. Magnetic material was selectively attracted to one side, dividing the sample into two fractions which were collected separately. Typical settings of the magnetic separator and the yields from each run for the four major lithologies sampled are shown in Table 3.2. Contamination was avoided by brushing and vacuum cleaning the separator between samples. The amount of sample that needed to be processed depended on the magnetic component; ~100 g of non-magnetic material (principally quartz and feldspar) were commonly required.
Table 3.2: Typical settings and average yields of magnetic separation for Namibian and Antarctic samples.

<table>
<thead>
<tr>
<th>Rock Type</th>
<th>Mag.Sep. Setting* N°1° &amp; A</th>
<th>Magnetic content as % of total</th>
<th>Mag.Sep. Setting N°2° &amp; A</th>
<th>Magnetic content as % of total</th>
<th>Mag.Sep. Setting N°3° &amp; A</th>
<th>Magnetic content as % of total</th>
<th>Total magnetic content as %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamsberg Granite</td>
<td>30, 15, 0.5</td>
<td>7</td>
<td>25, 10, 1</td>
<td>16</td>
<td>20, 4, 1.25</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>Gamsberg Quartzite</td>
<td>20, 15, 0.5</td>
<td>2</td>
<td>20, 10, 1.25</td>
<td>5</td>
<td>15, 3, 1.25</td>
<td>2</td>
<td>&lt;9</td>
</tr>
<tr>
<td>Donkerhuk Granite</td>
<td>30, 15, 0.5</td>
<td>14</td>
<td>25, 10, 1</td>
<td>25</td>
<td>20, 4, 1.25</td>
<td>5</td>
<td>44</td>
</tr>
<tr>
<td>Beacon/Arena Sandstone</td>
<td>20, 15, 0.5</td>
<td>~1</td>
<td>20, 10, 1.25</td>
<td>3</td>
<td>15, 3, 1.25</td>
<td>&lt;1</td>
<td>&lt;5</td>
</tr>
</tbody>
</table>

* Slope angle of chute (°), tilt angle of the chute (°), current to the magnet (A).

3.3.1.2 Chemical separation of quartz

7.5 g aliquots of non-magnetic sample material were added to screw-top, polypropylene beakers with 1 litre of 1% HF and 1% HNO₃ solution. Quartz is very unreactive with dilute acids and is dissolved more slowly than feldspar in HF, especially when combined with HNO₃ (Potts, 1987). Therefore, leaching the sample in a weak HF and HNO₃ solution selectively isolated quartz from feldspar and other more easily dissolved constituents such as clay. To prevent saturation of the solution immediately surrounding the sample grains the beakers were placed in an ultrasound bath to provide constant agitation. A shaker table would have had a similar effect. The solution was changed after successive 24 hour periods and the total leaching time was 96 hours. When the solution was changed, the sample was rinsed in ultra-pure water to remove fine and dissolved material, a very small and variable proportion of quartz grains was also lost during rinsing. After the final leach, the samples were thoroughly rinsed with ultra-pure water and dried in open beakers in a flow bench. The amount of material that needed to be processed for each sample varied slightly depending on the proportion of feldspar present. Yields at successive stages in the leaching process for a typical Namibian granite and quartzite sample are shown in Figure 3.1. There was a large initial drop in sample weight after the first leach as the majority of feldspars were dissolved quickly. During leach steps 2, 3 and 4, the surface of the quartz grains are slowly etched and the decline in mass is more gradual.
The purity of the quartz separates was initially tested under an optical microscope but it was often difficult to distinguish between quartz and feldspar. A more rigorous test was to measure the total Al content of the quartz. The separation procedure was designed to produce quartz with a low, stable Al content, that is the inherent Al content of the quartz. Al has been shown to be homogeneously distributed throughout quartz grains and commonly varies between 15 and 400 ppm (Kohl and Nishiizumi, 1992). Any undissolved feldspar would significantly increase the amount of Al present in a sample. Figure 3.2 shows the results of Al content determination using graphite furnace atomic absorption spectrometry (GFAAS) for a typical Namibian granite and quartzite sample at successive stages in the quartz separation procedure. 0.1g aliquots of samples at each leach step were dissolved in HF and HNO₃ and diluted to an estimated concentration of ~100 ppb for measurement. The results (Fig. 3.2) show that the Al content stabilised satisfactorily only after at least three leach steps. The results are in accordance with those obtained by Kohl and Nishiizumi (1992) and similar results to those shown in Figure 3.2 were obtained for other Namibian samples and Antarctic quartzites. The Al content values in the final leach steps gave a good indication of the purity of the separate but could not be used as an accurate measure of the Al content of the sample to convert ²⁶Al/²⁷Al ratios into absolute concentrations. This is because there is always slight inhomogeneity in the distribution of Al among the whole 15-50 g sample. An apparent rise in the Al content in sample 1A/95ii between leach steps 3 and 4 can be explained by inhomogeneity between the 0.1 g aliquots of the sample.
The separation procedure not only dissolved unwanted feldspar but also etched the surface of the quartz grains. This eliminates meteoric $^{10}$Be which is absorbed into the surface of mineral grains from precipitation. Including the meteoric $^{10}$Be component would have lead to excess cosmogenic $^{10}$Be and inaccurate denudation rate estimates. Kohl and Nishiizumi (1992) have shown that $^{10}$Be content in bulk samples can be up to 300 times higher than the $^{10}$Be content of pure quartz after 10,000 years of exposure to precipitation, but $^{10}$Be contents level off (measured relative to $^{26}$Al) after one or two leaching steps have removed the meteoric component. Ivy-Ochs (1996) has highlighted the difficulty of effectively removing meteoric $^{10}$Be from pyroxene because although $^{10}$Be content is seen to level off after a few leaching steps, this by itself does not prove that all meteoric $^{10}$Be has been removed. Measured relative to $^{3}$He and $^{21}$Ne, an excess $^{10}$Be component in old pyroxene can still be detected. The reason for the difference between quartz and pyroxene is the strong resistance of quartz to weathering and therefore limited number of sites (cracks and pits on the crystal surface) to which meteoric $^{10}$Be can adhere. In contrast, pyroxene weathers more extensively enabling meteoric $^{10}$Be to penetrate much further into the crystal lattice, therefore reducing the effectiveness of surface etching. A similar problem has
been encountered measuring \(^{10}\text{Be}\) in olivine (Seidl, 1993). It seems that the problem becomes more significant with increasing exposure age of the sample as minerals become more weathered.

### 3.3.2 Be and Al Extraction from Pure Quartz

Sample size, i.e. the mass of quartz used for extraction, depended on the suspected \(^{10}\text{Be}\) and \(^{26}\text{Al}\) content of the sample. Samples exposed for long periods of time with low denudation rates have a higher concentration than more quickly eroding rocks. Therefore less quartz was used from the Antarctic samples than the Namibian samples as denudation rates in Antarctica were expected to be lower. Sample sizes ranged from ~15 g to ~50 g (Appendix A). AMS can detect anything in excess of \(10^6\) cosmogenic atoms provided \(^{10}\text{Be}/^{9}\text{Be}\) and \(^{26}\text{Al}/^{27}\text{Al}\) ratios are one to two orders of magnitude greater than the machine background blank (commonly \(\sim 10^{-14}\)). There is no naturally occurring \(^{9}\text{Be}\) in quartz therefore samples were spiked in order to create a Be isotopic ratio. 0.5 mg of Be carrier was added to the Namibian and Antarctic samples (section 3.3.2.1). \(^{27}\text{Al}\) naturally occurs in quartz, therefore no carrier was needed but the Al content had to be accurately measured using GFAAS (section 3.3.3.1).

Figure 3.3 shows the final sequence of procedures used in the separation of Be and Al from pure quartz. The protocol was based on that used at Lawrence Livermore National Laboratory (LLNL) but evolved over the course of the sample preparation period. The major steps in the protocol are the dissolution of quartz thereby putting Be and Al into solution, several purification steps to remove major interfering elements Fe, Mg and Ca, a cation exchange column to separate Be and Al and finally precipitation of Be and Al from solution. In total, 31 samples were successfully prepared for analysis in 5 batches (Appendix A).

One or two process blanks were run alongside each batch of samples subject to exactly the same chemical procedure to monitor the possibility that Be or Al had been introduced during the sample preparation. Blanks were made from the same \(^{9}\text{Be}\) standard solution used to spike the samples and from a similar \(^{27}\text{Al}\) standard. Procedural blank ratios were always two or three orders of magnitude less than the samples ratios, on the order of \(10^{-14}\) and were used to make minor corrections to the sample data. Blank ratios from each AMS run are included in sections 4.6, 5.5 and 6.4.

Boron (\(^{10}\text{B}\)) is a potentially serious contaminant because it is an interfering isobar with \(^{10}\text{Be}\) in AMS measurement. As such it had to be kept to a minimum during the sample preparation.
procedure. The main sources of $^{10}$B are dust and tap water (Ivy-Ochs, 1996). By working in a clean air environment as much as possible (flow bench or clean lab) and rinsing all labware in ultra-pure water several times before use, $^{10}$B contamination was limited. perchloric acid fuming at ~200 °C was used to help eliminate boron as it is volatile at high temperatures. Borosilicate glass can also give rise to B contamination but all chemical procedures for the extraction of Be and Al were carried out in teflon labware and reagents were stored in plastic bottles. AMS measurement of $^{10}$Be can give an indication of the number of counts in the measurement process that are due to $^{10}$B contamination. Samples prepared at LDEO were contaminated by up to 2% while all other samples were free of $^{10}$B contamination. Blank samples yielded spurious counts due to boron in the AMS of up to 20% of the total $^{10}$Be. However, this is merely a reflection of the very small (background) $^{10}$Be component of the process blanks and not that the blanks were subject to more boron input than the samples.

3.3.2.1 Quartz dissolution

The pure quartz was weighed into labelled, 180 ml, Savillex PFA teflon beakers. The samples were spiked with 0.5 ml of $^9$Be carrier (BDH Spectrosol Be Standard Solution 1000 ppm) using a precisely calibrated Finpipette. A 1:1 mixture of conc. HF (48%) and 1:1 HNO$_3$ (69% conc.) was added to the beakers in order to digest the quartz. The beakers were heated on a hot plate in a fume cupboard, without lids, at ~100°C until all the quartz had dissolved. During this process, silicon is dissolved and removed as volatile silicon tetrafluoride (SiF$_4$). HF is the only acid that will readily dissolve silicate material, but used on its own it is not always totally efficient because some salts and elements do not have a high enough solubility to stay in solution in fluoride form (Potts, 1987). It is therefore common to use an accompanying acid, in this case HNO$_3$. Dissolution was a lengthy process; 35g of quartz took approximately seven days and ~200 ml of acid to dissolve. The beakers were ‘swirled’ occasionally and were sometimes placed in an ultrasound bath to speed up dissolution by clearing the surface of the grains and exposing fresh quartz to acid attack.
Figure 3.3: Flow chart showing the final sequence of principal chemical procedures used to extract $^{10}$Be and $^{26}$Al from pure quartz (after Ivy-Ochs, 1996).

- Dissolve Quartz with HF and HNO$_3$
- Acid Fumes (HNO$_3$, HCl, HClO$_4$)
- Anion Column to remove Fe
- Initial Precipitation with NH$_3$OH, pH=8
- Add $^9$Be spike
- Take Aliquot for total Al analysis

**Be** (1M HCl)
- Precipitation pH=10
- Centrifuge, decant, rinse with ultra-pure water
- Dissolve and Precipitate
- Centrifuge, decant, rinse with ultra-pure water
- Heat in Bunsen flame for ~30 seconds
- Target Packing
- AMS Analysis

**Al** (3M HCl)
- Precipitation pH=8
- Centrifuge, decant, rinse with ultra-pure water
- Dry Down in Quartz Crucible
- Heat in Bunsen flame for ~30 seconds
- AMS Analysis
After dissolution, the sample was fumed to dryness three times with ~5 ml of conc. HNO₃ and three times with ~5 ml of conc. HCl. It was then fumed three times with a similar amount of perchloric acid (HClO₄). HClO₄ helps to eliminate any remaining unwanted fluorides and traces of HF. Residual HF and fluorides can interfere with GFAAS measurement of Al and upset column chemistries by overloading the columns. At first, approximately the same amount of HClO₄ was used as HF to dissolve the sample but this was reduced to three smaller fumes. HClO₄ is a dangerous acid and strong oxidiser that can easily explode when heated. The work was carried out in a fume cupboard with wash down facilities behind an explosion proof screen.

If, after the suggested amount of HClO₄ had been fumed, the sample still contained fluorides (visible as fibrous, opaque precipitates) then more HClO₄ was used. The step was repeated until the sample was fully dissolved when gently heated in HCl. The HF/HClO₄ evaporation scheme fails to dissolve certain resistant minerals such as zircon. Small, rounded, dark specks, possibly zircons, could be seen in the final cake or solution after HClO₄ fuming. The specks were removed by carefully avoiding them when the sample was transferred from the teflon beaker during the next step or, if unavoidable, they were filtered out in the top of the anion column later on.

After the HClO₄ fume, an aliquot for measurement of the total Al content of the quartz was taken. It is very important to have an accurate measurement of the total Al content of the sample because absolute concentrations of cosmogenic ²⁶Al are determined from this measurement, the measured ²⁶Al/²⁷Al ratio and the weight of quartz dissolved. Once the sample had been dissolved and homogenised with the Be carrier, it was assumed that the isotopic ratios were fixed and that no mass fractionation occurred throughout the remaining chemical procedures. Thus, failure to achieve 100% yield to the end of the protocol did not affect the ratio that was measured by AMS but it is critically important to maintain total yield and work quantitatively up to the taking of the aliquot. The samples were dissolved in ~3 ml of conc. HCl and made up to 100 ml in a volumetric flask with ultra-pure water. The teflon beaker was rinsed several times to get complete transfer of the sample to the flask and a 5 ml fraction was taken for analysis. For the first two batches of samples aliquots were taken from a more concentrated solution by weight but the volume method described above proved to be easier and was subsequently used. The sample solutions were transferred from the flasks into clean teflon beakers and heated to dryness. AlCl₃ is volatile at 183°C, therefore it was important to keep the hotplate at 100°C or less during this heating step. The samples were brought up in <5 ml of 9M HCl in preparation for the anion exchange column.
The principal purpose of the anion exchange column was to remove iron (Fe). Fe can interfere with the separation efficiency of the cation column by overloading it. The majority of samples were bright yellow in ~5 ml 9M HCl thus indicating a high iron content. Bio-rad 20 ml PFA columns with AG 1-X8 anion resin, analytical grade, chloride form, 100 - 200 dry mesh size were used. The resin was cleaned in ultra-pure water before use and expanded to a water equilibrated state which was used to fix the column volume. When packing the column, it was important to get an even resin bed with no air pockets to ensure even flow. In an ion exchange procedure, the sample ions replace the counterions in the resin, which have the same charge, and can then be eluted selectively by using a pH gradient of acid strength. In an anion column, the gradient is from high to low. The columns were conditioned using three column volumes of 9M HCl. The sample solution (~5 ml) was loaded on to the column using a disposable pipette and allowed to run through before any acid was added. A column calibration curve is shown in Figure 3.4 for a sample made from Be and Al standard solutions. As such, the influence of other elements, including Fe, that may be present in a real sample solution were unknown but do not appear to have had any consequences. Be and Al were eluted into a clean teflon beaker using two column volumes of 9M HCl, then four column volumes of 0.5M HCl were used to elute Fe. Fe could be seen clearly coming off the column as the resin gradually returned to pale yellow from a darker yellow. Unwanted fractions were stored in polypropylene bottles for future reference and the sample was dried down at ~100°C.

Figure 3.4: Anion column calibration curve. Be and Al measurements performed using ICPMS. Yield = 100% for Al and >90% for Be. Negative Al values were an artefact of ICPMS measurement and probably reflect zero readings.
3.3.2.3 Cleaning steps

The most important changes made to the protocol over the sample preparation period were to the cleaning steps carried out between the anion and cation columns. Essentially, all major procedures between the initial sample dissolution and Be and Al separation on the cation column were cleaning steps for the elimination of elements other than Be and Al. The procedures should not have altered the resultant ratio but would have affected how pure the samples were which influenced how well they ran on the AMS and the extent of measurement uncertainty. The original protocol included an acetylacetone extraction with an acid back-extraction and acid fumes as described below.

The purpose of the acetylacetone extraction (or organic extraction) and subsequent HCl extraction and fuming steps was to remove Mg and Ca. These two elements can interfere with AMS measurement and can overload the cation exchange column due to their higher affinity with the cation resin compared to Be and Al. The dried cake from the anion column was dissolved in ~5 ml of conc. HCl, ultra-pure water and ammonium hydroxide (NH₄OH, NH₃ aq.). The pH was adjusted to 7 using small amounts of NH₄OH and conc. HCl. The sample solution was transferred to a separatory funnel and a volume of acetylacetone equal to half that of the sample solution was added. The solution was mixed by shaking vigorously for 5 minutes, during which time it turned a milky white colour. It was very important to vent the funnel periodically to release gas. Chloroform (CHCl₃) was added in two stages with shaking and venting between each stage. When left to stand, the solution separated into an upper aqueous and a lower organic phase. Poor separations were improved by further shaking. The organic phase (containing the dissolved Al and Be) was transferred to a second separatory funnel and a further acid back-extraction was performed with HCl. A volume of 6M HCl equal to three quarters the volume of the total CHCl₃ was added and the sample shaken vigorously again. The upper aqueous phase containing the Be and Al was transferred into a clean teflon beaker. This was dried down and then cleaned by fuming with small quantities of (~5 ml) HNO₃ and HClO₄.

The acetylacetone extraction is particularly important when extracting Be and Al from olivine which has a high Mg component. For quartz, this extraction is not so necessary as Mg and Ca is not present in such large amounts. It is good practice to clean the samples of as many potential contaminants as possible but the separation is not always straightforward. The samples prepared at LDEO (Batch 1, see Appendix A) were all subject to an acetylacetone extraction without any problems but with the second batch of samples (50-57/95, Batch 3) good separation was
problematic. Very small resultant amounts of BeO and Al₂O₃ may have been a result of the poor separation and the protocol was subsequently reviewed. Unfortunately, it was not possible to check the waste fractions of the acetylacetone extraction for ‘lost’ Be and Al because of the sensitivity of GFAAS and ICPMS to organic compounds.

An alternative procedure of an initial hydroxide precipitation of Be and Al was incorporated into the final sample preparation protocol after the anion column (Fig. 3.3). The sample was brought up in ~2 ml of conc. HCl and transferred to a 15 ml centrifuge tube. The beaker was rinsed with ~5 ml of ultra-pure water. Be(OH)₂ and Al(OH)₃ were precipitated with NH₄OH. NH₄OH was added until the precipitate could be seen and the pH carefully adjusted to 8 at which both Be and Al formed solid precipitates (Ochs and Ivy-Ochs, 1997). After thorough mixing, the samples were left overnight in order to fully precipitate. The samples were centrifuged for 15 minutes at 3000 rpm and the waste solution was decanted. During this procedure, Mg and Ca and B were mostly held in the waste solution rather than forming a precipitate, assuming that a pH of 8 is maintained throughout the precipitation (Ochs and Ivy-Ochs, 1997). The precipitate (~1 ml of white gel) was redissolved with a few drops of conc. HCl and brought up to ~ 5 ml with ultra-pure water.

3.3.2.4 Cation exchange column

The purpose of the cation exchange column was to separate Be and Al from each another. The cation column works on a similar principle to the anion column. In this instance, Bio-Rad AW-50W X8 resin was used in similar 20 ml columns. The columns were conditioned with ten column volumes of 6M HCl and three volumes of ultra-pure water. Al may not separate from Be effectively unless the samples are loaded onto the column in <1M HCl. Cation column calibration curves are shown in Figure 3.5a and 3.5b. Standard calibration samples were run with two different strengths of acid to remove Al over 15 column volumes. The two calibration runs clearly show that the higher the acid strength to take off Al the quicker Al comes off the column. On the basis of the calibration runs the following protocol was adopted: First, Be was eluted with 1M HCl. Be was found in column volumes 4-12 therefore column volumes 3-13 of 1M HCl were collected in a clean teflon beaker and volumes 1, 2 and 14, 15 were set aside in bottles. Any remaining Mg and Ca would most likely have been in column volumes 1 and 2 and excluding these fractions helped to purify the samples. Al was taken off with 3M HCl in column volumes 16-19. The wanted fractions were dried down in clean teflon beakers ready for the final stages of sample preparation.
3.3.2.5 Be and Al precipitation and oxidation

Be and Al were precipitated separately in a similar way to the initial precipitation described in section 3.3.2.3. The samples were brought up in approximately 3mls of 1:1 HNO₃ and transferred to a 15 ml centrifuge tube. Be(OH)₂ and Al(OH)₃ were precipitated with NH₄OH at pH 10 and 8 respectively (Ochs and Ivy-Ochs, 1997). The samples were left overnight to fully precipitate and were then centrifuged for 15 mins at 3000 rpm and the waste solution pipetted from the precipitate. The Be(OH)₂ was redissolved with acid and then reprecipitated with NH₄OH. Finally, both the Be and Al precipitates were rinsed with ultra-pure water one or more times. In these final stages, rinsing, stirring and shaking the Be precipitate helps B go back into the bulk solution (Finkel and Suter, 1993). To encourage B dissolution, the Be fraction was reprecipitated and rinsed more thoroughly than the Al fraction.
The whitish, gelatinous hydroxides were transferred from the centrifuge tubes to hand blown quartz vials in a drop of ultra-pure water using a disposable pipette. The samples were dried overnight in the quartz vials in a custom designed block heater at 40°C. Avoiding cross contamination at this stage was critical and clean gloves were used to handle each sample. In order to fully oxidise the samples to BeO and Al₂O₃ ready for AMS analysis, the vials were held using tweezers in a hot Bunsen flame for ~30 seconds until the sample glowed red. The final product of the sample preparation procedure consisted of a few off-white flakes of pure BeO and Al₂O₃ in the base of the quartz vials.

3.3.3 Measurement

There were two measurement stages in the analysis of ¹⁰Be and ²⁶Al. Total ²⁷Al of 5 ml sample aliquots taken after the HClO₄ fume were measured by inductively coupled plasma mass spectrometry (ICPMS) and graphite furnace atomic absorption spectrometry (GFAAS). As previously mentioned this value is required to convert final measured ²⁶Al/²⁷Al ratios to absolute concentrations and accuracy is paramount. The second measurement procedure is accelerator mass spectrometry (AMS) of the isotopic content of BeO and Al₂O₃.

3.3.3.1 ICPMS and GFAAS measurement

A combination of ICPMS (Fisons VG PlasmaQuad at SURRC and also at XRAL Laboratories) and GFAAS (Spectra AA at the Department of Geology and Geophysics, Edinburgh) was used to measure the total Al content of the samples in aliquots taken after the perchloric fume as well as column calibrations and checks of the quartz separates (Appendix A, Figs. 3.2 - 3.5). Comparison tests between the two machines gave very similar results but neither was ideal for all the applications. Doubly coupled plasma mass spectrometry (DCPMS) was also used to measure the Al aliquots of one batch of samples (Appendix A).

ICPMS has the advantage of multi-element analysis so that Be and Al can be measured at the same time in one sample and was therefore used for column calibration measurement. However, Al contamination from the ICPMS automatic sampler particular to the SURRC machine meant that each sample had to be manually introduced and even after taking this precaution there was still a high and variable Al blank signal. Therefore, ICPMS could not be used to determine Al content in samples aliquots at the level of accuracy required. Also, Be is the best internal standard for measuring Al on the ICPMS but because the samples contained Be, ⁷⁵In was used
instead which is not ideal because of the large mass difference between Al and In (M. McCartney, pers. com.). At XRAL Laboratories, which were used to measure one set of Al aliquots for samples in Chapter 4, no problems were reported. An overview of ICPMS is provided by Potts (1987).

GFAAS proved more suitable for accurate Al analysis but Be measurements by GFAAS were not possible because the Edinburgh instrument was not equipped with a Be lamp (see Potts (1987) for details). To ensure that measurements of total Al content were not subject to matrix effects or drift over the course of the GFAAS run a method of three standard additions was used. The standard additions technique involves dividing every sample into separate aliquots and adding increasing quantities of a standard Al solution to set up a calibration curve for each sample individually. One addition should be of a blank sample. A graph was constructed of the concentration of standard added versus the analytical signal, in this case atomic absorption. When the graph was extrapolated back to the x-axis, the point of intersection gave the (negative) concentration of Al present in the sample (Fig. 3.6). Uncertainty in the total Al measurements was better than 5%.
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Figure 3.6: Standard additions calibration plot for sample 16A reproduced from the original GFAAS data sheet. The Al concentrations of the three standard additions were 0, 100 and 200 ppb. The Al concentration of the diluted sample was 81.6 ppb which converted to 29.28 ppm in the quartz separate. (ABS = GFAAS absorption units).

3.3.3.2 AMS target packing and measurement of $^{10}$Be and $^{26}$Al

The majority of samples were packed into targets and measured at the Center for Accelerator Mass Spectrometry at Lawrence Livermore National Laboratory (LLNL). Some samples were packed and measured at the Eidgenössische Technische Hochschule/Paul Scherrer Institut (ETH) AMS facility in Zurich (Appendix A). $^{10}$Be is a potentially harmful substance and targets were always prepared inside a bench top fume hood or equivalent to prevent inhalation. Target packing is machine specific as each AMS commonly has a different sample feeder system and
ions source set up. At ETH, the sample material was thoroughly mixed with copper powder (~4:1 ratio of copper to sample) inside the quartz vial before being transferred to the target. Targets consisted of copper disks, 20mm in diameter, with a precisely drilled 1.5 mm hole that was filled with the sample mixture. The targets were pressed to secure the sample material in place. Contamination was avoided by cleaning all packing equipment (tweezers, spoons etc.) in dilute HCl and ultra-pure water and by spraying with clean air to eliminate dust. At LLNL, samples were packed in a similar way but were mixed with silver powder inside the quartz vial before being transferred a bullet shaped target housing (M. Seidl, pers. com.).

The targets were loaded into the ion source of the AMS. At both LLNL and ETH a Cs sputter negative ion source was used to produce a beam of BeO\(^-\) molecules or Al\(^-\) ions. The basic details of AMS measurement have been provided in section 2.3.2. Typical negative ion currents at ETH are 0.5-1.0\(\mu\)A and 0.1-0.2\(\mu\)A for Be and Al respectively (Synal et al., 1997). At LLNL beam currents are typically 4\(\mu\)A and 1\(\mu\)A respectively (Roberts et al., 1997). Background ratios for \(^{10}\)Be are \(1 \times 10^{-14}\) at LLNL and \(< 10^{-14}\) at ETH. For Al, background ratios are \(2 \times 10^{-15}\) at LLNL and \(5 \times 10^{-14}\) at ETH (Roberts et al., 1997; Synal et al., 1997). An initial mass analyser selects the isotope to form the beam that enters the accelerator (Fig. 2.4). For 90% of the time at ETH this was the less abundant cosmogenic isotope \(^{10}\)Be or \(^{26}\)Al. Interference from \(^{10}\)Be was monitored at both LLNL and ETH in an absorber cell directly infront of \(^{10}\)Be detector. Isotopic ratios were determined from the beam current, the number of counts in the detectors and the detection time and normalised to standard samples. For further details on AMS measurement at LLNL and ETH see Roberts et al. (1997), Davis et al., (1990), Southon et al., (1990), Synal et al. (1997) and references therein.

3.4. Sample Preparation and Measurement of \(^{21}\)Ne

3.4.1 Sample Preparation

Analysis of \(^{21}\)Ne in quartz does not require such high quality mineral separates as \(^{10}\)Be and \(^{26}\)Al and chips from vein quartz, or large hand picked crystals can be analysed successfully (F. Stuart, pers. com.). However, as pure separates had already been made, clean quartz was used for \(^{21}\)Ne in this thesis. Nucleogenic \(^{18}\)O(\(\alpha,\alpha\))\(^{21}\)Ne reactions are initiated by U- and Th-derived alpha (\(\alpha\)) particles and contribute to the number of Ne components that have to be separated in order to measure the cosmogenic \(^{21}\)Ne component (section 2.2.1). Pure quartz contains no \(\alpha\)-particle sources but they can recoil with a range of 10-40 \(\mu\)m into quartz crystals from adjacent minerals.
or inclusions such as zircons. The etching process of the separation procedure removes ~15 \( \mu \text{m} \) from the surface of quartz grains and therefore effectively removes a large proportion of implanted \( \alpha \)-particles and reduces the measured nucleogenic component. It has been suggested that the separation technique increases the chance of diffusion and therefore loss of \( ^3\text{He} \) or \( ^{21}\text{Ne} \) due to low temperature release of both noble gases (Neidermann et al., 1993). But temperatures during sample preparation do not exceed 100°C, and it is probable that cosmogenic gas release, particularly of \( ^{21}\text{Ne} \), does not occur at or below this temperature (Neidermann et al., 1993). It is therefore preferable to use high quality quartz separates when they are available for \( ^{21}\text{Ne} \) analysis. Traces of HF on the quartz grains can interfere with MS measurement of \( ^{21}\text{Ne} \) (H'V* = \( ^{20}\text{Ne} \), Neidermann et al., 1993) and therefore the separates were be thoroughly rinsed before use.

### 3.4.2 Mass spectrometry of \( ^{21}\text{Ne} \)

Approximately 250 mg of quartz were needed for measurement of cosmogenic \( ^{21}\text{Ne} \) (Summerfield et al., 1998a). Any remaining dark grains in the quartz separates, which could have been due to the presence of zircon inclusions, were removed by hand picking. Samples with known masses were wrapped in aluminium foil and loaded into the extraction system of the mass spectrometer and evacuated to \(<10^{-8} \) torr over 48 hours prior to analysis. All the Ne measurements were made on a VG 5400 noble gas mass spectrometer at the Vrije Universiteit in Amsterdam by F. Stuart and T. Dunai (Appendix A). This mass spectrometer has an ion source with a modified Nier-type geometry and is equipped with an axial electron multiplier to detect low concentrations and an off-axis Faraday cup for when less sensitivity is required (for more details see Summerfield et al. (1998a)). Noble gases (He, Ne, Ar, Kr and Xe) were initially extracted from the quartz by heating the samples for 15 minutes to 1400°C in a double vacuum resistance furnace with a tungsten heating element and a molybdenum crucible. The extracted mixed gas was purified on two Ti-getters (at 250°C and 800°C) and a SAES-getter at room temperature. Ar, Kr and Xe were separated from Ne and He by successive absorption onto two charcoal traps cooled with liquid nitrogen. Ne was then absorbed onto a charcoal trap called a cryogenic finger at 45K (-228°C). Whilst the Ne was held on the finger, He was analysed in the residual gas in the mass spectrometer. He was measured because \(^4\text{He} \) concentrations are required to determine the radiogenic component of \( ^{21}\text{Ne} \) but it is also interesting to compare \(^3\text{He} \) concentrations with cosmogenic \( ^{21}\text{Ne} \) as a test for the diffusivity of He in quartz (section 6.5). Ne was released from the finger at 100K (-173°C) and the isotopic composition analysed in the mass spectrometer. It took over 3 hours for each sample to be analysed for He and Ne.
Noble gas abundances were determined by peak comparison with known amounts of gas. $^3\text{He}$-enriched geothermal gas ($^3\text{He}/^4\text{He} = 14.3 \pm 0.1 \text{ Ra}$, where Ra is the atmospheric ratio of $1.39 \times 10^6$) was used for the He calibrations. The He elemental and isotopic abundances in the geothermal standard were determined by repeated cross-calibration with 0.25 cc STP air. Neon calibrations were made on $95.2 \pm 0.5 \mu\text{cc STP air}$. $^{40}\text{Ar}^{2+}$ and $^{44}\text{CO}_2^{2+}$ can interfere with the measurement of $^{20}\text{Ne}$ and $^{22}\text{Ne}$ respectively which would lead to inaccurate $^{21}\text{Ne}$ determination. However, corrections were made on the basis of $^{40}\text{Ar}^{2+}/^{40}\text{Ar}^{+}$ and $^{44}\text{CO}_2^{2+}/^{44}\text{CO}_2^{+}$ ratios determined at the start of the run that were assumed to be held constant. The abundances of $\text{H}_2$ and $\text{H}_2^{18}\text{O}$ were routinely measured (these can also interfere with $^{20}\text{Ne}$ measurement) but displayed no significant variation throughout analysis. (For further details on interference monitoring see Neidermann et al. (1993)). Concentrations of cosmogenic $^{21}\text{Ne}$ were determined from the measured $^{21}\text{Ne}$ value by correcting for a nucleogenic component determined from the concentration of $^4\text{He}$ and accounting for an atmospheric component (for further details see sections 2.3.2 and 6.5).
Chapter 4:

**In-Situ Cosmogenic Isotope Analysis Applied to the Problem of Escarpment Retreat: $^{10}$Be and $^{26}$Al Data from the Gamsberg, Central Namibia**

4.1 Introduction

The break-up of the southern supercontinent Gondwana was a highly significant tectonic event in terms of landscape evolution at the macroscale and created many new passive continental margins (Summerfield, 1991a). Passive margin morphology takes many forms, but it is often characterised by a major seaward facing escarpment (known as a great escarpment) flanking a marginal upwarp and separating a variably dissected coastal plain from a higher elevation interior plateau (Figs. 4.1 and 4.2; King, 1962; Ollier, 1985; Gilchrist and Summerfield, 1994; Seidl et al., 1996). Large-scale escarpments on passive margins are, therefore, highly significant landforms and their geomorphic evolution is a critical component of understanding margin development. Central to many conceptual and quantitative models of passive margin evolution is the notion that the escarpment has retreated to its present position since initiation near the major rift fault at continental break-up (Ollier, 1985; Gilchrist and Summerfield, 1990).

Over the past decade it has been increasingly appreciated that there is an important link between tectonic mechanisms and surface processes acting on passive margins (Beaumont *et al.*, 1998) but a growing problem facing landscape modelling of passive margins is a lack of empirical constraints about the way escarpments evolve. In this chapter, concentrations of cosmogenic $^{10}$Be and $^{26}$Al have been used to quantify the pattern and rate of denudation for part of the Great Escarpment of southern Africa at the Gamsberg, a flat-topped residual, in central Namibia. This provides the first direct measurements of escarpment retreat over the past $\sim 10^5$-$10^6$ a for the region.
The escarpment in central Namibia on the south-west African passive margin was selected as the field site for several reasons:

1. The macroscale topography is characteristic of several other passive margins (Figs. 4.1 and 4.2).

2. Theoretical and quantitative models of margin development have been applied specifically to this margin and provide a useful research framework (Gilchrist and Summerfield, 1990; Gilchrist et al., 1994b).

3. There are some existing empirical constraints on long-term denudation of the margin from analysis of the onshore and offshore sedimentary record (Ward et al., 1983; Rust and Summerfield, 1990; Gilchrist et al., 1994b) and apatite fission track thermochronology (Brown et al., 1990, 1994, 1998) with which to compare cosmogenic isotope analysis data.

4. An arid climate means that the escarpment is largely free of vegetation or soil cover along most of its length and much of it comprises exposed bedrock slopes. Bedrock exposures are necessary for sampling for cosmogenic isotope analysis and a dominance of exposed bedrock makes the data more representative of the escarpment as a whole.

The Gamsberg was chosen as the specific study site because it is one of the clearest and morphologically most simple expressions of the escarpment along the south-west African margin. Comprising exposed quartz arenite and granite, it is suitable for sampling for in-situ cosmogenic $^{10}$Be and $^{26}$Al.
Figure 4.2: Topographic profiles across passive margins showing a distinction between high and low elevation margins. A: High elevation Arabian margin of the Red Sea at latitude 10°N; B: High elevation south-west African margin at latitude 27°S; C: Conjugate low-elevation eastern South American margin at latitude 33°S; D: eastern Australian margin showing high elevation at 30°S. Profile irregularities are due primarily to major margin-parallel drainage incision. (After Gilchrist and Summerfield, 1994, profiles constructed from 1:1M Operational Navigation Charts and 1:10M General Bathymetric Chart of the Oceans).
This chapter begins with a description of the morphology of the south-west African margin, with an emphasis on the Namibian section, and how the morphology relates to the regional drainage network and geology. This is followed by a review of theoretical and quantitative models of passive margin development which present a possible sequence of morphological development. Current understanding of the morphotectonic evolution of the Great Escarpment in Namibia is then reviewed followed by a brief synthesis of the current uncertainties and limitations. A detailed picture of the Gamsberg and its physical setting is provided in section 4.6 with sampling site details and strategy given in section 4.7. Cosmogenic data are presented and interpreted in section 4.8. The implications of these data are then discussed in relation to a denudation chronology for Namibia as well as in the broader context of passive margin evolution and it is for this reason that a relatively large amount of background material on these subjects has been included.

4.2 Morphology and Geology of the South-West African Margin

It is often assumed that the macrogeomorphology around the edge of the whole of southern Africa, including the south-west margin, is generally consistent with the overall form of high elevation passive margins shown in Figure 4.2. A large-scale, seaward facing escarpment separating an inland plateau from a coastal plain extending from Angola in the west to the Limpopo trough in the east has been identified by many authors and is known as the Great Escarpment of southern Africa (Fig. 4.1). (Rogers, 1920; Jessen, 1943; Wellington, 1955; Ollier and Marker, 1985). Wellington (1955) provided an excellent morphological and geological description of the Great Escarpment (Barnard, 1997), and pointed out that, although the escarpment is extensive and can be roughly traced around the edge of a central southern African plateau, there is considerable variation along its length probably reflecting variation in rock types and structures, drainage, and possibly climate. The escarpment is clearly defined along the eastern edge of southern Africa, particularly in the Drakensberg, but in the south the escarpment is usually defined inland of the high elevation Cape Fold Belt region coincident with the southern edge of out cropping Mid Jurassic dolerite sills (Brown et al., 1998). The presence of the Cape Fold Belt seaward of the escarpment implies that the southern section of the escarpment probably has had a more complex history than other sections. Given also that the break-up events responsible for the south-east and south-west margins were of significantly different styles (Summerfield, 1996b) it seems somewhat misleading to continue the practice of referring to a unified landform. In this chapter, the term Great Escarpment will be used but will apply to the south-western margin in the eastern Cape region of South Africa, Namibia and southern Angola only.
Figure 4.3: Morphology of the south-west African margin from a 1 km resolution digital elevation model. The location of the Great Escarpment and major morphological features are shown (constructed from US Geological Survey 1 km topographic data).
In Figure 4.3, there is clearly discernible inland plateau (red/black) and coastal plain (green/yellow) along the south-west African margin. Land below 1000 m appears to be confined to a coastal zone less than 200 km wide except in the Orange River Valley where the river has incised into the plateau which dips gently into the Kalahari Basin in the centre of the subcontinent. A generally accepted location of the Great Escarpment based on the topography of the periphery of the highland areas collectively known as the south-west African Highlands is marked on Figure 4.3. This is broadly coincident with a line of maximum elevation (Ollier and Marker, 1985). It also marks the zone of maximum local relief (Gilchrist et al., 1994b). In Figures 4.1 and 4.2, ‘typical’ large-scale topographic profiles across the Namibian margin demonstrate the classic shape identified on other high elevation passive margins but when considered in detail, as Wellington (1955) pointed out, the morphology of the margin varies considerably along its length and there are several ‘gaps’ in the escarpment (Fig. 4.3).

Figure 4.4a: Location of 16 topographic profiles across Namibia shown in Figures 4.4b and c (After Hüser, 1989).
Figure 4.4a shows the locations of 16 profiles constructed from 1:250 000 topographic maps across the south-west African margin between latitudes 18° to 28° in Namibia (Hüser, 1989). The profiles are displayed in figures 4.4b and c and demonstrate that 'typical' margin morphology is depicted in profiles 7 - 12 only. In profiles 1-3 and 13-16, the coastal plain, escarpment and inland plateau are poorly defined. In profiles 4-6 an escarpment is missing, and the coastal plain rises directly to the plateau interrupted by the Brandberg igneous complex and Erongo granite intrusions (~135 Ma old). This area has been termed the ‘Randstufenlücke’, literally 'gap in the escarpment', and is the longest break in the escarpment on the south-western margin (Spöinemann and Brunotte, 1989).

At a simplified, regional level, the geology of south west Africa can be divided into seven principal sections (Fig. 4.5). Along most of its length the escarpment is underlain by crystalline basement rocks older than the Mesozoic Karoo sedimentary/volcanic sequence which covers the majority of the rest of southern Africa. South of the Orange river, the escarpment is formed across metamorphic rocks of the Namaqua complex (>1000 Ma old) and the coastal plain is covered to a certain extent by recent Cenozoic sediments. North of the Orange River valley, the escarpment is underlain by gently dipping sedimentary strata of the Precambrian Nama Group which covers crystalline basement and helps to create a clear escarpment edge in this region. Further north Nama rocks merge with the metamorphic and igneous rocks of the Pan-African (~500 Ma old) Damara metamorphic belt. In this central region and throughout the Damara area basement granites are exposed in many locations. The inland plateau region in southern Namibia has been dissected by the Fish River, a major tributary to the Orange (Figs. 4.3 and 4.4b). The Khomas Hochland is a high elevation mass comprising mica schists of the Damara orogen and marks the northern part of the central, well defined section of the escarpment (Figs. 4.3 and 4.5). The gap in the escarpment north of this may reflect a higher erodibility of some NE-SW trending Damaran units (Spöinemann and Brunotte, 1989).
Figure 4.4b: Topographic profiles 1-8 across the northern half of Namibia (after Hüser, 1989)
Figure 4.4c: Topographic profiles 9-16 across the southern half of Namibia (after Hüser, 1989)
In northern Namibia and southern Angola the escarpment becomes clearer and cuts across the Etendeka lava province. The lava province is similar to the Paraná basalt province on the originally congruent margin in Brazil and was formed at the same time as continental break-up (Turner et al., 1984). Inland of the escarpment, Kalahari sediments cover a large area becoming progressively thicker towards the east. Below the escarpment, Namib Group Sediments, most significantly the main Namib Sand Sea from −27° to 23° S, cover large areas of the plain that is principally cut across Damara and equivalent age rocks. Remnants of Permian Dwyka formation crop out in exhumed palaeovalleys in northern Namibia (Martin, 1953, 1981). These are glacial deposits around which can be found striated bedrock and indicate that in places in the northern Namib at least, the coastal foreland represents an exhumed Permo-Carboniferous landscape (Visser, 1987).

Drainage of passive margins is often characterised by a dual drainage pattern reflecting the morphological contrasts between the landscape exterior and interior to the marginal upwarp/escarpment (De Swardt and Bennet, 1974). Along the south-west margin, small, westward flowing, essentially linear catchments drain the front of the escarpment and the coastal plain. Larger, more dendritic catchments drain the interior and connect to the sea through breaches in the marginal upwarp, provided in this case by the Orange River (Figs. 4.3 and 4.5). In central Namibia, the escarpment is broadly coincident with the drainage divide and a dual drainage pattern is evident (Ollier and Marker, 1985; Gilchrist et al., 1994b). It is apparent that some of the breaks in a clearly defined escarpment are coincident with the location of rivers and that where there is a close agreement between the location of the drainage divide and the escarpment, a landscape step is most clearly defined. The implications that this drainage pattern may have on the evolution of the landscape are discussed in 4.4.3.
Figure 4.5: Map showing the location of major rivers and simplified surficial geology in relation to the Great Escarpment of south-west Africa. No data are shown for Botswana or Angola. (After Wellington, 1955; Ollier and Marker, 1985; Gilchrist et al., 1994b; and 1:1 000 000 geological maps of the Namibian Geological Survey.)
Figure 4.6: View south from the summit of the Gamsberg on the Great Escarpment in central Namibia. Note the dissection of the landscape in front of the escarpment but the clear step from the elevation of the coastal plain (~1000 m) across the escarpment zone onto the plateau (~1500-2000 m).

Figure 4.7: View from the summit of the escarpment at Spreetshoogte (Rantzberge) in central Namibia looking west out over the coastal plain.
4.3 Models of Passive Margin Evolution

4.3.1 Classical Ideas About Margin Evolution

Macroscale models of long-term landscape evolution were the focus of geomorphic thought throughout the first half of the Twentieth Century and were governed to a large extent by the cyclic approach of W. M. Davis (1899). In the simplest scenario, Davis (1899) envisaged large-scale downwearing of the landscape in response to a single tectonic uplift event. The progress of an evolutionary cycle of a landscape could be determined from an analysis of the landform assemblage evident. The ultimate end product was a low elevation landscape surface with minimal relief known as a peneplain. Davis did acknowledge other climatic and tectonic scenarios (e.g. Davis, 1905) and explained flat surfaces or peneplain remnants at high elevations by allowing for a series of tectonic or 'rejuvenation' events that would create a polycyclic landscape. The timing and extent of endogenic (tectonic) processes therefore could be 'read' in the landscape by filtering out the exogenic (surface processes) component with reference to a general landscape evolution model. This approach forms the basis of classical landscape analysis.

With respect to passive margins, L. C. King (1951, 1962, 1983) has been perhaps the most influential advocate of such a methodology (Twidale, 1992). However, King's general model differed from Davis's in that he envisaged landscapes responding to changes in base level through slope retreat and backwearing rather than downwearing. King thought that surface uplift or some other factor producing a drop in base level along a continental margin would initiate large-scale parallel retreat of a seaward facing scarp and growth of a pediment towards the continental interior, a process King termed 'pediplanation'. The ultimate end product of the model was similar to a peneplain but King used the term pediplan to indicate the underlying difference between the two models. Episodic rejuvenation would initiate several landscape cycles and produce a stepped margin topography consisting of a series of relatively flat planation (or erosion) surfaces separated by steep escarpments (Fig. 4.8). Planation surfaces were viewed as stable landscape elements being gradually consumed by scarp retreat only and not by downwearing. Surfaces could therefore be assigned ages relating to their formation at sea level or to a minimum age thereby recording a chronology of endogenic events and landscape development (Fig. 4.8). Remnants of ancient landscapes (>100 Ma old) were thought to be preserved at the highest elevations. King (1962) formulated his model based on the landscapes of southern Africa but proposed that planation surfaces across other continents could also be identified and correlated to produce a coherent global history of landscape development.
The classical approach to landscape analysis was not accepted universally and has been criticised for a number of reasons. Wellington (1955) was one of the earliest critics of King’s work in southern Africa and questioned the preservation of landscape remnants for millions of years. A major criticism of the classical approach was that it lacked a coherent tectonic framework (Summerfield, 1985). Although in early studies this can be attributed to lack of knowledge, in more recent times (King, 1983; Partridge and Maud, 1987), it is arguably a result of reluctance to acknowledge and incorporate the wider range of inter-disciplinary information now available for passive margins (Gilchrist and Summerfield, 1994). The difficulties of integrating classical theories with contemporary tectonic thought led to new approaches in some areas (e.g. Young, 1983; Bishop, 1988). But King’s ideas have retained prominence in southern Africa; there have been recent attempts to update King’s framework of a series of dated erosion surfaces on the basis of new information, principally for the south-east margin of Africa (Partridge and Maud, 1987, 1988; Birkenhauer, 1991). A new conceptual model based on a revised notion from King (1962) for the downwarping of the coastal region of continental margins has recently been proposed (Ollier and Pain, 1997). Further criticisms of the classical approach have proposed that some surface remnants ascribed cyclic significance are in fact caused merely by resistant lithological layers (De Swardt and Bennet, 1974). Also, inconsistencies have been identified in the association of unconformities in the offshore sedimentary record with a chronology of onshore denudation and the gross assumptions of this method have been challenged (Summerfield, 1985). King (1955), Pugh (1955) and Partridge and Maud (1987) all proposed that an isostatic response to a threshold of escarpment retreat could explain apparent periods of discrete pulsed uplift identified on passive margins. Gilchrist and Summerfield (1991) demonstrated that rather than
explaining the existence of raised landsurfaces, their concept was a misinterpretation of the original work by Gunn (1949) concerning flexural isostasy. Lack of suitable dating control and vague extrapolations of landsurfaces based on the similarity of elevations of preserved remnants over large regions have also been highlighted as problems of the classical approach.

While the true significance of the landsurfaces and denudation chronologies proposed by King and others after him remain unclear, ideas about passive margin evolution have moved away from classical landscape analysis and have focused on margin tectonics and the influence that these may have on the evolution of the landscape (Gilchrist and Summerfield, 1994)

4.3.2 Tectonic Models of Continental Rifting

Ideas about continental drift developed throughout the first half of the Twentieth Century into a coherent theory of plate tectonics in the late 1960s. Plate tectonics provided a new framework in which to study continental evolution and cemented a link between continental rifts, extensional basins and passive continental margins. The principal focus of early research was to explain the formation and subsidence of sedimentary basins (e.g. McKenzie, 1978) but these early models could not adequately explain the associated uplift of rift flanks and therefore were of little use in explaining landscape evolution. More recently, however, explanations of observed uplift patterns and large-scale topographic features have also been sought and are recognised as fundamental to models of margin development (see Allen and Allen, 1990 for review). Tectonic models of rifting are often divided into two categories; ‘passive’ and ‘active’ (Allen and Allen, 1990; Summerfield and Gilchrist, 1994; van der Beek, 1995). Active rifting requires an initial thermal anomaly, possibly from the impingement of a thermal plume on the base of the lithosphere, which causes convective thinning, domal uplift and ultimately crustal extension. During a model of passive rifting, tensional stresses in continental lithosphere cause initial thinning and subsequent passive upwelling of hot asthenospheric material beneath the rift. In both models, thermal events, thinning of the crust and lithosphere, and uplift are all closely related and it is therefore hard to discriminate between driving mechanisms and resultant processes (Allen and Allen, 1990). Passive margins appear to exhibit aspects of both these styles of rifting therefore one can question whether a twofold distinction is still valid (van der Beek, 1995). However, concern over the timing of uplift relative to rifting has focused attention on the geomorphic history of passive margins (Steckler and Omar, 1994; Gilchrist and Summerfield, 1994).

Several reasons have been proposed to explain uplift patterns and account for elevated topography on newly rifted margins. Several of these invoke thermal mechanisms. Mantle
convection under rift flanks produced by extension and thermal erosion of the lithosphere is capable of producing uplift of around 1000m and has been suggested as an important component of Red Sea rift flank uplift (Steckler, 1985; Buck, 1986). However, this uplift mechanism fails to account for prolonged uplift as thermal influences will decrease as the lithosphere cools (thermal time constant of the lithosphere $\approx 60$ Ma) and the thermal effects are limited to the immediate vicinity of the rift and so cannot account for margin upwarps which maybe located more than 100 km from the rift hinge. Subaerial erosion of thermally uplifted rift flanks after thermal processes have decreased will mean that in some models, the margin will eventually subside below sea level which is clearly not the case (Weissel and Karner, 1989). Also, Bouguer gravity anomalies do not indicate the presence of large amounts of hot, low density material directly under rift flanks but instead suggest that the lithosphere retains finite rigidity and that rift flanks are mechanically supported by upward flexure.

An alternative model of continental rifting concentrates on the flexural isostatic response of the lithosphere to mechanical unloading during lithospheric extension. Weissel and Karner (1989) present two kinematic models and their results are a good approximate fit to oceanic and continental rifts including the Rhine Graben. They conclude that the uplift of rift flanks can be explained as the flexural isostatic rebound of the lithosphere following its mechanical unloading during extension provided the lithosphere retains finite mechanical strength or flexural rigidity even though it is extended. The uplifted topography forms at the time and as a direct consequence of rifting, but once created remains a permanent deformation of the lithosphere unlike the in thermal models described above. Thermal effects will also occur but they will subside through time and have limited effect. Uplift of several kilometres can be generated by this model but as for the thermal mechanisms described above, the axis of uplift is located at the rift hinge and would not propagate inland and therefore it does not explain old marginal upwarps which are located hundreds of kilometres inland of the hinge line. Also, sediment accumulation and loading in the rift will significantly reduce the amplitude of residual surface uplift (Gilchrist and Summerfield, 1990, 1994).

It is generally agreed that the continental lithosphere is compositionally layered and that rheological differences occur between the quartz-rich crust and olivine-rich mantle (Weissel and Karner, 1989). This implies that different things will happen at different depths and that the uniform stretching model of McKenzie (1978), for example, is too simple. Royden and Keen (1980) investigated depth dependent stretching of the lithosphere and found this could generate up to 1.5 km of uplift. Braun and Beaumont (1989) used a dynamic approach to model the response of a rheologically layered lithosphere to extensional necking. If a strong, resistant layer
is placed deep enough, it will focus the level of necking to produce dynamically supported upwardly flexed rift flanks. The problem with these seemingly attractive models is that the rheology of the lithosphere is poorly constrained and this makes it hard to assess the importance of the uplift mechanism. However, in the model of Weissel and Karner (1989), similar patterns of uplift are produced for both oceanic and continental lithosphere, suggesting that rheological differences are not a dominant factor in the response of the lithosphere to extension. Braun and Weissel and Karner (1989) proposed a model of continental rifting whereby partial melting of the asthenosphere occurs as the lithosphere actively thins due to decompression and the melted material, which is hot (~1300°C) and less dense, wells up passively beneath the rift (i.e. the classic passive rifting scenario). When rifting sites coincide with hot spots or mantle plumes, (unlike some other researchers they do not believe hot spots actively control the location of rifts) a large-scale (approx. 1000 - 2000 km across) uplifted dome of hotter than average asthenosphere is present under the rift and at continental break up large-scale magmatism occurs with extensive extrusive and intrusive igneous activity. Underplating, that is accretion of material within, or on, the underside of the thinned continental crust occurs, thereby promoting prolonged mechanical uplift of the rift flanks. They give examples from around the world showing that indeed the highest elevated passive margins are characterised by rift related volcanism at hot spots.

Asymmetric models of margin evolution have also been proposed (Lister et al., 1986; Etheridge et al., 1989) whereby an upper plate margin lies adjacent to a lower plate that consist of faulted upper plate remnants. In this model considerable amount of uplift of the upper plate can be caused by the rise of the mantle geotherm and although this is largely a temporary thermal effect, the model also provides for underplating of the upper plate as proposed by White and McKenzie (1989). A simple model of asymmetric rifting is useful for explaining asymmetry in the morphology of conjugate margins such as is found between the topography and shelf morphology of South Atlantic margins (but see also Davidson, 1997).

Of the tectonic models described above, the magmatic underplating model (White and McKenzie, 1989) and the flexural response model (Weissel and Karner, 1989) appear to best describe the uplifted topographic features of continental rifts. However, they are not without their problems and criticism; Gilchrist and Summerfield (1990) point out that the amplitude of the rift flank surface uplift will be reduced by sedimentation in the rift in the flexural model of Weissel and Karner (1989) and the domal uplifts created by underplating are broad topographic swells of
significantly greater wavelength than those characteristic of mature rifted margins. Also, although the rift mechanisms may produce uplift at the hinge line marking the boundary between rifted and unrifted continental lithosphere, the axis of the marginal upwarp is now on average 100km inland from this axis on many old margins and is therefore not adequately explained.

4.3.3 Morphotectonic and Surface Process Models of Margin Evolution

The models of rift evolution described above have generally assumed that subaerial denudation on the rifted margin plays no significant role in the generation of surface uplift. But the substantial amounts of offshore sediments located in rift basins suggest that the loading and unloading effects of rift related denudation may be significant. Gilchrist and Summerfield (1990, 1994) proposed a quantitative/conceptual model whereby marginal upwarps on mature continental margins are maintained if the lithosphere responds flexurally to differential unloading both inland and seaward of a retreating escarpment. This model imposes considerable conceptual constraints on the way the topography must have evolved but it is independent of the mechanism of rifting provided there is initial high elevation at the rift margin due to any unspecified cause. They envisage the simple dual terrain model with two distinct denudational systems as proposed by De Swardt and Bennet (1974). The coastal catchment consists of short, high energy rivers draining the rift flank or marginal upwarp graded to the new, oceanic base level separated from the interior catchment which is largely unaffected by the new base level and erodes at a lower rate. This kind of system has been proposed for several margins based on differential depths of denudation in coastal and interior catchment systems suggested by apatite fission track analysis (Red Sea margin - Bohannon et al. (1989), southeast Australia - Moore et al. (1986)). The coastal catchment area is assumed to increase linearly over time with the retreat of the escarpment from zero at rifting to a maximum value set by the present day situation on old margins. The differential unloading from this system creates a flexural isostatic response which increases elevation of the marginal upwarp by up to 600m. The model of Gilchrist and Summerfield (1990) exemplifies the recent revelation that denudation and rearrangement of mass at the Earth’s surface exerts a first order control on large-scale patterns of tectonics and isostatic uplift, a notion largely missing from topographic studies in the past (Tucker and Slingerland, 1994).

Quantitative surface process models have been developed to examine escarpment evolution in more detail and are useful to further test the feasibility of ideas on sequences of morphological development, such as that proposed by Gilchrist and Summerfield (1990). Kooi and Beaumont (1994) used a surface processes model to investigate factors that might control escarpment
evolution and retreat on rifted margins. The two basic elements of their model are diffusive hillslope transport (short-range transport) and fluvial transport (long-range transport). By adjusting the relative efficiency of these two processes, they can investigate through the reaction of their model the influence of climate and lithology on escarpment morphology. Their principal conclusions are that antecedent topography and the location of the drainage divide are first order controls. For retreat to occur and a high elevation escarpment to be maintained, the top of the escarpment must coincide with the drainage divide. If they are far apart, then the escarpment will decline to a low angle feature without much retreat. Flexural isostasy helps to preserve the escarpment by continuous backtilting which maintains a marginal upwarp and sustains the location of the drainage divide. Escarpments are favoured by arid model conditions with low substrate detachability (i.e. high bed rock exposure with low erodibility). While trying to assess the applicability of their model results, they complain about the lack of knowledge concerning model parameter values in natural systems. Due to a lack of empirical constraints on the rates of processes operating in escarpment systems under different conditions, the model parameters are often arbitrary values unsupported by geomorphic reality. In general, their model does provide useful insight into the possible central role of drainage divide location for escarpment development. However, the basic premises of their model, for example the poor preservation of escarpments when the drainage divide is located further inland, are not found on all margins (Bishop and Goldrick, 1998). Tucker and Slingerland (1994) also used a landscape evolution model to define the necessary and sufficient conditions for long term, long distance escarpment retreat. They find that headward propagation of steep bedrock channels assisted by (and contributing to) flexural isostatic uplift, provides a viable driving mechanism, albeit idealised, for prolonged escarpment retreat.

Beaumont et al. (1998) have proposed that the future progress of passive margin modelling depends on the successful integration of tectonic models with surface process models, i.e. a coupled approach including feedback mechanisms. It is important to ensure integration of geomorphic, geological and geophysical studies of passive margins because although some models may be ‘tweaked’ to give attractive looking planforms and appear to operate over sensible time frames their usefulness can be questioned if sufficient empirical constraints are lacking. Essentially, the value of modelling so far has been in assessing what the important controls on long-term landscape development might be. They are useful in answering questions of a ‘what if’ type and provide insights into possible pathways of landscape development rather than representing ‘real’ landscapes (Merritts and Ellis, 1994; Bishop, 1998).
Current understanding of the morphotectonic evolution of south-west Africa has been pieced together from several different empirical and theoretical approaches. With the emphasis placed on denudation and the evolution of the Great Escarpment in Namibia, the information is reviewed below divided into four categories: ideas from a classical approach; insight from the use of stratigraphic information both onshore and offshore; thermochronological evidence, specifically from apatite fission track analysis; and the implications of quantitative modelling techniques.

4.4.1 Early and Classical Ideas

Early Twentieth Century, predominantly German, research into the large-scale landscape features of southern Africa focused on the spectacular and most prominent features of the landscape such as the Drakensberg escarpment on the south-east margin. Reviews of the history and development of ideas in the German literature and later work are provided by Bremmer (1985), Partridge and Maud (1987, 1988) and Birkenhauer (1991). Rogers (1920) was one of the first scholars (after Penck (1908)) to recognise that the previously described escarpment feature on the south-east margin of Africa was a denudational landform unrelated to faulting and that a near continuous escarpment could be recognised around the whole of South Africa to which he gave the name Great Escarpment. In southern Angola and Namibia, Jaeger (1930) identified a similar feature ('Randstüfe' meaning marginal scarp) and seeing that it was developed across folded rock over long distances inferred that it was related to uplift, tilting and erosion as had previously been suggested for the Drakensberg by Penck (1908) and Rogers (1920). Jessen (1943) introduced the term 'Randschwellen' (meaning marginal rise) for the upwarp of the escarpment based on his interpretation of the continental margin in Angola. Jessen's (1943) ideas of 'Randschwellung' (meaning marginal uplift) and his associated identification of five main erosion surfaces in Angola and northern Namibia is one of the earliest examples of the classical approach to unravelling landscape histories in southern Africa, and certainly the most detailed for the south-west margin.

After Jessen (1943), the majority of classical constructions on southern Africa have focused on the south-east margin (King, 1948, 1951, 1962, 1983; Partridge and Maud, 1987, 1988). In Namibia there have been only a few focused attempts to build up a classical chronology of landscape cycles. However, it is clear that King (1962) thought that many of the surfaces identified for the south-east could be extrapolated across the continent to Namibia. Other studies,
such as those of Hüser (1989) and Spönenmann and Brunotte (1989), have been largely
descriptive and have included only limited development of King’s ideas for the region. The
problems with the classical approach have been reported in section 4.3.1. In Namibia, the
situation regarding the lack of geochronological data is more pronounced than for other areas and
this may have inhibited further correlation of landsurfaces.

4.4.2 Stratigraphic Evidence of the Tectonic and Denudational History of Namibia

On the basis of seismic mapping of the sedimentary sequence on the continental shelf of
Namibia, it has been inferred that the onset of continental rifting occurred in the mid-late Jurassic
(160-145 Ma BP) (Tankard et al., 1982; Gerrard and Smith, 1982). This was followed by a
second rift phase at 130-120 Ma BP coincident with the initiation of sea floor spreading
(Maslanyj et al., 1992; Light et al., 1993). The inferred timing of rifting is broadly coincident
with $^{40}$Ar/$^{39}$Ar dating of preserved Etendeka flood basalts in northern Namibia which has most
recently suggested an age ~131 Ma BP for eruption and progressive rifting from south to north
(Turner et al., 1994; Renne et al., 1996). There is a large difference in the volume of preserved lava in the Etendeka volcanic province in northern Namibia and the associated Paraná flood basalt region on the opposite margin in Brazil (1.2 x 10$^6$ km$^3$ vs. 1.5 x 10$^4$ km$^3$; White and McKenzie, 1989; Gallagher and Hawkesworth, 1994). This probably reflects asymmetry in the volume of basalt extruded on to each margin at the time of rifting rather than in extent of post-rift
denudation. This hypothesis is based on similar apatite fission-track analysis estimates of
denudation for both the Namibian and Brazilian margin (see below) and has been explained by
migration of the mantle plume associated with flood basalt production combined with asymmetry
in the style of rifting (Gallagher and Hawkesworth, 1994; Brown et al., 1998). From this it can be inferred that the initiation of hypothetical large-scale escarpment retreat could begin only after
~130 Ma BP.

Further examples of analysis of syn- and post-rift sediments on the continental shelf of Namibia
are limited despite its areal extent (>100 km wide, Bremner (1981), Gerrard and Smith (1982)).
The spatial and temporal pattern of rift-related and post-rift sedimentation are important because
they record the timing and extent of denudation (unloading) onshore and loading of the
continental shelf which control isostatic flexure and tectonic evolution of the margin (Gilchrist
and Summerfield, 1994). The Namibian offshore continental area can be divided into four small
basins, collectively known as the Cape Basin. From the Falkland-Agulhas fracture zone ridge
northwards these are the Orange, Luderitz, Walvis and Namibe Basins, the latter occurring north
of the Walvis Ridge and having more in common with the narrower Angolan Shelf (Light et al.,
The distribution of >7 km thick Cretaceous-Cenozoic sediments in the Orange Basin has been used to infer changes of the course of the Orange River during this time period and an overall reduction in sediment supply from the Late Cretaceous to the Neogene (Dingle and Hendey, 1984). Further investigation into sediment isopach data coupled with borehole analysis from the Orange and Walvis Basins indicated four stages of sedimentation. The timing of these phases was originally based on age constraints from Emery and Uchupi's (1984) work in the North/Equatorial Atlantic. However, a slightly revised timing for sedimentation periods identified by Rust and Summerfield (1990) has been proposed on the basis of Gerrard and Smith's (1982) chronology for the South Atlantic (K. Gallagher, pers. com.). The phases are as follows: relatively low amounts of sedimentation from the rift onset in the late Jurassic to the drift onset unconformity at ~132 Ma BP, a second phase of thicker sedimentation to the mid Cretaceous, the third phases of maximum depths of sedimentation to base Tertiary and a final stage of reduced depths of sedimentation up to the present (Rust and Summerfield, 1990). The total sediment accumulation is equivalent to a mean, minimum post-rifting denudation depth of 1.8 km for the total westward draining catchment area, including the whole Orange-Vaal drainage system (mean denudation rate of 11.8 m Ma\(^{-1}\) (Rust and Summerfield, 1990)).

A major problem with assessing sediment volume data in relation to onshore denudation is an inherent lack of control on the temporal and spatial variations of the source area of the sediment (section 1.3). Although the Walvis Ridge and Falkland-Agulhas fracture zone ridge form effective barriers to sediment within the Cape Basin, it is still not possible to distinguish changes in the overall rates of erosion in the source drainage basins from changes in source basin area. Rust and Summerfield (1990) attempted to assess continental denudation rates from offshore data in more detail assuming general models of drainage evolution in which drainage area increases from relatively small catchments draining a marginal upwarp to larger westward flowing rivers and the eventual breaching of a retreating escarpment by a dominant internal river, in this case the Orange at ~85 Ma BP. Average erosion rates decline as the catchment expands after breaching of the marginal upwarp. Calculated average rates were 16-32 m Ma\(^{-1}\) for their third period and 7.1-8.7 m Ma\(^{-1}\) for the fourth. (NB. The change in ages for the boundaries recently proposed does not affect these values just their relative timing.)

Examination of the onshore stratigraphic record is one way that can help clarify the meaning of offshore deposits. The earliest known sedimentary deposits in Namibia are the Giraul Conglomerates in northern Namibia and the Pomona Beds in south. The Giraul Conglomerates are thought to represent a phase of terrestrial sedimentation ~105 Ma BP of coarse alluvial-fan deposits, 200 m thick, reportedly derived from a young escarpment (Ward et al., 1983). The
surface of the fluvially deposited Pomona Beds appears to represent an eroded landsurface that has been correlated with the bedrock platform of the coastal plain in central Namibia. In central Namibia this is known as the Namib Unconformity Surface and has been dated, on the basis of correlation with the Pomona Beds, as late Cretaceous (Ward et al., 1983; Ollier, 1978). As previously mentioned, in places in the north it is thought to represent an exhumed Permo-Carboniferous landscape on the basis of remnants of Dwyka formation in exhumed palaeovalleys (Martin 1953; 1981; Visser 1987). From this information it can be inferred that that the coastal plain, up to an unconstrained width, was a fixed feature of the margin by at least the late Cretaceous.

The most important deposit in central Namibia in terms of the denudational history of the escarpment is arguably the Tsondab Sandstone Formation. Similar arenites have also been found near the Orange River and in south-west Angola, and as a group they form the oldest deposits found on most of the coastal plain. The Tsondab consists of fossilised sand dune systems, carbonated layers and some fluvially bedded units. The sediments are thought to have been blown in from the continental shelf during marine transgressions (Ward, 1987), or consist of fluviial sediments from the east derived from sandstones such as those that cap the Gamsberg, assuming it once had a more extensive cover (Besler and Marker, 1979; Besler and Pfeiffer, 1993; Besler 1996). Exposed remnants of the Tsondab preserved in the Kuiseb/Gaub drainage basin and further south cropping out along the eastern edge of the present day sand sea border the escarpment to within 3-30 km of its base (Ward, 1987; Besler, 1996). Recent identification of six types of giant bird eggs, similar to ostrich eggs, fossilised in situ at numerous localities has led to the best biostratigraphic dating of the Tsondab and southern arenites to date (Pickford and Dauphin, 1993; Senut et al., 1994; Pickford et al., 1995; Senut and Pickford, 1995). Dating by association with rodents teeth, that can be correlated with geochronologically constrained sites in East Africa, indicates that the eggs found in the Tsondab span a period from the Pliocene (>2 Ma BP) to the Middle Miocene (>13 Ma BP) (Senut and Pickford, 1995). Although the lower units of the Tsondab are thought to have a much older maximum age of ~55 Ma BP (lower Eocene) (Ward, 1987), the youngest age limit is now constrained and the position of eggs in the Tsondab relative to the escarpment can provide constraints on escarpment retreat rates. Sites at Elim and the Diep River between the Tsondab and Tsauochab rivers, approximately 20 km east of the base of the escarpment in central Namibia, both contain the oldest found eggs of the Namornis oshanai species that have been ascribed a middle Miocene, (>13 Ma BP), as well as younger eggs (Pickford et al., 1995; Senut and Pickford, 1995). This implies that the average maximum rate of escarpment retreat is <1.5 km Ma^{-1} over the past 13 Ma. Further work of this type may be able to provide more constraints on the movement of the escarpment.
The relationship between morphology and surficial geology has been used in other locations in south-west Africa to provide gross estimates of denudation over known time scales (Gilchrist et al., 1994b; Gilchrist, 1995). Kimberlite intrusions located inland of the Great Escarpment in southern Namibia (Fig. 4.5) retain their original crater infill implying insignificant denudation since their intrusion at the beginning of the Tertiary (Janse, 1975; Gilchrist et al., 1994b). Subvolcanic igneous intrusion complexes in northern/central Namibia, ~135 Ma old, form large inselbergs on the coastal plain, for example the Brandberg and Messum complexes, suggesting more than 1.5 km of denudation must have occur around them (Eales et al., 1984; Gilchrist et al., 1994b). It has also been inferred that >1 km of denudation must have occurred at the coast since rifting given the landward dip of Karoo beds further inland and the fact that these must have at one time covered the region joined to equivalent rocks now in Brazil. Incorporating evidence for exhumation of Permian glacial valleys in the north and the relationship of Etendeka lavas to Dwyka sediments near the escarpment as well as evidence for minor denudation in the Kalahari Basin (Thomas and Shaw, 1990), Gilchrist et al. (1994b) inferred a consistent chronology of denudation for the margin. First, that most of the region, except the Kalahari Basin, has been significantly denuded (~0.5-3.5 km) since rifting and that the coastal plain has been more denuded than the interior highlands. Secondly, that the majority of this denudation was accomplished prior to the beginning of the Cenozoic, after which time, denudation has been minimal.

4.4.3 Thermochronological Evidence

Although a 'stratigraphic' approach to constraining the denudation chronology of south west Africa has yielded useful results, the dominance of denudation on passive margins means that there is an overall lack of reliable, datable and regional stratigraphic markers. Several of the examples described above provided only localised or poorly constrained, integrated rates over long periods of time. An alternative approach that can provide improved temporal and spatial detail on a regional scale is apatite fission track thermochronology. The number of fission tracks (damage lines in the crystal lattice from the spontaneous fission of $^{238}$U) in apatite crystals and their track length distribution from surface samples can yield a cooling history for the sample through the upper 3-4 km of the crust (see Brown et al., 1994 for review). By making certain assumptions and using thermal modelling to derive cooling histories (Gallagher, 1995), fission track data can be translated into a depth of denudation and the timing of that denudation at each sampling location.
An extensive regional sampling strategy in south west Africa including profiles across the escarpment in Namibia has indicated substantial crustal cooling for the entire margin (Brown, 1991, 1992; Brown et al., 1990, 1994, 1998). Inferred syn- and post-rift denudation contour maps for south west Africa are shown in Figure 4.9. Several features of the data are apparent: First, the margin was subject to moderate to low amounts of syn-rift denudation (< ~1 km) but the post-rift contour map clearly shows large amounts of denudation for the entire area since 118 Ma BP (~3-5 km). Secondly, total depths of denudation since rifting are greatest for the coastal area and decrease inland towards the continental interior and are therefore consistent with the first conclusion of Gilchrist et al. (1994b). However, the significant depths of denudation recorded east of the escarpment are contrary to classical interpretations of the landscape which assume the interior plateau contains extensive preserved uplifted remnants of a landsurface dating back to the early Tertiary (Partridge and Maud, 1987) or possibly even the Jurassic (King, 1962). The data cannot be adequately explained by any landscape model that implies downwarping of the coastal plain rather than large-scale denudation in front of the escarpment, as recently proposed in the model of Ollier and Pain (1997). A third aspect of the data is that denudation is not uniform through time and the majority of denudation had occurred prior to the beginning of the Tertiary. An accelerated phase of crustal cooling from ~80-60 Ma in the late Cretaceous inferred for many sites is interpreted as recording a period of rapid denudation associated with the early development and uplift of the margin (Brown et al., 1990). The timing of denudation inferred from fission track data has been broadly correlated with offshore basin borehole data from Rust and Summerfield (1990) (Brown et al., 1990). The data are therefore also consistent with the second conclusion of Gilchrist et al. (1994b) and with other stratigraphic evidence which imply low rates over the Tertiary (Ward et al., 1983). A fourth feature of the fission track data is that the timing and magnitude of denudation vary geographically, in particular along the strike of the margin. Significant variation in the spatial distribution of denudation provides further argument against classical theories which assume cycles of erosion affect large areas simultaneously. Brown (1992) suggests that reactivation of pre-existing crustal structures in response to reorganisation of ocean basins during the break-up of Gondwana in conjunction with climatic and lithological factors could explain the timing and pattern of the observed phases of denudation.

Figure 4.9 (Overleaf): Syn-rift (158-118 Ma BP - map A) and post-rift (118-0 Ma BP - map B) denudation contour maps for south-west Africa based on the interpretation of apatite fission track analysis. Black dots show the location of samples. The scale for denudation thickness is the same for both maps (from Brown et al., 1998).
4.4.4: Morphotectonic and Surface Process Models for South-West Africa

The conceptual isostatic model of Gilchrist and Summertime (1990) can explain the persistence of marginal upwarps on old passive margins provided that landscape development proceeds by escarpment retreat with a dual drainage system and that the lithosphere responds flexurally (section 4.3.3). Application of the model constrained by the present day topography of the south-west African margin, and some offshore and fission track evidence, demonstrated >600 m of surface uplift assuming a constant retreat rate of a 1 km high escarpment of 667 m Ma⁻¹ since rifting. The model assumed an initial high elevation of ~1 km at the time of rifting. The implications of the presence of a mantle plume in the South Atlantic (White and McKenzie, 1989) and the fact that the region was then near the centre of a large continent (Summerfield, 1991a) suggest that this is not unreasonable. Using the basic model from Kooi and Beaumont (1994), Gilchrist et al., (1994b) presented four numerical surface process models to simulate how an escarpment may have been created within the broader context of the large-scale stratigraphic observations outlined above. They showed that the landscape of south-west Africa could have evolved in one of four styles depending on the influence of climate, the presence of resistant lithological layers, inherited drainage patterns and the timing of integration of an internal drainage system to a common base level but that escarpment retreat could only have been maintained in certain model runs. They determined that escarpment retreat is dependent on the drainage divide being consistent with the marginal upwarp and that its retreat will be slowed as soon as the interior catchments of their dual drainage system attain sea level as base level. The escarpment in effect becomes pinned as the topography on either side of the escarpment becomes similar. In central Namibia, the incision of the Fish River may be contributing to escarpment pinning (Fig. 4.3). If the drainage divide had started near it present position, then within the confines of their model an escarpment formed at the coast would have been denuded and then reformed at the drainage divide after large-scale downwearing of the coastal plain and bedrock river incision. Resistant lithological layers are necessary for a clearly defined scarp. The value of this model is in highlighting the significance of drainage divide control on escarpment evolution and in suggesting that escarpment evolution in Namibia has had second order controls from lithology and climate.
4.5 Existing Approaches: Summary and Limitations

The implications of the different types of investigation into the morphotectonic history of the Namibian margin reviewed above have been summarised in Table 4.1. Also included is the general statement, initially proposed by King (1983), that escarpments retreat at a rate on the order of 1-2 km Ma⁻¹ if they are assumed to have retreated uniformly from an initial position at the rift edge. This rate, for want of other better constrained data, is often cited as the actual rate of Great Escarpment retreat and used in passive margin development studies (e.g. Selby, 1993; Ollier and Pain, 1997).

Table 4.1: Evidence for denudation of the south-west African passive margin

<table>
<thead>
<tr>
<th>Author(s) and Year(s) of Study</th>
<th>Nature of Investigation</th>
<th>Principal Conclusions</th>
<th>Implications for Denudation/Escarpment Retreat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ward et al. (1983)</td>
<td>Interpretation of the sedimentary succession in the coastal plain of Namibia</td>
<td>Coastal plain formed by late Cretaceous, old sediments abut escarpment.</td>
<td>Large amounts of denudation after rifting in coastal zone, slow rates during Tertiary</td>
</tr>
<tr>
<td>Pickford and Senut (1995), Senut et al. (1994)</td>
<td>Biostratigraphy of Tsondab Sandstone based on giant bird egg fossils</td>
<td>Stratigraphic units identified and ascribed ages from &lt;2 Ma to &gt;13 Ma</td>
<td>Little denudation and rates of &lt;1.5 km Ma⁻¹ for escarpment retreat since Miocene</td>
</tr>
<tr>
<td>Gilchrist et al. (1994b)</td>
<td>Interpretation of dated kimberlite pipe stratigraphy on Nama plateau</td>
<td>Original crater infill of lacustrine sediment retained</td>
<td>Minimal denudation (&lt;100 m) of southern plateau since early Tertiary</td>
</tr>
<tr>
<td>as above</td>
<td>Measurement of relief surrounding dated igneous intrusive complexes</td>
<td>Up to 2 km difference between peak elevations and surrounding surfaces</td>
<td>Rates of denudation on coastal plain of 7 to &gt;14 m Ma⁻¹ since rifting</td>
</tr>
<tr>
<td>as above</td>
<td>Extrapolations of Karoo sediments across coastal plain</td>
<td>Denudation of &gt;1 km in exterior catchment, increasing towards coast</td>
<td>Denudation on coastal plain of 5 to &gt;18 m Ma⁻¹ since Karoo deposition, &gt;180 Ma BP</td>
</tr>
<tr>
<td>as above</td>
<td>Interpretation of Etendeka lava remnants in relation to Dwyka deposits</td>
<td>&gt;500 m of denudation in front of escarpment in northern Namibia</td>
<td>Denudation of northern coastal plain of 4 to &gt;17 m Ma⁻¹ since Etendeka extrusion</td>
</tr>
<tr>
<td>Thomas and Shaw (1990)</td>
<td>Analysis of Kalahari sediments</td>
<td>Prolonged sedimentation within Kalahari, some humid phases</td>
<td>Low rates of denudation in continental interior since continental rifting</td>
</tr>
<tr>
<td>Rust and Summerfield (1990)</td>
<td>Offshore sediment volumes from isopach and borehole data</td>
<td>4 phases of sedimentation and rates based on assumed landscape evolution model</td>
<td>16-32 m Ma⁻¹ post rifting and 7.1-8.7 m Ma⁻¹ post Tertiary for exterior drainage area</td>
</tr>
<tr>
<td>Brown et al. (1990, 1998)</td>
<td>Apatite fission track analysis</td>
<td>Ages increase and mean track length decreases with elevation towards interior</td>
<td>Low syn-rift but high (3-5 km) post rift denudation. Max. at coast, decreases inland. Pulse in Late Cretaceous.</td>
</tr>
<tr>
<td>King (1983) and many others</td>
<td>General statement about margin development</td>
<td>Escarpments retreat from initial position over period since rifting</td>
<td>Assuming uniform retreat, escarpment retreat = ~1-2 km Ma⁻¹</td>
</tr>
</tbody>
</table>

Inferences and parameters of surface process models:

| Gilchrist and Summerfield (1990) | Conceptual/quantitative isostatic model | Flexural uplift maintains marginal upward assuming escarpment retreat | Uniform retreat rate of 667 m Ma⁻¹ yields >600 m uplift |
| Gilchrist et al., (1994b) | Surface process model to investigate climate, lithology, initial topography and drainage | Drainage divide location and drainage configuration are important controls on SW Africa topographic evolution | Escarpment retreat only occurs under some model configurations, uniform retreat is special case. |
The information reviewed above from a range of different approaches does provide an overall insight into denudation of the margin over long-periods of time. Many of these independent techniques, such as fission track thermochronology and analysis of the stratigraphic record both onshore and offshore, produce inferences about denudation at the macroscale that are broadly compatible (Table 4.1). The limitations of the individual approaches have been discussed in sections 4.4.1 to 4.4.4, but the data are also limited in a more general sense. Because of the regional spatial scale at which the most of the data are applicable, there is little constraint on the morphological development of the margin. This poor spatial resolution means that the existing data are of little use in deciphering the evolution of specific landscape components, particularly the central feature, the escarpment. Coupled with the large spatial scale of most of the techniques outlined above, the denudation rate data are commonly integrated over very long periods of time. Inferences on the timing and rate of denudation events from apatite fission track data for example can only be resolved to periods of \(>10^7\) a (Summerfield, 1996a). The data provided in Table 4.1 provide little detail about what has been happening in more recent geological time.

For a full appreciation of the development of the Namibian margin data on intermediate time scales, finer spatial and temporal data on morphological evolution and denudation is needed. Without it, existing data provide a poor basis on which to evaluate quantitative models of margin development. For although such models commonly use a resolution of 1 km grid squares, this is finer than can be resolved from the much of the data shown in Table 4.1. Behaviour of specific landscape components such as escarpments is still poorly understood but is nonetheless demanded by conceptual and quantitative models of landscape evolution. As discussed in Chapter 1, in-situ cosmogenic isotope analysis has potential for refining the resolution of data on rates of denudation and styles of morphological development in passive margin settings. Analysis of cosmogenic \(^{10}\text{Be}\) and \(^{26}\text{Al}\) in quartz at the Gamsberg on the Great Escarpment in central Namibia has been used to address this issue and provide a direct assessment of escarpment behaviour over the past \(10^5-10^6\) a.
4.6  The Gamsberg

4.6.1  Morphological and Geological Setting

The Gamsberg (23° 20' S, 16° 12' E) is an impressive flat topped feature (Fig. 4.10). It consists of a uniform quartz arenite caprock with a cliff edge overlying basement granite, which gives it a conspicuous table-top shape. At 2347m high it is second only to the Brandberg in elevation in Namibia (Fig. 4.3). It is situated directly on the escarpment, on the eastern edge of the Khomas Hochland, and is the highest point along its length (Fig. 4.3). The Klein Gamsberg (2326m) approximately 2 km to the north-east is a similar but smaller feature (Figs. 4.10 and 4.11). The Gamsberg is an elongate mountain aligned NNE to SSW (Fig. 4.11). The western side forms a very distinctive edge to the escarpment and the caprock cliff edge and underlying granite ridges fall off sharply over a distance of ~ 1 km to an elevation of ~1300 m. Beyond this there is a slightly more gradual decline through the highly dissected upper reaches of the Gaub and Kuiseb rivers to the edge of the coastal plain at ~ 1000 m elevation. This whole area is highly dissected and the seaward edge of the Gamsberg consists of steep (~30°) bedrock ridges separated by chasms up to 200 m deep. These create a headland/embayment planform to the caprock edge visible in Figure 4.11. The ridges appear to be influenced by a steeply dipping foliated structure in the basement granite and large sheet faces are exposed on the northern side of them. The eastern side of the mountain has a more gradual topography sloping down to the inland plateau surface about 450 m below. This side is also characterised by ridges but they are less steep and less sharply defined.

The quartz arenite caprock on the Gamsberg (commonly known as Gamsberg Quartzite) covers an area of approximately 3 km² while on the Klein Gamsberg it is only a few thousand m². The highest point is on the south-western most part of the caprock and there is a very gradual (<1°) slope towards the north. The Gamsberg surface is remarkably smooth and local surface relief is everywhere <1m. The surface is patchily covered by cap rock debris which increases in size towards the edges. In the central region, ~15 m away from the edge, the surface is partially covered by sand, silt and quartz pebbles. There is some limited grass and shrub cover. The edge of the caprock and the cliff face are well defined and sharp on the western side. Here, there is no overall gradient towards the edge and the quartzite caprock forms ~25 m high, near-vertical cliffs (Fig. 4.12), although the top of these cliffs are slightly rounded. The contact of the quartz arenite and the underlying basement is visible along most the western edge and forms a sharp break in slope. There are no signs that the caprock is being actively undercut except for one small (~ 5 m wide), inaccessible cave. There is also no evidence that the caprock is retreating faster then the
granite ridges as there are no horizontal upper sections of the granite ridges. In places, the slope below the caprock is covered in quartzite talus with angular rock fragments up to 1 m across. Talus accumulates in the gullies between ridges. On the eastern side, the caprock is much more degraded and forms a stepped, gradual transition from the surface to the underlying granite (Fig. 4.13). The rock contact is not visible because it is usually covered by talus and vegetation. The caprock forms a continuous scarp but occasional gullies ~ 1-2 m wide have incised and broken up the smooth edge. During storm events water from the surface is channelled down these gullies (T. Neckle, pers. com.).

Figure 4.10: The Gamsberg. View from the coastal plain towards the east. Klein Gamsberg is visible to the left in the background.

There are several denudational processes that appear to be operating at the Gamsberg. On the granite ridges, granular disintegration and sheeting from <5 mm up to 1 m thick is occurring. Sheetimg is more evident on the western side and appears to take advantage of large, exposed foliated structures in the granite. On the eastern side vegetation is more prolific and large sheets of rock are rare. The quartzite cap rock appears to be retreating as well as downwearing by a combination of processes. Cracking and mass movement in the form of slumping and rock falls
seem to be occurring around the edge of the caprock. Three large cracks, -15 m long were observed 1-3 m from the edge in three separate locations on the western and south-east edges. Blocks of smaller dimensions that had slumped and broken away from the main caprock were evident at 6 locations. Quartzite talus trails below the caprock suggest that rock falls of various dimensions occur all around the caprock. The caprock face and edge of the summit surface have been broken up in situ into angular blocks. These range in size from < 0.1 m to ~ 0.7 m in diameter. Salt weathering, pressure release mechanisms, the influence of bedding within the quartzite and even frost shattering could all enhance this process. Small-scale removal of thin quartzite slivers is occurring on fresh quartzite as well as the weathering out of gypsum crystals to produce a pitted effect on the surface of some boulders (Wittig, 1976).

Geological maps of the Gamsberg region are not available at a scale larger than 1:1,000 000 but the geology of the region has been described in detail by Schalk (1983). The Gamsberg consists of a residual protrusion of a large, medium-grained, red granite intrusion, approximately 1100 Ma old, unconformably capped by a layer of red-brown quartz arenite of aeolian origin. A smaller outcrop of the quartz arenite caps Klein Gamsberg but there are no other examples of the same rock. Other, even older (>1800 Ma) basement rocks in the region include a succession of quartzites, conglomerates, slate and basic lavas that are exposed in the highly dissected upper portion of the Gaub drainage basin to the south and south west of the Gamsberg. Micaschist, gneiss, marble, granite and quartzite of the Damara Sequence (~600 Ma BP) is currently exposed, showing signs of extensive denudation, over most of central and northern Namibia and it surrounds the Gamsberg Granite region to the west, north and east. The Damara Orogen is part of the Pan-African network of ancient orogenic belts and the area directly to the north of the Gamsberg represents a triple junction of two branches of the Damara and the southern Gariep orogen (Miller, 1983). Foliation of the Gamsberg Granite lies parallel and appears to be related to the main south-west trending structure of the Damara Orogen. The quartz arenite caprock on the Gamsberg (Gamsberg Quartzite) is the youngest unit in the region except for surficial Cenozoic deposits which are largely confined to the coastal plain below the escarpment and on the plateau much further inland to the east.

Figure 4.11: (Overleaf.) Aerial photo of the Gamsberg showing the locations of sampling sites. The contrast in the morphology of the eastern and western sides, and the relative position of Klein Gamsberg can also be seen.
Figure 4.12: The western (seaward) side of the Gamsberg showing the remarkably smooth summit surface, clearly defined caprock cliff face and talus accumulations on the underlying granite slopes. The dissected, steeply dipping metamorphic rocks of the Damara Orogen are visible to the north in the background.

Figure 4.13: View north of Klein Gamsberg from the eastern (inland) edge of the Gamsberg. Note the highly degraded nature of the caprock cliff edge on this side compared to Fig. 4.12.
The Gamsberg Quartzite caprock is ~25 m thick. It consists of fine, well sorted and rounded, highly compact quartz grains with a little feldspar and chert (de Waal, 1966). Secondary silification is evident and has no doubt contributed to its evident strength. A basal red-brown, ~1 m thick section of the quartzite includes small clasts of the underlying bedrock (Schalk, 1983). The overlying quartzite is paler and show cross bedding indicative of aeolian deposition by a westerly wind (Schalk, 1983). Near the top the quartzite becomes coarser grained and fluvial cross bedding and asymmetric ripple marks are developed (de Waal, 1966). In places there is evidence for an upper layer of red-brown quartzite (Schalk, 1983).

There are three types of fissures (up to 10 cm wide) developed in the granite and quartzite which are all run in a N-S direction (Wittig, 1976); those which have formed solely in the granite and are filled with granite debris, those which have formed in the granite and are filled with basal red quartzite and those which have formed through the granite and overlying red and pale quartzites and were filled with red-brown quartzite from above. Wittig (1976) suggests that the most likely cause of these fissures is severe earthquakes resulting from crustal extension during continental rifting in the Cretaceous.

The age of the Gamsberg Quartzite is uncertain mainly because no fossils have been found in it on which to base a correlation. Although unimportant for denudation rates estimated from the build up of cosmogenic isotopes over a few million years, the stratigraphic significance of the Gamsberg Quartzite is very important in terms of the timing and extent of sedimentation and denudation in the escarpment region just prior to and during margin formation. Debate has surrounded two very different classifications. Realising the influence of horizontal strata in the formation of the Gamsberg, Dixey (1938) was the first to suggest that the caprock could be either of Nama (Cambrian) or Karroo (Carboniferous to Triassic) age, both of which exhibit flat lying or shallowly dipping sedimentary units elsewhere in southern Africa. Du Toit (1954) suggested that the Gamsberg caprock was in fact made of the hard basal Kuibis formation of the Nama System which lies unconformably on older crystalline basement rocks throughout south and central Namibia. The Kuibis Quartzites are siliceous and often cross bedded, weathering buff or brown, though typically bluish when fresh (Du Toit, 1954). Presumably following du Toit’s (1954) description, Wellington (1955) also reported on the Gamsberg as an impressive ‘tafelkop’ feature where a basal fragment of the Nama system unconformably overlies granite. De Waal (1966) thought that this interpretation was incorrect mainly because the Gamsberg Quartzite was obviously of aeolian origin whereas the Kuibis beds were, “ill-sorted, psephitic quartzites, definitely deposited by water” (de Waal, 1966, p. 196). Sandstones and quartzites of aeolian origin and of upper Karroo, Triassic/early Jurassic age are relatively common throughout.
southern Africa. The Clarens Sandstone Formation (formally Cave Sandstone) in South Africa, the Etjo Sandstone Formation in northern Namibia, the Kaokoveld Sandstone also in northern Namibia and sandstone cappings near Keetmanshoop (south-central Namibia) are all lithologically similar indicating a period of extensive aridity and dune development throughout the upper Triassic to the lower Cretaceous (Gevers, 1937; Martin, 1982). Aeolian sandstone units of a similar age have also been found in the Paraná Basin of South America which was immediately adjacent to Namibia prior to continental rifting. The Gamsberg Quartzite is now generally stratigraphically classified as Etjo Sandstone (de Waal, 1966, Martin, 1982; Schalk, 1983; Miller and Schalk, 1980: South West Africa Geology Map, 1:1,000,000) but some uncertainty remains (Wittig, 1976; R. Brown, pers. com.).

Apatite fission track evidence from granite samples in the Gamsberg/Gaub area indicate depths of denudation in the late Cretaceous of 2.5-3.5 km (Brown, 1992). A basal Nama quartzite is much further down the stratigraphic column than an upper Karroo sandstone and although thickness vary enormously and a full depositional sequence is not necessarily deposited everywhere, it is easier to explain the large depths of denudation indicated by fission track analysis if the caprock is older. If the caprock is young, then the large depths of denudation have to be explained by removal of Etendeka lavas, the only significant lithological unit that is younger than the latest Karroo unit. However, lavas this thick would be exceptional and there is no other evidence for lava having covered this area.

4.6.2 Present and Past Climates

The Great Escarpment of Namibia is at the western edge of a transitional zone between two contrasting climatic regimes of aridity to the west and humidity/summer rainfall in the east (Gevers, 1936; Lancaster et al., 1984, Stokes et al., 1997). To the west of the Gamsberg, on the coastal plain, is the central Namib Desert. There is a steep climatic gradient over a distance of ~150-200 km from hyper-aridity along the coast to arid/semi-arid conditions at the foot of the escarpment (section 5.2.3; Lancaster et al., 1984). Winds in the coastal plain are predominantly from the west and there is very limited rainfall. A climatic gradient continues up and over the escarpment into a summer rainfall region over central and eastern southern Africa. East winds from the Indian Ocean create much wetter conditions over south-eastern Africa and the effects of these winds are occasionally felt as far west as the Gamsberg. Mean annual rainfall in the vicinity of the Gamsberg is ~150 mm a⁻¹, although this value is subject to high annual fluctuations depending on the extent of the influence of east winds (Gevers, 1936; Lancaster et al., 1984). Although cold over the plateau these winds are warm by the time they reach the
coastal plain. Mean annual temperature in the central-eastern region of the coastal plain at Ganab is ~21°C with only a small mean annual range (Lancaster et al., 1984). Temperature fluctuates more on the plateau than on the coastal plain, and although data are lacking, the interior uplands can get “excessively hot” (Gevers, 1936, p. 63). Temperatures on the escarpment and plateau are generally cold at night, often dropping below zero from April to October when frost is a common occurrence (Gevers, 1936). Snow is rare but the interior uplands of central Namibia, including the Gamsberg, have received snow at least once in the last five years.

There is little information on past climates for the escarpment region of Namibia. However, a large body of evidence has been collected about palaeoenvironments in the coastal plain (section 5.2.4) and more limited data area available for the Kalahari Basin. Evidence for fluctuating periods of fluvial deposition and erosion throughout the Quaternary have been collected for several westward flowing drainage basins including the Kuiseb and Gaub which drain the Gamsberg area of the escarpment (Ward et al., 1983). Although the depositional environments of these are now generally considered to reflect prolonged aridity in the coastal plain, the story for the escarpment and interior highlands is less clear (Lancaster, 1984a; Ward, 1987; Wilkinson, 1990). Inferred increases in discharge for westward flowing rivers draining the escarpment and interior highlands indicate that rainfall has fluctuated in these highland regions. The timing and extent of climatic fluctuations, however, are poorly constrained. During glacial periods, it is generally considered that aridity was at a peak and desert systems commonly expanded. In the south-western Kalahari, it has recently been shown that dune activity has been more sustained than in the north-eastern region since the last interglacial but evidence for more humid conditions and reduced dune activity has been found for three periods close to the end of, or post, the last mid glacial at 22-16 ka, 6-10 ka and ~2 ka BP for an area inland of the Great Escarpment in southern Namibia (Stokes et al., 1997). It has been inferred that increases in moisture in the western portion of the Kalahari are a function of changes in the summer rainfall gradient across central and eastern southern Africa which are in turn related to sea-surface temperature in the south eastern Atlantic ocean. Therefore it is likely that the climate at the Gamsberg has fluctuated to some extent over the Quaternary period.
Samples were collected from the Gamsberg in order to assess denudation rates of the three principal topographic elements, namely the quartz arenite caprock summit, the caprock cliff face and the granite ridges extending from the base of the caprock. Samples were selected that were thought to be as representative as possible of these three elements. Characterising the rate of denudation on each of the three elements provides an overall insight and quantification of the rate of evolution of the Gamsberg that should also apply to the very similar adjacent, Klein Gamsberg. An understanding of the rate of evolution of the Gamsberg should also be able to place constraints on the rate of retreat of the Great Escarpment in central Namibia over a period of at least $\sim 10^5$ a. This should be particularly true of the rate of denudation on the granite ridges of which similar features can be found in many other locations along the Great Escarpment in central Namibia, assuming that the caprock does not significantly retard retreat of the underlying ridges.

38 samples were collected from the Gamsberg in two field seasons. 14 of these, two from the first season and 12 from the second, were analysed for cosmogenic $^{10}$Be and $^{26}$Al. The division of analysed samples between the three topographic elements was as follows: three (10/95, 12/95 and 14/94) from the Gamsberg summit surface, five (# 7/95, 8/95, 9/95, 11/95 and 15/94) from the caprock cliff face and six (# 1-6/95) from two separate granite ridges (ridge profiles 1 and 2). The locations and names/numbers of the samples and sites are shown in Figure 4.11 and in Figure 4.14 schematically in cross section. Sample and field data have been provided in Table 4.2.

![Figure 4.14: Schematic cross section of the Gamsberg showing the location of analysed samples.](image-url)
All samples were collected in keeping with the overall field methodology described in section 3.2. Every sample was from a bedrock exposure with an apparently simple exposure history and was no more than 20 mm thick. Samples 1/95, 2/95 and 3/95 were taken in a profile along the top of a granite ridge extending from the south west point of the Gamsberg (ridge profile 1, Figure 4.14 and 4.15). Sample 1/95 was taken from a site at the end of the sampling profile, 217 m below the top of the caprock and ~500 m horizontal distance away from it. The sample was from a large, gently sloping, bedrock outcrop on a 'ridge peak'. Sample 2/95 was from a similar setting, ~200 m from sample site 1. Sample 3/95 was taken from a quartz vein exposed on the front of a ~10 m high, sloping step on the ridge about 150 m horizontal distance from the caprock cliff. Above sampling site 3/95 the ridge slope was covered by patches of talus evidently from the caprock cliff and although there were some bedrock granite exposures, it seemed likely that these may have been prone to temporary burial by rock debris. There were no significant talus accumulations below site 3/95. Therefore sample 3/95 was the closest sample to the caprock selected for analysis along ridge profile 1.

Samples 4/95, 5/95 and 6/95 were also collected along the top of a granite ridge extending from the caprock summit but from the north-eastern side of the Gamsberg (ridge profile 2). This ridge was more extensively covered by talus, debris and vegetation than ridge profile 1 but there were numerous bedrock exposures. All samples were taken from the top of small peaks along the length of the ridge. Sample 4/95 was ~ 465 m horizontal distance from the caprock face and ~220 m below it (Fig. 4.16). Sample 5 was ~ 150 m up the ridge (horizontal distance) from sample 4 and 215 m from sample 6. Sample 6 was ~85 m below the caprock cliff where talus accumulations were insignificant.

All caprock cliff face samples were taken from the bottom 2-5 m section of exposed caprock except sample 15/95 which was sampled from ~1.5 m below the top of the cliff. All samples were from surfaces with slopes ranging from 65° to 88° (Table 4.2). Samples 7/95 and 8/95 were collected from the south-western side of the Gamsberg where the caprock cliff is most clearly defined (Fig. 4.18). They were taken from large, relatively smooth, quartzite faces. Sample 9 was taken from the front of an apparently slumped section of the caprock at the top of ridge profile 1. The slumped section was ~20 m wide and appeared to have become detached and fallen in one piece approximately 5 m with very slight upward rotation. This upward rotation would not have altered the exposure geometry of the site significantly. The contact between the caprock proper and the slumped section was difficult to distinguish and obscured by quartzite debris up to 0.7 mm in diameter. The front of the slumped section did not appear different from the intact caprock face to the left or right of it but provided a better sampling surface. Sample
15/94 was taken from the northern side, almost directly below sample 14/94. Sample 11/95 was from the eastern side and was located at the top of ridge profile 2. Here the caprock face was much more degraded than at sampling sites 7-9 or 14. Along the eastern side further suitable sampling locations were difficult to find and no more samples were analysed from this side of the Gamsberg.

Samples 14/94, 10/95 and 12/95 were all taken from the flat summit surface of the Gamsberg at the locations shown in Figure 4.11. Sample 14/04 was taken ~ 10 m in from the edge on the northern side of the Gamsberg. Sample 10/95 was taken ~ 5 m from the edge above ridge profile 1 (Fig. 4.18). Sample 12/95 was taken from ~3 m from the edge on the south-western side of the mountain. Summit samples were taken from relatively near the edge because suitable bedrock exposures could not be found nearer the centre. However, there was no apparent reason why the overall rate of bedrock lowering would vary significantly across the flat summit surface.

Figure 4.15: View of ridge profile 1 from the summit of the Gamsberg looking south. The orange band on the horizon in the background is the northern limit of the main Namib Sand Sea. In the foreground foliation of the granite can be seen as well as talus accumulations on the upper portion of the granite slope extending from the base of the quartz arenite caprock.
Figure 4.16: View looking south from a typical sampling site on ridge profile 2 on the north-western side of the Gamsberg. Background view is the same as in Figure 4.15. Note the more extensive vegetation and debris cover on this side of the mountain.

Figure 4.17: Sample 8/95 on the caprock face on the south-western side of the Gamsberg.
Table 4.2: Sample and field data for Namibian Gamsberg samples.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Location Long. &amp; Lat.</th>
<th>Altitude (m)</th>
<th>Lithology</th>
<th>Surface Slope (°)</th>
<th>*Exposure Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge Profile 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/95</td>
<td>16° 12' 35&quot; 23° 20' 56&quot;</td>
<td>2130</td>
<td>Gamsberg Granite</td>
<td>37°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>2/95</td>
<td>16° 12' 40&quot; 23° 21' 01&quot;</td>
<td>2183</td>
<td>Gamsberg Granite</td>
<td>47°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>3/95</td>
<td>16° 12' 42&quot; 23° 21' 02&quot;</td>
<td>2246</td>
<td>Quartz Vein</td>
<td>33°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>Ridge Profile 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4/95</td>
<td>16° 12' 12&quot; 23° 20' 52&quot;</td>
<td>2119</td>
<td>Gamsberg Granite</td>
<td>0°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>5/95</td>
<td>16° 14' 13&quot; 23° 20' 49&quot;</td>
<td>2191</td>
<td>Gamsberg Granite</td>
<td>0°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>6/95</td>
<td>16° 14' 10&quot; 23° 20' 40&quot;</td>
<td>2293</td>
<td>Gamsberg Granite</td>
<td>0°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>Caprock Cliff Face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15/94</td>
<td>16° 14' 23° 20'</td>
<td>2327</td>
<td>Gamsberg Quartzite</td>
<td>80°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>7/95</td>
<td>16° 12' 52&quot; 23° 20' 58&quot;</td>
<td>2318</td>
<td>Gamsberg Quartzite</td>
<td>88°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>8/95</td>
<td>16° 12' 53&quot; 23° 21' 01&quot;</td>
<td>2321</td>
<td>Gamsberg Quartzite</td>
<td>65°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>9/95</td>
<td>16° 12' 49&quot; 23° 21' 04&quot;</td>
<td>2325</td>
<td>Gamsberg Quartzite</td>
<td>70°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>11/95</td>
<td>16° 14' 10&quot; 23° 20' 38&quot;</td>
<td>2330</td>
<td>Gamsberg Quartzite</td>
<td>80°</td>
<td>partial shielding</td>
</tr>
<tr>
<td>Gamsberg Summit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14/94</td>
<td>16° 14' 23° 20'</td>
<td>2343</td>
<td>Gamsberg Quartzite</td>
<td>0°</td>
<td>full exposure</td>
</tr>
<tr>
<td>10/95</td>
<td>16° 12' 52&quot; 23° 21' 02&quot;</td>
<td>2346</td>
<td>Gamsberg Quartzite</td>
<td>0°</td>
<td>full exposure</td>
</tr>
<tr>
<td>12/95</td>
<td>16° 13' 26&quot; 23° 20' 57&quot;</td>
<td>2339</td>
<td>Gamsberg Quartzite</td>
<td>0°</td>
<td>full exposure</td>
</tr>
</tbody>
</table>

*For full exposure geometry see Appendix A.
Figure 4.18: Sample 10/95 in situ on the summit of the Gamsberg. Note the pitted and uneven nature of bedrock exposed on the summit and the degraded top edge of the caprock cliff.

4.8 Analysis, Results and Interpretation

Samples 14/94 and 15/94 were prepared for $^{10}$Be analysis at Lamont-Doherty Earth Observatory of Columbia University under the supervision of M. Seidl. The remaining 12 samples were prepared at the University of Edinburgh in two laboratory batches for $^{10}$Be and $^{26}$Al analysis (Batches 3 and 5: Appendix A). All the samples were prepared according to the final methodology described in Chapter 3 except samples 14/94 and 15/94 which were subject to a similar chemical protocol involving an additional acetylacetone extraction but no initial precipitation (section 3.3.2). Total $^{27}$Al measurements on sample aliquots were performed by doubly coupled plasma mass spectrometry (DCPMS) for Batch 3 (2/95, 3/95, 6/95, 8/95, 10/95 and 11/95) and by inductively coupled plasma mass spectrometry (ICPMS) for Batch 5 (1/95, 4/95, 5/95, 7/95, 9/95, 10R/95 and 12/95). All $^{10}$Be/$^{9}$Be and $^{26}$Al/$^{27}$Al ratios were measured by accelerator mass spectrometry (AMS) at the Center for Accelerator Mass Spectrometry, Lawrence Livermore National Laboratory (LLNL).
Corrected production rates for each sampling site at the Gamsberg are shown in Table 4.3. Basic production rates of $6 \times 10^4$ (10Be) and 36.8 ($^{26}$Al) atoms g$^{-1}$ SiO$_2$ a$^{-1}$ for sea level and high latitude (>60°) from Nishiizumi et al. (1989a) were used. There have been recent attempts to refine these estimates (e.g. Clark et al., 1995; Nishiizumi et al., 1996) but the original values have been retained because recent applications have continued to use them and there appears to be no consensus as yet for a shift by researchers in the cosmogenic field. Production rates were initially scaled for the effects of altitude and latitude according to the nuclear disintegration rates of Lal (1991) (section 2.2.7). Production rates were also corrected for the effects of the dip of the sampled surface and topographic shielding based on the exposure geometry of the site collected in the field (section 2.2.6; Appendix A). The steep surface angles of the cliff face samples mean, in many cases, there is a significant reduction in the production rate. It was assumed that the exposure geometry of the site has not changed and that the geographic latitude has equalled the average geomagnetic latitude of the site integrated over the accumulation time of the cosmogenic isotopes in the samples (Brown et al., 1991; Bierman and Turner, 1995). A 20% error has been included in the final production rate estimates and propagated through denudation rate calculations to account for current levels of uncertainty (Gosse et al., 1996).

Table 4.3: Production rates of $^{10}$Be and $^{26}$Al for Gamsberg sampling sites corrected for the effects of topographic shielding and dip of sampled surface, (atoms g$^{-1}$ SiO$_2$ a$^{-1}$)

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Scaled Production Rate</th>
<th>Correction Factor for Partial Shielding</th>
<th>Corrected Production Rate Including 20% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$^{10}$Be</td>
<td>$^{26}$Al</td>
<td></td>
</tr>
<tr>
<td>Ridge Profile 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/95</td>
<td>19.03</td>
<td>115.34</td>
<td>0.981</td>
</tr>
<tr>
<td>2/95</td>
<td>19.67</td>
<td>119.23</td>
<td>0.946</td>
</tr>
<tr>
<td>3/95</td>
<td>20.44</td>
<td>123.90</td>
<td>0.951</td>
</tr>
<tr>
<td>Ridge Profile 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4/95</td>
<td>18.89</td>
<td>114.54</td>
<td>0.985</td>
</tr>
<tr>
<td>5/95</td>
<td>19.77</td>
<td>119.82</td>
<td>0.998</td>
</tr>
<tr>
<td>6/95</td>
<td>21.06</td>
<td>127.63</td>
<td>0.995</td>
</tr>
<tr>
<td>Caprock Cliff Face</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15/94</td>
<td>21.51</td>
<td>130.31</td>
<td>0.601</td>
</tr>
<tr>
<td>7/95</td>
<td>21.39</td>
<td>129.60</td>
<td>0.578</td>
</tr>
<tr>
<td>8/95</td>
<td>21.43</td>
<td>129.84</td>
<td>0.826</td>
</tr>
<tr>
<td>9/95</td>
<td>21.48</td>
<td>130.15</td>
<td>0.836</td>
</tr>
<tr>
<td>11/95</td>
<td>21.57</td>
<td>130.71</td>
<td>0.766</td>
</tr>
<tr>
<td>Gamsberg Summit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14/94</td>
<td>21.72</td>
<td>131.59</td>
<td>1</td>
</tr>
<tr>
<td>10/95</td>
<td>21.76</td>
<td>131.84</td>
<td>1</td>
</tr>
<tr>
<td>12/95</td>
<td>21.66</td>
<td>131.27</td>
<td>1</td>
</tr>
</tbody>
</table>
Sample masses, results of DCPMS and ICPMS analysis of the total $^{27}$Al content of sample aliquots, as well as AMS isotopic ratios and calculated $^{10}$Be and $^{26}$Al concentrations are shown in Table 4.4. Total Al content was lowest in the quartz vein sample (3/95) and in general was <100 ppm for granite samples and >100 ppm for quartz arenite samples. Sample 8/95 had an unusually high Al content of $322.57 \pm 16.1$ ppm which may have been caused by some residual feldspar in the quartz separate. Isotopic ratios have been corrected for background from process blanks and normalised to standard samples prepared at LLNL (KNSTD3770, $^{10}$Be/$^{9}$Be = $3.77 \times 10^{-12}$ and KNST5000, $^{26}$Al/$^{27}$Al = $5.00 \times 10^{-12}$). A correction for the $2 \pm 1 \times 10^{-14}$ ratio of the Be carrier solution used in making the LLNL standards was also applied. The process blank ratios were $7.57 \times 10^{-15} \pm 2.0 \times 10^{-15}$ and $1.33 \times 10^{-14} \pm 3.4 \times 10^{-15}$ for Be in laboratory batches 3 and 5 respectively. For Al in batches 3 and 5 they were $1.43 \times 10^{-14} \pm 5.5 \times 10^{-15}$ and $6.9 \times 10^{-15} \pm 6.9 \times 10^{-15}$ respectively. Spurious counts due to boron contamination were all <1% except for the blank samples which were 28% and 15% in batches 3 and 5 respectively. Errors in Table 4.4. have all been quoted at 1σ and include machine measurement error for Al concentrations (5%) and AMS ratios (~3%) and both these uncertainties have been quadratically propagated in the calculations of the concentrations (N) of cosmogenic $^{26}$Al. Similarly, $^{10}$Be concentrations include AMS error and a 2% uncertainty in the amount of $^{9}$Be carrier added. The reproducibility of measured concentrations of cosmogenic nuclides for sampling site 10 from the samples 10/95 and 10R/95 which were run in separate laboratory batches is excellent for $^{10}$Be (within 2%) and within 1σ error limits for $^{26}$Al. Although reproducibility is an important component of the uncertainty of the results, an error value has not been included in the subsequent calculations because only one sample was duplicated and other sources of error, for example in the production rate, are large. Typical reproducibility of other data sets (e.g. Ivy-Ochs, 1996) is ~4-8%.
Table 4.4. $^{10}$Be and $^{26}$Al isotopic data for Gamsberg samples.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Sample Mass (g)</th>
<th>Al content (ppm)</th>
<th>Background Corrected $^{10}$Be/$^9$Be AMS Ratio</th>
<th>Background Corrected $^{26}$Al/$^{27}$Al AMS Ratio</th>
<th>$^{10}$Be Concentration (N) ($10^6$ at. g$^{-1}$ SiO$_2$)</th>
<th>$^{26}$Al Concentration (N) ($10^6$ at. g$^{-1}$ SiO$_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge Profile 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/95</td>
<td>42.0575</td>
<td>73.49 ± 3.7</td>
<td>1.65 x $10^{12}$ ± 3.3 x $10^{14}$</td>
<td>5.15 x $10^{12}$ ± 1.5 x $10^{13}$</td>
<td>1.46 ± 0.04</td>
<td>8.43 ± 0.49</td>
</tr>
<tr>
<td>2/95</td>
<td>45.02106</td>
<td>71.82 ± 3.6</td>
<td>8.4 x $10^{13}$ ± 2.2 x $10^{14}$</td>
<td>2.21 x $10^{12}$ ± 8.4 x $10^{14}$</td>
<td>0.61 ± 0.02</td>
<td>3.52 ± 0.22</td>
</tr>
<tr>
<td>3/95</td>
<td>45.00417</td>
<td>32.64 ± 1.6</td>
<td>1.45 x $10^{12}$ ± 4.0 x $10^{14}$</td>
<td>9.0 x $10^{12}$ ± 2.4 x $10^{13}$</td>
<td>1.10 ± 0.04</td>
<td>6.53 ± 0.37</td>
</tr>
<tr>
<td>Ridge Profile 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4/95</td>
<td>42.34074</td>
<td>83.28 ± 4.2</td>
<td>4.63 x $10^{12}$ ± 9.7 x $10^{14}$</td>
<td>1.25 x $10^{11}$ ± 3.8 x $10^{13}$</td>
<td>4.01 ± 0.12</td>
<td>23.19 ± 1.36</td>
</tr>
<tr>
<td>5/95</td>
<td>41.43633</td>
<td>65.22 ± 3.3</td>
<td>2.42 x $10^{13}$ ± 4.9 x $10^{14}$</td>
<td>8.58 x $10^{12}$ ± 2.6 x $10^{13}$</td>
<td>2.14 ± 0.06</td>
<td>12.46 ± 0.73</td>
</tr>
<tr>
<td>6/95</td>
<td>44.59402</td>
<td>80.74 ± 4.0</td>
<td>3.29 x $10^{12}$ ± 6.8 x $10^{14}$</td>
<td>7.86 x $10^{12}$ ± 2.10 x $10^{13}$</td>
<td>2.51 ± 0.07</td>
<td>14.10 ± 0.80</td>
</tr>
<tr>
<td>Caprock Cliff Face</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15/94</td>
<td>50.02</td>
<td>-</td>
<td>1.75 x $10^{12}$ ± 4.5 x $10^{14}$</td>
<td>-</td>
<td>1.17 ± 0.04</td>
<td>-</td>
</tr>
<tr>
<td>7/95</td>
<td>32.13122</td>
<td>108.60 ± 5.4</td>
<td>5.1 x $10^{14}$ ± 5.7 x $10^{15}$</td>
<td>1.53 x $10^{12}$ ± 1.9 x $10^{14}$</td>
<td>0.06 ± 0.007</td>
<td>0.37 ± 0.05</td>
</tr>
<tr>
<td>8/95</td>
<td>35.00454</td>
<td>322.57 ± 16.1</td>
<td>1.26 x $10^{12}$ ± 4.30 x $10^{14}$</td>
<td>1.0 x $10^{12}$ ± 3.2 x $10^{14}$</td>
<td>1.22 ± 0.05</td>
<td>7.18 ± 0.43</td>
</tr>
<tr>
<td>9/95</td>
<td>38.99972</td>
<td>148.7 ± 7.4</td>
<td>1.29 x $10^{12}$ ± 2.8 x $10^{14}$</td>
<td>2.23 x $10^{12}$ ± 7 x $10^{14}$</td>
<td>1.26 ± 0.04</td>
<td>7.39 ± 0.44</td>
</tr>
<tr>
<td>11/95</td>
<td>35.03961</td>
<td>146.42 ± 7.3</td>
<td>5.57 x $10^{13}$ ± 2.10 x $10^{14}$</td>
<td>9.27 x $10^{13}$ ± 3.10 x $10^{14}$</td>
<td>0.54 ± 0.02</td>
<td>3.02 ± 0.18</td>
</tr>
<tr>
<td>Gamsberg Summit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14/94</td>
<td>50.03</td>
<td>-</td>
<td>2.53 x $10^{11}$ ± 4.7 x $10^{13}$</td>
<td>-</td>
<td>16.88 ± 0.46</td>
<td>-</td>
</tr>
<tr>
<td>10/95</td>
<td>30.01181</td>
<td>163.82 ± 8.2</td>
<td>1.69 x $10^{11}$ ± 5.70 x $10^{13}$</td>
<td>2.51 x $10^{11}$ ± 6.8 x $10^{13}$</td>
<td>19.13 ± 0.75</td>
<td>91.34 ± 5.20</td>
</tr>
<tr>
<td>10R/95</td>
<td>14.96368</td>
<td>173.26 ± 8.7</td>
<td>8.03 x $10^{13}$ ± 2.6 x $10^{13}$</td>
<td>2.18 x $10^{11}$ ± 7.10 x $10^{14}$</td>
<td>19.40 ± 0.74</td>
<td>83.88 ± 4.20</td>
</tr>
<tr>
<td>12/95</td>
<td>25.91193</td>
<td>95.83 ± 4.8</td>
<td>1.3 x $10^{14}$ ± 3.4 x $10^{15}$</td>
<td>3.5 x $10^{11}$ ± 6.5 x $10^{13}$</td>
<td>16.14 ± 0.43</td>
<td>74.79 ± 3.99</td>
</tr>
</tbody>
</table>
Denudation rates for the Gamsberg samples were calculated using the steady-state erosion model of Lal (1991). Rates have been calculated based on the measured concentrations of cosmogenic $^{10}$Be and $^{26}$Al assuming secular equilibrium had been reached by both isotopes and that denudation processes operating at every site were steady-state according to the specific definition inherent to the cosmogenic technique (section 2.4.3) whereby:

$$\varepsilon = \frac{\Lambda}{\rho} \left( \frac{P}{N} - \lambda \right)$$  \hspace{1cm} [4.1]

where $N$ is the concentration of the cosmogenic isotope (atoms g$^{-1}$ SiO$_2$), $P$ is the production rate (atoms g$^{-1}$ SiO$_2$ a$^{-1}$), $\lambda$ is the decay constant of the radionuclide (a$^{-1}$), $\Lambda$ is the cosmic ray attenuation coefficient in quartz (150 g cm$^{-2}$), $\rho$ is the rock density (2.7 g cm$^{-3}$) and $\varepsilon$ is the steady-state denudation rate (cm a$^{-1}$) (Lal, 1991; Brown et al., 1992). Calculated denudation rates are shown in Table 4.5 and in Fig. 4.19. Errors include 2 $\sigma$ uncertainty on $N$, as well as ±20 % on $P$. The data are shown on an erosion-island graph in Fig. 4.20 (excluding samples 14/94 and 15/94 in which only $^{10}$Be concentrations was measured). The erosion-island graph acts as a test for the two assumptions inherent in equation 4.1, namely, that the isotopes have reached secular equilibrium and that they have been subject to steady-state erosion with no phases of burial (section 2.4.4). Interpretation of the data is presented below.

Table 4.5. Denudation rate estimates for Gamsberg samples.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>$^{26}$Al/$^{10}$Be</th>
<th>$^{10}$Be Denudation Rate (e) (m Ma$^{-1}$)</th>
<th>$^{26}$Al Denudation Rate (e) (m Ma$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ridge Profile 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/95</td>
<td>5.78 ± 0.74</td>
<td>6.86 ± 1.43</td>
<td>6.90 ± 1.59</td>
</tr>
<tr>
<td>2/95</td>
<td>5.79 ± 0.83</td>
<td>16.76 ± 3.54</td>
<td>17.27 ± 4.08</td>
</tr>
<tr>
<td>3/95</td>
<td>5.95 ± 0.74</td>
<td>9.59 ± 2.02</td>
<td>9.49 ± 2.18</td>
</tr>
<tr>
<td>Ridge Profile 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4/95</td>
<td>5.79 ± 0.76</td>
<td>2.32 ± 0.48</td>
<td>2.15 ± 0.50</td>
</tr>
<tr>
<td>5/95</td>
<td>5.81 ± 0.76</td>
<td>4.85 ± 1.01</td>
<td>4.78 ± 1.11</td>
</tr>
<tr>
<td>6/95</td>
<td>5.63 ± 0.71</td>
<td>4.39 ± 0.91</td>
<td>4.46 ± 1.03</td>
</tr>
<tr>
<td>Caprock Cliff Face</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15/94</td>
<td></td>
<td>5.89 ± 1.24</td>
<td></td>
</tr>
<tr>
<td>7/95</td>
<td>6.39 ± 2.24</td>
<td>118.18 ± 35.78</td>
<td>111.73 ± 37.30</td>
</tr>
<tr>
<td>8/95</td>
<td>5.68 ± 0.83</td>
<td>7.77 ± 1.67</td>
<td>7.76 ± 1.80</td>
</tr>
<tr>
<td>9/95</td>
<td>5.86 ± 0.77</td>
<td>7.65 ± 1.60</td>
<td>7.63 ± 1.77</td>
</tr>
<tr>
<td>11/95</td>
<td>5.59 ± 0.82</td>
<td>16.74 ± 3.64</td>
<td>17.90 ± 4.18</td>
</tr>
<tr>
<td>Gamsberg Summit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14/94</td>
<td></td>
<td>0.45 ± 0.09</td>
<td></td>
</tr>
<tr>
<td>10/95</td>
<td>4.77 ± 0.66</td>
<td>0.38 ± 0.08</td>
<td>0.32 ± 0.07</td>
</tr>
<tr>
<td>10R/95</td>
<td>4.32 ± 0.54</td>
<td>0.37 ± 0.08</td>
<td>0.26 ± 0.06</td>
</tr>
<tr>
<td>12/95</td>
<td>4.63 ± 0.55</td>
<td>0.49 ± 0.10</td>
<td>0.42 ± 0.10</td>
</tr>
</tbody>
</table>
Figure 4.19: $^{10}$Be and $^{26}$Al denudation rates for Gamsberg samples. 2σ error bars are shown.

Figure 4.20: Erosion-island plot of $^{26}$Al/$^{10}$Be against $^{10}$Be for the Gamsberg samples. $^{10}$Be concentrations have been adjusted to sea level and high latitude (>60°). Error bars include 2σ uncertainty in the concentrations of $^{26}$Al and $^{10}$Be. Samples that plot within the island support a model of simple, steady-state denudation; samples that plot on the dotted, lower limit of the erosion island are in secular equilibrium and samples plotting below the island indicate that the sampling site has been subject to some complexity in the exposure history. Samples that plot above the island contain "forbidden" ratios relative to $^{10}$Be concentration and indicate possible analytical error or elevation changes for the sample (for further details see section 2.4.4).
The denudation rates shown in Table 4.5 and Figure 4.19 have been calculated assuming that both $^{10}$Be and $^{26}$Al have reached secular equilibrium (equation 4.1). Overall, the rates calculated from $^{10}$Be and $^{26}$Al concentrations in each sample show remarkable consistency. Within error, the locations of all the samples on the erosion-island graph support the assumption of secular equilibrium by plotting on the saturation concentration (dotted) line (Fig. 4.20). However, because the error bars are large, it could equally be true that the samples all plot within the erosion-island, thereby supporting steady-state denudation but suggesting that not enough time has passed for the samples to become saturated ($t < \frac{1}{\lambda + \rho_c / \Lambda}$) (Lal, 1991). Assuming this scenario, all the rates shown in Table 4.5 should be considered maxima. If the data are considered to plot below the saturation line, it is feasible that the samples have been subject to some complexity in their exposure history, possibly from phases of burial or detachment of rock layers of a thickness greater than the cosmic ray attenuation length of ~0.5 m (Small et al., 1997).

(Cosmic ray attenuation length = attenuation coefficient (150 g cm$^{-2}$) multiplied by the density of the rock (2.7 g cm$^{-3}$)). If it is inferred that any of the samples plot on the zero erosion line (upper thick line of the erosion-island) the concentrations of $^{10}$Be and $^{26}$Al should be modelled in terms of an exposure event age rather than a denudation rate (section 2.4.2). The geomorphic setting and field observations of processes at each site can be used to distinguish between these possibilities and to assess the true significance of the calculated rates.

The data appear to fall into three distinct groups. The most obvious distinction, clearly visible in Figs 4.19 and 4.20, is between samples 10/95, (10R/95), 12/95 and 14/94 from the summit of the Gamsberg and all the other samples. Calculated rates for the summit are all <1 m Ma$^{-1}$ and range from 0.26 ± 0.06 m Ma$^{-1}$ (10R/95, $^{26}$Al) to 0.49 ± 0.1 m Ma$^{-1}$ (12/95, $^{10}$Be). The bedrock surfaces from which the samples were taken (Fig. 4.18) showed evidence of weathering in the form of pitting, flaking and cracking and there is no evidence to suggest that these site have not been subject to denudation. The paired data for samples 10/95, 10R/95 and 12/95 all support the model of steady-state denudation (equation 4.1), and also could be interpreted as supporting the saturation concentration assumption of the model if they are assumed to plot on the dotted line in Fig. 4.20. Given the difficulty in proposing a geomorphic mechanism for complex exposure either in the form of burial or detachment of thick rock layers, it is reasonable to interpret the data from the summit as providing good estimates of the rate of summit denudation. The minimum amount of time that the isotopes take to become saturated subject to the calculated rates is >1 Ma for the Be rates and ~900 ka for the Al rates (section 2.4.3). On this basis, it is proposed that the summit of the Gamsberg has been lowering at an average rate of ~0.4 m Ma$^{-1}$ for at least the last 1 Ma.
The second group of samples includes all the caprock cliff and ridge profile samples, excluding sample 7/95. These plot in a central cluster in Fig. 4.20. Although there appears to be little distinction between the average magnitude of the modelled rates calculated for the profiles and for the caprock cliff samples (Fig. 4.19), interpretation of the data will be dealt with separately because of the significant difference between the style and exposure geometry of the sampling sites (Table 4.2). Modelled rates for samples 1-3/95 on ridge profile 1 are generally higher than for samples 4-6/95 on ridge profile 2. An average rate for ridge profile 1 from both $^{10}\text{Be}$ and $^{26}\text{Al}$ for the three samples is $11.15 \pm 2.6$, whereas an average for ridge profile 2 is $3.83 \pm 1$. Although an explanation based on the relatively higher relief of the western side compared to the eastern side of the Gamsberg could potentially be offered, it is more likely to be a simple function of surface slope (Table 4.2). Whereas the lower rates for ridge profile 2 were all collected from horizontal surfaces (Fig. 4.16), samples from ridge profile 1 were all taken from angled surfaces. The highest ridge rates, from sample 2/95 (17.27 $\pm$ 1.59 m Ma$^{-1}$, $^{26}\text{Al}$ and 16.76 $\pm$ 3.54 m Ma$^{-1}$, $^{10}\text{Be}$), are from the steepest angled surface of 47°.

For the granite ridge samples at the Gamsberg the denudational processes in the immediate vicinity of the sites appeared to involve only the detachment of rock layers <0.5 m thick. Also, the samples were, in general, taken from ridge peaks unlikely to have been covered by slope debris. Therefore it would seem reasonable to interpret the data for the ridges as supporting the assumptions of steady-state denudation and possibly secular equilibrium. However, bedrock exposures on the ridges are, in places, eroding through the detachment of granite slabs up to 1 m thick. These slabs appear to form rounded boulders which then either break up in situ or move down slope through the influence of gravity and maybe surface wash events. Given this style of denudation, it is possible that samples from the ridges have experienced some complexity in their exposure history, the evidence for which would have since been removed. Small et al. (1997) demonstrated that in the central section of the $^{26}\text{Al}/^{10}\text{Be}$ erosion-island plot, it can be difficult to distinguish between a model of complexity or simple exposure because the influence on the ratio of the nuclides would be small and tend to shift data to the left along the x-axis rather than below the erosion-island. Under these circumstances an average rate from a number of spatially distinct samples is likely to provide the best estimate of the true rate of denudation (Small et al., 1997). For the granite ridges at the Gamsberg, an average rate of denudational lowering is $-7.5$ m Ma$^{-1}$. On the basis of the time the isotopes take to attain secular equilibrium with this rate, the rate is assumed to have been active for at least 70 ka.
4.8.1 The Steady-State Denudation Model and Steeply Angled Surfaces.

The steady-state denudation model of Lal (1991) assumes that the sampled surface is horizontal and yields a modelled rate of vertical lowering. This is an important assumption because of the angular dependence of the incident flux of cosmic rays (section 2.2.6). Where tilted or angled surfaces are sampled, model parameters must be corrected for the effect this has on the incident flux. The energy of rays coming in vertically is much higher than rays hitting a sample from low angles. The energy of rays below angles of ~45° is almost insignificant compared to the incident flux from 45° to 90°. Therefore, surface production rate corrections are minimal for angled surfaces up to ~45° but once this angle is exceeded, correction become much more significant. This is evident if one compares the surface angle of samples (Table 4.2) and the exposure geometry corrections provided in Table 4.3. In addition to surface production, the depth dependence of cosmic rays is also a function of the angle of the assumed profile and is parameterised in Lal’s model (A). The attenuation of cosmogenic nuclide production with depth normal to a surface is not the same for steeply dipping surfaces as it is for horizontal surfaces. To date, all empirically measured profiles in terrestrial rocks have been in vertical drill cores and the resultant reduction in production in depth has been closely linked to the absorption mean free path of neutrons in air (section 2.2.2). Because of the insensitivity of the cosmic ray flux below angles of ~45°, an attenuation length of 150 g cm⁻² is generally applicable to samples on relatively gently dipping surfaces. The denudation model of Lal (1991), which assumes a horizontal surface and vertical depth dependence, can therefore be applied in most cases without severe limitations. However, as angles of sampled surfaces tend towards 90°, it would appear that the erosion model becomes less applicable because the assumption regarding depth dependence becomes more tenuous. To date, only exposure age estimates (as opposed to erosion rates) have been published for steeply dipping surfaces but this is not problematic since surface production rates can be adequately adjusted and exposure age determination does not make assumptions about production at depth (since it assumes zero denudation - section 2.4.2). Presently there are no publications which address the issue of angular dependence of attenuation or explain (or model) the relationship between the concentration of in-situ cosmogenic isotopes and denudation rates on steeply angled surfaces. In these situations the applicability of the existing denudation model appears questionable.

It is outside the scope of this thesis to consider the denudation model further. It is sufficient to appreciate that the model may not apply to steep surfaces (>45°) and that a limitation of the
cosmogenic technique in terms of modelling denudation in real geomorphic situations has been identified. Obviously, future work must address the applicability of the denudation model for cosmogenic isotope analysis to realise its full potential. At the time of writing, research on this issue was in progress but had not yet been published (J. Stone, pers. com.). From this discussion, it is apparent that the denudation rates calculated for the caprock cliff samples (Table 4.5) are likely to be in error and should be treated with caution. If is assumed that attenuation lengths are shorter on steeply angled surfaces then, using the current model (equation 4.1), the calculated denudation rates would also be reduced. As soon as new information becomes available, the concentrations will be able to provide useful estimates of the retreat of the caprock cliff face. It should be noted, however, that, as with the existing model, detachment of rock layers thicker than the attenuation length would invalidate any model that assumes steady-state denudation. This style of denudation on steep slopes, including those at the Gamsberg, is common, and should be addressed by any future modelling attempts.

At this stage, it is not possible to ascertain the relationship between the true rate of caprock cliff retreat and the rates for these sites shown in Table 4.5. However, given that there now exist reliable estimates of denudation for the caprock summit and the granite ridges some speculations can be made. If the profile of the Gamsberg remains constant through time, a caprock retreat rate can be calculated from an average horizontal retreat of the granite ridges. Moon and Selby (1983) proposed that through time, the form of slopes at four locations on the Great Escarpment, including the Gamsberg, adjusts to the mass strength of the rock and therefore parallel retreat only occurs where the overall mass strength is uniform. Although mass strength does vary within lithological units as a function of joint spacing, the overall simplicity of the stratigraphy at the Gamsberg suggests that an assumption of profile maintenance through time is reasonable. Furthermore, the overall similarity of the form of the Klein Gamsberg and the Gamsberg (Figs. 4.19 and 4.13) supports the assumption of an overall preservation of form through time. Assuming an average slope angle of ridge profile 1 of 35° and an average vertical lowering rate of the ridge of 10 m Ma⁻¹, then the horizontal retreat rate can be calculated using simple trigonometry and is -15 m Ma⁻¹. If similar assumptions are made for ridge profile 2 with an average angle of 30° and a lowering rate of 4 m Ma⁻¹, the horizontal retreat rate is -7 m Ma⁻¹. Interestingly, these values are not that different from those calculated here using the model of Lal (1991) (excluding sample 7/95).

Sample 7/95 suggests a very high denudation rate for one location along the western edge of the Gamsberg caprock. However, given the broad agreement between the concentrations of other
caprock samples and a style of denudation that may involve the detachment of thick blocks, it is likely that sample 7/95 reflects a recent exposure and that the isotopes have not yet reached secular equilibrium. This is supported by a $^{10}$Be/$^{26}$Al value close to the production ratio of 6.1 which implies no erosion (Table 4.5, Fig. 4.20). Exposure ages for this site are 4.69 ka ($^{10}$Be) and 4.96 ka ($^{26}$Al). (The high error values for this sample reflect the low abundance of cosmogenic nuclides in the sample.)

4.9 Discussion

4.9.1 Denudation of the Gamsberg

Analysis of in-situ cosmogenic isotopes $^{10}$Be and $^{26}$Al at the Gamsberg has yielded modelled maximum rates of ~0.4 m Ma$^{-1}$ for summit lowering and an average modelled rate of denudation for two granite ridges of ~7.5 m Ma$^{-1}$. These rates are necessarily integrated at least over the past 1 Ma and 70 ka respectively. Due to the similarity of all the granite ridges forming the flanking slopes of the Gamsberg, both in terms of form and evident active processes, average rates of denudation calculated for the two ridges are likely to be representative of all the ridges as a whole. Interpretation of concentrations of cosmogenic isotopes on the third morphological element of the Gamsberg, the caprock cliff face, has been precluded by the poor suitability of the steady-state erosion model for steeply angled surfaces. However, by implication, caprock cliff retreat is thought to be similar to granite ridge retreat, on the order of ~10 m Ma$^{-1}$, assuming maintenance of a constant slope profile over the caprock and down the granite ridges through time. These results represent the first direct assessment of denudation in the escarpment zone for any section of the Great Escarpment in Namibia over a time period of $\leq$10$^6$ a.

The future of the Gamsberg and Klein Gamsberg can be predicted if assumptions are made about the continuation of the denudation rates measured here. If the rate of summit downwearing (~0.4 m Ma$^{-1}$) and the estimated rate of overall slope retreat (~10 m Ma$^{-1}$) were to characterise the future, the caprock on the Klein Gamsberg would disappear in ~10 Ma but would still be ~15-20 m thick in its final stages. The Gamsberg would retain its caprock for >25 Ma and, as the quartzite is slightly thicker than that which caps the Klein Gamsberg at present, it would also be ~20 m thick at the end. However, if the retreat of the caprock is linked to the area of the summit, for example by the amount of surface wash available to each cliff section, the rate of retreat would decrease through time as the area becomes proportionally smaller compared to the length of the cliff face. This would increase the length of time which the caprocks ultimately survive
but demands a greater understanding of the controls on cliff face retreat to be fully assessed. Although the rate of summit denudation is low, it is active and it is therefore wrong to assume that surfaces, however flat or smooth, can be preserved unmodified. Whether or not the ratio of backwearing to downwearing estimated here to be 25:1 is characteristic of other surfaces remains to be seen. However, models of landscape evolution which do presume that downwearing is negligible over long periods of time (e.g. King, 1962, 1983) need to be reconsidered.

4.9.2 Extrapolation of Denudation Rates from Cosmogenic Isotope Analysis

In order to assess the implications of the calculated denudation rates and inferred rate of escarpment retreat at the Gamsberg for evolution of the Great Escarpment in Namibia, it is necessary to assess the validity of regional extrapolation of the Gamsberg results. Denudation rates modelled from cosmogenic isotope concentrations are site-specific and depend on the geomorphic setting of the sampling site. It is therefore necessary to consider the extent to which the geomorphic settings of the Gamsberg sites are replicated elsewhere. Distributed along the length of the escarpment in Namibia, many other locations are characterised by outcrops of crystalline, often granite, basement rocks. For example, granite of the Sinclair Sequence in the southern-central part of Namibia and granites of the Damara Sequence throughout northern Namibia comprise sections of the escarpment (Fig. 4.5). In southern Namibia, horizontally bedded sedimentary units of the Nama system (e.g. Kuabis quartzites) overlie crystalline basement that forms ridges and together create an edge to the escarpment that is broadly similar to the situation at the Gamsberg (Brown et al., 1998). Although the Gamsberg is an outstanding morphological feature of the Great Escarpment, similar geology and a consistent topographic configuration in places, as well as similar climatic conditions characterise central and southern Namibia. This suggests that denudation rates and slope retreat rates at the Gamsberg are typical of other areas of the escarpment, thereby permitting some degree of spatial extrapolation.

The extent to which the caprock at the Gamsberg influences denudation of the granite ridges is obviously important to consider for extrapolation of the data to other granite ridges which do not have caprocks. In general, the relationship between caprocks and their underlying substrates is poorly understood. The evolution of rock slopes as a whole is a complex subject of diverse opinions (Selby, 1993; Oberlander, 1997) and it is not possible to resort to accepted models. However, surrounding the Gamsberg there are some residual granite hills and it is reasonable to assume that these were once covered by the quartz arenite unit. Two of these are clearly visible in Figure 4.13 and have retained the same overall slope profile as the Gamsberg and Klein
Gamsberg. It can therefore be inferred that the presence of the caprock at the Gamsberg does not have a significant effect on the style of granite ridge denudation, and possibly the overall rate of denudation. The data derived from cosmogenic isotope analysis may therefore be more widely applicable, in the vicinity of the Gamsberg at least. In addition, given the preservation of the Gamsberg as an elevated feature, it is reasonable to assume that downwearing rates at other locations have not been significantly lower or else other locations along the escarpment would also be characterised by high elevation residuals. Because the escarpment is, in general, evenly spaced at a distance from the coast any significant differential between rates along the escarpment cannot have been sustained because the Gamsberg would stand out from the escarpment edge which would have retreated further inland. It is therefore reasonable to assume that significantly higher retreat rates cannot have characterised other sections of the escarpment region.

As previously mentioned, the calculated rate of retreat is necessarily integrated over the past ~70 ka. This period of time encompasses Quaternary climatic oscillations that have characterised most of the Earth and resulted in fluctuation of the rate of denudational processes which, by implication, may have affected the rate of escarpment retreat. The question is to what extent these global climatic fluctuations will have affected the rate of retreat of the Great Escarpment, specifically at the Gamsberg. Climate in the vicinity of the Gamsberg is likely to have fluctuated (section 4.6.2) but the magnitude of fluctuation does not appear to have been sufficient to affect the steady-state (as defined for cosmogenic isotope analysis) nature of the denudational processes acting at the sites, both for the ridges and the summit samples (Fig. 4.20; section 4.8). Therefore the calculated rates may well characterise the average denudation rate during the late Quaternary over the past 1 Ma at least and possibly over the entire Quaternary period.

4.9.3 Implication for Escarpment Evolution in Namibia

Whatever the exact representativeness of the rate of escarpment retreat calculated at the Gamsberg for the rest of the margin, the average rate of ~10 m Ma\textsuperscript{-1} is two orders of magnitude less than the commonly assumed rate for retreat of Great Escarpments of ~1 km Ma\textsuperscript{-1}. High rates of this kind are based on the assumption of uniform retreat of an escarpment since initiation at continental break-up. A rate of this magnitude for the retreat of Great Escarpments has been recently cited and advocated by many authors (e.g. King, 1983; Selby, 1993; Seidl et al., 1996; Ollier and Pain, 1997) and the assumption of uniform retreat is often used as a basic model component for passive margin evolution (Gilchrist and Summerfield, 1990). Assuming that
large-scale escarpment retreat has occurred, it is clearly incorrect to assume an average retreat rate for the Escarpment at the Gamsberg in central Namibia, and probably for much of south-west Africa. If other areas of the escarpment had been retreating at an average rate of 1 km Ma\(^{-1}\) and the Gamsberg was atypical, by now it would have become an isolated outlier rather than remaining an integral part of the scarp front.

The available evidence for the denudational history of south-west Africa (section 4.5) suggests significantly higher rates of denudation soon after continental break-up and is compatible with the low rate of denudation in the Escarpment zone calculated from cosmogenic isotope analysis for the more recent past. The collected data, in particular from apatite fission track analysis, suggest that such low rates may have characterised the south-west margin since early Tertiary times. By implication, escarpment retreat would have been much faster during the late Cretaceous, assuming retreat from the rift zone. If the calculated present rate of escarpment retreat at the Gamsberg is thought to have characterised the past 60 Ma, then <100 m of retreat would have occurred in this time. Thus said, large-scale retreat from an initial position coincident with the major rift boundary fault across the coastal plain to within 100 m of its present position would require an average escarpment retreat rate of \(\sim 5\) km Ma\(^{-1}\) over 30 Ma. Although rates of scarp retreat of this magnitude, from 0.5-6.7 km Ma\(^{-1}\), have been determined for the Colorado plateau (Schmit 1987, 1989), such high rates appear critically dependent on specific hydro-geological conditions that produce widespread and aggressive ground water sapping. Such conditions do not occur in central Namibia and have probably never applied to the south-west margin, which means that the operation of such high rates of escarpment retreat is unlikely. Also, it should be noted that the basis for determining such high rates has been criticised (Oberlander, 1997).

Two fundamental questions raised by the discussion so far include 1) what has determined the apparent switch in rate of denudation (and by inference retreat of the escarpment) from high to low since rifting, and 2) has large-scale escarpment retreat from the coast really happened? The cosmogenic isotope data for the Gamsberg alone cannot provide answers but in light of this new empirical data some speculations can be made.

The arid climate of the central Namib Desert has been remarkably stable during much of the Cenozoic and is discussed in detail in section 5.2.4 (Ward et al., 1983; Ward, 1987; Lancaster 1984a, b; Wilkinson, 1990). It could be argued that the apparent decline in rates of denudation and escarpment retreat reflect a progressive change in climate from the beginning of the
Cenozoic and that an arid climate at the Gamsberg is controlling the magnitude of present-day rates. However, climate alone is not generally considered to enforce such dramatic changes in denudational regimes. Preliminary cosmogenic isotope data from the Drakensberg (south eastern margin of Africa) on a basalt ridge extending from the escarpment, which currently experiences sub humid/humid climatic conditions, suggest a denudation rate on the order of \( \sim 30 \text{ m Ma}^{-1} \) (A. Fleming, pers. com.). It seems that even a considerable alteration in climate could not be the sole reason for the apparent decline in denudation rates since rifting.

Surface process models, as described in sections 4.3.3 and 4.4.4, have been useful in deciphering the principal controlling factors of topographic margin evolution and escarpment retreat and confirm that climatic regime is of secondary importance. Gilchrist et al. (1994b), Kooi and Beaumont (1994) and Tucker and Slingerland (1994) all demonstrated that the first order controls on margin development are drainage divide location related to antecedent (pre-rift) topography, and the timing of integration of internally drained catchments. In the models, large-scale retreat of a clearly defined escarpment depends on the escarpment crest coinciding with a migrating drainage divide. The models also suggest that escarpments and drainage divides can become pinned and retreat can slow once the topography inland of the escarpment becomes similar to that in front of it. This is dependent on the timing of integration of the internal drainage rivers with a common base level (sea level) (see Kooi and Beaumont, 1994, fig. 2). These model inferences provide a potential mechanism for the inferred rapid escarpment retreat soon after rifting and a slowing of retreat later on the south west African margin. In support of this, the Orange River is though to provide the key link between external and internal catchments by breaching the marginal upwarp, dated somewhat speculatively at \( \sim 85 \text{ Ma BP} \) (Rust and Summerfield, 1990). Though the topography of the south west margin does not show as much dissection and low relief landward of the current escarpment as is depicted by Kooi and Beaumont’s models, despite some incision by the Fish River (Fig. 4.3).

Along the south-west African margin the difference in the distance of the drainage divide and the escarpment form the coast varies from between 0 and 280 km (Ollier and Marker, 1985). Although the cosmogenic data cannot provide insight into possible divide migration and provide data on the relatively recent past only, they do emphasise the question of whether large-scale escarpment retreated from the coast has actually occurred in Namibia. Tucker and Slingerland (1994) proposed that headward migration of bedrock channelled river systems is an important mechanism for the retreat of drainage divides and escarpments, but Bishop (1995) has argued that in reality, drainage head retreat may not be as significant as is commonly cited in the
Quantitative modelling has shown that if a drainage divide is located inland at the time of rifting, large-scale rapid denudation takes place soon after rifting and a coastal escarpment is denuded but then reformed at the inland location of the divide (Kooi and Beaumont, 1994; Gilchrist et al., 1994b). If a combination of interior catchment denudation, isostatic uplift/tilting, climate and lithology were then to maintain the escarpment in roughly the same position, then the collected data from south-west Africa including the cosmogenic isotope data would broadly support such a scenario.

In general, neither of the evolutionary models described above can be accepted or rejected on the basis of cosmogenic isotope data from one location along the Great Escarpment of Namibia, but the provision of new empirical data offers scope for further integration of modelling and field based studies. Admittedly, quantitative models have needed simplified parameters but as empirical constraints on actual rates of denudation and escarpment retreat over various time scales become available, basic assumptions and models should be replaced.

4.10 Conclusions

Denudation rates at the Gamsberg, a flat topped residual on the Great Escarpment of south-west Africa in central Namibia, based on analysis of in-situ cosmogenic $^{10}$Be and $^{26}$Al in quartz, range from $0.26 \pm 0.06$ to $0.49 \pm 0.1$ m Ma$^{-1}$ for the summit and $2.15 \pm 0.5$ to $17.27 \pm 4.08$ m Ma$^{-1}$ for two granite ridges. Interpretation of these data yield a rate of escarpment retreat of the order of 10 m Ma$^{-1}$ for at least the past 1 Ma and possibly for the entire Quaternary period. An average rate of $\sim 10$ m Ma$^{-1}$ is likely to be representative of the rest of the escarpment in Namibia given the overall similarity of lithology, climate and morphology at other locations as well as the consistent present-day distance between the escarpment and the coast along its length. To improve the accuracy of both spatial and temporal extrapolations of the data, further work is required. Ideally this would involve similar cosmogenic isotope studies at several new locations along the Great Escarpment, both in other locations that exhibit caprocks and perhaps more importantly, those that do not.

A rate of $\sim 10$ m Ma$^{-1}$ for the recent geological past is compatible with existing data from other approaches, such as fission track thermochronology, that indicate large amounts of denudation for the margin soon after rifting but lower amounts and, by implication, lower rates of escarpment retreat throughout the Cenozoic. However, a rate of 10 m Ma$^{-1}$ is two orders of magnitude lower than commonly assumed rates of retreat for Great Escarpments and implies that
some existing models, for south-west Africa at least, should be rejected. Further work on other margins would be able to determine the extent to which this is true elsewhere. *In-situ* cosmogenic isotope analysis yields data on escarpment behaviour on an intermediate time scale between short-term process studies and long-term data from other existing techniques. Coupled with data from techniques which have a longer-term perspective, *in-situ* cosmogenic isotope analysis can provide the much needed empirical constraints for quantitative models of passive margin evolution.
5.1 Introduction

Bornhardts are prominent and defining landforms of tropical landscapes and southern Africa is usually considered their type locality (Thomas, 1994). Controversy about their evolution is well documented, but in central Namibia extensive work has indicated that their origin is largely a result of structural control (Selby, 1977a, b, 1982a, b). The aim of this chapter is not to test theories of bornhardt evolution but rather to quantify how fast they are denuded and to consider the implications this has for the style of mass wasting of bornhardts in the Namib and what significance this has, if any, for the weathering processes operating. Denudation rate estimates from analysis of cosmogenic $^{10}$Be and $^{26}$Al in quartz for three bornhardts in the central Namib Desert are presented.

Bornhardts in the coastal plain of Namibia were specifically chosen for two reasons. First, the coastal plain is a key topographic component of the south-west African passive continental margin. As such, knowledge of its geomorphic evolution is needed to constrain models of margin development in much the same way as the evolution of the escarpment was used in Chapter 4. Characterising denudation rates on two of the key elements of the south-west-African margin is preferable to one and should lead to a more complete, quantitative understanding of the way the landscape has evolved. Secondly, the central Namib Desert (Fig. 5.1) exhibits a diversity of attributes required to assess long-term denudation rates in an arid environment using cosmogenic isotope analysis. These include an unusually stable climatic history, a well mapped geology and numerous exposed bedrock features in simple geomorphic settings. A well-constrained climatic history is critical if integrated rates from cosmogenic isotope analysis are to represent real rates of denudation and allow for possible extrapolation over time. In addition to these reasons, there are existing data on denudation rates from other techniques such as fission track thermochronology which are useful for comparative purposes (Brown et al., 1990, 1998).
Cosmogenic data should help to create a more detailed denudation chronology by providing complimentary information at a scale which has hitherto been unobtainable as well as providing an insight into the evolution of a classic tropical landform.

Rounded granite inselbergs, commonly known as bornhardts, particularly in the description of African landscapes, were selected as sampling sites for several reasons. First, they are abundant on the coastal plain in the central Namib suggesting that rates of denudation on a small number of bornhardts may be representative of a larger number of features, thereby allowing some spatial extrapolation (Fig. 5.2). Secondly, they all share a relatively simple morphology. Thirdly, they have extensive, smooth, bare, bedrock surfaces which appear to have had a simple exposure history making them ideal as sampling locations for cosmogenic isotope analysis. Fourthly, they have a broader significance for the mode and rate of landscape evolution across south-west Africa due to their strategic location on the coastal plain between the escarpment and the coast. There are no other sites on the coastal plain that would be as suitable for cosmogenic isotope analysis, the other major landscape element being pediments. Although pediments are mainly made of bedrock, they are predominantly covered by a thin layer of sediment and are likely to have experienced a complex exposure history due to periods of burial by thicker and thinner layers of wind-blown sand or fluvial debris in the past. Lastly, a majority of the bornhardts are of a suitable quartz bearing rock type for $^{10}$Be and $^{26}$Al analysis.

Bornhardts were defined by Willis (1934) as a particular type of inselberg. Inselberg is a general term for any large, isolated, residual hill which usually rises abruptly above a gently sloping eroded plain. Willis (1934) considered bornhardts as ‘true inselbergs’, defining their distinguishing characteristics as, “bare surfaces, dome-like summits, precipitous sides becoming steeper towards the base, an absence of talus, alluvial cones or soil, a close adjustment of form to internal structure” (Willis, 1934, p. 124). Bornhardts are sometimes known simply as ‘granite inselbergs’ because their defining characteristics are usually only found in granitoid, massive rocks. It should follow then that all bornhardts can be considered as inselbergs but that not all inselbergs are bornhardts. However, such is the debate and controversy over the origins and development of bornhardts and inselbergs that even this seemingly simple classification does not always hold true. Some consider that the specific properties of granite influence the evolution of bornhardts to such an extent that they cannot be used to understand other types of non-granite inselbergs such as buttes that normally consist of horizontally bedded sedimentary rocks (Thomas, 1994).
Figure 5.1: Map of south-west Africa showing the location and extent of the Namib Desert and other features mentioned in the text (after Ward et al., 1983).
Figure 5.2: The location of some granite bomhardts and other inselbergs in the central Namib Desert (locations from 1:250 000 Topographic Maps and after Selby, 1977a, 1982 a, b; Ollier, 1978).

5.2 Physical Setting

5.2.1 Morphotectonic Development of the Coastal Plain

The morphotectonic development of south-western Africa has been described in detail in Chapter 4 (sections 4.2 and 4.4); of importance here is the formation of the coastal plain, a major component of passive margin topography. Prior to rifting (~130 Ma BP), the elevation of the landsurface would have been above sea level when the present-day coastal plain of Namibia was near the centre of Gondwana. Actual elevation data do not exist, but estimates of the amount of post rifting denudation seaward of the escarpment indicate that a thickness of up to 5 km of crust
has been removed with a large pulse of erosion soon after continental break-up in the late Cretaceous (Brown et al., 1990). The cause of this pulse of denudation is likely to have been rapid incision by rivers in response to a sudden drop in base level to the newly created ocean cutting through the old, elevated continental surface (Summerfield, 1996b). Evidence for magmatic underplating of the margin lends some support to the notion of high elevation prior to break-up (White and McKenzie, 1989). There are many different views on how the topography of newly rifted margins develops involving isostatic, thermal, tectonic and geomorphic mechanisms (section 4.3). Central to many arguments is the notion of escarpment retreat, the focus of Chapter 4. Regardless of the details of the model applied to Namibia, the coastal plain is clearly a result of large-scale denudation triggered by the rifting event. It is probable that the coastal plain of central Namibia had been formed, and was close to its present width, by the early Cenozoic, ~60 Ma BP (section 4.4.2).

5.2.2 Morphology and Geology of the Central Namib

The Namib desert extends over 2,000 km from the Olifants river (South Africa) in the south to the Carunjamba river (Angola) in the north (Fig. 5.1; Ward et al., 1983). It covers a coastal strip of land mostly less than 200 km wide. Along its length, there are a variety of arid environments including dune fields, gravel plains, predominantly ephemeral river channels, salt flats and pans, low hill ranges and inselbergs. The central Namib is usually defined as the hyper-arid to arid (<150 mm per year) area roughly in the middle stretching from the Ugab River and the Brandberg in the north to the Kuiseb River in the south (Fig. 5.1). For the purpose of discussion in section 5.2.4, the Tsondab drainage basin east of the main Namib Sand Sea has also been included in the area defined as the central Namib. The central Namib is distinguishable from the main Namib Sand Sea lying to the south of the Kuiseb (sometimes referred to as the Dune Namib) and the Skeleton Coast and Kaokoveld of the northern Namib. The central Namib desert is ~150 km wide, located on the gently sloping coastal platform that rises with an average regional slope of ~0.5° from the coast to an elevation of ~1000 m at the base of the escarpment.

The coastal platform in the central Namib has been cut across basement rocks comprising Precambrian metamorphic rocks of the Damara system as well as some pre-Damara rocks (e.g. Gamsberg Granite) and later Jurassic intrusions of granite and dolerite (section 4.2.1). The Damara is an ancient orogenic belt, part of the network of Pan-African orogenic belts that surround and dissect Africa (see Miller (1983) and references therein). There are four main groups of the Damara Sequence, dating from ~800 to 540 Ma BP. In the central Namib, outcrops
are mainly of the Nosib and Swakop Groups; the Otavie and Mulden, and Nama Groups are confined to the north and south respectively. The principal rock types of the Damara orogen cropping out in the central Namib are mica schist, granite gneiss, quartzite and marble. Granite intrusions of Donkerhuk age (500-560 Ma BP) as well as dolerite dykes of Karoo age (late Mesozoic) crop out throughout the central Namib. There are no remnants of any Karoo sedimentary units in the central Namib. The bevelled surface of the old rocks is known as the Namib Unconformity Surface (NUS) and is generally assumed to have been in place by the end of the Cretaceous. Alteration during the Cenozoic has meant that in some places under the main Namib Sand Sea this unconformity surface is highly uneven, but the NUS shows no evidence of chemical alteration and in general it forms a smooth, albeit polygenetic, stratigraphic baseline throughout the study area.

The NUS is overlain by a relatively thin and patchy veneer of Cenozoic sediments. Collectively known as the Namib Group, they including sandstones, calcrites, conglomerates and gravels (Ward, 1987). Many discrete Tertiary and Quaternary Formations have been recognised. The oldest deposit of the Namib Group in the central Namib region is the 40-200 m thick Tsondab Sandstone Formation, the lowest unit of which sits unconformably on the NUS. It consists principally of fossilised dune deposits and covers an area from Luderitz in the south to just north of the Kuiseb River, although similar arenite deposits have been found both further north and south (section 4.4.2). It is the most areally extensive formation and is covered by carbonate-cemented and calcified conglomerates especially in the western portion of the Kuiseb drainage basin below the escarpment. The main Namib Sand Sea to the south of the study area rests directly on Tsondab Sandstone which may have been an important sediment source for the younger, smaller dune field (Besler, 1996). In the central Namib, younger sediments are distributed more locally, mainly preserved as terrace and flood deposit remnants in river valleys.

The morphology of the central Namib comprises extensive, relatively flat (<2°) plains of limited relief interspersed with incised river valleys and isolated mountain ranges (Fig. 5.3). Gevers (1936) provides an excellent early description. Desert plains are the most areally extensive morphological element. These comprise coalesced pediments which extend from the foot of the escarpment and from the base of inselbergs into river valleys and towards the sea. True pediments are made of bedrock but the term has been used more generally to describe any low gradient, low relief slope. Bedrock pediments are thought to be formed by slope and scarp retreat under a semi-arid climate but there is a continuing debate as to their true origin and climatic significance (Oberlander, 1974, 1997; Moss, 1977). Pediments in the central Namib are
generally cut across bedrock (principally Damaran mica schists and granite) and are covered by a thin layer of silt, sand, quartz pebbles and granite grus (Selby, 1977a). The cover is commonly in the form of a desert pavement where the surface is armoured by stones (~10 mm diameter) with finer material beneath. The lack of relief and uniform nature of these pavements over many thousands of square kilometres in the central and northern Namib is remarkable. In places, the pediment surface is underlain by calcrete of variable thickness up to ~20 m. Where relief on the NUS is greatest, calcrete deposits are thickest. Near present day river valleys, calcrete thickness and sediment cover become progressively thicker (rock pediments extend into detrital pediments), but planed off bedrock often crops out at the surface; smooth granite is clearly visible near Gobabeb and around Vogelfederberg.

Drainage in the central Namib consists of five major westward flowing non-perennial rivers: the Ugab, Omaruru, Khan, Swakop and Kuiseb (Fig. 5.1). The convergence of the Swakop, Khan and Kuiseb in the vicinity of Walvis Bay reflects a fundamental control on location by ancient structures of the north-east trending Damara Orogen. There is some evidence for rearrangement of drainage courses from elongate, sediment-filled depressions in the NUS that may represent palaeochannels (Wilkinson, 1990). In the study area, between the Swakop and Kuiseb rivers, there is a highly ephemeral river, the Tumas, as well as tributaries of the major channels. The long profiles of rivers in the Namib are convex rather than concave due to a pronounced reduction in discharge downstream as a result of high evaporation rates. All of the rivers display evidence of past changes in base level and have deeply incised canyoned sections with dissected valley sides ('gramadullas') apparently representing a synchronous period of incision at the end of the Tertiary (Rust and Wieke, 1980; Ward, 1987). The Kuiseb acts as the northern barrier to the main Namib Sand Sea (Fig. 5.4) and has a particularly impressive canyoned section where the river has incised up to 150 m into mica schists of the Damara Orogen to the east of the Sand Sea below the escarpment.
Figure 5.3: View of a typical, pavement-covered, low-relief desert plain in the central Namib near the Swakop River. Note the presence of inselbergs on the horizon.

Figure 5.4: View looking south-west of the northern limit of the main Namib Sand Sea near Gobabeb. The thick line of vegetation marks the “linear oasis” of the ephemeral Kuiseb River which acts as a barrier to the >200 m high advancing orange coloured dunes in the background. Granite boulders in the foreground rest on planated granite covered by a layer of debris.
The present-day climate of central Namibia is thought to be controlled by the cold Benguela oceanic current flowing northwards along its coast and the associated upwelling of cold water, and the relative positions and strengths of the persistent South Atlantic and southern African continental high pressure zones (Tyson, 1986). The strong and relatively stable anticyclone over the South Atlantic, which is centred just off the Namibian coast, causes subsiding and diverging winds to have an aridifying effect over south-western Africa. The annual latitudinal range of this system is ~4°, with an average position at ~30°S (van Zinderen Bakker, 1975). The drying effect is intensified during most of the year by the neighbouring southern African anticyclone. Cold water (10-14°C) from a depth of several hundred metres wells up along the coast of Namibia due in part to the upwelling of the Benguela current and in part due to offshore SE Trade Winds. The upwelling contributes to aridity along the coast of Namibia by causing stabilisation of the coastal air mass, suppression of convection clouds and consequent rainfall, and a downward flux of sensible heat (Flohn, 1984). The combined effects of these large-scale forces produce a narrow arid coastal tract along the length of south-west Africa with a steep temperature gradient with distance from the coast. The present-day climate changes from a winter rainfall/arid zone in the south to a hyper-arid zone in the central Namib to a summer rainfall/arid zone in the north and east.

Detailed description of the climate of the central Namib desert is provided by Lancaster et al. (1984) based on observations from ten meteorological stations over a five year period from 1976 to 1981. The stations were distributed in an area from Swakopmund (20 m elevation) in the north-west to Narabeb (400 m elevation) in the south to Ganab (1000 m elevation) in the east, an area of ~17,000 km². The coastal belt is classified as extremely arid (Meigs, 1966) but there is a very large, almost six-fold, increase in rainfall from the coast to the foot of the escarpment, a trend that continues up the escarpment and over the plateau (Lancaster et al., 1984). Typical mean annual rainfall at the coast is <20 mm rising to ~100 mm at Ganab (Fig. 5.2). During the study period, variability from year to year was high and a period of seven years without effective rainfall has been recorded at Gobabeb between 1969 and 1976. In the vicinity of the escarpment typical precipitation values rise to 150-200 mm a⁻¹ (Jacobson et al., 1995). Areas immediately at the foot of the escarpment, in the east of the coastal plain are affected by storms moving westward over the escarpment but due to a strong temperature inversion over the coastal plain the effect of these storms is rarely felt further west.
Coastal fog is a distinctive feature of the Namib and results from moist oceanic air flowing inland over cold offshore waters (Lancaster et al., 1984; Olivier, 1992). Its importance for the flora and fauna of the Namib is well documented (Seely, 1978) but it is also probable that it plays a major role in creating suitable conditions for weathering processes to occur such as salt weathering (Goudie et al., 1997), solutional weathering (Sweeting and Lancaster, 1982), and hydration. Fog penetrates inland for at least 100 km (Lancaster et al., 1984; Olivier, 1992) and can, occasionally, reach the foot of the escarpment. Fog precipitation is far more regular and in places much greater than mean annual rainfall. For example, at Vogelfederberg mean annual rainfall from 1976-1981 was 21.45 mm whereas the mean annual fog precipitation over the same four year period was 183.48 mm (Lancaster et al., 1984). Fog precipitation occurs most frequently at the coast but the amount of fog-water precipitation appears to increase from the coast to a maximum at 35-60 km inland and then decreases further inland (Lancaster et al., 1984). This trend has been related to increasing elevation from the coast but could also be an artefact due to lack of data coverage. Maximum amounts of fog water precipitation per day per month have been recorded in June or July throughout the coastal plain (Lancaster et al., 1984).

Temperatures in the central Namib are fairly cool and equable throughout the year. Mean annual temperatures range from 15.5 °C at the coast (Pelican Point near Walvis Bay) to 21.5 at Ganab, the furthest inland station (Lancaster et al., 1984). The mean annual amplitude of temperature is least at the coast at 5.5 °C and most at Vogelfederberg at 16.4 °C. Minimum temperatures below 0 °C occur only once on average per year. Extreme maximum temperatures over 40 °C occur at all inland stations in March or April but not generally for more than one or two days. Diurnal temperature changes in the Namib are usually only 8 °C (Schulze and McGee, 1978). Mean annual humidity is highest at the coast (87%) and lowest inland (37% at Ganab; Lancaster et al., 1984). The pattern of humidity variation across the coastal plain reflects temperature variation at each station but with greater amplitude; the annual variation is least at the coast (9%) and most at Vogelfederberg (59%; Lancaster et al., 1984). Dominant seasonal winds from three directions are common at weather stations in the central Namib (Lancaster et al., 1984). From September to November dominant winds are usually from the south-west when the South Atlantic anticyclone is at its strongest and heating effects on land are greatest. From December to February dominant winds are from the north-west and in March to August the strongest winds are from the north-east and east. Highest velocities (up to 60 km h⁻¹) are associated with warm ‘berg’ winter winds which blow from the plateau down onto the coastal plain, and occasionally cause dust storms (Lancaster et al., 1984; Wilkinson, 1990).
The climatic and associated environmental history of the Central Namib has been a source of debate since Koch (1961) first suggested that arid conditions had prevailed in the region for many millions of years, an idea based on the highly adapted nature of the Namib fauna (Vogel et al., 1981, Ward et al., 1983). Koch (1961) thought that the richness and endemism of native species, in particular the tenebrionid beetle, required a long and undisturbed evolutionary period with prevailing arid conditions. Recognising the importance for aridity of the cold Benguela current, which at the time was thought to have been initiated 70 to 80 Ma BP, Koch (1961) ascribed a late Cretaceous age to the origin of the Namib Desert. Since then, several authors have used a variety of palaeoenvironmental indicators in an attempt to evaluate climatic conditions over a range of time periods for south-western Africa (van Zinderen Bakker, 1975, 1984a, b; Tankard and Rogers, 1978; Ward et al., 1983; Lancaster, 1984a, b; Wilkinson, 1990). Some very different conclusions have been drawn from the various lines of evidence and the main themes of the debate are outlined below.

5.2.4.1 Pre-Quaternary climatic history

The fragmentation of Gondwanaland during the Cretaceous was not only an important event in terms of the landscape evolution of south-western Africa but it also had profound implications for the climate (Tyson, 1986). The opening of the South Atlantic permitted the initiation of the high pressure cells which control the climatic system today. The development of a circumpolar current and the closing-off of the circum-equatorial current dramatically altered the climate of the southern hemisphere and intensified latitudinal zonation of the oceans. The development of a cold Southern Ocean was necessary for the initiation of cold upwelling water off the coast of Namibia. Van Zinderen Bakker (1975) ascribed an early Oligocene age (~35 Ma BP) to the aridifying effects of the cold water and upwelling associated with the Benguela current after Shackleton and Kennet (1975) concluded that it was at this time that the deep water temperatures of the Southern Ocean and South Atlantic became as low as they are today. Supported by some geological and geomorphic evidence, van Zinderen Bakker (1975) proposed an early Oligocene age for the Namib Desert. More recent ideas about circulation in the southern Hemisphere have been used to infer a more youthful age for the initiation of arid conditions in the Namib. It is now generally assumed that the modern day Benguela current and upwelling system was not in place until the late Miocene, 25 Ma after the early Oligocene cooling of bottom waters and that arid conditions in the Namib could therefore not have been initiated until this time (~10-12 Ma BP).
BP) (Seisser, 1978, 1980; Tankard and Rogers, 1978). Despite the cold Southern Ocean, full development of the Antarctic convergence by late Miocene times and opening of the Drake Passage ~25 Ma BP was thought necessary for the current intensity of upwelling to occur and desiccation of the Namib to begin.

Prior to the late Miocene, fluctuations in climate during the Tertiary are a common element of several studies involving marine and terrestrial evidence from south-west Africa, most of which have supported a youthful age for the Namib Desert. Palaeobotanical data led Tankard and Rogers (1978) to infer an arid/summer rainfall climate regime for the Oligocene, but significant climatic fluctuations to much wetter conditions throughout the Miocene and Pliocene. They proposed a Pliocene/early Quaternary age for the most recent onset of persistent arid conditions in the Namib consistent with initiation of a strong Benguela system. Coetzee (1980) also used a palaeobotanical approach and supported a relatively young age for the current Namib Desert at the end of the Miocene. The pollen and fossil evidence cited by both Tankard and Rogers (1978) and Coetzee (1980) was principally from the Langebaanweg region and the Namaqualand coast in the southern Cape. Macrofaunal remains from the central Namib thought to be Pliocene in age have been used to support a youthful age for the onset of arid conditions (Tankard and Rogers (1978), Dingle et al. (1983) and references therein).

5.2.4.2 Quaternary climatic history

The extent of Quaternary fluctuations in the climate of the central Namib is debated. It had previously been assumed that glacial periods in the Pleistocene resulted in intensification of arid conditions in the Namib and some northward shifting of the boundaries of the arid zone along the south west African coast (van Zinderen Bakker, 1975, 1984a; Tankard and Rogers, 1978). A latitudinally contracted, but significantly wider, central arid core was thought to be preserved at glacial maxima but shifted approximately 5° further north. Associated with the core was intensification of arid conditions in the northern Kalahari and expansion of dune systems into Angola and the Congo (van Zinderen Bakker, 1975). Rust and Vogel (1988) studied fluvial features in the northern Namib and rejected the notion of a fully arid core throughout the Quaternary. In one of few studies in the northern desert area, Rust and Vogel (1988) proposed a model of at least three significant climatic oscillations from arid/semi-arid conditions to more humid during the late Quaternary. Conversely, Selby et al.(1979) argued for prolonged arid conditions throughout the past 240 ka based on $^{234}U/^{230}Th$ dated lake deposits in the central Namib. The survival of the lake deposits on the ground surface precluded significantly wetter
periods and indicated that any northward propagation of arid conditions was an expansion rather than a shift of the arid zone. A great many other studies have been concerned with the detail of identification and dating of wetter periods or pluvials throughout the Quaternary principally from fluvial geomorphic features and there is large body of radiocarbon dated evidence from Namib river basins to support numerous inferred climatic fluctuations to a variety of extents (Vogel, 1982; Vogel and Visser, 1981; Rust and Wieneke, 1980; Heine and Geyth, 1984; Rust et al., 1984 (review paper); Eitel and Zoller, 1996). Holocene fluctuations in climate have largely been inferred from the archaeological record in rock shelters (Sandelowsky, 1977). Three distinct, moister periods have been identified but the extent of changes in rainfall is uncertain.

5.2.4.3 Sedimentary evidence for past climates

Investigation into the sedimentary succession of the central Namib has led to a revaluation of most of the palaeoclimatic reconstructions outlined above and a strong case put forward for persistent and long-lived aridity throughout the Quaternary and pre-Quaternary times (Ward et al., 1983, Lancaster, 1984a, b; Ward, 1984, 1987; Wilkinson, 1990). Studies that support significant climatic fluctuation have been criticised on several grounds. Firstly, the palaeobotanical work of Tankard and Rogers (1978) and Coetzee (1980) has been criticised for excessive spatial extrapolation. Their evidence from the southern Cape is unlikely to be a good indication of conditions in the central Namib given the discontinuous nature of the Benguela current and the large distance, ~1000 km, between the regions (Wilkinson, 1990). More generally, the Namib should probably not be considered as a single desert given that the major characteristics of the present day climate change from south to north and that such differences have probably also characterised the past (Ward et al., 1983). Secondly, Ward et al., (1983) and Ward (1987) have suggested caution with existing interpretations of faunal and floral evidence from the Namib and stress the important implications of a steep climatic gradient over the narrow desert tract. The present day hyper-arid coastal environment is often home to many large mammals, fossils of which have in the past perhaps incorrectly been used to infer a coastal savannah grassland environment (Tankard and Rogers, 1978). A range of animals including leopards, elephants and baboons can be found living in seemingly inhospitable areas of the Kuiseb Valley and the northern Namib but their presence is undoubtedly due to much more mesic conditions near by in the escarpment area and groundwater flow sustaining year-round vegetation in the major river valleys (Fig. 5.4). Strong, easterly berg winds blow from areas with substantially more rainfall than the central Namib and it has been shown that pollen from these areas has been carried and incorporated into modern fluvial sediments potentially providing an
unrepresentative assemblage of modern conditions (Ward et al., 1983). This problem was also identified by van Zinderen Bakker (1984b) in one of the only pollen studies carried out in the central Namib area. Pollen in silt layers from Sossus Vlei at the end of the Tsachab River dating from ~19 ka (calibrated) BP was dominated by indicators of arid conditions such as Chenopadiaceae. Mountain species were thought to have been brought from the upper portions of the catchment and although the silts themselves indicate more water in the catchment, the presence of interbedded dune sands and arid pollen species were interpreted as indicating an overall arid climate from the glacial maximum to the present.

A critically important assumption underlying the interpretation of fluvial deposits and events discussed above is that, in broad terms, river incision represents a wet climate and aggradation represents a dry climate. This rather basic approach is most likely a gross simplification particularly in sub-tropical arid and semi-arid areas (Helgren, 1979; Thomas, 1994). Stream mechanisms are more likely to be controlled by load quantities, sediment storage and to what extent energy is expended on moving sediment, or is directed towards incision. Rivers are therefore more likely to exhibit a 'complex response' to external climatic events (Schumm, 1979). As a result, an incision event cannot be unequivocally attributed to an increase in discharge because it could also reflect a change in the distribution of available energy (Lancaster, 1984a). In addition, the fact that many of the rivers which flow across the central and northern Namib begin outside the arid zone suggests that evidence for increased water availability may not be indicative of local conditions in the coastal desert but rather in the escarpment and interior highlands which experience much more rainfall.

The main conclusions of Ward et al., (1983), Lancaster, (1984a) Ward, (1983), Ward, (1987) and Wilkinson, (1990) are summarised in Table 5.1. Their findings reflect detailed investigations of the depositional environments of the Cenozoic Namib Group preserved in the central Namib drainage basins of the Kuiseb, Tumas and Tsondab rivers. The sedimentary succession appears to yield a more consistent, correlative and relevant record than most of the work previously outlined because local environmental conditions can be distinguished from discharge events which may not reflect the local environment. Correlation between drainage basins is sometimes problematic due to the paucity of reliable dates, variation in catchment characteristics and morphology. For example, the Kuiseb is a much more extensive catchment than the Tumas or Tsondab and is influenced by rainfall events further inland. A large proportion of the Tsondab load is solutional due to limestone exposed in it source area in the Naukluft Mountains. The Kuiseb has a confined valley cut into Damara Schist whereas the other two rivers drain more
openly over Tsondab Sandstone. Wilkinson (1990) proposes that depositional sequences are of
more use than geomorphological features such as inselbergs and pediments because uncertainties
over their climatic significance are usually less marked.

Prior to the Tertiary there is little sedimentary evidence in the central Namib. In the southern
Namib, the Pomona beds are indicative of a fluvial environment under increasingly arid
conditions and have been used to date formation of the NUS to the late Cretaceous (Ward et al.,
1983). Tertiary and Quaternary sediments that lie on top of the NUS in the central Namib
indicate eight or more periods of variable fluvial activity in the three catchments, but the
depositional environments indicated are all arid to semi-arid. Fluctuations in rainfall appear to be
limited to the highland parts of catchments. Evidence for an extensive, early to mid/late Tertiary
sand sea from the Tsondab and Tumas Sandstone units is the most striking evidence of Tertiary
aridity and suggests that a direct correlation does not necessarily exist between Namib climate
and the existence, intensity and position of the zone of Benguela Current upwelling (Ward et al.,
1983; Wilkinson, 1990). This may explain the variability in the ages ascribed to the onset of
aridity by previous workers who invoked upwelling as the principal driving mechanism (van
Zinderen Bakker, 1976; Tankard and Rogers, 1978; Coetzee, 1980). Preserved calcrete caprocks
on the Tsondab Sandstone dating back to the end of the Miocene indicate that the climate has not
been much more humid since this time because these crusts would have been dissolved (Yaalon
and Ward, 1982). The extent of inferred more humid conditions at the end of the Miocene for
the central Namib depends on the climatic parameters assumed for calcrete formation. Today
calcrete can be found in areas with a mean annual precipitation up to 600 mm, but other
duricrusts such as gypcrete that are also be found in the central Namib depend on much lower
mean annual precipitation of <200 mm (Watson, 1988; Goudie, 1983). Quaternary aridity
throughout glacial and interglacial periods is confirmed for the Namib Desert but it is likely that
changes did occur further east outside the Namib in the escarpment and plateau regions.

In summary, the overall trend of palaeoclimates in the central Namib appears to have been no
more humid than semi-arid throughout the Quaternary and possibly over most of the Tertiary.
This does not imply that all evidence for fluctuation is wrong, although some has been clearly
questioned, but that the magnitude of climatic changes has not been great enough to cause
significant variation in the overall trend. For a large proportion of the Cenozoic, climatic
conditions were hyper-arid to arid and environmental conditions were similar to today. Despite a
vigorous debate, it is the local sedimentary evidence of Ward (1987), Wilkinson (1990) and
others that seems to be most pertinent to this study of denudation rates and landscape change in
the central Namib. Prolonged aridity in the Namib makes it one of the most consistently arid locations on the Earth. A conclusion of overall long-term aridity is important in the context of potential temporal extrapolation of denudation rates inferred from cosmogenic isotope analysis. In the central Namib, denudation rates from analysis of in-situ $^{10}$Be and $^{26}$Al, which may be integrated over a period of up to ~3 Ma depending on the actual rate, can be considered to be representative of a much longer time period assuming that the climate has not fluctuated significantly.

Table 5.1 (overleaf): Summary of the sedimentary succession in the Kuiseb, Tumas and Tsondab drainage basins and the palaeoenvironmental implications for the central Namib during the Cenozoic. (Sources: Kuiseb: Ward, 1984, 1987; Tumas: Wilkinson, 1990; Tsondab: Lancaster, 1984b; Other Areas: Ward et al., 1983; Lancaster, 1984a; Dingle et al., 1983)
<table>
<thead>
<tr>
<th>Era</th>
<th>Period</th>
<th>Epoch</th>
<th>Age (Ma)</th>
<th>CENTRAL NAMIB CATCHMENTS-Sediments and Associated Events</th>
<th>Other Areas/Events</th>
<th>Palaeoclimatic Implications</th>
<th>Climatic Trend in Central Namib</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>KUISEB</td>
<td>TUMAS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gobabeb Gravels</td>
<td>Viel Silts (12,000 BP)</td>
<td></td>
<td>Higher rainfall in highland</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Huabao Tufa?</td>
<td>Tsondab sands and silta (25-30,000 BP)</td>
<td></td>
<td>catchment areas but aridity/</td>
</tr>
<tr>
<td>TERT</td>
<td>Quaternary</td>
<td>Holocene</td>
<td>0.01</td>
<td>alternating periods of incision and gypsiification</td>
<td>Calcite cementation</td>
<td></td>
<td>aridity in deposition areas</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pleistocene</td>
<td>1.64</td>
<td>Deep Incision</td>
<td>Incision</td>
<td></td>
<td>Increasing aridity (some low</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pliocene</td>
<td>5.2</td>
<td></td>
<td>Incision</td>
<td></td>
<td>magnitude climatic fluctuations)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Miocene</td>
<td>23.3</td>
<td></td>
<td>Gypsiification</td>
<td></td>
<td>Slightly more mesic conditions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Oligocene</td>
<td>35.4</td>
<td></td>
<td>Calcite Capping</td>
<td></td>
<td>(End Miocene)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Eocene</td>
<td>56.5</td>
<td></td>
<td>Conglomerate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Palaeocene</td>
<td>65</td>
<td></td>
<td>Tafroope Sands</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cretaceous</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>upper/late</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:**
- Namib Unconformity Surface (no evidence of chemical weathering)
- Slight increase in aridity with some semi-arid phases
- Southern wind regime similar to present day
- Desert conditions with extensive dune system interspersed with some paleosols and fluvially bedded structures
- Fluvial deposition and possible increasing aridity
- Increasing aridity
5.3 Bornhardts of the Namib Desert

The coastal plain of Namibia is dotted with inselbergs of various size and morphology ranging from elongate ridges of metamorphic rocks such as those that make up the Hamilton Range, to the classic bare rounded monolithic bornhardts like Vogelfederberg (Figs. 5.2 and 5.7). Large bornhardts, averaging 100 m high, are distributed across the coastal plain. They are the most prominent geomorphic features of the central Namib landscape and have attracted significant attention (King, 1975; Selby, 1977a, b, 1982a, b; Ollier, 1978; Twidale, 1988). They are predominantly formed in granite with some mica-schist components. Throughout the coastal plain smaller granite outcrops rise above the surface in various shapes. Field observations confirm Selby’s (1977a) report of planated granite around Gobabeb as well as small koppies and tors of rounded boulders at many other locations (Fig. 5.4). The escarpment in the central Namib does not have a continuous scarp front and in places it is dissected into long protruding spurs. Where these have become isolated from the escarpment they form large inselbergs, or ‘escarpment outliers’ as they are sometimes known. The spurs and outliers are predominantly composed of schist but granite is exposed in places protruding above the surrounding metamorphic rocks displaying bornhardts characteristics (Selby 1977a). This was observed in the field near Chausib (Fig. 5.2). Selby (1977a) has reported that the height of inselbergs and bornhardts declines with distance from the escarpment front. Although large bornhardts do not occur near to the coast, a gradient was not obvious in the field and large bornhardts of similar size were observed in a zone 40 to 100 km from the coast during fieldwork.

Field observations and reports in the literature indicate that all granite bornhardts in the central Namib conform to Willis’s (1934) description and have predominantly bare surfaces, one or more dome-like summits, steep sides and an overall absence of talus or soil cover. Geomorphic processes acting on the exposed bedrock surfaces include granular disintegration, small-scale laminar flaking, larger scale spalling of thick sheets and tafoni weathering (section 5.3.1). There is no evidence for any significant regolith accumulation around the base of inselbergs and they rise abruptly from pediments which have a gradient of 2°-6° (Selby 1977a, 1982a). The lack of talus or debris on the extensive bare rock slopes indicates that bornhardts are weathering limited landforms. Some of the larger granite inselbergs are delineated by major joints and the topographic boundary may also coincide with a geological boundary such as the edge of a granite intrusion (Selby 1977a; Ollier, 1978). However, others, such as Vogelfederberg, appear unrelated to geological boundaries as smooth granite of similar composition forms a bedrock pediment stretching away from the feature.
The bornhardts in the central Namib can be divided into two lithological groups (Selby, 1982b). The larger southern group includes the majority of bornhardts in the central Namib including all those sampled for this study. These features are composed predominantly of Donkerhuk granite of Namibian (late Precambrian) age. This is pale pink to grey porphyritic biotite granite which contains large phenocrysts of orthoclase and microline feldspar. The approximate composition of the rock is: quartz (20%), plagioclase (45%), orthoclase (22%) and mica (13%) (Selby 1977b).

The northern group is smaller, containing Gross and Klein Spitzkoppe and its adjacent ridge the Pondok Mountains (Fig. 5.2). These are formed of Erongo Granite of Cretaceous age which was intruded into Old Granite of the Damara Sequence of late Precambrian age during the break-up of Gondwana (Selby, 1982b).

5.3.1 Weathering and Mass Wasting of Bornhardts in the Central Namib

A number of common physical weathering processes have been observed on the inselbergs of the central Namib (Goudie, 1972; Selby, 1977a, b, 1982a; Ollier, 1978). Granular disintegration and small-scale flaking appear to be the most prevalent small-scale processes on inselberg surfaces and affect all exposed rock types including gneiss, schist, sandstone and marble as well as granite (Ollier, 1978). The relative importance of these small-scale processes appears to be related to grain size with granular disintegration occurring preferentially on coarser-grained rocks (Selby, 1982a). Weathering pits up to 8 m long and 1 m deep observed on some Erongo Granite bornhardts in the Namib have been attributed in part to granular disintegration and laminar sheeting (Goudie and Migón, 1997). Tafoni-like weathering forms can be seen on the base slopes of some bornhardts and on the undersides of overhangs. Tafoni are weathering hollows that can occur in a variety of sizes. Clusters of small tafoni produce a honeycomb effect, but single hollows that range from a few centimetres deep on boulders to large individual caves and arches several meters high were also observed. Tafoni appear to be best developed in granite. Thin flakes and grus observable in tafoni hollows indicate that small-scale laminar sheeting and granular disintegration may be important in maintaining the weathering forms but their origin is uncertain. Salt weathering, case hardening and chemical action may all contribute (Goudie, 1972; Ollier, 1978). The sheltered conditions inside tafoni are likely to promote moisture and salt accumulation and tafoni weathering appears to exploit joints (Cooke et al., 1993). A problem is deciphering the precise cause of the small-scale physical processes described above in that, unlike chemical weathering, they leave no unique indicators of their action. Comparison of small-scale laminar sheeting and granular disintegration in humid and arid environments has
shown that they are more active under dry conditions suggesting that chemical alteration of rock surfaces reduces the effectiveness of them (Selby, 1977b). Because small-scale sheeting is so prolific on granite, Selby (1977b) proposed that inherent properties of the rock may be an important contributing factor. Salts may also play an important role (Goudie et al., 1997), (see below).

Exfoliated sheets of rock commonly ~0.5 m, but up to 2 m thick, are evident on most granite bornhardts in the central Namib. They spall off parallel to the rock surface and break up into boulders in situ or are removed from the slope surface by gradual gravity sliding or sudden rock falls. Part of a sheet that has slipped down the flank of Mirabib is visible in Figure 5.8. Exfoliation weathering, in which sheets of rock spall off, was traditionally attributed to thermally controlled expansion and contraction of the outer surface of rocks (insolation) but this has now largely been discredited as a major cause and is unlikely given that diurnal and annual temperature ranges in the Namib are small compared to other deserts or experimental test conditions (Goudie, 1972). Large-scale sheeting of the kind observable in the Namib is thought to be caused by pressure related volumetric changes due to unloading along pre-existing (primary) tectonically positioned joints or secondary unloading structures (Selby, 1977b and 1982a). Smaller-scale sheeting and disintegration of sheets is probably enhanced by hydration (Selby, 1977b).

The importance of salt weathering in desert environments is the subject of debate (see Doornkamp and Ibrahim (1990) and references therein). Controversy arose over the significance of experimental tests which were often criticised for not replicating real conditions in terms of the salts commonly found in deserts, realistic temperature and precipitation regimes and rock size and type (McGreevy and Smith, 1982; Smith and McGreevy, 1983). However, it is well established that salt weathering can promote rock break-up in three different physical ways; growth, hydration and thermal expansion of salt crystals (Goudie and Viles, 1997). Crystallisation of salts out of solution in cracks and pores produces high internal pressures pushing apart rock particles. Thermal expansion of salt crystals can have a similar effect if rock minerals expand less than the salt crystals. This has been shown to be the case for halite (NaCl) and granite (Cooke and Smalley, 1968). Hydration of salts increases their volume and can also increase pressure in rock pores. Salt crystallisation and hydration are commonly held to be most pervasive in deserts (Goudie, 1974; Cooke et al., 1993). The main products of salt weathering are granular disintegration, flaking, blistering, swelling and cracking of rock surfaces and breakdown of sand into silt (Goudie et al., 1979; Goudie, 1989). Tafoni weathering is also
thought to be indicative of salt attack (Bradley et al., 1978) and may contribute to weathering pit formation (Goudie and Migón, 1997).

Conditions in the Namib are ideal for salt weathering given the high evaporation rates and high temperatures (Lancaster et al., 1984), abundant exposed susceptible rock, high availability of salts due to proximity to the sea as well as extensive gypsum and other saline crusts and salt pans further inland (Gevers and Westhysen, 1931; Goudie, 1972; Watson, 1988). Fogs in the Namib have a high sulphate component which has been shown to be an effective agent of weathering in the form of sodium sulphate or magnesium sulphate (Goudie, 1972; Goudie et al., 1997). Weathering products commonly attributed to salts (grus, rock flakes) are abundant and salt weathering has been cited as a major process. However, there are few empirical studies that have proved the association between salt and weathering in the Namib. One exception is the work of Goudie et al. (1997) who measured high rates of limestone block disintegration, due to halite crystallisation, over a two year period near the coast on a desert pavement surface. Goudie et al. (1997) suggest that salt weathering, specifically crystallisation induced by frequent wetting and drying cycles, is likely to be a major cause of rock break down and factor in the creation of subdued relief in the central Namib.

Small-scale solutional weathering features (rillenkaren) are visible on marble and limestone (Sweeting and Lancaster, 1982) but other chemical weathering in the Namib is minimal (Goudie, 1972). Varnish or case hardening on rock surfaces can involve slight chemical alteration of a micro-layer and is thought in part to be the result of biogenic processes. Orange/brown staining of granite is common on weathered exposed rock due to the release of ferric hydroxides from biotites but small-scale weathering products in the Namib show virtually no sign of any other chemical decomposition (Selby, 1977b). Spheroidal weathering is similar to flaking but the buried and exposed part of a rock is weathered around a corestone. It is indicative of chemical weathering but this process is conspicuously absent in the Namib supporting the view there is little active chemical weathering (Ollier, 1978). No other signs of past or present deep chemical weathering action or development of weathering mantles has been found anywhere in the central Namib despite extensive investigation (Selby, 1977a, 1982a, b).

Physical weathering processes account for almost all rock disintegration on bornhardts in the central Namib with the most important processes being granular disintegration, small-scale flaking, and spallation of rock sheets on inselbergs. The causes of these processes are uncertain but it seems likely that salt, rock tension and structural controls each play an important role.
Weathering appears to be active on all rock exposures regardless of lithology but there is no evidence for weathering action below the surface either active now or in the past. Weathering action is at its greatest along lines of rock weakness, in cracks and exposed joints.

5.4 Theories of Bornhardt Evolution

The origin and evolution of bornhardts remains a hotly debated subject. Thomas (1978, 1994) provides useful general reviews of the study of inselbergs and points out that in much of the literature, investigation has been restricted to landforms of crystalline rocks, most commonly granites and gneisses. In many cases, this has meant bornhardts in the strict sense. Opposing views of bornhardt development differ most fundamentally with respect to the importance of climate and climatic change. There is also significant debate as to the importance of structure, lithology and topographical setting. There are two principal theories which could explain the evolution of bornhardts in the Namib.

The first theory involves a two stage process of development whereby differential weathering of bedrock takes place initially under a deep weathering profile which is subsequently stripped following climatic change to reveal a landscape dotted with inselbergs. Linton (1955) was the first to suggest such a style of evolution in his classic paper on tor formation. He proposed that subsurface weathering processes preferentially exploited rocks with a closely spaced joint pattern. Inselbergs were masses of residual rock with a less dense joint pattern which had been less susceptible to subsurface weathering than the surrounding closely jointed planated rock. This hypothesis is closely linked to that of Büdel (1982) involving double planation surfaces and climatic controls and has been widely advocated in recent years (Cooke et al., 1993). It is now generally thought chemical subsurface weathering penetrates existing joint systems exploiting weaker rock, but leaves resistant rock cores which are eventually exposed as high standing inselbergs when the overlying regolith is eroded away. The chemical weathering hypothesis was developed principally because inselbergs were associated with savannah landscapes rather than arid environments where they were assumed to be palaeoforms indicative of more humid conditions with more precipitation and deeper weathering profiles in the past. Flared slopes on some Australian inselberg have been explained as marking former levels of the weathering front in successive stages of bornhardt development through several climate cycles (Twidale and Bourne, 1975).
The debate over bornhardt formation has been mostly between the deep weathering hypothesis outlined above and an alternative view proposed by King (1948, 1966 and 1975). King's hypothesis (1948) differed most fundamentally in that he rejected any notion of subsurface weathering and excavation but advocated inselberg formation by subaerial, physical weathering processes in a landscape model of scarp retreat and backwearing under no specific climatic regime. King (1966) thought that the excavation hypothesis could not explain bornhardt covered landscapes in southern Africa because weathering mantles in excess of 20-30 m were rare but bornhardts up to 500 m high were common. This has been countered by the idea of multiple phases of chemical weathering and stripping and a great age for most bornhardts (Thomas, 1994) but there is little sign of chemical attack on many bornhardts in southern Africa. The excavation hypothesis depends on a model of vertical (Davisian) downwearing of the landscape which King (1962) rejected in favour of his own model of pediplanation and parallel slope retreat. Bornhardts and inselbergs surrounded by pediments were explained as the end products of a landscape cycle, simply as interfluve remnants which had been worn back sufficiently to leave residual resistant bedrock domes. King's (1948) model has since been supported by other workers, most notably Selby (1977a).

A third and more ad hoc hypothesis of selective mantle planation has also been proposed for inselbergs that correspond to geological boundaries (Ollier, 1978). Ollier (1978) thought that weathering-mantle controlled planation would reduce the level of a plain but the more durable rocks would be left as high standing residuals and rocks with low fissility such as granite would project as bornhardts. Selby (1982a) pointed out that this hypothesis was originally proposed by Mabutt (1966) and relies on compartmentation of deep weathering in the past to determine the main outlines of hills that are subsequently formed. It does not therefore differ substantially from the first hypothesis, but the notion of lithological resistance in influencing bornhardt location is useful and relevant in most theories of bornhardt evolution.

The deep weathering and excavation hypothesis of inselberg evolution was so widely accepted by geomorphologists that it almost became a geomorphological law (Selby, 1977a; Thomas, 1978). However, Selby (1977a) regarded one law for such a diverse set of landforms as too restrictive and used the concept of convergence or equifinality to propose that more than one set of processes could lead the formation of similar bornhardt features. Selby (1977a, 1982a, b) carried out detailed examinations of inselbergs in the central Namib to test his theory and there now exists little controversy over the formation of bornhardts in the field area. Selby (1977a) rejected a hypothesis of deep weathering for bornhardts in the Namib for two reasons. Firstly,
there is a complete absence of chemically weathered regolith in the central Namib and no evidence of deep weathering has been found despite extensive field observations, mining and drilling for mining exploration (Selby, 1977a; Ward, 1987; Wilkinson, 1990). In other environments where weathering mantles are thought to have characterised inselberg evolution but where they are no longer buried or partially covered, there is often evidence for an old regolith cover in topographic hollows or river valleys (Twidale, 1976; Thomas, 1994). Also, the bornhardts show no signs of being chemically altered. Secondly, several lines of evidence suggest that the climate of the central Namib has been semi to hyper-arid for at least the last 10 Ma and possibly throughout most of the Tertiary (section 5.2.4). Deep chemical weathering does not occur under arid conditions and therefore a physical model of bornhardt formation was favoured for those found in the central Namib (Selby, 1977a, 1982b).

Selby (1982b) proposed that the overall form and location for the large majority of bornhardts in the central Namib was structurally determined (Selby, 1982b). There appeared to be some support for King’s (1948, 1966, 1975) hypothesis of scarp retreat because rounded granite features could be seen in protruding spurs of the escarpment but there was no doubt that the overall form was structurally controlled (Selby 1977a, 1982b). Also, bornhardts in Namibia do not exhibit an obvious zonal distribution related to the current drainage network and therefore do not support King’s (1948) idea that they are remnant interfluves, although drainage patterns may have changed. The domed form of bornhardts was attributed in part to the original form of the granite as it was intruded into Damaran mica schist and in part to large-scale sheeting along unloading structures parallel to the surface which preserved the original form (Selby, 1982b). Bornhardts were thought to be gradually exposed as surface physical weathering processes stripped surrounding schist, their locations determined by the position of discrete granite intrusions. Unequivocal evidence for this has been found for one unnamed granite dome near Amichab and Heinrichberger (Fig. 5.2) where schist conformably overlies partially exposed granite. The development of sheeting structures is also visible which will perpetuate the domed shape when the outer layers of schist are ultimately removed. It is likely that other domed granite bornhardts, although not displaying the same evidence, have also formed in this way. In general, Selby (1982b) thought that bornhardts exist because of high initial rock mass strength. This is gradually reduced by the development of orthogonal joints and the slope profile is adjusted so that the slope angle is in strength equilibrium with the new rock strength and the domed shape is lost as the bornhardt is progressively eroded. All non-granite inselbergs displayed slopes in equilibrium with their rock mass strength (Selby, 1982a). The complex multi-domed form of
some bornhardts can be explained by the intersection of orthogonal joints and non-parallel sheeting structures (Selby, 1982b).

Although the origin of bornhardts in the central Namib can now be better understood in terms of structural influences due to the detailed work of Selby (1977a, 1982b), some questions remain unanswered. For example, do the boundaries of all granite bornhardts coincide with geological or structural boundaries? Smooth granite bedrock is visible around the base of Vogelfederberg, implying that this is not true in at least one case and calls into question what controls the location of bornhardts. However, it is possible that the edges of granite intrusions are now some distance from the bornhardt because pedimentation combined with slope retreat or sheet spallation have reduced the areal extent of the inselberg (Büdel, 1982). Another uncertainty is how long these features have been in existence, although they are commonly thought of as old features, and how long they are likely to survive as upstanding features in a landscape of limited relief. Cosmogenic isotope analysis of granite bornhardts is capable of providing key insights into these issues by constraining long-term rates of denudation, their potential survival times and their mode of morphological evolution.

5.5 Sampling Sites and Strategy

Samples for cosmogenic isotope analysis were collected from three bornhardts within the Central Namib. The three sampling locations were Blutkopje, Vogelfederberg and Mirabib (Fig. 5.5). They were selected for a number of reasons. Most importantly because they are similar to, and therefore should be representative of, a large number of bornhardts and also to some extent the smaller-scale tor-like features and rock outcrops that occur throughout the central Namib. The sampling locations are spatially distinct being distributed about 50 km from each other in a zone 40-80 km from the coast, mid-way between the coast and the foot of the escarpment. They are similar in size but show some morphological differences. They all consist of Donkerhuk granite which is suitable for cosmogenic sampling. The following sections describe the location and morphology of the three bornhardts in detail. The overall sampling strategy is described in 5.5.4.
Figure 5.5: Map of the central Namib Desert showing the location of the three sampled bornhardts: Blutkopje, Vogelfederberg and Mirabib.

5.5.1 Blutkopje

Blutkopje, also known as Bloedkoppie, is located between the Swakop and Tumas rivers in the northern Namib-Naukluft park, central Namibia, situated at 22° 50’ S and 15° 22’ E (Fig. 5.5). It lies in the headwaters of the Gawib river, a 20 km long tributary of the Swakop, near to the local divide between the Tumas and Swakop catchments. It is 87 km inland from the coast and ~60 km west of the main escarpment. To the south of Blutkopje, the smooth, low-angled, gravel, desert plain, characteristic of this area, stretches 91 km to the Kuiseb canyon, interrupted only by ephemeral westward flowing tributaries of the Tumas and Kuiseb rivers. To the west, the Schieferberge, a 5 km$^2$ area of relief, is the only feature between Blutkopje and the coast across relatively smooth, 0.5° sloping, desert plains. 10 km to the north-west, Blutkopje is overshadowed by the Langer Heinrichberge, a large, 1152 m high mica schist inselberg immediately south of the Swakop river. Eastwards of the bornhardt, the desert plain rises gradually (<1° slope) over a distance of 60 km to the foot of the Khomas Hochland.
Blutkopje is morphologically the most complex of the three sampled bornhardts. Figure 5.6 shows that its overall domed shape is divided into five ridges that decrease in size from east to west over a distance of ~500 m. The eastern end of the bornhardt has very steep sides whereas the western end has a gradual slope of 13°. The true summit of the bornhardt is the top of the eastern most ridge and was recorded in the field as 857 m. Altimeter readings at the base of the feature, revealed a maximum height above the surrounding pediment surface of 117 m. Between the ridges there is some debris accumulation that supports a little vegetation, but a large majority of the surface is remarkably smooth and exposed. Small-scale relief over the feature is varied and seems to be linked to the processes acting on the surface. There is micro-relief due to small-scale laminar sheeting of up to 100 mm thick. There are larger-scale sheets that appear to have spalled off and be disintegrating *in situ* that create relief of up to 2 m. Channel-like features 0.1 to 5 m deep and wide forming quasi-dendritic patterns show evidence for fluvial incision processes. The ridges themselves that are divided by chasms up to 30 m deep that could also be the result of fluvial incision processes taking advantage of large-scale jointing or veins of weakness. There are several boulders that have been isolated on pedestals, in particular on the
highest ridge there is one such isolated boulder 3.2 m in diameter. Around the base of the bornhardt there is variable debris accumulation and evidence of tafoni weathering. The bornhardt consists of grey to pink biotite granite crossed by small quartz veins and veins of larger crystal size, both of which appear relatively resistant to denudation and form small ridges (<0.5 m high) over the surface.

5.5.2 Vogelfederberg

Vogelfederberg is located 32 km to the southeast of Blutkopje, at 23° 03’ S and 14° 59’ E. It is situated 58 km from the present-day coastline and ~110 km from the main escarpment. It lies on the divide between the Tumas and Kuiseb river catchments. The landscape around the bornhardt is a large, extremely low relief desert plain. To the east, the plain rises gradually with a gradient of <1° towards the foot of the escarpment in the vicinity of the Gamsberg. For 50 km to the north, south and west, the only relief other than the barely perceptible broad undulations from the ephemeral river systems, are similar inselbergs, for example Chungochoab 20 km south, Swartbankberg 35 km south-west, Hamiltonberg 10 km west as well as numerous other smaller, unnamed inselberg and tor-like features (Fig. 5.2).

Vogelfederberg is a classic example of a rounded dark grey biotite granite bornhardt and is morphologically simpler than Blutkopje. It is actually composed of two similar sized distinct domes separated by ~40 m of highly denuded rock that has been planed off to within two meters of the level of the surrounding plain. Vogelfederberg can therefore be considered as two bornhardts, both are simple half egg-shapes and one is slightly higher than the other. The higher dome has steeper sides and is ~80 m high. It has a smooth profile that tapers more gradually to the west than east. The second dome (Fig. 5.7) is broader and flatter and slightly more complex with some boulders and debris on its flanks. Erosional processes have cut horizontally into to the northern flank and created an overhang 30 m long and ~7 m high. There is evidence of tafoni weathering under the overhang as well as near the base of the feature on the southern side. Both domes have clearly developed channel features with a quasi-dendritic planform, from <1 m to >5 m deep, down their flanks. There is some very limited debris accumulation within the channel features. There is little evidence for large-scale sheeting as was seen at Blutkopje, and overall small-scale sheeting appears to be less prolific here than at Blutkopje. The main weathering process appears to be granular disintegration.

Figure 5.7 (overleaf): Photo montage of Vogelfederberg. Sampling locations are indicated.
Mirabib, alternatively called Mirabe, Hirabib or Anachankiab, is situated 70 km almost directly south of Blutkopje and 58 km south east of Vogelfederberg at 23° 27' S and 15° 21' E. It is 92 km inland from the coast and ~90 km from the main escarpment. It lies within the Kuiseb river catchment 26 km from the main river channel at Homeb. The surrounding landscape is very similar to that which surrounds all the isolated bornhardts of the area; a low relief desert plain with a shallow gradient (<2°) from the foot of the escarpment and its outliers to the coast. It comprises large areas of desert pavement, exposed, flat, granite bedrock, other low relief bedrock features, areas of sand and loose debris cover, dry river channels of limited incision and virtually no vegetation cover. Mirabib is the closest sampling site to the extensive Namib Sand Sea which presently terminates at the Kuiseb. There are no other named inselbergs within a 25 km radius.

Figure 5.8: Mirabib. View looking west.
Mirabib is a complex feature but has two principal domed summits separated by a deep but very narrow gorge/joint-like fissure (Fig 5.8). The higher dome is the furthest west portion of the bornhardt and has a very steep side with tafoni weathering on an undercut (Fig. 5.9). It is ~100 m high (Selby 1982b) but the true summit of the bornhardt was inaccessible preventing an altimeter reading in the field. The rounded bornhardt section of Mirabib is made of massive Donkerhuk granite and has very steep sides (>80°). There is evidence for spalled sheets and blocks up to 3 m thick lying around the base of the domes as well as a partially detached sheet on the lower dome. Approximately half of the basal area of Mirabib consists of highly weathered gneiss and schistose granite separated from the domed part by a pegmatite dyke. The more denuded part is only ~40 m above the surrounding pediment and has more talus than the domed part. This creates a tail-like feature when viewed from west to east (Selby, 1982b).

Figure 5.9: Mirabib. View looking east, sampling locations are indicated. (Figure circled for scale.)
Several samples were collected from each bornhardt using similar sampling criteria to those described in section 3.2. Lack of vegetation and significant debris accumulation meant that large areas were suitable. Small-scale laminar sheeting facilitated collection of thin surface samples (Fig. 5.10). Two samples from each location were chosen for analysis. All six samples were surface bedrock less than 30 mm thick. At Blutkopje, two of the ridge summits were sampled (Fig. 5.6). Similarly at Vogelfederberg, samples were collected from crests on the summit of the lower dome (Fig. 5.7). All four of these samples had full exposure geometry and were collected from flat surfaces (Table 5.2). At Mirabib, one summit sample was taken from the lower dome and one sample was taken from the steeply dipping flank of the second dome, 6 m above the surrounding ground surface (Fig. 5.9). Both these samples were taken from dipped surfaces with partial topographic shielding (Table 5.2).

Samples were collected in this way for several reasons. Firstly, sampling ridge summits of three distinct bornhardts would provide directly comparable denudation rate data to monitor spatial variability. Secondly, by collecting two samples at Blutkopje and Vogelfederberg, variability across an individual bornhardt upper surface could be assessed. Thirdly, collection of one summit and one flank sample at Mirabib would yield additional information on bornhardt evolution and the relative importance of denudation over an entire feature. Because the bornhardts are similar in size and lithology, these factors can be eliminated as reasons for any variation found in the data.
Figure 5.10: Close of sample 17A in situ on the surface of Mirabib. (Vehicle in background for scale)

Table 5.2: Sample and field data for Namibian bornhardt samples.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Sample Site</th>
<th>Location Long. &amp; Lat.</th>
<th>Altitude (m)</th>
<th>Lithology</th>
<th>Surface Slope (°)</th>
<th>*Exposure Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>15A</td>
<td>Blutkopje</td>
<td>15° 22' 58&quot;E 22° 50' 36&quot;S</td>
<td>849</td>
<td>grey to pink granite</td>
<td>0</td>
<td>full exposure</td>
</tr>
<tr>
<td>15B</td>
<td>Blutkopje</td>
<td>15° 22' 56&quot;E 22° 50' 33&quot;S</td>
<td>846</td>
<td>as above</td>
<td>0</td>
<td>full exposure</td>
</tr>
<tr>
<td>16A</td>
<td>Vogelfederberg</td>
<td>14° 59' 12&quot;E 23° 03' 22&quot;S</td>
<td>531</td>
<td>dark grey biotite granite</td>
<td>0</td>
<td>full exposure</td>
</tr>
<tr>
<td>16B</td>
<td>Vogelfederberg</td>
<td>14° 59' 12&quot;E 23° 03' 23&quot;S</td>
<td>520</td>
<td>as above</td>
<td>0</td>
<td>full exposure</td>
</tr>
<tr>
<td>17A</td>
<td>Mirabib</td>
<td>15° 21' 35&quot;E 23° 27' 08&quot;S</td>
<td>785</td>
<td>grey to pink biotite granite</td>
<td>28</td>
<td>partial shielding</td>
</tr>
<tr>
<td>17B</td>
<td>Mirabib</td>
<td>15° 21' 27&quot;E 23° 27' 04&quot;S</td>
<td>750</td>
<td>as above</td>
<td>55</td>
<td>partial shielding</td>
</tr>
</tbody>
</table>

*For full exposure geometry see Appendix A.
Samples were prepared according to the final methodology described in Chapter 3 (Fig. 3.3). Total Al measurements were performed by graphite furnace atomic absorption spectrometry (GFAAS) at the Department of Geology and Geophysics, University of Edinburgh. \(^{10}\text{Be}/^{9}\text{Be}\) and \(^{26}\text{Al}/^{27}\text{Al}\) ratios were measured by AMS at the Center for Accelerator Mass Spectrometry, Lawrence Livermore National Laboratory.

Corrected production rates for the bornhardt sites are shown in Table 5.3 and were subsequently used throughout in data interpretation. The basic production rates in quartz of 6 \(^{10}\text{Be}\) and 36.8 \(^{26}\text{Al}\) atoms g\(^{-1}\) a\(^{-1}\) for sea level and high latitude (>60°) from Nishiizumi et al. (1989a) were used. Although there have been recent attempts to refine these production rates (e.g. Nishiizumi et al., 1996) the original estimates have been retained for comparative purposes. Production rates were corrected for the effects of latitude and altitude according to the polynomial from Lal 1991 (section 2.2.7). Production rates were also corrected, where necessary, for the dip of the sampled surface and the effects of topographic shielding based on the angular dependence of cosmic radiation (section 2.2.6; Nishiizumi et al., 1989a; Cerling and Craig, 1994). Exposure geometry shielding correction factors for samples 17A and 17B are shown in Table 5.3. It was assumed that the present-day geographic latitude of the samples equals the average geomagnetic latitude of the sampling sites, integrated over their full exposure time (section 2.2.5). No other corrections on the production rates were made but a 20% error was included in the final rates used to calculate denudation rates in order to compensate for present levels of uncertainty (Gosse et al., 1996).

Table 5.3: \(^{10}\text{Be}\) and \(^{26}\text{Al}\) production rates for bornhardt samples corrected for the effect of topographic shielding and the dip of the sampled surface.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Scaled Production Rate</th>
<th>Correction Factor for Partial Shielding</th>
<th>Corrected Production Rate Including 20% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(^{10}\text{Be})</td>
<td>(^{26}\text{Al})</td>
<td>(^{10}\text{Be})</td>
</tr>
<tr>
<td>15A</td>
<td>7.8</td>
<td>47.53</td>
<td>7.8 ± 1.5</td>
</tr>
<tr>
<td>15B</td>
<td>7.8</td>
<td>47.42</td>
<td>7.8 ± 1.6</td>
</tr>
<tr>
<td>16A</td>
<td>6.4</td>
<td>38.76</td>
<td>6.4 ± 1.3</td>
</tr>
<tr>
<td>16B</td>
<td>6.3</td>
<td>38.46</td>
<td>6.3 ± 1.3</td>
</tr>
<tr>
<td>17A</td>
<td>7.6</td>
<td>46.48</td>
<td>7.5 ± 1.4</td>
</tr>
<tr>
<td>17B</td>
<td>7.4</td>
<td>45.33</td>
<td>6.9 ± 1.3</td>
</tr>
</tbody>
</table>
The results of GFAAS analysis of the total $^{27}$Al content on sample aliquots are shown in Table 5.4. The method of standard additions was used to improve the accuracy of the data; 3 additions were used (section 3.4.6). The first addition was of a blank solution, the second was 100 ppb and the third was 200 ppb. All the samples had very similar $^{27}$Al contents; this similarity supports the assumption that Al was retained quantitatively during sample dissolution and initial fuming (section 3.3.2.1). An overall ±5% uncertainty was included in the total $^{27}$Al concentration and subsequent calculations.

**Table 5.4: GFAAS results of total Al measurement for bornhardt samples.**

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Mass of Quartz/g</th>
<th>GFAAS results/ppb</th>
<th>Total Al in sample/mg</th>
<th>Al content of SiO$_2$/ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td>15A</td>
<td>29.44153</td>
<td>88.1</td>
<td>0.90</td>
<td>30.52 ± 1.5</td>
</tr>
<tr>
<td>15B</td>
<td>30.10317</td>
<td>92.4</td>
<td>0.94</td>
<td>31.31 ± 1.6</td>
</tr>
<tr>
<td>16A</td>
<td>28.42626</td>
<td>81.6</td>
<td>0.83</td>
<td>29.28 ± 1.5</td>
</tr>
<tr>
<td>16B</td>
<td>25.35027</td>
<td>71.64</td>
<td>0.73</td>
<td>28.83 ± 1.4</td>
</tr>
<tr>
<td>17A</td>
<td>25.75000</td>
<td>90.133</td>
<td>0.91</td>
<td>35.70 ± 1.8</td>
</tr>
<tr>
<td>17B</td>
<td>21.02916</td>
<td>73.54</td>
<td>0.75</td>
<td>35.67 ± 1.8</td>
</tr>
</tbody>
</table>

* Samples were dissolved in 100 ml of weak acid and diluted by a factor of $9.8 \times 10^3$.

Isotopic ratios and denudation rates for the six bornhardt samples are shown in Table 5.5. Denudation rates were calculated assuming secular equilibrium had been reached and that denudation was steady-state such that (Lai, 1991):

$$
\epsilon = \frac{A}{P} \left( \frac{P}{N} - \lambda \right)
$$

[5.1]

where $N$ is the concentration of the cosmogenic isotope (atoms g$^{-1}$ SiO$_2$), $P$ is the production rate (atoms g$^{-1}$ SiO$_2$ a$^{-1}$), $\lambda$ is the decay constant of the radionuclide (a$^{-1}$), $A$ is the cosmic ray attenuation coefficient in quartz (150 g cm$^{-2}$), $\rho$ is the rock density (2.7 g cm$^{-3}$) and $\epsilon$ is the maximum steady-state erosion (denudation) rate (cm a$^{-1}$) (Lai, 1991, Brown et al., 1992). The isotopic ratios have been background corrected from process blank measurements and have also been normalised to standard samples prepared at LLNL (LLNL-STD 100000, $^{10}$Be/$^{9}$Be=1.00 x $10^{-11}$; KNSTD 5000, $^{26}$Al/$^{27}$Al=5.00 x $10^{-12}$). The process blank ratios were 7.2 x $10^{-15}$ ± 1.2 x $10^{-15}$ for Be and 1.165 x $10^{-14}$ ± 8.3 x $10^{-15}$ for Al. There were no spurious counts due to boron for any of the samples but the process blank was subject to a 19% boron correction. Measurement error on the AMS ratios is quoted at 1$\sigma$ in Table 5.5 as this is the convention when reporting cosmogenic isotope data. The errors are low, ranging from less than 2.5 to ~ 4%.
Uncertainty in the nuclide concentration (N) and \(^{26}\text{Al}/^{10}\text{Be}\) ratio is quoted at 2 \(\sigma\) and include 5\% on the total \(^{27}\text{Al}\) concentrations (95\% confidence limit). Propagated error in the denudation rates includes the error on N as well as a 20\% error in the production rate values used. The data are displayed in a bar graph in Figure 5.10 and on an erosion-island graph (Lal, 1991) in Figure 5.11 (in both cases plotted with 2\(\sigma\) error bars).
Table 5.5: $^{10}$Be and $^{26}$Al cosmogenic isotope data and denudation rates for Namibian bornhardt samples.

<table>
<thead>
<tr>
<th>Sample Site and Number</th>
<th>Background Corrected $^{10}$Be/$^{26}$Be, $^{26}$Al/$^{27}$Al AMS Ratio</th>
<th>$^{10}$Be Concentration (N) $(10^6$ at. g$^{-1}$ SiO$_2$)</th>
<th>$^{26}$Al Concentration (N) $(10^6$ at. g$^{-1}$ SiO$_2$)</th>
<th>$^{26}$Al/$^{10}$Be</th>
<th>$^{10}$Be ε m Ma$^{-1}$</th>
<th>$^{26}$Al ε m Ma$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Blutkopje</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15A</td>
<td>6.41 x 10$^{-13}$ ± 1.6 x 10$^{-14}$ 4.88 x 10$^{-12}$ ± 1.9 x 10$^{-13}$</td>
<td>0.73 ± 0.3</td>
<td>3.32 ± 0.3</td>
<td>4.55 ± 0.5</td>
<td>5.71 ± 1.2</td>
<td>7.43 ± 1.6</td>
</tr>
<tr>
<td>15B</td>
<td>1.41 x 10$^{-12}$ ± 3.4 x 10$^{-14}$ 1.56 x 10$^{-12}$ ± 2.3 x 10$^{-13}$</td>
<td>1.56 ± 0.07</td>
<td>6.36 ± 0.6</td>
<td>4.07 ± 0.5</td>
<td>2.51 ± 0.5</td>
<td>3.60 ± 0.8</td>
</tr>
<tr>
<td><strong>Vogelfederberg</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16A</td>
<td>5.75 x 10$^{-13}$ ± 2.1 x 10$^{-14}$ 4.57 x 10$^{-12}$ ± 1.5 x 10$^{-13}$</td>
<td>0.68 ± 0.04</td>
<td>2.98 ± 0.3</td>
<td>4.40 ± 0.6</td>
<td>4.96 ± 1.1</td>
<td>6.69 ± 1.5</td>
</tr>
<tr>
<td>16B</td>
<td>4.92 x 10$^{-13}$ ± 1.2 x 10$^{-14}$ 5.57 x 10$^{-12}$ ± 3.4 x 10$^{-13}$</td>
<td>0.65 ± 0.03</td>
<td>3.57 ± 0.4</td>
<td>5.51 ± 0.6</td>
<td>5.14 ± 1.1</td>
<td>5.45 ± 1.2</td>
</tr>
<tr>
<td><strong>Mirabib</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17A (summit)</td>
<td>1.01 x 10$^{-12}$ ± 2.4 x 10$^{-14}$ 8.94 x 10$^{-12}$ ± 3.2 x 10$^{-13}$</td>
<td>1.32 ± 0.06</td>
<td>7.09 ± 0.7</td>
<td>5.37 ± 0.6</td>
<td>2.89 ± 0.6</td>
<td>3.06 ± 0.7</td>
</tr>
<tr>
<td>17B (flank)</td>
<td>4.00 x 10$^{-13}$ ± 1.2 x 10$^{-14}$ 4.23 x 10$^{-12}$ ± 1.6 x 10$^{-13}$</td>
<td>0.64 ± 0.03</td>
<td>3.36 ± 0.03</td>
<td>5.28 ± 0.3</td>
<td>5.78 ± 1.2</td>
<td>6.48 ± 1.4</td>
</tr>
</tbody>
</table>
The denudation rates calculated from $^{10}\text{Be}$ and $^{26}\text{Al}$ concentrations overlap within error for all samples (Table 5.5, Fig. 5.11). The overall variation between samples is relatively small; the lowest measured rate is $2.51 \pm 0.5 \text{ m Ma}^{-1}$ from the summit of Blutkopje (15B, Be) whereas the highest rate, also from the summit of Blutkopje (15A, Al), is $7.43 \pm 1.6 \text{ m Ma}^{-1}$ and is therefore within the same order of magnitude. There appears to be no discernible trends in the data that could relate to spatial or lithological differences between the three bornhardts. Two of the summit samples (16B and 17A) show a very close agreement between denudation rates based on $^{10}\text{Be}$ and $^{26}\text{Al}$ and plot sufficiently close to the erosion island (Fig. 5.12) to suggest that they have been subject to a simple denudation history and uniform denudational processes. Sample 16B from the summit of Vogelfederberg yielded steady-state denudation rates of $5.14 \pm 1.1 \text{ m Ma}^{-1}$ (Be) and $5.45 \pm 1.2 \text{ m Ma}^{-1}$ (Al), whereas 17A indicates denudation rates for the summit of Mirabib of $2.8 \pm 0.6 \text{ m Ma}^{-1}$ (Be) and $3.06 \pm 0.7 \text{ m Ma}^{-1}$ (Al). Although these samples could be
interpreted as supporting saturation of the nuclides (by plotting on the lower limit of the erosion-island), this cannot be unequivocally tested as the error bars are large, these rates should therefore be considered as maxima. Sample 17B from the flank of Mirabib shows some evidence for a simple denudation history from its position on the erosion island plot; however, it is more likely that this sample has experienced some complexity in its exposure history in the form of temporary burial or removal of a layer of rock greater than the attenuation length (Lal 1991, Small et al., 1997). The impact that steeply angled surfaces may have on the applicability of the steady-state erosion model (Lal, 1991) have been discussed in section 4.7.1 and it is possible that the relatively high surface angle of site 17B (55°) will introduce further error. However, the error in calculated rates is <10% for angles up to 45°, and given that the rates include an error of ~20%, this extra source of error may not be significant. Calculated rates at this site range from 5.78 ± 1.2 m Ma⁻¹ (Be) to 6.48 ± 1.4 m Ma⁻¹ (Al).

The data for the other three sites (15A, 15B and 16A) plot well below the erosion island and must therefore have experienced complex exposure histories (2.4.4). Reasons for their apparently complex history are discussed below in section 5.7.1 but it should be noted here that although rates of this kind have usually been classified as maximum rates always higher than the 'true' rate, it is possible that they are lower than the actual rate if operating erosional processes have not been uniform and steady (Lal 1991, Small et al., 1997). Under these circumstances, rates calculated assuming secular equilibrium and steady-state denudation may be >20% different from the true rate and an average rate from different samples and isotopes is likely to be the best approximation (Small et al., 1997). We infer ¹⁰Be and ²⁷Al average rates of denudation for the summit of Blutkopje of ~5 m Ma⁻¹, while a second sample from Vogelfederberg yields a denudation rate of ~6 m Ma⁻¹. In order to satisfy the assumption of prolonged denudation and secular equilibrium inherent in equation 5.1, these rates are necessarily integrated over the past 3-6 x 10⁵ a (section 2.4.3).

5.7 Discussion

5.7.1 Implications for Bornhardt Denudation in the Central Namib

The denudation rates measured for the three bornhardts show a remarkable consistency suggesting that the results may be broadly typical of rates of granite inselberg denudation in this environment. Irrespective of the evidence for complex exposure in some of our samples (Fig. 5.12), there is similarity in the concentrations of ¹⁰Be and ²⁶Al in all of them suggesting that they
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may have had broadly similar residence times in the upper layers of the three bornhardts. Figure 5.2 demonstrates the large number of inselbergs, many of them granite, that are distributed throughout the coastal plain. Whether or not the data are truly representative would obviously require more extensive sampling, however, the sites investigated here span an east-west distance of \(-50\) km and a north-south distance of \(-80\) km with no spatial trend in the data indicating that a rate of approximately \(2\) to \(8\) m Ma\(^{-1}\) is representative of similar sized granite features in the immediate vicinity at least.

The two samples (16B and 17A) that plot within the erosion-island support a simple model of uniform, steady-state denudation with continuous removal of thin rock layers and indicate that at least one of the assumptions of equation 5.1 is satisfied, whereas, the other samples indicate a more complex history over the past \(3\) to \(6\) \(\times\) \(10^5\) a. There is no unique solution, mathematical or geomorphic, for a position below the erosion-island and any number of combinations of burial and exposure could produce the same location on the graph (Lal, 1991). However, there appear to be three possible explanations that could reasonably explain the data: burial by the development of a deep weathering mantle, burial by dunes from the Namib erg to the south (Fig. 5.5), burial and/or non-uniform denudation related to local processes of inselberg mass wasting.

The development, and subsequent etching, of a thick weathering mantle is clearly a component of inselberg evolution in some environments (section 5.4; Selby, 1977b; Thomas, 1994). However, it appears inapplicable in this case for two reasons. First, no such regolith has been recorded in the central Namib despite field observations, extensive drilling and excavation for mining exploration (Selby, 1977a, 1982a, b). Secondly, there has been a persistent arid climate since at least the late Miocene (section 5.2.4). Formation of weathering mantles implies chemical action at a weathering front but chemical weathering is dependent on humid conditions. The climate of central Namibia has not been significantly more humid than semi-arid for at least \(10\) Ma therefore the formation of a weathering mantle cannot explain the observed complexity in the data, especially given the considerable height of \(-100\) m of the samples above the surrounding plain.

The northern limit of the Namib erg, which contains dunes up to \(300\) m high, is presently demarcated by the Kuiseb River and is located only \(25\) km south of Mirabib, the most southerly sampled bornhardt (Figs. 5.4 and 5.5). The annual resultant drift directions of the northern part of the erg are to the north or north-east and although the maximum rate of advance into the Kuiseb River is mostly well below \(1\) m a\(^{-1}\), higher rates have been recorded (Lancaster, 1989).
Partial or complete burial of bornhardts intermittently by sand in the central Namib in the past is therefore a possibility, particularly if wind regimes were strengthened during glacial episodes and the erg was more mobile. At present, however, there are no significant sand accumulations near any of the sampled bornhardts, or within the study area as a whole, and dune encroachment seems an unlikely explanation of exposure complexity for two reasons. Firstly, sand movement across the Kuiseb River Valley and into the study area is hard to account for. Although flow is highly ephemeral, the power of the Kuiseb River to hold back encroaching dunes in the recent past is apparent and occasional strong northerly berg winds help to restrain the dunes. The north-west directional trend of the lower section of the Kuiseb river from Hudaob to the coast may indicate a gradual northward forcing of the river by the dune field during the Quaternary (Marker, 1977) but the Kuiseb is thought to have formed a successful northern boundary to sand from the Namib erg since at least early Pleistocene times (Ward, 1984, 1987). An exception to this is the 5 km wide coastal dune field between Walvis Bay and Swakopmund which represents a break through on behalf of mobile dunes in the Kuiseb delta/mouth area. Brain and Brain (1977) examined vertebrate fossils in owl pellets and concluded there was no evidence for a northward shift of dunes in the vicinity of Mirabib during the Holocene. The second reason comes from the cosmogenic data itself. A lack of unequivocal evidence of burial from the $^{10}$Be and $^{26}$Al data for both the flank and summit of Mirabib suggests that sand has not covered the bornhardt despite Mirabib being the closest to the northern edge of the sand sea and therefore the most vulnerable inselberg to dune encroachment of those studied. Contrasting complex and simple exposure histories recorded for samples collected just a few meters apart on the summit of Vogelfederberg (15A and 15B) also suggests that sand has not covered the bornhardt and therefore could not have produced complexity in the exposure history.

The close proximity of buried and continuously exposed samples argues for an explanation of complex exposure related to the mode of inselberg degradation. Field observations of our sampled bornhardts and other granite inselbergs in the central Namib revealed two scales of weathering and mass movement. At the small scale, there is granular disintegration and displacement of thin (<50 mm thick) laminar sheets. At the larger scale, <2 m thick sheets or blocks spall off; these appear to break up in situ and are then removed by either rock falls on steep slopes or by gradual creep and disintegration at lower gradients (Selby, 1982a, b). Where slow lateral movement of blocks and sheets occurs, exposed bedrock surfaces would be temporarily shielded from cosmic radiation. Toppling and gradual movement of pedestal boulders, which is clearly evident on Blutkopje, could also temporarily shield parts of bornhardt surfaces. During burial, $^{26}$Al would decay faster than $^{10}$Be leading to a drop of the isotope ratio
and therefore the evidence for complex exposure on the erosion-island plot (Fig. 5.12). Disintegration of blocks and sheets in situ into grus and finer material that may then become mobile debris across the bornhardt surface could also provide temporary shielding of a sampled surface. Debris of this kind is ultimately removed by wind or surface wash. Evidence for surface wash is in the form of quasi-dendritic gully systems up to 5 m deep that are visible on all three sampled bornhardts. Given the rarity of significant surface wash events in the Namib (section 5.5.1), the presence of these incised gullies lend qualitative support for stability of bornhardt surfaces and slow rates of denudation.

It has recently been shown explicitly by Small et al. (1997) how non-uniform erosional processes can affect cosmogenic isotope data and the position of samples plotted on an erosion-island graph. In their analysis they demonstrated that a position below the erosion island may reflect removal of a thick layer or layers of rock compared to the smaller scale continuous removal necessary for the sample to plot within the island (section 2.4.4). During such an event, $^{10}\text{Be}$ concentrations would drop in the newly exposed surface sample but the $^{26}\text{Al}/^{10}\text{Be}$ ratio would not drop significantly provided that denudation rates are fast ($> 1 \text{ m Ma}^{-1}$) and the removed rock layer is a similar order of magnitude to $A/p$ ($\sim 0.5 \text{ m}$). Lal (1991) proposed that if a single 'chip event' disrupted a steady-state denudational process then the measured denudation rate would always be higher than or equal to the true continuous rate. Hence it is common for cosmogenic denudation rates to be considered maxima with respect to the steady-state denudation assumption. However, Small et al. (1997) have shown that if chipping events are more frequent then a measured rate may be lower than the true rate. Under such circumstances, as previously mentioned, error on a single measurement can be high ($>20\%$), but the mean value of several samples is likely to give a more accurate representation of the true denudation rate so long as the chipping events are not synchronous for all samples (Small et al., 1997).

Given that we have field evidence for potential burial as well as large 'chip' events from three different bornhardts it seems likely that complexity in our samples is from a combination of both mechanisms. What then is the true rate of granite inselberg denudation in the central Namib? Because a large uncertainty ($\pm 20\%$) in production rates has already been included in the rate estimates, there is overall close agreement between the data, and burial and sheeting both appear to be important, an average rate seems the most appropriate. The average of all the denudation rates is $4.98 \pm 1 \text{ m Ma}^{-1}$, excluding the flank sample at Mirabib the average summit lowering rate is $4.74 \pm 0.9 \text{ m Ma}^{-1}$. 
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The difference between rates for the flank and summit sample from Mirabib is approximately a factor of two with rates ranging from \(-6\) m Ma\(^{-1}\) on the flank to \(-3\) m Ma\(^{-1}\) on the summit. Although the rate for the flank should be treated with some caution and equally diverse rates have been measured on the summit of Blutkopje, a similar differential between summit and flank samples was also found by Bierman and Turner (1995) who investigated rates on denudation on Australian granite inselbergs using cosmogenic \(^{10}\)Be and \(^{26}\)Al. Based on the relative difference between the flank and summit samples, some tentative inferences can be made. The data from Mirabib support a model of preferential backwearing of bornhardt slopes compared to downwearing of inselberg summits. Through time, the height to width ratio of the bornhardt should therefore increase before the bornhardt is finally denuded. Higher rates of denudation, as might be expected, are associated with higher slope gradients. Preferential backwearing in landform evolution is integral to the hypothesis of landscape development proposed by King (1948, 1966, 1975) and his theory of bornhardt evolution, but given the apparent structural control on the location of bornhardts in the Namib, support for King's theory is weak. Although, small-scale processes may be sensitive to surface slope and produce a relative difference between the rates calculated from flank and summit samples, large-scale sheeting, thought to be controlled by pre-existing parallel sheeting structures, is unlikely to preserve the differential.

5.7.2 Comparisons with Other Cosmogenic Denudation Rate Data

A study of inselberg denudation in the Eyre Peninsula, south-central Australia using cosmogenic \(^{10}\)Be and \(^{26}\)Al has been carried out by Bierman and Turner (1995). Of all the erosion rate studies reviewed in section 2.5.3, this is the only one that is directly comparable because of the similar geomorphic setting of the sampling locations. Data from the summits of six granite inselbergs (one sample per inselberg) yielded an average summit lowering rate of \(0.7 \pm 0.1\) m Ma\(^{-1}\) ranging from 0.56 to 0.96 m Ma\(^{-1}\). The reasons for the order of magnitude difference between the rates reported here for the central Namib and those from very similar features in Australia are not clear. The distribution and overall strategy of their samples appears to be directly comparable to those from the Namib. It is reasonable to expect subtle lithological differences between the two types of granite but these are unlikely to have had a profound effect on the measured rates particularly given that within the Namibian samples crystal size was variable but exerted no apparent control on the rates. Of the factors that may control denudation at each location, climate shows the greatest contrast. The climate of the Eyre Peninsula was described as semi-arid by Bierman and Turner (1995) but is significantly more humid than the central Namib. Mean annual rainfall in their sampling area is \(>350\) mm a\(^{-1}\) (29 year record), a large majority of which
falls in the winter (Gentilli, 1971). Temperatures range from a daily maximum of ~25°C in January to a mean daily minimum in July of ~5°C but rarely drop below 0°C. It is perhaps surprising therefore that cosmogenic rates from the Namib, which has been more consistently arid, are all significantly higher than rates from the Eyre Peninsula.

A possible explanation for the large difference in measured rates between this study and that of Bierman and Turner (1995) involves fog precipitation. As discussed in section 5.2.3, fog is a distinctive feature of the climate of the Namib Desert but occurs, on average, less than one day a year in the Eyre Peninsula (Gentilli, 1971). In Namibia, fog precipitation occurs much more frequently than rain and reaches a maximum ~50 km inland in the vicinity of the study area (Lancaster et al., 1984). Due to high evaporation rates, wetting and drying cycles from fog events are very frequent. Fog has been implicated as a principal controlling factor of aggressive salt weathering conditions found in the central Namib by supplying a frequent source of both salts and moisture (Goudie and Viles, 1997). High rock disintegration rates from salt crystallisation have been measured in the coastal Namib and granite is generally thought of as sensitive to salt attack (Goudie, 1972; Goudie et al., 1997). Other physical weathering processes that speed up in the presence of a frequent moisture input and wetting and drying cycles include hydration and insolation. Although no salt precipitates were obvious in the samples analysed from the bornhardts, it is possible that fog precipitation enhances the effectiveness of weathering processes that rely on a regular supply of moisture. This relationship may be reflected in high denudation rates of granite in the Namib of ~5 m Ma\(^{-1}\) compared with much lower rates measured in samples from the Eyre Peninsula, Australia where the moisture input regime is more sporadic.

To date, there are no other studies that have used cosmogenic isotope analysis in such a directly comparable setting or in any other areas of southern Africa to estimate erosion rates or otherwise. However, the comparison outlined above had led to an interesting insight into possible controls on the rate of denudation processes on a set of classic landforms. This example paves the way for further work in this vein and demonstrates the potential to use cosmogenic isotope analysis to tackle basic geomorphologic questions. However, the importance of thorough geomorphological understanding of the sites and the need for compatibility of variables such as climate, lithology and geomorphic setting for comparative purposes cannot be over emphasised.
5.7.3 Implications for Landscape Evolution in the Central Namib

Given the apparent persistence of arid climatic conditions in the central Namib for at least the past 10-12 Ma and possibly throughout much of the Cenozoic (5.3.4; Ward et al., 1983), it is likely that a mean rate of granite bornhardt lowering of ~5 m Ma\(^{-1}\) has applied over this period. Temporal extrapolations of denudation rate data in many cases can be misleading (section 1.3), but denudation rate estimates from cosmogenic isotope analysis are necessarily integrated over geologically significant periods of time (in this case over the past 10\(^3\)-10\(^5\) a). Extrapolation, therefore, becomes less problematic if the average climatic conditions over the past 10\(^3\)-10\(^5\) a can be assumed to have characterised the preceding time period. Denudation rates from cosmogenic isotope analysis combined with the almost unique stability of the central Namib environment probably provides one of the few locations on Earth, outside Antarctica, where it is reasonable to infer a single, characteristic rate over such a long period of time.

A consistently low rate of ~5 m Ma\(^{-1}\) for granite bedrock exposures in the central Namib since the early Tertiary is fully compatible with longer term assessments of margin denudation from fission track thermochronology (Brown et al., 1990, 1994, 1998), analysis of the offshore sedimentary record (Rust and Summerfield, 1990) and other indirect methods using stratigraphic information on the coastal plain of Namibia (Gilchrist et al., 1994b; Pickford et al., 1995). These studies have already been reviewed and discussed in detail in Chapter 4 and the overall implication for the Namibian passive margin was rapid denudation of ~3-5 km soon after rifting at ~130 Ma BP, formation of the coastal platform by the late Cretaceous and a significant reduction in the amount of denudation occurring from the start of the Tertiary throughout the Cenozoic. Low rates after the beginning of the Tertiary mostly <20 m Ma\(^{-1}\) and within an order of magnitude of cosmogenic isotope analysis estimates are proposed in every case. Possible reasons for a slowing down of denudation rates in the Tertiary for the coastal plain in general have been previously speculated upon in section 4.8. Although climate appears to have a profound effect on the rates measured by cosmogenic isotope analysis on bornhardts in the coastal plain, it is not the controlling factor at the larger, margin-scale. The decline in rates is more likely to be a function of the configuration of relief on the passive margin after several million years of evolution, i.e. the relative proximity and possible pinning of the escarpment by the drainage divide and the low relief coupled with low elevation of the coastal plain.

It can be inferred that because the granite bornhardts in the study area form positive relief they must be the most resistant components of the landscape and that their rate of summit lowering
has therefore been less than that of the surrounding landscape. If this were not the case, the bornhardts would not exist as even relatively large inselbergs could be denuded in a matter of a few million years. This implies that the denudation rate for the Namib platform overall has been higher than $-5 \text{ m Ma}^{-1}$ for at least the time period applicable to the cosmogenic data ($-10^5 \text{ a}$) and probably much longer. The fact that the estimate of $5 \text{ m Ma}^{-1}$ for bornhardt summits is somewhat lower than other regional estimates for the coastal plain since the Tertiary is therefore fully explained. If the rate of bornhardt lowering is extrapolated over the past 10 Ma-phase of arid climatic stability, then a total amount of denudation during this period of more than 50 m is inferred; in addition, but perhaps less certainly, extrapolation over the whole of the Cenozoic suggests a total depth of denudation of $>300 \text{ m}$. These depths of denudation are not particularly spectacular but they demonstrate that even the most resistant components of the central Namib landscape are undergoing significant active denudation and have not been preserved unmodified even under prolonged hyper-arid conditions.

Bornhardts have traditionally been thought of as old landforms (Twidale, 1988; Thomas, 1994; Oberlander, 1997). Now, the survival time of bornhardts in the Namib Desert can be predicted quantitatively for the first time using empirical data from cosmogenic isotope analysis. If the landforms are being denuded at $-5 \text{ m Ma}^{-1}$, and the rate of pediment lowering and the climate of the coastal plain of Namibia is assumed to remain broadly constant into the future, it is likely that Vogelfederberg, Blutkopje and Mirabib will remain prominent features of the central Namib landscape for at least the next 15 Ma.

5.8 Conclusions

Denudation rates calculated from concentrations of \textit{in-situ} cosmogenic $^{10}\text{Be}$ and $^{26}\text{Al}$ on the summits of granite bornhardts Blutkopje, Vogelfederberg and Mirabib in the central Namib Desert range from $2.51 \pm 0.5 \text{ m Ma}^{-1}$ to $7.43 \pm 1.6 \text{ m Ma}^{-1}$. A mode of bornhardt mass wasting at two contrasting scales with small-scale laminar sheeting and granular disintegration and larger-scale spallation of sheets $>0.5 \text{ m}$ thick can explain the apparent complexity in exposure history indicated for some samples in Fig. 5.12. An average rate of $-5 \text{ m Ma}^{-1}$ is inferred to have characterised the rate of granite bornhardt lowering in the central Namib for at least the past $10^3$-$10^6 \text{ Ma}$. Comparable rates from similar features in Australia have yielded cosmogenic denudation rates estimates on the order of $-0.7 \text{ m Ma}^{-1}$ (Bierman and Turner, 1995). The reason proposed for the unexpected order of magnitude difference in measured rates is the persistent presence of coastal fogs in the Namib and high rates of fog precipitation which may significantly
increase the effectiveness of weathering processes such as salt weathering and hydration in the central Namib. The remarkable persistence of arid climatic conditions throughout the Cenozoic in the central Namib in the vicinity of the sampling sites, supports the idea that a rate of ~5 m Ma$^{-1}$ has characterised the rate of bornhardt denudation during the past 10-12 Ma and possibly since the early Tertiary. This rate is fully compatible with other data from techniques such as fission track thermochronology and analysis of the offshore sedimentary record which also suggest a rate of $<20$ m Ma$^{-1}$ after the beginning of the Tertiary (Brown et al., 1990). Bornhardts in the central Namib are long-lived features of the landscape but are also actively denuding and are not preserved unmodified even under hyper-arid climatic conditions.
6.1 Introduction

Denudation rate estimates from in-situ cosmogenic isotope analysis of $^{10}$Be, $^{26}$Al and $^{21}$Ne in samples from contrasting landscape elements in the Dry Valleys region of the Transantarctic Mountains in southern Victoria Land, Antarctica are presented in this chapter. The overall rationale and aim of the work described here are similar to the previous two chapters; namely, to quantify denudation rates in order to understand landscape evolution and to investigate modes of change by constraining rates on contrasting landscape elements. A knowledge of denudation rates and modes of landscape modification in the Dry Valleys region is important for several reasons (Summerfield et al., 1998a, b): First, there is a long-standing debate over the stability of the East Antarctic Ice Sheet and an understanding of the antiquity of the landscape in the Transantarctic Mountains is crucial to the argument. The unstable ice sheet model (Webb et al., 1984; Barrett et al., 1992) suggests that the ice sheet has responded dramatically to climatic fluctuations in the past and as recently as the Pliocene experienced significant melting. Associated with periods of ice sheet collapse and re-growth, rates of glacial and periglacial processes and landscape change in the Transantarctic Mountains would have been much greater than today. On the other hand, the stable ice sheet model proposes long-term ice sheet and associated landscape stability under a prevailing hyper-arid polar climate over the last 15 Ma (Clapperton and Sugden, 1990; Denton et al., 1993; Sugden, 1992, 1996). Secondly, over the last 2-3 Ma at least, it is generally agreed that the Dry Valleys landscape has developed under a cold hyper-arid regime in the virtual absence of running water, a situation unique to Antarctica. The Transantarctic Mountains have not been subject to the same Quaternary glacial/interglacial climatic oscillations which have affected most other parts of the globe. Finally, there is a range of existing data from other geochronological techniques as well as morphological and stratigraphic information, principally in the Dry Valleys region of the Transantarctic Mountains,
that suggest very low rates of landscape change, possibly the lowest on Earth. Examining rates in the Dry Valleys could therefore permit a lower limit to be placed on possible rates of denudation. Quantification of minimum global rates is important not only as a benchmark with which to compare other rates from different environments but also to assess the notion of assigning an ‘age’ to a landform or landsurface under the assumption that it has not been modified since its creation. With respect to long-term aridity, the Dry Valleys region has similarities with the central Namib (section 5.2.4). Comparison of cosmogenic data from each region will demonstrate the contrast between denudation in long-lived warm and cold deserts.

To date, there have been a number of studies that have used in-situ cosmogenic isotopes to estimate denudation rates and ages of landsurfaces in the Transantarctic Mountains, a few of which have been specifically concerned with the debate over East Antarctic stability (Nishiizumi et al., 1991; Ivy-Ochs et al., 1995; Brook et al., 1995a; Bruno et al., 1997). Other work using in-situ cosmogenic isotope analysis has also been carried out in Antarctica. The work includes early pioneering work on $^{10}$Be and $^{26}$Al (Nishiizumi et al., 1986), studies of $^{21}$Ne systematics (Graf et al., 1991; Hudson et al., 1991), production rate measurement and depth profile analysis of $^{10}$Be, $^{26}$Al and $^{21}$Ne (Brown et al., 1991; Brown et al., 1992), several applications concerning glacial chronology in the Dry Valleys area using $^3$He, $^{10}$Be and $^{26}$Al (Brown et al., 1991; Brook, 1993; Brook and Kurz, 1993; Brook et al., 1993; Brook et al., 1995b) as well as other kinds of applications including in-situ produced cosmogenic isotopes in ice (Lal et al., 1987) and cosmogenic isotopes in meteorites found in Antarctica (Nishiizumi et al., 1989b). The are a number of reasons for a concentration of work in Antarctica. Cosmic ray research was initially concerned with meteorites, many of which have been collected from ice fields in Antarctica, and it was therefore an obvious place to collect and test terrestrial samples. In general, Antarctica is ideal for sampling and testing of the in-situ technique because of the presence of exposed bedrock in apparently stable geomorphic settings with, by inference, exceptionally low erosion rates. Because of its high latitudinal position and high mountainous elevations it has high cosmogenic isotope production rates compared to other parts of the Earth. These factors result in high nuclide concentrations that require small sample sizes and are easier to measure. Early studies (e.g. Nishiizumi et al., 1986) used these locational advantages to investigate the technique without paying particular attention to the geomorphic significance of the sampling sites. Recent studies have been more selective but have, in general, sampled for specific dating purposes such as determining the age of glacial deposits and moraines (Brook and Kurz, 1993; Brook et al., 1995a; Ivy-Ochs et al., 1995; Bruno et al., 1997). There have been no studies that have been designed to explicitly assess denudation rates on different landscape components and this is the
first study to specifically address rates of landscape change in Dry Valleys using multiple in-situ cosmogenic isotopes.

Use of in-situ $^{10}$Be and $^{26}$Al as well as $^{21}$Ne provides a rare opportunity to compare data from three isotopes and stable/radioactive pairs. Using only one isotope to assess denudation can be problematic because whether or not the isotope system has reached secular equilibrium or has been subject steady-state denudation cannot be tested (section 2.4). If only $^{10}$Be and $^{26}$Al had been used, an erosion-island plot would provide a check on the validity of the steady-state erosion/secular equilibrium model but the longest period of time over which a steady-state denudation rate could be definitely extrapolated would be over the period of time that $^{10}$Be takes to reach saturation; i.e. a measured steady-state $^{10}$Be denudation rate that is matched by a measured steady-state $^{26}$Al denudation rate can only be assumed to have been active over the time it takes for $^{10}$Be to reach secular equilibrium with that denudation rate. ($^{26}$Al has a shorter half-life than $^{10}$Be and will therefore reach saturation sooner.) Use of stable $^{21}$Ne coupled with $^{10}$Be extends the time range over which a measured steady-state rate can be assumed to have been operating provided the rates are similar and the model of steady-state denudation is supported. This is because $^{21}$Ne requires more time to reach secular equilibrium without the influence of radioactive decay. ($^{21}$Ne does not reach secular equilibrium except in the presence of denudation.) In theory, $^{3}$He would provide the same benefit but probable diffusive loss from quartz limits it application (Trull et al., 1991; Brook et al., 1993). Diffusive loss of $^{21}$Ne in quartz is minimal, particularly at the low temperatures experienced in the Antarctic (Graf et al., 1991; Hudson et al., 1991). Set against a background of inferred long-lived landscape stability, it is advantageous to have this potential extension to the time frame over which measured cosmogenic denudation rates can be extrapolated.

6.2 East Antarctic Ice Sheet Stability

The question over the stability or otherwise of the East Antarctic Ice Sheet is by now well documented but remains a hotly debated subject (see Denton et al., 1993 and Sugden, 1996 for reviews). New evidence, such as the possible influence of a large meteorite impact on critical pieces of evidence, is still forthcoming (e.g. Gersonde et al., 1997). The principal point of contention is whether or not the ice sheet experienced significant melting and was therefore much smaller under warmer Pliocene climates, ~3 Ma BP. The controversy is important because of the apparent significance of the ice sheet in influencing global climate and the potentially catastrophic consequences of large-scale melting under an anthropogenically induced global
warming scenario of a few degrees; the equivalent water volume of the present ice accumulation would amount to a 60 m rise in global sea level (Drewry, 1982).

The present day Antarctic Ice Sheet is the largest accumulation of ice on Earth and consists of about $30 \times 10^6$ km$^3$ over an area of $13.6 \times 10^6$ km$^2$ (Fig. 6.1; Denton et al., 1993). It is divided by the Transantarctic Mountains into the West and East Antarctic Ice Sheets. The East Antarctic Ice Sheet is the larger of the two and is over 4 km thick in places. Its western edge is dammed by the Transantarctic Mountains but other remaining edges terminate directly into the Southern Ocean or in floating ice shelves such as the Filchner-Ronne Ice Shelf. Major outlet glaciers pass through the Transantarctic Mountains (e.g. Beardmore Glacier) and between some of these, local ice domes feed further outlet glaciers, some of which terminate in the Dry Valleys region (Figs. 6.2 and 6.3). The Dry Valleys region is bounded by the Mackay Glacier in the north and Ferrar Glacier to the south and contains the largest expanse of ice free land in the Transantarctic Mountains. Ice Major ice-free valley systems are flanked by the Quartermain Mountains and Asgard and Olympus Ranges. Taylor Dome, a local dome of the East Antarctic Ice Sheet, feeds ice into Wright and Taylor Glaciers which terminate in ice-free valleys.

The unstable ice sheet hypothesis is critically dependent on the inferred age and origin of marine diatoms in outcrops of the Sirius Group deposits at high elevations in the Transantarctic Mountains. The Sirius Group are terrestrial glacial deposits that include tills and gravels indicative of a melting ice-margin (Sugden, 1996). By correlation with diatoms from marine cores, Webb et al. (1984) assigned a maximum age of ~3 Ma for the deposition of the Sirius Group. They proposed that the diatoms originated in exposed inland marine basins that were subsequently overridden and covered by an expanding East Antarctic Ice Sheet that reworked marine sediments and deposited them as the Sirius Group as the ice sheet spread up the inland slope of the Transantarctic Mountains. In order for marine diatoms to exist in the centre of Antarctica, the ice sheet must have been small enough to expose the Wilkes and Penascola Subglacial Basins which are at present beneath the East Antarctic Ice Sheet directly to the east of the Transantarctic mountains (Fig. 6.1). The discovery of Nothofagus fragments (Southern Beech) in the Sirius Group implied temperate mid-latitude conditions in the Transantarctic Mountains with temperatures up to 30°C higher than present during the deposition of the Sirius. Such a high temperature difference at the current Sirius elevations of 2000 m seemed unlikely but suggestions of late Pliocene uplift on the order of 0.5 - 1 km Ma$^{-1}$ significantly reduces the temperature differential required (Behrendt and Cooper, 1991). Support for periodic collapse of the East Antarctic Ice Sheet has come from the discovery of high Pliocene shorelines in the
eastern USA and New Zealand (Dowsett and Cronin, 1990) and evidence for warm climates from marine isotope and biogenic productivity records in some deep sea cores.

A stable view of the East Antarctic Ice Sheet was originally based on the oxygen isotope record of carbonates in deep sea cores around Antarctica (Sugden, 1996). The record showed progressive climatic cooling during the Cenozoic and that a large ice sheet over East Antarctica first developed ~14 Ma BP (Shackleton and Kennett, 1975; Kennett, 1977). Since the development of the unstable ice sheet hypothesis, a wide variety of other evidence has been collected to support and demonstrate stability of the ice sheet since the mid-Miocene and to constrain the morphological evolution of the Transantarctic Mountains (Sugden et al., 1993; Denton et al., 1993; Sugden, 1996). Geomorphological evidence from the Dry Valleys has been used to argue that the region is a relict fluvial landscape with very little subsequent glacial modification (Denton et al., 1993). ⁴⁰Ar/³⁹Ar dating of in-situ volcanic ash deposits at elevations over 1000 m in the Dry Valleys indicates slope stability and a lack of significant fluvial or glacial erosion since at least 15.15 (± 0.02) Ma (Nibelungen Valley ash) (Marchant et al., 1983a, b, 1996). Together with the discovery of buried 8 Ma old glacier ice preserved in Taylor Valley (Sugden et al., 1995b), further geomorphic mapping and interpretation of the Dry Valleys topography (Denton et al., 1993) and glaciogenic modelling of ice sheet response to climatic change, a convincing argument has been put forward against significant climatic change, tectonic uplift or warm based ice advance in the Dry Valleys prior to or during the Pliocene and probably as far back as the Miocene.

Although the stable and unstable ice sheet hypotheses have largely relied on independent lines of evidence, counter arguments from both sides have been an integral part of the debate. Against the instability hypothesis, it has been argued that the Penascola and Wilkes marine basins that were thought to act as a source of the Sirius Group diatoms (Webb et al., 1984) would have been above sea level if the crust is isostatically compensated for the removal of East Antarctic ice (Denton et al., 1993). It has also been shown the diatoms in the Sirius Group consist of a wide range of ages and are only found in the top layers of the deposits and could have been deposited from above, either windblown or in fallout from an meteorite impact, into their present positions (Burkle and Potter, 1996; Kellogg and Kellogg, 1996; Gersonde et al., 1997). Cosmogenic isotope analysis of ¹⁰Be and ²⁶Al, and, ³⁷He and ⁵¹Ne concentrations in samples fringing and within the Sirius Group have indicated minimum deposition ages of greater than the late Pliocene at ~5Ma (Ivy-Ochs et al., 1995; Bruno et al., 1997). Against the stable ice sheet hypothesis, it has been argued that ash deposits used to infer landscape stability in the Dry Valleys are not in
were incorporated into their present locations in sand wedges, avalanche deposits and desert pavements after initial eruption either by aeolian or fluvial/slope processes and therefore cannot be used for dating. It has also been postulated that the Dry Valleys have had a unique tectonic history and are not representative of other tectonic blocks of the Transantarctic Mountains and therefore cannot be used to argue against hypothesis that has implications for a much larger area (van der Wateren and Hindmarsh, 1995).

Figure 6.1: Map of Antarctica showing the division into East and West by the Transantarctic Mountains and the present-day extent of the East Antarctic Ice Sheet. The location of the Dry Valleys region is also shown.
In an attempt to corroborate evidence that implies low rates of change in the Dry Valleys region over the past few million years which relate to the ice sheet stability debate and, to extend knowledge about the evolution of the landscape, concentrations of in-situ cosmogenic isotopes have been measured in samples from contrasting landscape elements. Cosmogenic isotope analysis provides an independent means of testing the stable/unstable ice sheet hypothesis by providing direct quantification of denudation rates and landscape change. As such, cosmogenic isotope data should not only be less equivocal than inferred slow rates of landscape change based on the correlation of $^{40}$Ar/$^{39}$Ar dated ash deposits with landforms but the data will also be able to test whether or not an in-situ origin for the ash deposits is likely. Measurement of three cosmogenic isotopes enables thorough testing of the steady-state denudation assumption and of the exposure history of the sites and has the capacity to provide potentially unambiguous denudation rates for different landscape components over the maximum time range of the cosmogenic technique.

6.3 Physical Setting

6.3.1 Morphotectonic Evolution of the Transantarctic Mountains

The Transantarctic Mountains extend for more than 3000 km in a broad arc that separates East from West Antarctica (Fig. 6.1). The major structural elements were created by asymmetric intracontinental rifting in the Eocene (-55-50 Ma BP) with the lower plate forming the Ross Sea Embayment. The Transantarctic Mountains are therefore not strictly a mountain range but a large amplitude (2-4 km), short wavelength (50-200 km) upwarp that forms the rim of an extensive plateau that rises from the interior of East Antarctica (Fitzgerald et al., 1986). Tilting of individual tectonic blocks and lithospheric flexure produced an inland dip to the upwarp that is clearly visible in the exposed strata of the Transantarctic Mountains. The outer flank of the mountains comprises a major escarpment or series of smaller escarpments which fall off dramatically into the basins of the Ross Embayment.

Fission track evidence from a transect through the Dry Valleys suggests that a total of 4-5 km of denudation has occurred along the Ross Sea coast since rifting at ~55 Ma BP (Gleadow and Fitzgerald, 1987). A pulse of denudation soon after rifting, characteristic of passive margin development, indicates that significant relief must have existed in the Dry Valleys at ~50 Ma and the rift flank must have been elevated with respect to sea level either due to tectonic uplift of the rift flank or subsidence of the Ross Embayment (Gleadow and Fitzgerald, 1987). Surface uplift
rates of ~1 km Ma\(^{-1}\) since the Pliocene have been proposed for the Dry Valleys to support the unstable ice sheet hypothesis (Behrendt and Cooper, 1991). However, this argument has been refuted on basis of the present-day elevations of sub-aerially erupted Pliocene lava deposits which indicate a maximum possible uplift over the last ~2.5 Ma of only ~300m (Wilch et al., 1993a, b). It has also been demonstrated that high cosmogenic nuclide concentrations in rocks from the Dry Valleys are inconsistent with rapid recent surface uplift of the magnitude suggested by Behrendt and Cooper (1991), if the Sirius Group deposits are also held to be of Pliocene age (Brook et al., 1995a, Ivy-Ochs, 1996; Bruno et al., 1997).

6.3.2 Morphology and Geology of the Dry Valleys Area

The Dry Valleys region consists of three major largely ice-free transverse valley systems in the Transantarctic Mountains, the Taylor, Wright and Victoria systems, separated by the ice-free Asgard and Olympus ranges (1500 - 2400 m high; Figs. 6.2 and 6.3). It represents a 4000 km\(^2\) ice-free area from 77° 15'S to 77° 45'S and 160° E to 164° E located between McMurdo Sound in the Ross Sea Embayment and Taylor dome on the flank of the East Antarctic Ice Sheet. These valleys were carved by major outlet glaciers similar to the nearby Ferrar and McKay Glaciers but they are now starved of ice flow (Denton et al., 1993; Summerfield et al., 1998a, b). The Dry Valleys region is thought to be separated from the Royal Society Range to the south and from the Convoy Range to the north by major east west trending transverse faults across the marginal upwarp of the Transantarctic Mountains. To the south, the Ferrar fault runs along the trough formed by the Ferrar Glacier although its precise location is uncertain (Sugden et al., 1998).

Figure 6.2 (on pull out page overleaf): Geomorphological map of Beacon, Taylor and Wright valleys showing the location of cosmogenic samples in Arena Valley, on Mount Fleming and adjacent to the Sollas Glacier (after Summerfield et al., 1998a).

Figure 6.3 (on pull out page overleaf): Satellite image map of the area shown in Figure 6.2. The distinction between ice covered and ice free areas is clearly visible (from United States Geological Survey McMurdo Dry Valleys 1:100 000 satellite image map).
Exposed bedrock in the Dry Valleys region consists of a basement complex of Precambrian igneous and meta-igneous rocks which are overlain by gently dipping sandstones, siltstones and conglomerates of the Devonian-Triassic Beacon Supergroup including Beacon Sandstone and Arena Sandstone. Extensive Jurassic dolerite intrusions (Ferrar Supergroup) form sills up to several hundred metres thick throughout the basement and overlying sedimentary strata. Localised surficial deposits include glaciogenic sediments as well as Late Cenozoic volcanic cones and ash deposits. (Summerfield et al., 1998a, b).

Sugden et al. (1995a) identified five major landscape elements in the Dry Valleys region. The two most areally significant of these are high-elevation (>1800 m), low-relief (<30 m) surfaces and rectilinear slopes which flank the upland surfaces at angles of ~33°-37° (see Sugden et al., 1995a, figure 4, p. 9954). An upper surface at 2000-2400 m surrounds the heads of the main valleys separating the Dry Valleys from the Polar Plateau. Large residuals on this surface form the highest summits in the area such as Mount Feather (2985 m) and Mount Fleming (2400 m). A lower intermediate surface (~1800 m) forms extensive sections in the western parts of the Asgard and Olympus ranges between Taylor, Wright and Victoria Valleys. These surfaces are formed predominantly on dolerite sills and near-horizontal Beacon Supergroup sedimentary rocks, respectively, and exhibit some structural control. Rectilinear slopes characterise the flanks of both the upper and lower surface and form a significant proportion of valley sides in the Dry Valleys (Selby, 1971, 1974). In the eastern portion of the Dry Valleys where the lower surface is absent, rectilinear slopes still characterise the valley sides but meet as sharp edged interfluves. The rectilinear slopes are cut into bedrock and are partly covered by a thin (~1 m thick) veneer of coarse rock debris.

6.3.3 Present and Past Climates of the Dry Valleys

The present climate of the Dry Valleys region is cold and hyper-arid (Summerfield et al., 1998a, b). Mean annual temperatures at lower elevations in the eastern sections of the valleys are about -20°C although summer noon temperatures may exceed +5°C for several days. Active debris and mud flows and stream channels below ~800 m indicate that liquid water and temperatures above 0°C are common at lower elevations near the coast. Data for higher, inland locations are sparse, however, assuming a lapse rates of 10°C km⁻¹, mean annual temperatures at higher elevations in the western Asgard and Olympus Ranges, the Quartermain Mountains and on high elevation surfaces in the Polar Plateau drop to -30°C to -40°C (Marchant and Denton, 1996). Mean annual precipitation ranges from ~100 mm water equivalent near the coast to <10 mm at high elevations.
in the west. Winds blow through the Dry Valleys from both the Ross Sea in the east and the inland Polar Plateau in the west. Easterly winds have a mean relative humidity of 65-75% and snow precipitation reaches a maximum of ~100 mm a\(^{-1}\) in the eastern ends of the Dry Valleys. Westerly katabatic winds blow from the Polar Plateau with a lower relative humidity of 5-60% and in summer these winds are largely confined to the western end of the Dry Valleys and the valley bottoms. Accumulation of wind-blown snow in the lee of topographic barriers sustains small cold based glaciers on the sides of Taylor, Wright and Victoria Valleys. Meltwater seems to be absent at high altitudes inland but can be found at progressively higher altitudes near the coast. This trend probably results from a combination of more active katabatic winds in the upper parts of the Dry Valleys and a maritime influence near the coast (Marchant and Denton, 1996).

Consensus about past climates in the Dry Valleys is contested within the context of the East Antarctic Ice Sheet Stability debate described in section 6.2. The unstable ice sheet model implies higher temperatures at about ~3 Ma BP. It has been argued that deglaciation of East Antarctic and exposure of sub-glacial basins could be achieved with a modest increase in temperature compared to the present assuming rapid surface uplift after deglaciation and a low temperature tolerance of shrub-type Nothofagus trees (Webb and Harwood, 1991). However, ice-sheet modelling studies indicate that temperatures 17-20°C above those of the present would be required to remove ice from sub-glacial basins (Huybrechts, 1993). The stability hypothesis, based on a range of evidence, supports a hyper-arid, polar climatic regime similar to that of the present for at least the past 15 Ma (Denton et al., 1993; Sugden, 1996). Irrespective of the veracity of the two contrasting interpretations of past climates, there is overall agreement that there has been remarkable climatic stability in the Dry Valleys area for at least the last 2-3 Ma with only with only modest fluctuations in the extent of ice cover in outflow and valley-side glaciers resulting from climatic change during this period (Summerfield et al., 1998b). (There has been significant variation in the extent of ice cover as a result of changes in sea-level due to grounding of ice shelf areas.) As previously mentioned, this morphoclimatic regime contrasts starkly with the large magnitude and frequent climatic fluctuations driven by glacial-interglacial oscillations that have characterised virtually all other morphoclimatic zones on Earth throughout the Quaternary (Summerfield, et al., 1998b.)
6.4 Sampling Strategy and Sites

Samples were collected by D. Sugden and M. Summerfield according to a previously agreed strategy of assessing rates of denudation in the contrasting morphological settings of high-elevation surfaces and rectilinear slopes in the Dry Valleys region. Sample locations were chosen with particular attention paid to identifying representative sites from which useful extrapolations could be made. Sampling sites on the rectilinear slopes were chosen to provide comparisons with existing independent evidence of rates of landscape change from dated lava and volcanic ash deposits (Wilch et al., 1993a, b; Marchant et al., 1996). In total, eight samples were analysed, four from each type of site (Table 6.1).

Four samples consisting of Beacon Sandstone were analysed from two high-elevation (>2000m), low-relief surfaces (5-6/96, 56-57/95). Samples 5/96 and 6/96 were collected from the eastern flank of Mount Fleming at the head of Wright Valley overlooking Wright Upper Glacier (Fig. 6.2). 5/96 came from a broad, low-relief ridge just below the summit and 6/96 from a lower elevation on a flat-topped spur from an iron stained bedrock surface scattered with dolerite boulders and cobbles (Summerfield et al., 1998a) (Fig. 6.4). Samples 56/95 and 57/95 were collected less than 2 m apart from a low relief, iron-stained bedrock surface on the flat-topped interflue between Beacon Valley and Arena Valley (Figs. 6.2 and 6.5). All four samples were taken from within 50 mm of the surface. At all the high-elevation sites, bedrock surfaces exhibited evidence of some rock disintegration in the form of cavernous weathering and tafoni features. At the time of sample collection, the higher sampled surface on Mount Fleming (5/96) was covered by a thin (<100 mm), discontinuous layer of snow. However, lying snow is rare due to the extremely exposed and windy nature of the site and it is unlikely that any of the high-elevation surface sites have been subject to significant shielding from cosmic radiation (Summerfield et al., 1998a).
Figure 6.4: Sampling site 5/96 on the high elevation surface of Mount Fleming. Wright Upper Glacier can be seen in the middle distance (photo: D. Sugden)

Figure 6.5: Sampling site 56/95 and 57/95 on the high elevation surface between Arena and Beacon Valleys (photo: D. Sugden)
Three samples consisting of Arena Sandstone were collected and analysed from a 10 m$^2$ area on a 36-38° rectilinear slope in the Quartermain Mountains on the western side of Arena Valley overlooking Taylor Glacier (50-51/95). The three samples were collected at an elevation of 1572 m on a rectilinear slope on the western side of Arena Valley (Fig. 6.2). Near-horizontal sandstone beds protrude from the slope forming a series of cavernously weathered steps with localised undercutting and slumping and relief of up to 4 m. Sample 50/95 was collected from the surface of a characteristic rock step (Fig. 6.6), sample 51/95 from a 0.4 m boulder on the same rock step and 52/95 from the slumped front of the step. Although 52/95 was from a detached section of a step, it could unequivocally be seen to have been previously a part of the step and to have slumped less than 2 m down the slope. However, sample 51/95 was from a loose boulder on the surface of a step which could have fallen from a significantly higher elevation. The site was selected because it is close to an avalanche deposit located 100 m south of the cosmogenic sampling site. The avalanche deposit consists of sandstone and dolerite clasts, quartz sand and granite grus and cobbles mixed with volcanic ash. There is a sharp contrast between the debris cover of the rectilinear slope and the avalanche deposit which rises up to 3 m above the slope surface. The avalanche deposit contains in-situ $^{40}$Ar/$^{39}$Ar dated volcanic ash of 11.3-12.9 Ma old (Marchant et al., 1993a). The deposit therefore suggests minimal geomorphic activity on the slope. Additional evidence for low rates of landscape change is provided by a thin granite till located 30 m below the site which has been dated by its association with volcanic ash in a nearby valley to >13.6 Ma BP (Marchant et al., 1993a).

Sample 13/96 was collected from a north-facing, 33° rectilinear slope in the lower Taylor valley immediately to the east of the Sollas Glacier at an elevation of 810 m (Fig. 6.7). The slope is formed on granite basement and is characterised by protruding bedrock outcrops and a discontinuous mantle of coarse talus. The sample comprised thin surface fragments (<10 mm thick) from an exfoliating bedrock granite exposure inclined at 25°. The site was selected because it is immediately adjacent to a partially eroded lava flow deposit, $^{40}$Ar/$^{39}$Ar dated to 2.19 Ma BP (Wilch et al., 1993a, b).
Figure 6.6: Sampling site 50/95 on a bedrock step on the rectilinear slope on the western side of Arena Valley (photo D. Sugden).

Figure 6.7: Sampling site 13/96 to the east of the Sollas Glacier, Taylor Valley. The sample location is indicated by the figure on the left. The view is to the west along Taylor Valley (photo M. Summerfield).
Table 6.1: Sample and field data for Antarctic samples (from Summerfield et al., 1998a).

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Sample Site</th>
<th>Location Long. &amp; Lat.</th>
<th>Altitude (m)</th>
<th>Lithology</th>
<th>Surface Slope (°)</th>
<th>*Exposure Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-elevation Surfaces</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/96</td>
<td>Mount Fleming</td>
<td>77° 33' S 160° 08' E</td>
<td>2427</td>
<td>Beacon Sandstone</td>
<td>0</td>
<td>full exposure</td>
</tr>
<tr>
<td>6/96</td>
<td>Mount Fleming</td>
<td>77° 32' S 160° 16' E</td>
<td>2038</td>
<td>Beacon Sandstone</td>
<td>0</td>
<td>full exposure</td>
</tr>
<tr>
<td>56/95</td>
<td>Beacon/Arena interfluve</td>
<td>77° 53' S 160° 44' E</td>
<td>2050</td>
<td>Beacon Sandstone</td>
<td>0</td>
<td>partial shielding</td>
</tr>
<tr>
<td>57/95</td>
<td>Beacon/Arena interfluve</td>
<td>77° 53' S 160° 44' E</td>
<td>2050</td>
<td>Beacon Sandstone</td>
<td>0</td>
<td>partial shielding</td>
</tr>
<tr>
<td>Rectilinear Slopes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50/95</td>
<td>Arena Valley</td>
<td>77° 46' S 160° 51' E</td>
<td>1572</td>
<td>Arena Sandstone</td>
<td>2</td>
<td>partial shielding</td>
</tr>
<tr>
<td>51/95</td>
<td>Arena Valley</td>
<td>77° 46' S 160° 51' E</td>
<td>1572</td>
<td>Arena Sandstone</td>
<td>0</td>
<td>partial shielding</td>
</tr>
<tr>
<td>52/95</td>
<td>Arena Valley</td>
<td>77° 46' S 160° 51' E</td>
<td>1572</td>
<td>Arena Sandstone</td>
<td>38</td>
<td>partial shielding</td>
</tr>
<tr>
<td>13/96</td>
<td>Lower Taylor Valley</td>
<td>77° 43' S 162° 38'E</td>
<td>810</td>
<td>Granite</td>
<td>25</td>
<td>partial shielding</td>
</tr>
</tbody>
</table>

* For complete exposure geometry data see Appendix A.

6.5 Analysis, Results and Interpretation

Cosmogenic $^{10}$Be and $^{26}$Al were measured in the five samples collected in Arena Valley (50-57/95), one of which, 51/95, was prepared and analysed twice in order to test the reproducibility of the results. Cosmogenic $^{21}$Ne concentrations were measured in all eight samples selected for analysis at the Vrije Universiteit, Amsterdam according to the methodology described in section 3.4 (Appendix B, Batch 2). He isotopes, including a cosmogenic component, were therefore also measured in all eight samples as an integral part of cosmogenic $^{21}$Ne determination (section 3.4.2). Pure quartz separates were prepared for $^{10}$Be, $^{26}$Al and $^{21}$Ne analysis according to the methodology described in section 3.3; sample masses are shown in Tables 6.3 and 6.4. $^{10}$Be and $^{26}$Al was extracted in a clean laboratory at the Scottish Universities Research and Reactor Centre (SURRC) using a chemical protocol similar to that shown in Figure 3.3 but included an acetylacetone extraction (section 3.3.2). The resultant quantities of BeO and Al$_2$O$_3$ were small but probably much purer than the oxides prepared from Namibian samples discussed in Chapters 4 and 5 using the final methodology described in Chapter 3 that did not include an acetylacetone extraction. Total Al analysis was performed by graphite furnace atomic absorption spectrometry (GFAAS) at the Department of Geology and Geophysics at the University of Edinburgh (Table
6.3). $^{10}\text{Be}$ and $^{26}\text{Al}$ targets were prepared and isotopic ratios were measured by accelerator mass spectrometry at the Eidgenössische Technische Hochschule/Paul Scherrer Institut (ETH/PSI) tandem accelerator facility in Zurich (section 3.3.3.2, Appendix B, Batch 2).

Production rates in quartz and at sea level and high latitude (>60°) of 6 atoms g$^{-1}$ a$^{-1}$ and 36.8 atoms g$^{-1}$ a$^{-1}$ were used for $^{10}\text{Be}$ and $^{26}\text{Al}$ respectively (Nishiizumi et al., 1989a). Likewise, production rates of 21 atoms g$^{-1}$ a$^{-1}$ (Niedermann et al., 1994) and 115 atoms g$^{-1}$ a$^{-1}$ (Cerling and Craig, 1994; Brook et al., 1995a) were used for $^{21}\text{Ne}$ and $^{3}\text{He}$ respectively. Although there have been recent attempts to refine the production rates of $^{10}\text{Be}$ and $^{26}\text{Al}$ (Clark et al., 1995; Nishiizumi et al., 1996) the original estimates have been retained to facilitate comparison with other cosmogenic work in Antarctica which has conventionally used the original rates. Production rates for $^{3}\text{He}$ are subject to large uncertainties (Brook and Kurz, 1993; Brook et al., 1995a); however, as will be seen, diffusion effects in quartz preclude meaningful interpretation of the data and therefore the choice of production rate is not critical. Production rates were corrected for the effects of altitude using the nuclear disintegration rates of Lal (1991) (section 2.2.7). Production rates were also corrected for the dip of the sampled surface and the effects of topographic shielding and in every case corrections were less than 2% (section 2.2.6, Table 6.2). Production rates have not been corrected for depth; where thicker samples had been collected only the top 20 mm were used for analysis. Because of current levels of uncertainty in production rate values for all isotopes an error of 20% has been included on all production rate estimates (Table 6.2).

Table 6.2: Production rates for Antarctic samples corrected for altitude, latitude and the exposure geometry of the site, (atoms g$^{-1}$SiO$_2$ a$^{-1}$).

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Exposure Correction</th>
<th>*Corrected Production Rate Including 20% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-elevation Surfaces</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/96</td>
<td>-</td>
<td>158.22 ± 31.64 460.4 ± 92.1</td>
</tr>
<tr>
<td>6/96</td>
<td>-</td>
<td>120.58 ± 24.12 460.4 ± 92.1</td>
</tr>
<tr>
<td>56/95</td>
<td>- 31.63 ± 6.33</td>
<td>191.26 ± 38.25 121.62 ± 24.32 451.2 ± 90.2</td>
</tr>
<tr>
<td>57/95</td>
<td>- 31.63 ± 6.33</td>
<td>191.26 ± 38.25 121.62 ± 24.32 246.1 ± 49.1</td>
</tr>
<tr>
<td>Rectilinear Slopes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50/95</td>
<td>0.987 22.14 ± 4.43</td>
<td>134.08 ± 26.82 84.07 ± 16.81 666 ± 133.2</td>
</tr>
<tr>
<td>51/95</td>
<td>0.987 22.14 ± 4.43</td>
<td>134.08 ± 26.82 84.07 ± 16.81 666 ± 133.2</td>
</tr>
<tr>
<td>52/95</td>
<td>0.967 21.69 ± 4.34</td>
<td>131.40 ± 26.28 82.38 ± 16.48 866.5 ± 173</td>
</tr>
<tr>
<td>13/95</td>
<td>0.984 -</td>
<td>134.08 ± 26.82 84.07 ± 16.81 666 ± 133.2</td>
</tr>
</tbody>
</table>

*Slightly different production rates and correction factors from those used by Summerfield et al., (1998a) for $^{21}\text{Ne}$ and $^{3}\text{He}$ have been used here. As a result, calculated ages and rates (Tables 6.5 and 6.6) will differ very slightly. However, these alterations do not affect the similarity of the overall interpretation and conclusions drawn here compared to Summerfield et al. (1998a) where appropriate.
Table 6.3: Be and Al data for Antarctic samples.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Quartz Mass (g)</th>
<th>Al content (ppm)</th>
<th>Background Corrected $^{10}$Be/$^{9}$Be AMS ratio</th>
<th>Background Corrected $^{26}$Al/$^{27}$Al AMS ratio</th>
<th>$^{10}$Be conc. (N)$^{3}$ (10$^{-12}$ g$^{-1}$ SiO$_2$)</th>
<th>$^{26}$Al conc. (N)$^{3}$ (10$^{-12}$ g$^{-1}$ SiO$_2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-Elevation Surfaces</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56/95</td>
<td>15.01</td>
<td>176.69 ± 8.8</td>
<td>2.84 x 10$^{-11}$ ± 4.26 x 10$^{-13}$</td>
<td>6.22 x 10$^{-11}$ ± 1.31 x 10$^{-12}$</td>
<td>6.30 ± 0.32</td>
<td>24.3 ± 1.72</td>
</tr>
<tr>
<td>57/95</td>
<td>15.11</td>
<td>115.53 ± 5.78</td>
<td>2.73 x 10$^{-11}$ ± 3.55 x 10$^{-13}$</td>
<td>6.89 x 10$^{-11}$ ± 1.79 x 10$^{-12}$</td>
<td>6.03 ± 0.3</td>
<td>17.7 ± 1.25</td>
</tr>
<tr>
<td>Rectilinear Slopes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50/95</td>
<td>15.01</td>
<td>105.58 ± 5.28</td>
<td>7.19 x 10$^{-12}$ ± 1.8 x 10$^{-13}$</td>
<td>3.22 x 10$^{-11}$ ± 9.98 x 10$^{-13}$</td>
<td>1.6 ± 0.08</td>
<td>7.56 ± 0.53</td>
</tr>
<tr>
<td>51/95</td>
<td>15.05</td>
<td>126.13 ± 6.31</td>
<td>1.41 x 10$^{-11}$ ± 1.97 x 10$^{-13}$</td>
<td>4.59 x 10$^{-11}$ ± 1.42 x 10$^{-12}$</td>
<td>3.12 ± 0.16</td>
<td>12.9 ± 0.91</td>
</tr>
<tr>
<td>51/95 #2</td>
<td>15.00</td>
<td>135.73 ± 6.79</td>
<td>1.37 x 10$^{-11}$ ± 4.67 x 10$^{-13}$</td>
<td>4.48 x 10$^{-11}$ ± 1.25 x 10$^{-12}$</td>
<td>3.05 ± 0.15</td>
<td>13.5 ± 0.92</td>
</tr>
<tr>
<td>52/95</td>
<td>10.02</td>
<td>110.97 ± 5.55</td>
<td>1.32 x 10$^{-11}$ ± 6.75 x 10$^{-13}$</td>
<td>insufficient current</td>
<td>2.94 ± 0.15</td>
<td>-</td>
</tr>
</tbody>
</table>

1 GFAAS result with 5% 1 σ error, 2 1 σ AMS measurement error only, 3 error includes 5% reproducibility, (with 5% GFAAS for Al) and is given at the 1 σ level.

Be and Al AMS isotopic data and concentrations of cosmogenic $^{10}$Be and $^{26}$Al for samples 50-57/95 are shown in Table 6.3. Errors shown for the AMS isotopic ratios include machine measurement error only. These are low because the concentrations of cosmogenic isotopes are high and probably do not reflect the true level of uncertainty in the results. The reproducibility of sample 51/95, which was measured twice, was within 3% for both $^{10}$Be and $^{26}$Al AMS ratios. This is good but is lower than levels commonly found when more samples are reproduced (e.g. Gosse et al., 1995; Ivy-Ochs, 1996). Errors on the concentrations of $^{10}$Be and $^{26}$Al (N) have been calculated to include a 5% uncertainty in the Al content as well as a 5% reproducibility uncertainty at the 1 σ level. AMS isotopic ratios were normalised to ETH standards S555 and ZAL94 which have values of $^{10}$Be/$^{9}$Be = 95.5 x 10$^{-12}$ and $^{26}$Al/$^{27}$Al = 526 x 10$^{-12}$ respectively. The Be standard (S555) is a secondary standard calibrated to the original material used to determine the half life of Be of 1.51 Ma (Hofmann et al., 1987; P. Kubik, pers. com.). The ratios have also been corrected for process blank measurements. For Be, the average process blank result from two standard samples was 1.15 x 10$^{-14}$ ± 6.4 x 10$^{-15}$ and for Al, the process blank result was 2.6 x 10$^{-14}$ ± 100% from one sample. Current in the AMS from the Al samples was generally low (~30 nA compared to 150 nA from the standard) because of the small amount of Al$_2$O$_3$ in the samples which could have been due to separation problems encountered during the acetylacetone extraction. It was not possible to determine whether Be and Al had been separated
fully during the extraction procedure. Sample 52/95 did not have enough current for AMS measurement of $^{26}\text{Al}/^{27}\text{Al}$ (Table 6.3).

Table 6.4: He and Ne isotope data for Antarctic samples (from Summerfield et al., 1998a)

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Quartz Mass (mg)</th>
<th>$^4\text{He}^\ast$ x 10$^{12}$ atoms g$^{-1}$</th>
<th>R/Ra$^\ast$</th>
<th>$^3\text{He}^\ast$ x 10$^8$ atoms g$^{-1}$</th>
<th>$^{21}\text{Ne}^\ast$ x 10$^{10}$ atoms g$^{-1}$</th>
<th>$^{21}\text{Ne}^{20}\text{Ne}^\ast$ (x 10$^3$)</th>
<th>$^{21}\text{Ne}^\ast$ x 10$^8$ (N) atoms g$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High-elevation Surfaces</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/96</td>
<td>278</td>
<td>9.05 ± 0.01</td>
<td>32.78 ± 0.7</td>
<td>4.13 ± 0.18</td>
<td>7.39 ± 0.02</td>
<td>11.27 ± 0.06</td>
<td>6.19 ± 0.08</td>
</tr>
<tr>
<td>6/96</td>
<td>288</td>
<td>46.6 ± 0.02</td>
<td>11.94 ± 0.14</td>
<td>7.75 ± 0.18</td>
<td>6.29 ± 0.02</td>
<td>10.46 ± 0.06</td>
<td>4.51 ± 0.08</td>
</tr>
<tr>
<td>56/95</td>
<td>302</td>
<td>11.14 ± 0.03</td>
<td>25.1 ± 0.3</td>
<td>4.12 ± 0.9</td>
<td>3.45 ± 0.01</td>
<td>18.78 ± 0.06</td>
<td>5.65 ± 0.08</td>
</tr>
<tr>
<td>57/95</td>
<td>263</td>
<td>20.67 ± 0.04</td>
<td>1.75 ± 0.02</td>
<td>0.50 ± 0.02</td>
<td>3.19 ± 0.01</td>
<td>18.97 ± 0.06</td>
<td>5.22 ± 0.1</td>
</tr>
<tr>
<td><strong>Rectilinear Slopes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50/95</td>
<td>263</td>
<td>9.80 ± 0.01</td>
<td>9.39 ± 0.1</td>
<td>1.28 ± 0.04</td>
<td>0.08 ± 0.001</td>
<td>6.25 ± 0.06</td>
<td>0.88 ± 0.02</td>
</tr>
<tr>
<td>51/95</td>
<td>257</td>
<td>107.1 ± 0.3</td>
<td>1.58 ± 0.1</td>
<td>2.36 ± 0.6</td>
<td>3.27 ± 0.01</td>
<td>10.41 ± 0.06</td>
<td>1.51 ± 0.06</td>
</tr>
<tr>
<td>52/95</td>
<td>320</td>
<td>9.77 ± 0.08</td>
<td>4.69 ± 0.06</td>
<td>0.64 ± 0.04</td>
<td>0.38 ± 0.02</td>
<td>8.37 ± 0.04</td>
<td>2.11 ± 0.04</td>
</tr>
<tr>
<td>13/96</td>
<td>250</td>
<td>2.35 ± 0.01</td>
<td>0.65 ± 0.05</td>
<td>0.005 ± 0.005</td>
<td>1.31 ± 0.01</td>
<td>5.11 ± 0.06</td>
<td>0.38 ± 0.02</td>
</tr>
</tbody>
</table>

$^{21}\text{Ne}$ and $^3\text{He}$ = cosmogenic $^{21}\text{Ne}$ and $^3\text{He}$ respectively. * 1 σ error limits, ** 2 σ error limits. R/Ra = the ratio of $^4\text{He}/^3\text{He}$ (R) relative to the atmospheric ratio (Ra) 1.4 x 10$^{-6}$.

The isotopic composition of Ne and He including the cosmogenic $^{21}\text{Ne}$ and $^3\text{He}$ concentrations of all eight samples are presented in Table 6.4. All errors are quoted at the 1 σ level, except for the concentration values (N) which are at the 2 σ level, and include measurement uncertainty only. Blank measurements at 1400°C were $^4\text{He}$: 2 x 10$^{11}$ cc STP and $^{20}\text{Ne}$: 1 x 10$^{11}$ cc STP. $^3\text{He}$ was undetectable in the blank while the Ne blanks were indistinguishable from the atmospheric isotopic composition. Reproducibility of abundance measurements was ± 1.5%. Errors on Table 6.4 are propagated from the analytical errors and do not include reproducibility errors. The basis of cosmogenic neon interpretation has been discussed in section 2.3.1 and is briefly described here. Table 6.4 shows that in all cases, the measured $^{21}\text{Ne}/^{20}\text{Ne}$ ratios (0.00505 - 0.01905) are significantly greater than the atmospheric value of 0.00296 indicating an excess of $^{21}\text{Ne}$ from some other source (Niedermann et al., 1993). The $^{21}\text{Ne}/^{20}\text{Ne}$ ratio of minerals is essentially a mixture of atmospheric (sometimes known as trapped) and cosmogenic contributions. However, $(\alpha,\pi)$-reactions on $^{16}\text{O}$ can produce a nucleogenic $^{21}\text{Ne}$ ($^{21}\text{Ne}_n$) component throughout the lifetime.
of the rock which may obscure the simple two component mixing (section 2.2.1). The radiogenic $^4\text{He}$ ($^4\text{He}_{\text{rad}}$) concentration of a sample is a monitor of the $\alpha$-particle flux which is essential for $^{21}\text{Ne}_n$ production (Niedermann et al., 1993). Thus the $^{21}\text{Ne}_n$ contribution to the measured excess $^{21}\text{Ne}$ may be estimated from the $^4\text{He}_{\text{rad}}$ content using the most recent determination of the $^{21}\text{Ne}_n/^{4}\text{He}_{\text{rad}}$ ratio of crustal rocks ($4.5 \times 10^{-8}$; Yatsevich and Honda, 1997). Assuming that all the measured $^4\text{He}$ is radiogenic, and that at least 5% has been retained since cooling below the $^{21}\text{Ne}_n$ closure temperature, the contribution of $^{21}\text{Ne}_n$ to each sample can be calculated (Niedermann et al., 1993). The contribution of $^{21}\text{Ne}_n$ is less than 5% in all but one sample ($51/95 = 30\%$). This can be considered as a conservative estimate as, in all but one sample, more than 5% of the $^3\text{He}$ has been retained despite it being significantly more mobile in quartz than $^4\text{He}_{\text{rad}}$ (Trull et al., 1991).

The cosmogenic $^{21}\text{Ne}$ concentrations shown in Table 6.4 have been calculated from the measured $^{21}\text{Ne}$ values assuming an atmospheric composition and corrected for the contribution of nucleogenic $^{21}\text{Ne}$. $^3\text{He}/^4\text{He}$ ratios are in the range $0.65 - 32.8$ Ra (Table 6.4). These are significantly in excess of radiogenic values and identify the presence of a high cosmogenic $^3\text{He}$ concentrations ($^3\text{He}_c$). The $^3\text{He}_c$ concentrations were calculated assuming that the inherited $^3\text{He}$ is radiogenic ($^3\text{He}/^4\text{He} = 0.02$ Ra). The $^3\text{He}$ concentration is insensitive to the precise value used for the radiogenic $^3\text{He}/^4\text{He}$ ratio because of the high ratio in the samples.

In order to investigate the relationship between cosmogenic $^{21}\text{Ne}$ and $^3\text{He}$, exposure ages were calculated from the measured concentrations assuming no denudation had occurred (Summerfield et al., 1998a but also see Table 6.6). The apparent $^{21}\text{Ne}$ exposure ages ranged from $4.65 \pm 0.94$ Ma for sample 56/95 to $846 \pm 19$ ka for sample 13/96 whereas the $^3\text{He}$ exposure ages ranged from $1.17 \pm 0.24$ Ma for sample 6/96 to $2 \pm 1$ ka for sample 13/96 (including a 20% production rate uncertainty and $2\sigma$ error on N). Because field observations indicated that the samples did not represent a specific exposure event and were undergoing progressive denudation, the concept of an exposure age has no apparent geomorphic meaning (section 6.6.1). However, comparison of the $^3\text{He}$ and $^{21}\text{Ne}$ ages clearly supports the notion that cosmogenic $^3\text{He}$ is lost from quartz via diffusion preferentially over $^{21}\text{Ne}$ (Trull et al., 1991). The $^3\text{He}$ exposure ages vary between 2 and 416 times lower than those derived from $^{21}\text{Ne}$ abundances. The relative age differences appear unrelated to apparent exposure age, lithology, altitude or temperature. The absence of systematic behaviour clearly demonstrates the limitations of obtaining accurate exposure ages or denudation rates from $^3\text{He}$ in quartz (Graf et al., 1991, Brook and Kurz, 1993; Bruno et al., 1997). Comparison of the He and Ne data with other data from samples that had not been
prepared by selective chemical dissolution but had been run on the same mass spectrometer provided limited support for the notion that selective chemical dissolution promotes diffusive loss of cosmogenic $^3$He in quartz (F. Stuart, pers. com.).

Table 6.5: Denudation rate data for Antarctic samples.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>$^{26}$Al/$^{10}$Be</th>
<th>$^{21}$Ne/$^{10}$Be</th>
<th>$^{21}$Ne/$^{26}$Al</th>
<th>$^{26}$Al denudation rate (m Ma$^{-1}$)</th>
<th>$^{10}$Be denudation rate (m Ma$^{-1}$)</th>
<th>$^{21}$Ne denudation rate (m Ma$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-Elevation Surfaces</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/96</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.14 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>6/96</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.15 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>56/95</td>
<td>-</td>
<td>8.96 ± 0.91</td>
<td>-</td>
<td>-</td>
<td>0.02 ± 0.01</td>
<td>0.12 ± 0.02</td>
</tr>
<tr>
<td>57/95</td>
<td>2.94 ± 0.51</td>
<td>8.65 ± 0.88</td>
<td>2.95 ± 0.42</td>
<td>0.06 ± 0.02</td>
<td>0.03 ± 0.01</td>
<td>0.13 ± 0.03</td>
</tr>
<tr>
<td>Rectilinear Slopes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50/95</td>
<td>4.73 ± 0.82</td>
<td>5.51 ± 0.56</td>
<td>1.16 ± 0.17</td>
<td>0.45 ± 0.16</td>
<td>0.51 ± 0.15</td>
<td>0.53 ± 0.11</td>
</tr>
<tr>
<td>51/95</td>
<td>4.12 ± 0.71</td>
<td>4.84 ± 0.52</td>
<td>1.17 ± 0.17</td>
<td>0.04 ± 0.01</td>
<td>0.14 ± 0.04</td>
<td>0.31 ± 0.07</td>
</tr>
<tr>
<td>51/95 #2</td>
<td>4.43 ± 0.77</td>
<td>-</td>
<td>-</td>
<td>0.01 ± 0.01</td>
<td>0.15 ± 0.04</td>
<td>-</td>
</tr>
<tr>
<td>52/95</td>
<td>-</td>
<td>7.19 ± 0.73</td>
<td>-</td>
<td>-</td>
<td>0.15 ± 0.04</td>
<td>0.22 ± 0.04</td>
</tr>
<tr>
<td>13/96</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.65 ± 0.15</td>
<td></td>
</tr>
</tbody>
</table>

NB: all errors are quoted at 2σ and include a total of 20% uncertainty on the production rates.

Denudation rate estimates from $^{10}$Be, $^{26}$Al and $^{21}$Ne are given in Table 6.5. Denudation rates were calculated assuming secular equilibrium has been reached for all isotopes and that denudation has been continuous and steady-state such that (Kurz, 1986b; Lal, 1991):

$$
\varepsilon = \frac{\Lambda}{\rho} \left( \frac{P}{N} - \lambda \right) \text{ for } ^{10}\text{Be and } ^{26}\text{Al} \quad [6.1]
$$

and

$$
\varepsilon = \frac{\Lambda}{\rho} \left( \frac{P}{N} \right) \text{ for } ^{21}\text{Ne} \quad [6.2]
$$

where $N$ is the concentration of the cosmogenic isotope (atoms g$^{-1}$ SiO$_2$), $P$ is the production rate (atoms g$^{-1}$ SiO$_2$ a$^{-1}$), $\lambda$ is the decay constant of the radionuclide (a$^{-1}$), $\Lambda$ is the cosmic ray attenuation coefficient in quartz (150 g cm$^{-2}$), $\rho$ is the rock density (2.7 g cm$^{-3}$) and $\varepsilon$ is the
steady-state denudation rate (cm a\(^{-1}\)) (Lal, 1991, Brown et al., 1992). Denudation rates shown in Table 6.5 have been converted to m Ma\(^{-1}\). Propagated errors on the denudation rates include a 2 \(\sigma\) uncertainty on N (Table 6.3 and 6.4) as well as 20% uncertainty in the production rate values used in equations 6.1 and 6.2 (Table 6.2).

Modelled denudation rates for every sample are below 1 m Ma\(^{-1}\) with an overall average of 0.21 ± 0.5 m Ma\(^{-1}\). Samples from the rectilinear slopes yield rates ranging from 0.01 ± 0.01 m Ma\(^{-1}\) (51/95 #2 from \(^{26}\)Al) to 0.65 ± 0.15 m Ma\(^{-1}\) (13/96 from \(^{21}\)Ne). Samples from the high-elevation surfaces yield rates ranging from 0.02 ± 0.01 m Ma\(^{-1}\) (57/95 from \(^{26}\)Al) to 0.15 ± 0.03 m Ma\(^{-1}\) (6/96 from \(^{21}\)Ne). In general, the rectilinear slope samples yield higher rates than those for the high-elevation surfaces. Within the rates from each isotope this is always true but rates from \(^{21}\)Ne from the plateau surfaces are sometimes higher than slope rates from \(^{10}\)Be and \(^{26}\)Al. An average rate from all three isotopes for each type of sampling location is 0.29 ± 0.07 m Ma\(^{-1}\) for the slopes and 0.09 ± 0.02 m Ma\(^{-1}\) for the surfaces. There is better agreement between the rates modelled for the high-elevation sites than the slope sites. This is likely to reflect the closer similarity between the sites on the surfaces compared to the slopes.

Although \(^{26}\)Al was measured in sample 56/95, no denudation rate for this sample has been quoted in Table 6.5. The reason being that equation 6.1 returns a negative answer (P/N-\(\lambda\) = --ve for sample 56/95) and therefore is not shown. Causes of this could be underestimation of the production rate for the site, overestimation of the concentration of \(^{26}\)Al or a combination of these two. At the upper limit of the bracket of error for the production rate (+20%), the erosion model still returns a negative answer and it therefore appears that the reason is more likely to be due to an overestimate of the concentration of \(^{26}\)Al (N), or potentially a combination of the two. It is possible that the GFAAS measurement of total \(^{27}\)Al in the sample aliquot was in error. (The concentration of \(^{26}\)Al (N) is dependent on the AMS ratio, the mass of quartz used and the total \(^{27}\)Al content of the sample (section 2.3.2)). Although, sample 56/95 had a significantly higher total \(^{27}\)Al content compared to its neighbouring sample, 57/95 (Table 6.3), there is no guarantee that even closely spaced samples should yield similar results. Total Al content is variable and within the same lithology can vary even at the cm scale, it therefore cannot be ascertained unequivocally whether the anomalous result is attributable to an overestimate of the total Al content without further measurement. Other possible mechanisms for ‘excess’ \(^{26}\)Al are discussed below.
Data for all three isotopes are available for samples 50/95, 51/95 and 57/95. Agreement in the rates calculated for sample 50/95 is good and is the same for all three isotopes within error. For the other two samples (51/95 and 57/95) the rates estimated from the $^{21}$Ne concentrations are significantly higher (outside error limits). When only $^{10}$Be and $^{21}$Ne data are available (samples 56/95, 52/95), this trend is also apparent and $^{10}$Be rates are always lower. Overall, the lowest modelled rates are from the $^{26}$Al concentrations. Given that concentrations of three isotopes are only available for three samples in this study and the overall variation within the sample set is low, apparent trends in the data could be more coincidental than real. It is also important to note that $^{21}$Ne measurements were performed on an aliquot of the quartz separate used for $^{10}$Be and $^{26}$Al measurement and some inconsistencies between the data could be attributed to slight initial variation between the samples. However, it is worthwhile to speculate on some potential mechanisms for relatively high $^{21}$Ne rates and relatively low $^{26}$Al rates. In general, the higher the measured concentration of cosmogenic nuclides then the lower the modelled denudation rate (section 2.4.3). Accepting the possibility of a small amount of diffusion of $^{21}$Ne would mean that the measured concentrations are underestimates of the $^{21}$Ne originally produced. An increase the amount of cosmogenic $^{21}$Ne in the samples would lower the modelled denudation rates and bring them more in line the $^{26}$Al and $^{10}$Be rates. But, as previously mentioned, diffusion of $^{21}$Ne is generally considered to be less problematic that diffusion of $^{3}$He and has been shown to be quantitatively retained in Antarctic quartz (Hudson et al., 1991; Graf et al., 1991; Bruno et al. 1997). Enhanced concentrations of cosmogenic $^{26}$Al compared to concentrations of other isotopes could be due to significant negative muon capture production in the surface layers of rock (section 2.2.1). Although this is generally thought to be insignificant for surface production, it may be more important for $^{26}$Al than $^{10}$Be (Brown et al., 1991). Alternatively, enhanced $^{26}$Al concentrations may be a result of radiogenic (non-cosmogenic) production mechanisms (section 2.2.1). Such production has been shown to be far more significant for $^{26}$Al than $^{10}$Be but requires a source of $\alpha$-particles from uranium and thorium decay (Sharma and Middleton, 1989). Although a viable mechanism for producing a variable amount of excess $^{26}$Al in a set of samples, Brown et al. (1991) showed that U and Th content of Beacon Supergroup rocks is generally too low to explain elevated concentrations of $^{26}$Al.

Ratios between the measured concentrations of all three cosmogenic isotopes are shown in Table 6.5 and the data are plotted on $^{26}$Al/$^{10}$Be, $^{21}$Ne/$^{10}$Be and $^{21}$Ne/$^{26}$Al erosion-island graphs in Figures 6.8, 6.9 and 6.10 respectively (Lal, 1991, Graf et al., 1991). An erosion-island graph enables the assumptions of steady-state denudation and secular equilibrium, inherent in the erosion rate model of Lal (1991), to be tested (section 2.4.4). Data that plot within the erosion-
island support the assumption of steady-state denudation, and samples that plot on the lower (dotted) line of the $^{26}\text{Al}/^{10}\text{Be}$ island or upper (dotted) line of the $^{21}\text{Ne}/^{10}\text{Be}$ and $^{21}\text{Ne}/^{26}\text{Al}$ islands indicate that the isotopes have reached secular equilibrium. Samples that lie below the $^{26}\text{Al}/^{10}\text{Be}$ island or above the $^{21}\text{Ne}/^{10}\text{Be}$ and $^{21}\text{Ne}/^{26}\text{Al}$ islands indicate a complex exposure history that could have included phases of burial that would temporarily shield the sample from cosmic rays, or non-steady-state denudation involving the removal of rock layers thicker than the cosmic ray attenuation length of $\sim0.55$ m (Lal, 1991; Small et al., 1997). Samples plotting on the other side of the islands respectively are within the ‘forbidden zone’. This could be a result of prior exposure at a site where production was higher, an inherited component of one isotope relative to another or possible some measurement error.

Figure 6.8: Erosion-island plot of $^{26}\text{Al}/^{10}\text{Be}$ against $^{10}\text{Be}$ concentration. Concentrations have been normalised to sea level. Lines within the erosion-island represent 0.1 m Ma$^{-1}$ (longer) and 0.5 m Ma$^{-1}$ (shorter). Error bars are for 2 $\sigma$. 
In general, all the samples shown in Figs. 6.8, 6.9 and 6.10, plot very close to the respective erosion-islands. Within the error limits, no samples plot inside the forbidden zone. However, not all samples are showing unequivocal steady-state denudation or a saturation concentration at secular equilibrium. In addition, there appear to be conflicting indications from different isotope pairs in the same sample. High-elevation surface sample 57/95 indicates that both assumptions of the erosion model are satisfied by its position in Figs. 6.8 and 6.10. But in Fig. 6.9, in which neighbouring sample 56/95 is also plotted, although steady-state denudation is indicated, secular equilibrium is not. It is likely, given the similarity of the sampling sites and modelled rates that samples 5/96 and 6/96 would generally support a model of steady-state denudation, and most likely secular equilibrium, if paired isotopic data were available. Rectilinear slope samples (50/95, 51/95, 51#2/95) suggest steady-state denudation and possibly secular equilibrium in Fig.
6.8. Large error bars however, mean that this is not unequivocal and they also could be interpreted in terms of zero erosion. Comparison with the position of 50/95 and 51/95 in the other two graphs indicates that while 50/95 suggests saturation on the $^{21}\text{Ne}^{10}\text{Be}$ graph, it suggests no erosion on the $^{21}\text{Ne}^{28}\text{Al}$ graph. Conversely for sample 51/95, it indicates steady-state denudation or no erosion on the $^{21}\text{Ne}^{10}\text{Be}$ graph but saturation on the $^{21}\text{Ne}^{28}\text{Al}$ graph. Sample 52/95, that only appears in Fig. 6.9, supports a model of steady-state denudation as well as secular equilibrium.

Given that all the data do indicate, for some isotope combinations at least, that the exposure history of the samples has been characterised by steady-state denudation but that the samples may not be in secular equilibrium, the modelled rates should be treated as maxima. Although it has been recently shown that removal of thick layers of rock can mean that a modelled rate is in fact lower than the true rate, examination of denudational processes at the sites suggested that the predominate style of weathering would be the incremental removal of grains and thin layers of rock (Small et al., 1997; Summerfield et al., 1998a). Slight inconsistencies between the data shown in Figures 6.8, 6.9 and 6.10 for the rectilinear slope samples could reflect the relative morphological complexity of the sampling sites. Sample 51/95 was taken from a loose boulder resting on a bed rock step and therefore may have fallen from a higher elevation where production rates are higher, alternatively, it may have rolled or contain an inherited component. Previous analysis has shown that, unsurprisingly, non-bedrock samples are prone to giving inconsistent information regarding sample history due to a complex exposure history (Nishiizumi et al., 1991; Graf et al., 1991). Likewise, sample 50/95 was not strictly in situ having been taken from a slumped step. Although overall the samples from the slopes do no indicate very significant problems, they demonstrate the importance of simple sampling settings and well understood geomorphology for interpretation purposes.

Making the assuming that the denudation rates are steady-state in every case and the isotopes have reached secular equilibrium, the minimum length of time over which the modelled rate estimates are necessarily integrated is shown in Table 6.6. This is the minimum amount of time required for the isotope to reach secular equilibrium subject to the measured erosion rate. Denudation rates may have been operating for much longer than the periods shown in Table 6.6 but it is not possible to assign a maximum limit using the cosmogenic technique. As discussed in the introduction, the length of time represented by the $^{21}\text{Ne}$ rates is necessarily more than both the $^{26}\text{Al}$ and $^{10}\text{Be}$ rates because $^{21}\text{Ne}$ does not decay and therefore takes longer to reach secular equilibrium. In effect, the values in Table 6.6 are minimum apparent exposure ages for each
sample calculated using equation 2.5 (section 2.4.2), but field evidence indicates that an interpretation in terms of a single exposure event would be invalid (section 6.5.1). For samples 56-57/95, the erosion rates are so low that the minimum exposure times are almost at the upper limit of the time range for \(^{10}\text{Be}\) and \(^{26}\text{Al}\) when maximum secular equilibrium concentrations (assuming no erosion) are achieved (section 2.4.1). In light of the discussion above, the steady-state/ secular equilibrium assumption is most likely to be valid for samples 52/95 and those from high elevation surfaces.

Table 6.6: Minimum length of time over which steady-state rates are integrated.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Minimum Time/Ma</th>
<th>Minimum Time/Ma</th>
<th>Minimum Time/Ma</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Al</td>
<td>Be</td>
<td>Ne</td>
</tr>
<tr>
<td><strong>High-Elevation Surfaces</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/96</td>
<td>-</td>
<td>-</td>
<td>3.78 ± 0.75</td>
</tr>
<tr>
<td>6/96</td>
<td>-</td>
<td>-</td>
<td>3.90 ± 0.78</td>
</tr>
<tr>
<td>56/95</td>
<td>-</td>
<td>5.49 ± 1.23</td>
<td>4.66 ± 0.93</td>
</tr>
<tr>
<td>57/95</td>
<td>2.34 ± 0.57</td>
<td>5.61 ± 1.03</td>
<td>4.30 ± 0.86</td>
</tr>
<tr>
<td><strong>Rectilinear Slopes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50/95</td>
<td>0.81 ± 0.20</td>
<td>0.88 ± 0.20</td>
<td>1.05 ± 0.21</td>
</tr>
<tr>
<td>51/95</td>
<td>2.72 ± 0.67</td>
<td>2.28 ± 0.51</td>
<td>1.80 ± 0.39</td>
</tr>
<tr>
<td>51/95 #1</td>
<td>3.83 ± 0.94</td>
<td>2.19 ± 0.49</td>
<td>-</td>
</tr>
<tr>
<td>52/95</td>
<td>-</td>
<td>2.13 ± 0.48</td>
<td>2.56 ± 0.52</td>
</tr>
<tr>
<td>13/96</td>
<td>-</td>
<td>-</td>
<td>0.85 ± 0.19</td>
</tr>
</tbody>
</table>

6.6 Discussion

Denudation rates based on concentrations of cosmogenic \(^{10}\text{Be}\), \(^{26}\text{Al}\) and \(^{21}\text{Ne}\) for rectilinear slopes and high-elevation plateau surfaces in the Dry Valleys presented in Table 6.5 indicate an average maximum modelled denudation rate of 0.21 ± 0.5 m Ma\(^{-1}\) over at least the past ~1 Ma. Plotting the data on erosion-island graphs in Figures 6.8, 6.9 and 6.10 has shown that the majority of rates can be considered as steady-state (i.e. have progressed by the removal of thin layers of rock) and that the sampling sites have had a simple exposure history with no evidence for non-steady-state denudation or phases of burial. However, for some samples the evidence from all three isotopes is inconsistent. Graf et al. (1991) is the only other study to have explicitly compared data from \(^{10}\text{Be}\), \(^{26}\text{Al}\) and \(^{21}\text{Ne}\) on erosion-island plots and here, too, evidence for complex exposure was found for some isotope pairings but not all three for individual samples.
All the $^{10}\text{Be}$, $^{26}\text{Al}$ and $^{21}\text{Ne}$ isotopic concentrations have been interpreted in terms of maximum, steady-state denudation rates and have yielded consistently low values (Table 6.5). However, if the concentrations had been interpreted as minimum exposure ages instead of denudation rates (Table 6.6), older ages would have been associated with the high-elevation surfaces at higher altitudes than the rectilinear slopes. This trend of older ages inland at higher elevations than nearer the coast at lower altitudes has be noted elsewhere in the Transantarctic Mountains (Nishiizumi et al., 1991; Geigengack et al., 1994). One explanation for this trend could be that lowering of the East Antarctic Ice Sheet in the past progressively exposed bedrock at lower elevations. There are, however, compelling arguments against this mechanism as a general explanation of the data (Summerfield et al., 1998a). Firstly, field observations of bedrock surfaces both at low and high altitudes reveal abundant evidence of cavernous weathering and rock degradation. Field evidence indicated that the predominant form of denudation on the high-elevation surfaces was through a continuous incremental detachment of clasts or thin slivers of rock, with some wind abrasion. On the rectilinear slopes detachment of thicker rocks was evident in Arena Valley although the granite basement at the Lower Taylor Valley site appeared to be exfoliating in sheets <20 mm thick. These observations indicate that at least some erosion has occurred since any hypothetical exposure event. But in addition, there are climatic reasons for expecting the observed gradient of rates (section 6.3.3) and other evidence to suggest that the East Antarctic Ice Sheet has been stable since the Miocene and has not fluctuated over the higher elevation sampling sites on the time scale of apparent $^{10}\text{Be}$, $^{26}\text{Al}$ and $^{21}\text{Ne}$ exposure ages (see below).

Although the data indicate very low rates of denudation for all the sampling locations, the highest rate of 0.65 ± 0.15 Ma$^{-1}$ was calculated at the low elevation site in lower Taylor Valley (13/95). Little can be inferred solely from a single sample, particularly with just one isotope, but the partially eroded form of the immediately adjacent 2.19 Ma old lava flow deposit (Wilch et al., 1993a) supports the interpretation of a higher rate of geomorphic activity in the area. The presence of gelification lobes, patterned ground, debris flow and ephemeral stream channels in lower Taylor Valley also indicates a relatively high level of geomorphic activity reflecting the presence of meltwater, relatively high precipitation and humidity, and freeze-thaw cycles during the summer. With the absence of liquid water further inland and at higher elevations, the landscape is subject to extremely low rates of weathering and erosion and appears to be essentially relict (Marchant and Denton, 1996). The low denudation rates measured in Arena
valley by $^{10}\text{Be}$, $^{26}\text{Al}$ and $^{21}\text{Ne}$ and on Mount Fleming by $^{21}\text{Ne}$, probably reflect the exceedingly slow operation of salt weathering in conjunction with deflation and very rare mass movement events precipitated by rock failures on the rectilinear slopes and free faces (Selby, 1971, 1974). The relative abundance of tafoni and cavernous weathering forms suggests that salt weathering is more active at lower elevations near the coast where both salt supply and humidity are at a maximum. Despite uncertainty in the precise role of various weathering and erosional processes, it is clear that they vary in efficacy across the Dry Valleys area and that rates of denudation estimated from cosmogenic isotopes vary in consequence, possibly in a gradient from the coast, even under the present climatic regime.

### 6.6.2 Comparison with Other Cosmogenic Isotope Data

The denudation rates calculated from $^{10}\text{Be}$, $^{26}\text{Al}$ and $^{21}\text{Ne}$ (Table 6.5) can be compared with previously reported cosmogenic isotope data from sites in the Dry Valleys region and other areas of the Antarctica (Summerfield et al., 1998a, b). Nishiizumi et al., (1991) published the first ever set of $^{10}\text{Be}$ and $^{26}\text{Al}$ denudation rates on nine samples from Allan Nunatak in the Allan Hills, 75 km north-west of Victoria Valley, and these ranged from $0.24 \pm 0.02 \text{ m Ma}^{-1}$ to $1.31 \pm 0.07 \text{ m Ma}^{-1}$. Four samples from Wright Valley gave a range of $0.54 \text{ m Ma}^{-1}$ to $1.31 \text{ m Ma}^{-1}$ (Nishiizumi et al., 1991). In the same study, five samples from the Sör Rondane Mountains provided simple exposure rates from $0.05 \pm 0.02 \text{ m Ma}^{-1}$ to $0.45 \pm 0.02 \text{ m Ma}^{-1}$. The Sör Rondane Mountains are almost directly opposite the Dry Valleys on the other side of the continent (Fig. 6.1) and are part of the ancient craton rim of East Antarctica. They are similar to the Transantarctic Mountains in that they have ice free areas and are traversed by ice as it pushes its way out to the Southern Ocean. Nishiizumi et al., (1991) is the only study that has demonstrated that samples from different ice free areas in Antarctic yield similar rates although lithological influences and precise sampling details are unknown. Ivy-Ochs et al., (1995) measured $^{10}\text{Be}$ and $^{26}\text{Al}$ mainly in sandstone from the Table Mountain plateau (11 samples) and in granites from within the margins of Sirius deposits (8 samples) to assess the age of the Sirius Group in the framework of the East Antarctic Ice Sheet stability debate. Although the data were principally interpreted in terms of minimum limiting exposure ages, denudation rates from the sandstone samples of 0 to $0.3 \text{ m Ma}^{-1}$ were reported. Erosion rates on the granite samples were up to $0.7 \text{ m Ma}^{-1}$. Bruno et al. (1997) estimated exposure ages of $>40$ samples from Sirius Group deposits at Table Mountain and Mount Fleming including several samples from Ivy-Ochs et al. (1995), using $^{21}\text{Ne}$ and $^{3}\text{He}$ in quartz, pyroxene and whole rock. Although the emphasis of this work was similar to Ivy-Ochs et al. (1995) to date Sirius deposition, denudation rates of $<0.1 \text{ m Ma}^{-1}$ were reported for plateau
samples. Brook et al., (1995a) estimated $^{10}\text{Be}$ and $^{26}\text{Al}$ erosion rates of $\sim 0.78 \text{ m Ma}^{-1}$ for large boulders in tills in Arena Valley that have been $^{40}\text{Ar}/^{39}\text{Ar}$ dated to $\geq 11 \text{ Ma BP}$ by volcanic ash (Marchant et al., 1993a). Existing cosmogenic denudation rate data are summarised below in Table 6.7.

Table 6.7: Previously reported cosmogenic isotope denudation rates for the Dry Valleys and other Transantarctic Mountains Areas.

<table>
<thead>
<tr>
<th>Author/Year</th>
<th>Isotope</th>
<th>Site Location and Number of Samples</th>
<th>Average Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nishiizumi et al., 1991</td>
<td>$^{10}\text{Be}$ and $^{26}\text{Al}$</td>
<td>Allan Nunatak (9)</td>
<td>0.65 m Ma$^{-1}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wright Valley (4)</td>
<td>0.93 m Ma$^{-1}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sör Rondane Mountains (6)</td>
<td>0.19 m Ma$^{-1}$</td>
</tr>
<tr>
<td>Ivy-Ochs et al., 1995</td>
<td>$^{10}\text{Be}$ and $^{26}\text{Al}$</td>
<td>Table Mountain Plateau (11)</td>
<td>$-0.15$ m Ma$^{-1}$</td>
</tr>
<tr>
<td>Brown et al., 1991</td>
<td>$^{10}\text{Be}$ and $^{26}\text{Al}$</td>
<td>Arena Valley Tills (4)</td>
<td>$-0.78$ m Ma$^{-1}$</td>
</tr>
</tbody>
</table>

Overall, the studies shown in Table 6.7 and discussed above have estimated rates that are on average $< 1 \text{ m Ma}^{-1}$ in accordance with the cosmogenic rates from this study (Table 6.5). Table 6.7 does not include 100% of published data on cosmogenic denudation rates from Antarctica; samples that revealed a complex exposure history were excluded (Nishiizumi et al., 1991; Ivy-Ochs et al., 1995) as well as some samples that did not correspond to comparable sites, such as moraine boulders or loose material (e.g. Brook et al., 1993). However, it should be noted that nowhere in Antarctica have cosmogenic data indicated significantly higher rates of landscape change, regardless of their geomorphic setting. Lack of detailed information on the geomorphic setting of the sample sites in Table 6.7 makes direct comparison with the rates in Table 6.5 difficult, but clearly the rates from this study are supported by the very low overall denudation rates calculated in other studies.

6.6.3 Comparison with Other Evidence for Landscape Stability in the Dry Valleys

A range of morphological and depositional evidence has been collected from the Dry Valleys region that suggests the landscape has been essentially stable and subject to little modification since the formation or deposition of the features (Denton et al., 1993; Summerfield, et al., 1998b). The evidence includes cinder cones and lava flows, surficial forms such as avalanche deposits associated with in-situ volcanic ash falls, raised marine features, and glacial landforms. Geochronometric dating (mainly $^{40}\text{Ar}/^{39}\text{Ar}$) of this evidence indicates that surface geomorphic processes have operated at a very low level of activity over the past $\sim 15 \text{ Ma}$. A summary of the evidence demonstrating slow rates of landscape change is shown in Table 6.8 (Summerfield et al., 1998b). Much more extensive data from more sites can be found in the original references.
Table 6.8: Evidence demonstrating slow rates of landscape change in the Dry Valleys (after Summerfield et al., 1998b)

<table>
<thead>
<tr>
<th>Location</th>
<th>Site/Stratigraphy</th>
<th>Altitude (m)</th>
<th>$^{40}$Ar/$^{39}$Ar age (Ma)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Volcanic rocks and cinder cones in Taylor Valley (Wilch et al., 1993a, b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E. Rhone</td>
<td>volcanic cone</td>
<td>671</td>
<td>1.5</td>
<td>intact cone</td>
</tr>
<tr>
<td>W. Sollas</td>
<td>feeder dyke</td>
<td>416</td>
<td>2.5</td>
<td>partially eroded volcanics</td>
</tr>
<tr>
<td>E. Sollas</td>
<td>lava flow deposit (Fig 6.5)</td>
<td>815</td>
<td>2.19</td>
<td>partially eroded volcanics</td>
</tr>
<tr>
<td>E. Borns</td>
<td>volcanic cone</td>
<td>587</td>
<td>2.53</td>
<td>partially eroded cone</td>
</tr>
<tr>
<td>Matterhorn</td>
<td>pyroclastic/lava flow deposit</td>
<td>828</td>
<td>3.74</td>
<td>eroded volcanic outcrop</td>
</tr>
<tr>
<td><strong>Volcanic ash-avalanche deposits (Marchant et al., 1993a)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper Valley</td>
<td>ash-avalanche tongue 20 x 200m in size</td>
<td>1380</td>
<td>6.4</td>
<td>deposit survived intact for &gt;6 Ma and inferred desert conditions since this time.</td>
</tr>
<tr>
<td>Lower Valley</td>
<td>ash-avalanche tongue 50 x 350m in size (Fig. 6.4)</td>
<td>1625 - 1650</td>
<td>11.3</td>
<td>Preservation of tongue on steep slope and polar desert conditions for &gt;11.3 Ma</td>
</tr>
<tr>
<td><strong>Volcanic ash on buried desert pavements</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West central Arena Valley</td>
<td>ash overlies pavement and is covered by regolith</td>
<td>1800</td>
<td>4.3</td>
<td>minimal slope development/desert conditions since 4.3 Ma BP (Marchant et al., 1993a)</td>
</tr>
<tr>
<td>Nibelungen Valley</td>
<td>ash overlies pavement at base of rectilinear slope and is covered by till</td>
<td>1500</td>
<td>14.8</td>
<td>Rectilinear slope older than 14.8 Ma/desert conditions since (Marchant et al., 1993b)</td>
</tr>
<tr>
<td>Wright Valley</td>
<td>ash overlies regolith and is overlain by till</td>
<td>378-525</td>
<td>3.9</td>
<td>minimum age of regolith is 3.9 Ma/ prolonged desert conditions (Hall et al., 1993)</td>
</tr>
<tr>
<td><strong>Volcanic ash in unconsolidated tills and regolith (Marchant et al., 1993b, 1996)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nibelungen Valley</td>
<td>ash in wedge in weathered regolith</td>
<td>1450</td>
<td>15.15</td>
<td>ancient sand wedge, regolith older than 15 Ma, prolonged cold desert conditions</td>
</tr>
<tr>
<td>Inland Forts</td>
<td>ash in wedge in weathered till</td>
<td>1650</td>
<td>13.6</td>
<td>till at foot of rectilinear slope older than 13.6 Ma/cold desert conditions</td>
</tr>
<tr>
<td>Koenig Valley</td>
<td>ash in wedge in till near edge of valley floor</td>
<td>1800</td>
<td>15.0</td>
<td>till at base of rectilinear slope has survived for 15.0 Ma/ cold desert conditions</td>
</tr>
<tr>
<td><strong>Volcanic Ash above preserved glacier ice (Sugden et al., 1995b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beacon Valley</td>
<td>ash in wedge overlying glacier ice</td>
<td>1380</td>
<td>8.1</td>
<td>glacier ice &gt;8 Ma old and persistent cold conditions</td>
</tr>
<tr>
<td><strong>Preservation of raised marine deposits (Prentice et al., 1993)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wright Valley</td>
<td>glacio-marine diamicton near Lake Vanda</td>
<td>3-250</td>
<td>9 ± 1.5 ($^{87}$Sr/$^{86}$Sr)</td>
<td>fjord sediments have survived in valley bottom for 9 Ma</td>
</tr>
<tr>
<td>Wright Valley</td>
<td>shells in growing position on valley floor</td>
<td>165</td>
<td>5.5 ± 0.4 ($^{87}$Sr/$^{86}$Sr)</td>
<td>details of fjord bed have survived for 5.5 Ma</td>
</tr>
<tr>
<td><strong>Modification of Glacial Landforms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sessrummir Valley</td>
<td>meltwater channels and potholes</td>
<td>1550</td>
<td>&gt;13.6</td>
<td>cavernous weathering and undercutting of 4 m in &gt;13.6 Ma (Sugden et al., 1991)</td>
</tr>
<tr>
<td>Wright Valley</td>
<td>moraine ridges</td>
<td>400-800</td>
<td>&gt;3.7 (on basalt erratic)</td>
<td>ridge forms intact for &gt;3.7 Ma (Hall et al., 1993)</td>
</tr>
<tr>
<td>Wright Valley</td>
<td>feather edge of Peleus till occurs on 25-35° slope</td>
<td>&lt;1150</td>
<td>&gt;3.8</td>
<td>upper till limit survived on steep slope for &gt;3.8 Ma (Hall et al., 1993)</td>
</tr>
</tbody>
</table>
The data and comments presented in Table 6.8 clearly attest to a remarkable degree of landscape preservation since the mid-Miocene. Cinder cones and outcrops of volcanic rocks >3 Ma at low elevations in Wright Valley have been eroded but younger, <3 Ma old volcanic rocks and cones are better preserved and demonstrate that erosion of these features is a slow process requiring millions of years (Wilch et al., 1993a, b). \(^{40}\)Ar/\(^{39}\)Ar dating of in-situ volcanic ash associated with avalanche deposits, sand wedges, desert pavements, tills, glacial features and preserved glacier ice at higher elevations has shown that these features have been preserved for many millions of years (Marchant et al., 1993a, b). Their preservation provides evidence for prolonged hyper-arid climatic conditions and minimal landscape modification. Raised marine features in Wright Valley, including fjord bed characteristics, have been preserved since they emerged from the sea 5.5 Ma BP (Prentice et al., 1993), also demonstrating slow rates of denudation even at low altitudes. Denudation rate estimates from cosmogenic isotope analysis presented in Table 6.5 support all of the evidence for low rates of landscape change. In particular, the rates from samples 50-52/95 from the rectilinear slope in Arena Valley are compatible with the preservation of the nearby >11Ma old ash avalanche and the somewhat higher rate from sample 13/96 in lower Taylor Valley is consistent with the partially degraded state of the adjacent 2.19 Ma old lava-flow deposit.

The cosmogenic estimates of denudation over the past few million years can also be compared with the very long-term regional estimates of denudation from fission-track thermochronology. Apatite fission track analysis of samples from profiles across the Dry Valleys suggest total denudation since rifting (50-55 Ma BP) of up to 5 km. Maximum amounts of denudation have occurred in the vicinity of the rift-flank axis on the seaward side of the Transantarctic Mountains and decline inland to the west (Gleadow and Fitzgerald, 1987; Fitzgerald, 1992). This gives a maximum mean denudation rate for the Dry Valleys over the past 50 Ma of ~100 m Ma\(^{-1}\). Modelling of the track data indicates a period of accelerated denudation soon after rifting 50-55 Ma BP with elevated rates denudation of ~200 m Ma\(^{-1}\) for 10-15 Ma after the initiation of this accelerated denudation. A significant reduction in denudation rates is inferred after this time and a lower rate over the past ~30 Ma is compatible with the denudation rates presented in Table 6.5 and other geochronological data (Table 6.8) that demonstrates low rates of landscape change over the past several million years (Summerfield et al., 1998a).
The cosmogenic data presented in this chapter suggest that a maximum of only a few metres of total denudation have occurred on the two key topographic elements of high-elevation surfaces and rectilinear slopes in the Dry Valleys over the last 0-5 Ma assuming that the sites are broadly representative of similar geomorphic settings close by. It is therefore clear that presently active geomorphic processes (salt weathering, cavernous weathering etc.) have led to only minimal landscape modification. They would not have been able to create the present day topography from an earlier landscape shaped by through-valley glaciation. As such, the data support the in-situ interpretation of volcanic ash used for dating and the view that the existing landscape is relict and must relate to a former period of higher activity, probably under warmer conditions in the Miocene (Denton et al., 1993). Minimal landscape modification since the Miocene suggests that glaciers in the Dry Valleys are likely to have remained cold based throughout this time.

The cosmogenic data correlate with and support other data which imply landscape stability since the mid-Miocene (Table 6.8). As such, the cosmogenic results strongly support the scenario that the East Antarctic Ice Sheet has been essentially stable since the mid-Miocene (Sugden, 1996). They are incompatible with the opposing view of ice-sheet instability and major deglaciation during the Pliocene associated with much warmer conditions (Webb et al., 1984; Barrett et al., 1992) which would have promoted much higher rates of denudation than is indicated by the cosmogenic isotope concentrations reported here (Summerfield et al., 1998a, b).

6.7 Conclusions

Strategically selected samples from contrasting landscape components in the Dry Valleys area yield cosmogenic $^{10}$Be, $^{26}$Al and $^{21}$Ne concentrations that indicate extremely low rates of denudation on the order of 0.3 ± 0.23 for rectilinear slopes and 0.1 ± 0.06 for high-elevation surfaces over at least the past ~1 Ma. Measurement of more than one isotope has enabled thorough testing of the steady-state denudation and secular equilibrium assumptions using three erosion-island diagrams and the data support the steady-state assumption in almost every case. The data are in accordance with previously reported cosmogenic isotope data but are the first data set to be interpreted specifically for denudation rates using three isotopes. The denudation rates are consistent with a large body of independent geochronological data that implies minimal
landscape modification since the mid-Miocene. There is some support for an increase in rates with reduced elevation and proximity to the coast but further sampling is necessary to address this issue properly. The data are 2 - 3 orders of magnitude lower than a mean rate of 100 m Ma\(^{-1}\) estimated for the past 50 Ma from apatite fission track analysis thermochronology but are consistent with an inferred slowing down of denudation rates after an initial accelerated period soon after rifting that is characteristic of passive margin evolution. By supporting long-term landscape and climatic stability over the past few million years, the data are at variance with the hypothesis that the Dry Valleys were overrun by ice following a major deglaciation event as recently as the Pliocene. The data, in conjunction with other evidence, support a theory of ice sheet stability for at least the last 15 Ma.
Chapter 7:

Conclusions and Synthesis

7.1 Conclusions

The overall aim of this thesis has been to quantify denudation rates using in-situ cosmogenic isotope analysis in order to investigate landscape evolution in passive margin settings with contrasting arid climatic environments. To this end, field sites were selected in the contrasting hot and cold arid conditions of central Namibia and the Transantarctic Mountains, Antarctica. In total, 56 denudation rate estimates based on concentrations of in-situ cosmogenic $^{10}$Be, $^{26}$Al and $^{21}$Ne have been presented for 28 separate samples in three field areas. Conclusions drawn from the data can be divided into two broad categories: 1) those concerning the specific objectives of the three specified studies, and 2) broader conclusions about the value of in-situ cosmogenic isotopes in geomorphology, especially in terms of determining denudation rates.

The conclusions concerning rates of denudation and landscape evolution drawn from the substantive applications detailed in Chapters 4, 5 and 6 are as follows:

- Denudation rates at the Gamsberg, a flat topped residual on the Great Escarpment of southwest Africa in central Namibia, based on analysis of in-situ cosmogenic $^{10}$Be and $^{26}$Al in quartz, range from $0.26 \pm 0.06$ to $0.49 \pm 0.1 \text{ m Ma}^{-1}$ for the summit and $2.15 \pm 0.5$ to $17.27 \pm 4.08 \text{ m Ma}^{-1}$ for two granite ridges. Interpretation of these data yield a rate of escarpment retreat of the order of $10 \text{ m Ma}^{-1}$ for at least the past 1 Ma and possibly for the entire Quaternary period. An average rate of $\sim 10 \text{ m Ma}^{-1}$ is likely to be representative of the rest of the escarpment in Namibia given the overall similarity of lithology, climate and morphology at other locations as well as the consistent distance between the escarpment and the coast along its length. The rate is compatible with existing data from other approaches, such as fission track thermochronology, that indicate large amounts of denudation for the margin soon after rifting but lower amounts and, by implication, lower rates of escarpment retreat throughout the Cenozoic. However, a rate of $10 \text{ m Ma}^{-1}$ is two orders of magnitude lower than commonly assumed rates of retreat for Great Escarpments and implies that some existing
models, for south-west Africa at least, should be rejected. Coupled with data from techniques which have a longer-term perspective, *in-situ* cosmogenic isotope analysis can provide much needed empirical constraints for quantitative models of margin evolution.

- Denudation rates calculated from concentrations of *in-situ* cosmogenic $^{10}$Be and $^{26}$Al on the summits of granite bornhardts Blutkopje, Vogelfederberg and Mirabib in the central Namib Desert range from $2.51 \pm 0.5$ m Ma$^{-1}$ to $7.43 \pm 1.6$ m Ma$^{-1}$. A mode of bornhardt mass wasting at two contrasting scales with small-small laminar sheeting and granular disintegration and larger-scale spallation of sheets $>0.5$ m thick can explain the apparent complexity in exposure history indicated for some samples. An average rate of $5$ m Ma$^{-1}$ is inferred to have characterised the rate of granite bornhardt lowering in the central Namib for at least the past $10^3$-$10^6$ Ma. The reason proposed for an unexpected order of magnitude difference in $^{10}$Be and $^{26}$Al denudation rates from similar features in Australia is the persistent presence of coastal fogs in the Namib and high rates of fog-precipitation which may significantly increase the effectiveness of weathering processes such as salt weathering and hydration. The remarkable persistence of arid climatic conditions throughout the Cenozoic in the central Namib in the vicinity of the sampling sites, supports the idea that a rate of $5$ m Ma$^{-1}$ has characterised the rate of bornhardt denudation during the past 10-12 Ma and possibly since the early Tertiary. This rate is fully compatible with other data from techniques, which also suggest denudation rates of $<20$ m Ma$^{-1}$ for the coastal plain of Namibia during the Tertiary.

- Samples from contrasting landscape components in the Dry Valleys area of the Transantarctic Mountains, Antarctica, yield denudation rates based on concentrations of cosmogenic $^{10}$Be, $^{26}$Al and $^{21}$Ne on the order of $0.3 \pm 0.23$ m Ma$^{-1}$ for rectilinear slopes and $0.1 \pm 0.06$ m Ma$^{-1}$ for high-elevation surfaces over at least the past $\sim 1$ Ma. The data are in accordance with previously reported cosmogenic isotope data but are the first data set to be interpreted specifically for denudation rates using three isotopes. The denudation rates are consistent with a large body of independent geochronological data that implies minimal landscape modification since the mid-Miocene. The data are two to three orders of magnitude lower than a mean rate of $100$ m Ma$^{-1}$ estimated for the past 50 Ma from apatite fission track analysis thermochronology but are consistent with an inferred slowing down of denudation rates after an initial accelerated period soon after rifting that is characteristic of passive margin evolution. By supporting long-term landscape and climatic stability over the past few million years, the data are at variance with the hypothesis that the Dry Valleys were overrun...
by ice following a major deglaciation event as recently as the Pliocene. The data, in conjunction with other evidence, support a theory of ice sheet stability for at least the past 15 Ma.

The main conclusions concerning the application of *in-situ* cosmogenic isotope analysis are:

- **In-situ** cosmogenic isotope analysis of $^{10}$Be, $^{26}$Al and $^{21}$Ne is useful for providing estimates of denudation over timescales from -70 ka up to -5 Ma in locations where other techniques are either not feasible or are not applicable on a suitable temporal or spatial scale. The technique, therefore, does offer great scope as an alternative approach to assessing landscape change on a time scale meaningful to studies of landscape evolution. The value of the technique in providing first order estimates of denudation rates in areas where no such data exist is not diminished by remaining uncertainties in production rates.

- Given the site-specific nature of the technique, the most critical factor for meaningful application is a well considered sampling strategy coupled with careful site selection in the field. This requires sound general understanding of geomorphic processes and modes of landscape change. The number of samples which can be analysed is necessarily limited due to the expensive and time consuming nature of sample preparation and measurement. Accurate interpretation of data requires that the many factors affecting production of cosmogenic isotopes and the exposure history of the sample be taken into account for each individual site.

- In order to assess the accuracy of denudation rates estimated, it is useful to use more than one isotope. This is particularly important where denudational processes appear to violate the assumption of steady-state. Limited by the models currently available for the interpretation of isotopic concentrations, the technique does not offer reliable estimates of denudation rates (retreat rates) for steeply angled surfaces.

### 7.2 Synthesis and Future Directions

Further lessons can be learnt from a synthesis of the principal findings of the thesis and such a synthesis provides a useful basis from which to suggest opportunities for further work. The conclusions of the thesis, cited above, clearly confirm the scope for more applications of *in-situ* cosmogenic isotope analysis to constrain denudation rates over spatial and temporal scales intermediate between short-term process studies and long-term estimates from techniques such as
fission track thermochronology. Although it is sensible to reiterate the importance of careful site selection and thorough assessment of the validity of the interpretative models, there are numerous geomorphic settings world-wide that remain without basic information on rates of processes, understanding of which would benefit from applications of in-situ cosmogenic isotope analysis. The data from Namibia presented here are among the first concentrations of cosmogenic isotopes measured in samples from the whole of Africa. Large regions characterised by arid conditions and bedrock exposures similar to central Namibia mean that there is almost no end to the sites which could be investigated on this continent alone. Specific locations for further work related to the applications of the thesis are discussed below.

With any sample based technique there will always be a limit on the number of analyses that can be carried out as a function of either time or money. These constraints, of time and funding, were reflected in the number of analyses carried out in this thesis. An ‘allowance’ of 28 samples was divided up on the basis of finding out as much as possible on the one hand and having enough data to be able to draw substantial conclusions for any one application on the other. In general, the number of samples required for any one application depends on the complexity of the problem being addressed and the nature of the sampling location. But even in seemingly simple settings, such as the summit of the Gamsberg, two or more samples should always be analysed in order to assess potential spatial variability and the possibility that an individual sample yields an anomalous result. One possible approach that was not explored in this thesis, is the amalgamation of quartz from several different samples into one sample for analysis. The rationale here is that such an amalgamated quartz separate would yield an average concentration for all the samples included and therefore would yield an average denudation rate for the area that was sampled. There are potential statistical problems with this approach (J. Stone, pers. com.), and it may be difficult to interpret the geomorphological significance of an average concentration as the intricacies of each sampling site need to be accounted for. To overcome this, the individual sampling locations for all the samples would have to be kept as similar as possible. An interesting trial of this approach would be to amalgamate 10 g of each of the quartz separates from samples 14/94, 10/95 and 12/95 from the summit of the Gamsberg and compare the results for the modelled denudation rates. Whether such an approach could be used in the future without a preliminary assessment of the concentrations of the individual samples would depend on the outcome of further trials and the specific nature of the problem under investigation.
The main benefit of a larger number of samples in all three applications of this thesis would have been that in each case the representativeness of the results to the geomorphic phenomena under investigation could have been better assessed. In Chapter 4, a larger number of samples could have been split between two sites on the Great Escarpment in Namibia which would have been able to discover the true representativeness of the Gamsberg site. In Chapter 5, a greater number of samples could have been spread over more bornhardts across a wider area to further test the proposal that a rate of ~5 m Ma⁻¹ characterises the majority of granite bornhardts in the central Namib. Inselbergs of different lithologies could also have been investigated. In Chapter 6, cosmogenic isotope data from another ice-free area, for example the Royal Society Range, could have determined whether the Dry Valleys region is atypical of the Transantarctic Mountains as a whole as has been suggested in the context of the East Antarctic Ice Sheet Stability debate.

In both Chapters 5 and 6, denudation rates appeared to be related to climatic influences that might vary with the proximity of sampling sites to the coast. In the central Namib Desert denudation rates appeared to be influenced by moisture and salt supply from coastal fogs, the occurrence of which decreases inland. In the Dry Valleys cosmogenic isotope analysis lent some support to the theory that rates of denudation decrease with elevation and distance from the coast due to the availability of water. In both regions, a larger number of analyses and a specific sampling strategy could test these hypotheses. In the central Namib, an increased number of samples from bornhardts spaced more uniformly in a profile from the coast to the foot of the escarpment may reveal a gradient of denudation that could be correlated with the occurrence of fog precipitation and salt supply. The data collected so far do not support such a hypothesis but are located within a relatively narrow zone. In the Transantarctic Mountains, a similar sampling strategy of samples from one particular morphological element in a profile from the coast would demonstrate the strength of any gradient in denudation rates from the effects of climate across the region.

In all of the proposals for further work mentioned above, a key requirement is that the type of site investigated be kept as similar as possible for all samples. In Chapter 5, comparison of the results for the bornhardts with similar data for granite inselbergs on the Eyre Peninsula in Australia revealed a rather surprising order of magnitude contrast between the overall rate of denudation in the two locations. This led to the proposal that denudation in the central Namib is exacerbated by fog precipitation. This conclusion demonstrates the usefulness of the techniques for determining the possible controlling factors on denudation rates but the hypothesis was entirely dependent on the compatibility of the sites for comparison. If the data from Australia...
had not been for granite inselbergs then the comparison would have been of limited value. In order to investigate the effect of controlling variables on denudation rates estimated from cosmogenic isotope analysis, for example a climatic gradient, the geomorphic setting of the sampling sites and lithology of the samples should be kept similar. Conversely if the rate of denudation on contrasting morphological elements is to be investigated, then it is important to ensure variables such as climate as well as lithology are kept uniform throughout the sampling sites and it is only the geomorphic settings that vary. In general, comparison between sites requires that uncontrolled variables be kept to a minimum.

All three of the substantive applications of this thesis were carried out in arid environments. These proved to be particularly suitable for sampling for cosmogenic isotope analysis due to the lack of soil and vegetation cover and abundance of exposed bedrock. Given the generally poor preservation of datable material in sedimentary sequences in arid environments, cosmogenic isotope analysis offers a useful alternative for the direct assessment of denudation in areas which have hitherto been lacking in such data. Under hot and cold arid conditions, denudation was found to be actively occurring on flat plateau surfaces, the summits of bedrock ridges as well as the more traditionally active landscape element, slopes. It cannot be assumed therefore that any exposed bedrock features remain unaltered in even the most seemingly frigid environments over long periods of time. Rates of denudation in the cold, hyper-arid Dry Valleys were found to be significantly lower than those in the warmer hyper-arid conditions of the central Namib. The almost uniquely low availability of moisture at the relatively high elevations of the sampling sites in the Dry Valleys is likely to be the cause of this differential but further investigation into the contrast between other hot and cold arid environments could provide insights to the relative effectiveness of processes such as salt weathering or wind scouring with temperature.

It has been demonstrated that in-situ cosmogenic isotope analysis can provide data on the behaviour of escarpments, the key feature of many passive margins, over time scales up to $10^6$ a. Given the central role that escarpment retreat plays in many generic conceptual and quantitative models of margin evolution, data of this kind is needed for full understanding of margin development in many other locations. There is a large scope for applications, similar to the one carried out here and presented in Chapter 4, on other passive margins which exhibit large scale escarpments. As previously mentioned, work is already being undertaken on the Drakensberg Escarpment in South Africa (A. Fleming, pers. com.) and work on the south-east Australian margin using cosmogenic $^{10}$Be and $^{26}$Al to estimates denudation rates is also in progress (M. Seidl, pers. com.). When these studies are complete it will be interesting to see how the data
compare for although many passive margins do exhibit similar topography, it is likely that their
evolution has differed (Bishop and Goldrick, 1998).

This thesis has demonstrated that an important future direction for in-situ cosmogenic isotope
analysis, in terms of understanding landscape evolution, is for it to be used in conjunction with
other techniques to provide detailed denudation chronologies. The technique offers
geomorphology, as a discipline, a crucial link between the more traditional short-term process
studies and long-term, regional scale techniques that tend to obscure geomorphic detail (Sugden
et al., 1996; Summerfield, 1996a). Although the technique has been adopted in a range of
institutions in the USA, and to a lesser extent in Australia, in the UK it has not yet become part of
standard range of techniques considered to approach geomorphic problems. However, the clear
potential for in-situ cosmogenic isotope analysis to answer long-standing geomorphological
questions presents a challenge to the UK scientific community.
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Appendix A

Sample Details
Appendix A: Sample Details

Two tables of sample information are included in Appendix A. Table A.1 below shows all the samples prepared and those analysed during the preparation of this thesis. It includes information about the location and lithology of the samples, preparation laboratory, sample size and the isotopes measured. It also provides an indication of who was involved at each stage from initial sample collection (shown under 'sampling location') through pre-treatment and isotope extraction (shown under 'preparation laboratory'), target preparation and AMS or MS measurement (shown under 'AMS/MS facility'). Acknowledgement for total A1 measurements are also shown (under 'A1 content measurement method').

37 samples were prepared in five batches at three different laboratories. 63 Be, A1 and Ne isotopic ratios were measured in 31 completely prepared samples at three different AMS/MS facilities. Table A.2 provides details of the exposure geometry recorded at each sampling site and the exposure correction applied to the production rate scaled to the site.

Table A.1: Samples Prepared and Analysed

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Sampling Location</th>
<th>Lithology</th>
<th>AMS/MS Facility</th>
<th>Isotopes Measured</th>
<th>Sample Size g SiO2</th>
<th>A1 Content Measurement Method</th>
<th>Chapter Discussed/Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>BATCH 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3/94</td>
<td>Gamsberg (HAPC)</td>
<td>Gamsberg Quatzite</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>50.04</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
<tr>
<td>4/94</td>
<td>Gamsberg (HAPC)</td>
<td>Gamsberg Quatzite</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>50.03</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
<tr>
<td>7/94</td>
<td>Gamsberg (HAPC)</td>
<td>Gamsberg Quatzite</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>50.09</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
<tr>
<td>8/94</td>
<td>Gamsberg (HAPC)</td>
<td>Gamsberg Quatzite</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>50.02</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
<tr>
<td>11/94</td>
<td>Gamsberg Pass (HAPC)</td>
<td>Gamsberg Quartz</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>50.08</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
<tr>
<td>14/94</td>
<td>Gamsberg Pass (HAPC)</td>
<td>Gamsberg Quartz</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>50.02</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
<tr>
<td>17/94</td>
<td>Gams River (HAPC)</td>
<td>Gamsberg Quartz</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>50.01</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
<tr>
<td>28/94</td>
<td>Fish Riv. Canyon (HAPC)</td>
<td>Gamsberg Quartz</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>40.04</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
<tr>
<td>29/94</td>
<td>Fish Riv. Canyon (HAPC)</td>
<td>Gamsberg Quartz</td>
<td>LDEO (MS/HAPC)</td>
<td>-</td>
<td>35.06</td>
<td>-</td>
<td>Incomplete Preparation</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>BATCH 4</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>15A</td>
<td>Blutkopje (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Donkerhuk Granite</td>
<td>29.44153</td>
<td>GFAAS (AM)</td>
<td>5</td>
</tr>
<tr>
<td>15B</td>
<td>Blutkopje (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Donkerhuk Granite</td>
<td>30.10317</td>
<td>GFAAS (AM)</td>
<td>5</td>
</tr>
<tr>
<td>16A</td>
<td>Vogelfederberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Donkerhuk Granite</td>
<td>28.42626</td>
<td>GFAAS (AM)</td>
<td>5</td>
</tr>
<tr>
<td>16B</td>
<td>Vogelfederberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Donkerhuk Granite</td>
<td>25.35027</td>
<td>GFAAS (AM)</td>
<td>5</td>
</tr>
<tr>
<td>17A</td>
<td>Mirabib (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Donkerhuk Granite</td>
<td>25.75000</td>
<td>GFAAS (AM)</td>
<td>5</td>
</tr>
<tr>
<td>17B</td>
<td>Mirabib (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Donkerhuk Granite</td>
<td>21.02916</td>
<td>GFAAS (AM)</td>
<td>5</td>
</tr>
<tr>
<td>BATCH 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/95</td>
<td>Gamsberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Gamsberg Granite</td>
<td>42.05750</td>
<td>ICPMS (XRAL)</td>
<td>4</td>
</tr>
<tr>
<td>4/95</td>
<td>Gamsberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Gamsberg Granite</td>
<td>42.34084</td>
<td>ICPMS (XRAL)</td>
<td>4</td>
</tr>
<tr>
<td>5/95</td>
<td>Gamsberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Gamsberg Granite</td>
<td>41.42633</td>
<td>ICPMS (XRAL)</td>
<td>4</td>
</tr>
<tr>
<td>7/95</td>
<td>Gamsberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Gamsberg Quartzite</td>
<td>32.13122</td>
<td>ICPMS (XRAL)</td>
<td>4</td>
</tr>
<tr>
<td>9/95</td>
<td>Gamsberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Gamsberg Quartzite</td>
<td>28.9971</td>
<td>ICPMS (XRAL)</td>
<td>4</td>
</tr>
<tr>
<td>10/95 #2</td>
<td>Gamsberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Gamsberg Quartzite</td>
<td>14.96368</td>
<td>ICPMS (XRAL)</td>
<td>4</td>
</tr>
<tr>
<td>12/95</td>
<td>Gamsberg (HAPC)</td>
<td>EDIN (HAPC)</td>
<td>LLNL (RCF)</td>
<td>$^{10}\text{Be},^{26}\text{Al}$</td>
<td>Gamsberg Quartzite</td>
<td>25.91193</td>
<td>ICPMS (XRAL)</td>
<td>4</td>
</tr>
</tbody>
</table>

Laboratories: LDEO=Lamont-Doherty Earth Observatory of Columbia University, SURRC=Scottish Universities Research and Reactor Centre, EDIN=Department of Geography, University of Edinburgh, XRAL=XRAL Laboratories, Ontario, Canada.

AMS/MS Facilities: LLNL=Lawrence Livermore National Laboratory, VUA=Vrije Universiteit Amsterdam, ETH=Swiss Federal Institute of Technology Zurich.

Measurement techniques: AMS: Accelerator mass spectrometry, MS: Mass spectrometry; GFAAS: Graphite furnace atomic absorption spectrometry, ICPMS: Inductively coupled plasma mass spectrometry, DCPMS: Doubly coupled plasma mass spectrometry.

Table A.2: Exposure Geometry Details

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>2Dip and orientation of dip</th>
<th>2Angle to Horizon Quadrant 1 0 to 90°</th>
<th>2Angle to Horizon Quadrant 2 90° to 180°</th>
<th>2Angle to Horizon Quadrant 3 180° to 270°</th>
<th>2Angle to Horizon Quadrant 4 270°-360°</th>
<th>3Exposure Geometry Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gamsberg Samples</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/95</td>
<td>37</td>
<td>333</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>2/95</td>
<td>47</td>
<td>343</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>3/95</td>
<td>33</td>
<td>354</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>4/95</td>
<td>0</td>
<td>-</td>
<td>29</td>
<td>26</td>
<td>17</td>
<td>24</td>
</tr>
<tr>
<td>5/95</td>
<td>0</td>
<td>-</td>
<td>14</td>
<td>23</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>6/95</td>
<td>0</td>
<td>-</td>
<td>28</td>
<td>19</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>7/95</td>
<td>88</td>
<td>330</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>90</td>
</tr>
<tr>
<td>8/95</td>
<td>65</td>
<td>350</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>9/95</td>
<td>70</td>
<td>320</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10/95</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11/95</td>
<td>80</td>
<td>180</td>
<td>88</td>
<td>82</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>12/95</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>14/95</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15/95</td>
<td>80</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
## Bornhardt Samples

<p>| | | | | | | | | | | | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>15A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>19</td>
<td>21</td>
<td>30</td>
<td>32</td>
<td>34</td>
<td>36</td>
<td>38</td>
<td>40</td>
<td>42</td>
<td>44</td>
<td>46</td>
<td>48</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>15B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>19</td>
<td>21</td>
<td>30</td>
<td>32</td>
<td>34</td>
<td>36</td>
<td>38</td>
<td>40</td>
<td>42</td>
<td>44</td>
<td>46</td>
<td>48</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>16A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>25</td>
<td>40</td>
<td>51</td>
<td>55</td>
<td>49</td>
<td>49</td>
<td>35</td>
<td>31</td>
<td>23</td>
<td>17</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>25</td>
<td>40</td>
<td>51</td>
<td>55</td>
<td>49</td>
<td>49</td>
<td>35</td>
<td>31</td>
<td>23</td>
<td>17</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17A</td>
<td>28</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>19</td>
<td>21</td>
<td>30</td>
<td>32</td>
<td>34</td>
<td>36</td>
<td>38</td>
<td>40</td>
<td>42</td>
<td>44</td>
<td>46</td>
<td>48</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>17B</td>
<td>55</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>25</td>
<td>40</td>
<td>51</td>
<td>55</td>
<td>49</td>
<td>49</td>
<td>35</td>
<td>31</td>
<td>23</td>
<td>17</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

## Antarctic Samples

|     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 50/95 | 2  | 105 | 1   | 0   | 1   | 0   | 1   | 6   | 6   | 3   | 3   | 4   | 2   | 10  | 21  | 23  | 27  | 33  | 33  | 33  | 28  | 24  | 15  | 6   | 1    | 0.987 |
| 51/95 | 0   | 1   | 0   | 1   | 0   | 1   | 6   | 6   | 3   | 3   | 4   | 2   | 10  | 21  | 23  | 27  | 33  | 33  | 33  | 28  | 24  | 15  | 6   | 1    | 0.987 |
| 52/95 | 38  | 105 | 1   | 0   | 1   | 0   | 1   | 6   | 6   | 3   | 3   | 4   | 2   | 10  | 21  | 23  | 27  | 33  | 33  | 33  | 28  | 24  | 15  | 6   | 1    | 0.967 |
| 56/95 | 0   | 1   | 0   | 1   | 0   | 1   | 6   | 6   | 3   | 3   | 4   | 2   | 10  | 21  | 23  | 27  | 33  | 33  | 33  | 28  | 24  | 15  | 6   | 1    | 0.967 |
| 57/95 | 0   | 1   | 0   | 1   | 0   | 1   | 6   | 6   | 3   | 3   | 4   | 2   | 10  | 21  | 23  | 27  | 33  | 33  | 33  | 28  | 24  | 15  | 6   | 1    | 0.967 |
| 5/96  | 0   | 1   | 0   | 1   | 0   | 1   | 6   | 6   | 3   | 3   | 4   | 2   | 10  | 21  | 23  | 27  | 33  | 33  | 33  | 28  | 24  | 15  | 6   | 1    | 0.967 |
| 6/96  | 0   | 1   | 0   | 1   | 0   | 1   | 6   | 6   | 3   | 3   | 4   | 2   | 10  | 21  | 23  | 27  | 33  | 33  | 33  | 28  | 24  | 15  | 6   | 1    | 0.967 |
| 13/96 | 25  | 330 | 5   | 6   | 3   | 7   | 18  | 25  | 28  | 28  | 35  | 33  | 32  | 25  | 19  | 19  | 12  | 8   | 5   | 1   | 1   | 2   | 5   | 5    | 6   | 6    | 0.984 |

### Notes:

1: Dip and Orientation of Dip = The dip angle of the surface of the samples in-situ and the orientation of the down slope component relative to 0° N.


3: Exposure Geometry Correction = Factor applied to production rate at each site to account for shield effect of surrounding topography and dip angle of sample. For details on how this is calculated see 2.2.6.
Appendix B

Publications

This appendix contains two manuscripts resulting from the analysis of in-situ cosmogenic $^{21}$Ne in Antarctica presented in Chapter 6. Both papers are currently in press. The first, Summerfield et al. (1998a) will be published in a special publication of the Geological Society and the second, Summerfield et al. (1998b) will be published in a special issue of Geomorphology on the application of in-situ cosmogenic isotope analysis.
Long-term rates of denudation in the Dry Valleys region of the Transantarctic Mountains, southern Victoria Land, Antarctica: Preliminary results based on in-situ–produced cosmogenic $^{21}$Ne
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Abstract

Cosmogenic $^{21}\text{Ne}$ ($^{21}\text{Ne}_c$) concentrations measured in quartz have been used to estimate long-term denudation rates for contrasting landscape components in the Dry Valleys area of the Transantarctic Mountains, southern Victoria Land, Antarctica. Samples of Beacon Supergroup sandstones and granitic basement were collected from two contrasting landscape elements – low-relief, high-elevation surfaces and rectilinear slopes – in order to assess variations in rates of denudation with topographic position. The rectilinear slope sample sites were selected because of their proximity to $^{40}\text{Ar}/^{39}\text{Ar}$-dated lavas and ash-avalanche deposits. All $^{21}\text{Ne}/^{20}\text{Ne}$ ratios are significantly greater than the atmospheric value, and $^{21}\text{Ne}_c$ concentrations were calculated from the measured $^{21}\text{Ne}$ values assuming an atmospheric composition for the trapped component. Apparent exposure ages calculated from $^{21}\text{Ne}_c$ concentrations, assuming no denudation since exposure, range from 3.78–4.66 Ma for the high-elevation plateau surface samples, and 0.61–2.48 Ma for the rectilinear slope samples. Exposure ages for $^3\text{He}_c$ were 2 to 42 times lower than those derived from $^{21}\text{Ne}_c$ abundances due to preferential diffusive loss of $^3\text{He}_c$ from the quartz lattice; $^3\text{He}_c$ concentrations were therefore not used in the calculation of denudation rates. We interpret the $^{21}\text{Ne}_c$ abundances as reflecting variations in denudation rates rather than exposure age in view of independent evidence for prolonged exposure (>15 Ma) of bedrock surfaces at the sample sites. Calculated maximum denudation rates range from 0.26–1.02 m Ma$^{-1}$ for the rectilinear slopes, down to only 0.133–0.164 m Ma$^{-1}$ for the high-elevation surface sites. These rates are comparable to other denudation rate estimates for the Dry Valleys area derived from cosmogenic isotope analyses, but are around two orders of magnitude lower than the long-term mean rate over the past ~50 Ma estimated from fission-track thermochronology. Combined with the preservation of volcanic deposits dating back to the mid-Miocene, our $^{21}\text{Ne}_c$ data demonstrate that only minimal landscape modification has occurred in the Dry Valleys area over at least the past ~15 Ma. This conclusion supports the view that the East Antarctic Ice Sheet has been essentially stable over this period rather than experiencing significant fluctuations as late as the Pliocene, as has previously been suggested.

Key words Denudation rates, cosmogenic isotopes, landscape evolution, paleoclimatology, Antarctica
1. Introduction

We report here quantitative estimates of rates of denudation derived from measurements of \textit{in-situ}-produced cosmogenic $^{21}$Ne for contrasting landscape elements in the Dry Valleys region of the Transantarctic Mountains in southern Victoria Land, Antarctica. A knowledge of rates of landscape modification in this area is important for several reasons. First, the current debate about the stability of the East Antarctic Ice Sheet has involved contrasting interpretations of the antiquity of the landscape of the Transantarctic Mountains. The unstable ice sheet model (Webb \textit{et al.}, 1984; Webb and Harwood, 1991; Barrett \textit{et al.}, 1992) requires much warmer conditions, with temperatures 20 – 25°C higher than those of the present, as recently as 3 Ma BP, and such a climatic environment implies significant rates of glacial and periglacial geomorphic processes and landscape change. By contrast, those advocating long-term ice sheet stability for the past 15 Ma or more have viewed the present landscape as being essentially relict with minimal change under a hyper-arid polar climate similar to that of the present (Clapperton and Sugden, 1990; Denton \textit{et al.}, 1993; Marchant \textit{et al.}, 1993a; Sugden \textit{et al.}, 1995a). Secondly, irrespective of these conflicting interpretations of the late Cenozoic climatic history of Antarctica, the landscape of the Dry Valleys area has experienced stable climatic conditions for, at the very least, the past 2-3 Ma; this is in contrast to the glacial-interglacial-driven oscillations in temperature and precipitation that have affected virtually every other morphoclimatic zone. Thirdly, during this period of climatic stability, much of the landscape has developed under an extreme hyper-arid, frigid regime in the virtual absence of running water, a situation encountered nowhere else on Earth. Finally, various lines of evidence, including the preservation of volcanic deposits of known age and already published data from \textit{in-situ} –produced cosmogenic isotopes, suggest that rates of denudation in this area are the lowest for any terrestrial environment, and therefore represent a benchmark against which denudation rates in areas of greater geomorphic activity elsewhere can be compared.

Over the past decade, measurements of \textit{in-situ}–produced cosmogenic nuclides in bedrock exposures and surface deposits have begun to provide both chronological information on Quaternary, and in some cases, Pliocene events, and valuable site-specific and basin-scale estimates of long-term rates of denudation (Bierman and Turner, 1995; Nishiizumi \textit{et al.}, 1991). The majority of applications of cosmogenic nuclide analyses in previous studies have involved surface exposure ages, the calculation of which are based on the assumption of zero denudation since an exposure event. This assumption can be constrained in some cases by independent evidence, or can be reasonably assumed for certain very young surfaces, such as those exposed by the most recent episode of deglaciation in the mid-latitudes. In most situations, however, there is geomorphological evidence for progressive denudation, albeit at an extremely low rate in some cases, and therefore it is generally more appropriate to interpret cosmogenic isotope data in terms of denudation rates rather than 'exposure
ages'. Here we use measurements of *in-situ*-produced cosmogenic $^{21}\text{Ne}$ in quartz to provide preliminary estimates of rates of denudation in the Dry Valleys region (Fig. 1). More specifically, we attempt to characterize differences in rates of denudation between high-elevation surfaces and rectilinear valley-side slopes, the two most significant landscape components in this geomorphologically unique environment.

$^{21}\text{Ne}$ has particular advantages as a cosmogenic isotope for use in environments with potentially extremely slow rates of denudation since, as a stable nuclide, it does not have an upper limit to its accumulation as a result of losses through radioactive decay. Even in the case of $^{10}\text{Be}$, which has the longest half-life (~1.5 Ma) of presently used cosmogenic radionuclides, the maximum exposure age attainable assuming zero denudation is ~5-6 Ma. Whereas the diffusion rate of cosmogenic $^{3}\text{He}$ in quartz limits its ability to determine denudation rates (Trull *et al*., 1991), diffusive loss of cosmogenic $^{21}\text{Ne}$ from quartz is minimal and $^{21}\text{Ne}$ can therefore be used to determine denudational histories on timescales of $10^6-10^7$ a (Graf *et al*., 1991).

2. Physical setting

2.1 Morphotectonics of the Transantarctic Mountains

The Transantarctic Mountains extend for more than 3000 km in a broad arc from northern Victoria Land on the Pacific coast to the Theron Mountains which terminate near the South Atlantic Ocean. Rather than being a mountain range *sensu stricto*, they consist of a large amplitude (~2000–4000 m), short wavelength (50–200 km) upwarp forming the rim of an extensive plateau that rises from the interior of East Antarctica (Kerr *et al*., in press). The outer flank of this upwarp is marked by a significant topographic discontinuity comprising either a major escarpment, or a stepped series of minor scarps. This escarpment landscape is most dramatically developed where it fringes the structural basins forming the Ross Embayment.

The main elements of the present structural setting of the Transantarctic Mountains in the Dry Valleys area can apparently be traced to asymmetric rifting in the Eocene, with extension in the lower plate represented by the Ross Embayment, and block tilting, or flexure, of the upper-plate margin producing a gentle inland dip in Devonian–Triassic age sedimentary units (Fitzgerald *et al*., 1986; Fitzgerald, 1992). The amount of surface uplift in the Dry Valleys area associated with this rifting event is uncertain; however, results from apatite fission-track thermochronology, which reveal a major denudational episode initiated about 50 Ma BP, indicate that significant local relief must have existed in the early Cenozoic (Gleadow and Fitzgerald, 1987; Brown *et al*., 1994). A total of ~5 km of
denudation has occurred since this time along the Ross Sea coast, with somewhat lesser amounts inland. This phase of denudation could have been precipitated by tectonic uplift along the rift flank, by the creation of a new, lower base level through subsidence of the Ross Embayment adjacent to a rift flank with some residual elevation, or by a combination of these two factors (Brown et al., 1994).

Although 3 km of surface uplift at a mean rate of \(\sim 1 \text{ km Ma}^{-1}\) since the early of middle Pliocene has been suggested for the Transantarctic Mountains (Behrendt and Cooper, 1991), there is compelling evidence from the present elevations of sub-aerially erupted volcanics (Wilch et al., 1993a), from the variation of cosmogenic nuclide production rate with altitude (Brook et al., 1995; Bruno et al., 1997), and from geophysical evidence (ten Brink et al., 1993) that surface uplift in the Dry Valleys region over the past few million years has been minimal, with maximum possible uplift over the past \(\sim 2.5\) Ma being limited to only \(\sim 300\) m.

2.2 Geology and morphology of the Dry Valleys area

The Dry Valleys region represents a 4000 km\(^2\) ice-free area of the Transantarctic Mountains from 77°15'S to 77°45'S and 160°E to 164°E, located between the Ross Sea embayment and the Taylor Dome on the flank of the East Antarctic Ice Sheet (Fig. 1). Along the length of the Transantarctic Mountains the plateau periphery is cut by numerous major transverse valleys carved by outlet glaciers draining from the Polar Plateau formed by the East Antarctic Ice Sheet. Along the western coast of McMurdo Sound three of these valleys – the Taylor, Wright and Victoria systems – are currently largely ice free as a result of being starved of flow from the Polar Plateau through the influence of the Taylor Dome lying immediately inland. Known collectively as the Dry Valleys, these valley systems are separated from each other by the 1500-2400 m high Asgard and Olympus Ranges.

Bedrock exposures in the Dry Valleys area consist of a basement complex of Precambrian igneous and meta-igneous rocks overlain by Devonian-to-Triassic-age sandstones, siltstones and conglomerates of the Beacon Supergroup, which dip gently inland away from the Ross Sea coast. Highly localized Cenozoic volcanics and associated intrusions occur throughout the area, while Jurassic dolerites (Ferrar dolerites) extensively intrude both the basement and overlying sedimentary sequence forming sills up to several hundred metres thick.

Several landscape elements can be distinguished in the Dry Valleys region (Sugden et al., 1995a). Here we focus on the two areally most significant components, namely: 1) the high-elevation, low-relief surfaces that generally lie above about 1800 m and are the main landform in the interior sector of the Dry Valleys area; and 2) the rectilinear slopes that flank these upland surfaces and also constitute the predominant landform element of the Dry Valleys. The most extensive low-relief
surface elements occur in the high terrain between 2000 and 2400 m which overlooks the heads of the Dry Valley systems and runs along high-level interfluves such as that formed by the Asgard Range between Wright and Taylor Valleys. These surfaces rest on near-horizontal dolerite sills and Beacon Supergroup sedimentary rocks and are, at least to some extent, structurally controlled. Sufficiently prominent to be commented upon by the early explorers of the region (Taylor, 1914), rectilinear slopes at a typical angle of 33°–37° characterize both the flanks of the high surfaces fringing the Polar Plateau and a significant proportion of the valley sides of the Dry Valleys. Across the higher, western part of the region rectilinear slopes generally occur below free faces with an angle of more than 60° and lead down into a colluvium-mantled footslope at an angle of around 18° (Selby, 1971). At lower elevations to the east free faces are less common and rectilinear slopes of adjacent valleys meet to form sharp-edged interfluves. The rectilinear slope forms are cut in bedrock and have been recognized as Richter denudational slopes (Selby, 1971, 1974, 1993). They are partly covered by a thin veneer of generally coarse rock debris which appears not to exceed a thickness of 1 m even at the base of the rectilinear slope segment. Some boulders show evidence of weathering and degradation through surficial iron oxide staining and the development of cavernous weathering forms and tafoni.

2.3 Climate of the Dry Valleys area

The Dry Valleys area presently experiences a hyper-arid, polar climate. A mean annual temperature of −19.8°C at an elevation of 123 m in Wright Valley is indicative of conditions at low elevations in the bottom of the Dry Valleys (Schwerdtfeger, 1984), although mid-summer temperatures exceeding +5°C over several days have been recorded in middle Wright Valley (Bull, 1966) and the distribution of debris flows, mudflows and channels demonstrates that liquid water is common below ~800 m under the present climate. Assuming a lapse rate of 10°C km⁻¹, mean annual temperatures at higher elevations in the Asgard and Olympus Ranges, the Quatemain Mountains and along the high-elevation surfaces fringing the Polar Plateau drop to ~30°C to ~40°C, and mean annual precipitation is <10 mm water equivalent (Schwerdtfeger, 1984; Fortuin and Oerlemans, 1990). Easterly winds carry moist air with a relative humidity of around 65–75% inland from the Ross Sea, and snow precipitation reaches a mean maximum of around 100 mm per annum at the eastern ends of the Dry Valleys. Strong katabatic winds with a generally low relative humidity of 5–60% drain from the Polar Plateau through the Dry Valleys towards towards the Ross Sea, although in the summer they are largely confined to the western part of the area and to the valley bottoms. The accumulation of wind-blown snow in the lee of topographic barriers sustains small, cold-based glaciers on the sides of Taylor, Wright and Victoria Valleys. Meltwater seems to be absent at high altitudes inland, although it is present at progressively higher elevations towards the coast. This trend probably results from a combination of the maritime influence near the coast and more active katabatic winds in the upper parts of the Dry Valleys (Marchant and Denton, 1996).
3. Sample site characteristics

Sample sites were chosen in order to assess rates of denudation in the contrasting morphological settings of high-elevation surfaces and rectilinear slopes (Table 1). In selecting specific sample locations particular attention was paid to identifying representative sites from which useful extrapolations about denudation rates could be made and that would yield the maximum geomorphologically useful information. Although in sampling from discrete bedrock outcrops there is always the possibility of recording atypical denudation rates, the landform elements from which we sampled are relatively homogeneous over lateral distances of hundreds of metres and thus some spatial extrapolation of site-specific data is justified. We sampled bedrock outcrops in preference to regolith or colluvium as the exposure history of the latter under the highly episodic transportational regime operating in the Dry Valleys is much more uncertain. Rectilinear slope locations were chosen to provide comparisons with existing independent evidence of rates of landscape change from dated lava and ash deposits (Wilch et al., 1993b; Marchant et al., 1996). Our sampling strategy therefore differed significantly from previous cosmogenic isotope studies in Antarctica which have focussed on the dating of particular deposits or exposure events rather than characterizing variations in rates of landscape modification. Sample locations were recorded using GPS equipment and elevations were determined to ±20 m using altimeters calibrated daily to field camp elevation in lower Taylor Valley.

Four samples were analyzed from high-elevation (>2000 m), low-relief surfaces, all consisting of Beacon Sandstone (Beacon Supergroup). Two of these were collected from the eastern flank of Mount Fleming at the head of Wright Valley overlooking Wright Upper Glacier (Fig. 2), one on a broad, low-relief ridge just below the summit (5/96) (Fig. 3), and the other from a lower elevation on a flat-topped spur from an iron-stained bedrock surface scattered with dolerite boulders and cobbles (6/96). The other two high-elevation samples (56/95 and 57/95) were collected from the flat-topped interfluve between Beacon Valley and Arena Valley above Taylor Glacier. Bedrock surfaces at all the high-elevation surface sampling sites exhibit evidence of some rock disintegration in the form of cavernous weathering and the development of tafoni. A thin (<100 mm), discontinuous snow cover was observed at the higher sample site at Mount Fleming (5/96), although significant shielding by snow of the bedrock surface from exposure to cosmic radiation on the high-elevation surfaces is unlikely since the very high wind speeds characteristic of these extremely exposed locations retard snow accumulation.

Analyses were undertaken of three samples (50-52/95) of Arena Sandstone (Beacon Supergroup) from within a 10 m² area on a 36-38° rectilinear slope in the Quartermain Mountains on the western side of Arena Valley overlooking Taylor Glacier. The samples were collected at an elevation of ~1570 m, on a rectilinear slope ~500 m below the high-elevation surface sample site (56-57/95) located on the
adjacent interfluve (Fig. 4). Near-horizontal sandstone beds protrude from the slope forming a series of cavernously weathered steps with localized undercutting and slumping. Sample 50/95 was taken from one of the bedrock steps which characterize the slope and which have a relief of up to 4 m. Sample 51/95 is from a ~0.4 m boulder on the same bedrock step, while sample 52/95 was collected from the slumped front of the step. The site was selected because of its proximity to an avalanche deposit (one of two identified on the slope) located 100 m to the south which contains $^{40}$Ar/$^{39}$Ar-dated (11.3–12.9 Ma BP) volcanic ash, and which had been previously used to infer minimal rates of landscape change in this area over the past several million years (Marchant et al., 1993b, 1996). This ash-avalanche deposit extends two-thirds of the way down the rectilinear slope from a bedrock couloir and comprises sandstone and dolerite clasts, quartz sand and dolerite grus with minor granite erratics chaotically mixed with a phonolitic ash incorporating glass shards and euhedral anorthoclase crystals. There is a sharp contact between the debris cover of the rectilinear slope and the avalanche deposit which rises up to ~3 m above the surrounding talus mantle. Additional evidence of minimal geomorphic activity on the slope is provided by a thinly distributed granite till located only 30 m downslope from the sample site for 50-52/95 which has been dated by its association with volcanic ash to > 13.6 Ma BP (Denton et al., 1993).

Analysis was undertaken of one further sample (13/96) collected from a north-facing ~33° rectilinear slope in lower Taylor Valley immediately to the east of Sollas Glacier (Fig. 5). The slope is formed in granite basement and is characterized by protruding bedrock outcrops with a discontinuous mantle of coarse talus. The sample comprised fragments from a ~10 mm thick exfoliating sheet of granite on an in situ bedrock exposure inclined at ~25°. The site was chosen because it is immediately adjacent to a $^{40}$Ar/$^{39}$Ar-dated (2.2 Ma BP) partially eroded pyroclastic and lava-flow deposit (Wilch et al., 1993b). This site is at a sufficiently low elevation to have been temporarily covered by expansion of Taylor Glacier during the Quaternary.

4. Analytical methods

The samples were crushed and sieved, and the 250-500 mm fractions were selected for analysis. Mono-minerallic quartz was prepared by magnetic separation and selective chemical dissolution following the procedure described by Kohl and Nishiizumi (1992). Aliquots were set aside for future $^{10}$Be and $^{26}$Al analysis. The dissolution process etches up to 15 mm from the surface of the quartz crystals and this effectively removes a large proportion of implanted alpha particles produced in adjacent minerals. Samples were then ultra-sonically cleaned in deionised water to remove traces of HF from mineral surfaces. Two samples (5/96 and 6/96) contained a small proportion of darker grains (possibly those with zircon inclusions) and these were removed by hand picking.
Approximately 250 mg of each sample was wrapped in aluminium foil and loaded into the extraction system and evacuated to \(<10^{-8}\) torr for 48 hours prior to analysis.

Noble gases were extracted by heating samples for 15 minutes to 1400°C in a double vacuum resistance furnace with a tungsten heating element and a molybdenum crucible. The extracted gas was cleaned on two Ti-getters (at 250°C and 800°C) and a SAES-getter (at room temperature). The heavy noble gases (Ar, Kr and Xe) were separated from He and Ne by successive absorption on two charcoal traps cooled with liquid nitrogen. Neon was then absorbed on to a charcoal trap at \(-228^\circ\)C and He isotope determinations were made on the residual gas. Subsequently Ne was released from the charcoal at \(-173^\circ\)C and the isotopic composition analysed after the He isotope measurements. All measurements were made on a VG 5400 noble gas mass spectrometer. This has an ion source with a modified Nier-type geometry and is equipped with an axial electron multiplier and an off-axial Faraday cup. The amplifiers of the multiplier and the Faraday cup have switchable resistors (multiplier \(10^8\) and \(10^9\); Faraday cup \(10^9\), \(10^{10}\) and \(10^{11}\)).

Noble gas abundances were determined by peak height comparison with known amounts of gas. \(^3\)He-enriched geothermal gas \((^3\)He/\(^4\)He = 14.3 ± 0.1 Ra, where Ra is the atmospheric ratio of 1.39 x \(10^{-6}\)) was used for the He calibrations. The He elemental and isotopic abundances in the geothermal standard were determined by repeated cross-calibrations with 0.25 cc STP air. Neon calibrations were made on 95.2 ± 0.5 μcc STP air. The reproducibility of noble gas abundances was better than ±1.5% and isotopic ratios of replicate calibrations were better than 0.5%. \(^{20}\)Ne and \(^{22}\)Ne were corrected for interfering \(^{40}\)Ar\(^{2+}\) and \(^{40}\)Ar\(^+\), respectively, using values of \(^{40}\)Ar\(^{2+}/^{40}\)Ar\(^+\) and \(^{40}\)Ar\(^+\)/CO\(^2+\) determined previously. The abundances of H\(_2\) and H\(_2\)\(^{16}\)O were routinely measured but displayed no significant variation through the week of analysis. Blanks at 1400°C were \(^4\)He: \(2 \times 10^{-11}\) ccSTP and \(^{20}\)Ne 1 x \(10^{-11}\) ccSTP. \(^3\)He was undetectable in the blank and the Ne blanks were indistinguishable from the atmospheric isotopic composition.

5. Results and interpretation

The isotopic composition of Ne and He, and the \(^{21}\)Ne and \(^3\)He concentrations are presented in Table 2. In all cases the measured \(^{21}\)Ne/\(^{20}\)Ne (0.00489 - 0.0183) are significantly greater than the atmospheric value (0.00296). At its simplest, the \(^{21}\)Ne/\(^{20}\)Ne of minerals are a mixture of atmospheric and cosmogenic contributions. However, nuclear reactions on \(^{18}\)O produce nucleogenic \(^{21}\)Ne \((^{21}\)Ne\(_n\)) throughout the lifetime of the rock which may obscure the simple two component mixing. The radiogenic \(^4\)He \((^{4}\)He\(_{\text{rad}}\)) concentration of a sample is a monitor of the a-particle flux (Niedermann et al., 1993) which is essential for \(^{21}\)Ne\(_n\) production (Wetherill, 1954). Thus the \(^{21}\)Ne\(_n\)
contribution may be estimated from the $^4{\text{He}}_{\text{rad}}$ content using the most recent determination of the $^{21}{\text{Ne}}_n/^{4}{\text{He}}_{\text{rad}}$ of crustal rocks ($4.5 \times 10^{-8}$ (Yatsevich and Honda, 1997)). Assuming that all the measured $^4{\text{He}}$ is radiogenic, and that at least 5% has been retained since cooling below the $^{21}{\text{Ne}}_n$ closure temperature, then the contribution of $^{21}{\text{Ne}}_n$ is less than 5% in all but one sample ($51/95 = 30\%$). This can be considered as a conservative estimate as, in all but one sample, more than 5% of the $^3{\text{He}}_c$ has been retained despite it being significantly more mobile in quartz than the $^4{\text{He}}_{\text{rad}}$ (Trull et al. 1991).

The $^{21}{\text{Ne}}_c$ concentrations displayed in Table 2 have been calculated from the measured $^{21}{\text{Ne}}$ values assuming an atmospheric composition and corrected for the contribution of nucleogenic $^{21}{\text{Ne}}$. $^3{\text{He}}/^4{\text{He}}$ are in the range 0.65 - 32.8 Ra (Table 2). These ratios are significantly in excess of radiogenic values and they identify the presence of high cosmogenic $^3{\text{He}}$ concentrations ($^3{\text{He}}_c$). The $^3{\text{He}}_c$ concentrations have been calculated assuming that the inherited $^3{\text{He}}$ is radiogenic ($^3{\text{He}}/^4{\text{He}} = 0.02$ Ra). $^3{\text{He}}_c$ concentrations are insensitive to the precise value used for the radiogenic $^3{\text{He}}/^4{\text{He}}$ because of the high ratio of the samples. Errors in $^{21}{\text{Ne}}_c$ and $^3{\text{He}}_c$ abundances are propagated from the analytical errors and do not include uncertainties in the reproducibility of abundance measurements ($\pm 1.5\%$).

The minimum apparent exposure ages of all samples can be calculated from the measured $^{21}{\text{Ne}}_c$ and $^3{\text{He}}_c$ abundances assuming no denudation (Table 3). $^{21}{\text{Ne}}_c$ and $^3{\text{He}}_c$ production rates in quartz have not been measured directly but estimated by calibration against cosmogenic $^{26}{\text{Al}}$ abundances. This procedure yields production rates of 21 atoms $^{21}{\text{Ne}}_c$ g$^{-1}$ a$^{-1}$ (Niedermann et al., 1994) and 85 atoms $^3{\text{He}}_c$ g$^{-1}$ a$^{-1}$ at sea level at high latitude (Brown et al., 1992). The production rates have been adjusted to the altitudes of our sample sites using the nuclear disintegration data of Lal (1991). Corrections were also made to the production rates for the effect of topographic shielding and the dip of the sampled surface. These were calculated on the basis of the angular dependence of cosmic radiation, $F(\theta) = \sin^2 \theta$ and in all cases were less than 3%. The resulting $^{21}{\text{Ne}}_c$ minimum apparent exposure ages range from 610 ka on a rectilinear slope (13/96) to 4.66 Ma on a high-elevation surface.

The $^3{\text{He}}_c$ apparent exposure ages are between 2 and 42 times lower than those derived from the $^{21}{\text{Ne}}_c$ abundances (Table 3) (Fig. 6) due to preferential diffusive loss of $^3{\text{He}}_c$. The relative age differences are unrelated to apparent exposure age, lithology, altitude or temperature. The absence of any systematic behavior clearly confirms the limitations of obtaining accurate exposure chronologies from $^3{\text{He}}_c$ in quartz (eg Graf et al., 1991). $^3{\text{He}}_c$ exposure ages of coarse quartz chips from the Antarctic which have not been treated by the chemical cleaning procedure used here are significantly closer to the $^{21}{\text{Ne}}_c$ age (Dunai and van der Wateren, unpublished data). This suggests that laboratory handling procedures may promote the diffusive loss of $^3{\text{He}}_c$ in quartz.
Concentrations of stable cosmogenic nuclides reach an equilibrium state with respect to production and loss through denudation assuming a finite, constant denudation rate and continuous, long-term exposure (Lai, 1995). Although we cannot fully verify these two assumptions, field evidence indicates that the predominant form of denudation on the high-elevation surfaces is through a continuous incremental detachment of clasts or thin slivers of rock, with some wind abrasion. These conditions also satisfy the assumption that the increments of denudation are very small in relation to the mean cosmic-ray absorption length (attenuation length) of 0.5 m (-150 g cm\(^{-2}\)) (Lai, 1991). On the rectilinear slopes the detachment of thicker rock masses is evident in the case of the Arena Valley site, although the granitic basement at the lower Taylor Valley site appears to be exfoliating in sheets <20 mm thick at the point where it was sampled. For reasons discussed below, the assumption of long-term exposure of bedrock surfaces at our sample sites is supported by independent geochronological and stratigraphic data. We therefore consider it more appropriate to interpret our \(^{21}\)Ne\(_c\) concentrations as representing long-term denudation rates rather than apparent exposure ages (Table 3). Although we regard the possibility as being excluded by existing cosmogenic isotope data (Brook et al., 1995; Bruno et al., 1997) as well as independent geochronology from volcanic deposits (Wilch et al., 1993a), any significant surface uplift at our sample sites during exposure would cause an over-estimation of denudation rates because \(^{21}\)Ne\(_c\) production rate increases with altitude.

Modifying the equation given by Kurz (1986) for stable cosmogenic nuclides in rock surfaces which have been exposed for short times relative to the formation age of the rock (clearly the case for our samples), we can interpret the measured concentration (N, atoms g\(^{-1}\)) of a stable cosmogenic isotope, i, in terms of a maximum constant denudation rate (e, g cm\(^{-2}\) a\(^{-1}\)), such that:

\[
e = \frac{(P \times l)}{N_i}
\]

where P is the production rate (atoms g\(^{-1}\) a\(^{-1}\)) and l is the cosmic-ray attenuation length (g cm\(^{-2}\)). To convert denudation rates into cm a\(^{-1}\) for a specific site, the result can be divided by the density of the sample (g cm\(^{-3}\)). The denudation rates displayed in Table 3 have been calculated using a \(^{21}\)Ne\(_c\) attenuation length of 165 g cm\(^{-2}\) (Sarda et al., 1993), and a mean rock density of 2.7 g cm\(^{-3}\). All rates reported here have been converted to m Ma\(^{-1}\).

The highest denudation rate of 1.02 m Ma\(^{-1}\) is for sample 13/96 from a rectilinear slope in lower Taylor Valley, although this is probably an overestimate given the possibility of temporary burial of this site under an expanded Taylor Glacier during the Quaternary. All four samples from the high-elevation surfaces above 2000 m display much lower rates of 0.133 – 0.164 m Ma\(^{-1}\). Samples from the rectilinear slope on the western side of Arena Valley (50-52/95) yielded intermediate denudation...
rates of 0.26 – 0.60 m Ma⁻¹. Assuming prolonged steady-state denudation, and given the residence time of the samples in the cosmic-ray attenuation zone (~2 m depth), these rates apply over time scales of >1 Ma for the highest rate of 1.02 m Ma⁻¹, and >4 Ma for the lowest rate of 0.133 m Ma⁻¹.

6. Discussion

Our data elucidate various aspects of the morphological evolution of the Dry Valleys sector of the Transantarctic Mountains and the late Cenozoic history of the East Antarctic Ice Sheet. The issues we consider here are: 1) the interpretation of the measured ²¹Ne c concentrations as indicative of denudation rates rather than exposure ages; 2) the observed variations in rates of denudation between sample sites and their interpretation in terms of weathering and erosional processes, and the magnitude of late Cenozoic landscape modification; 3) the implications of the ²¹Ne c data for existing interpretations of late Cenozoic lavas and volcanic ash deposits; 4) the comparison of denudation rates reported here with previous estimates for the Dry Valleys and denudation rates for contrasting morphoclimatic regimes; and 5) the implications of our data for the ice-sheet stability debate.

6.1 Geomorphological interpretation of cosmogenic ²¹Ne data

When expressed as apparent surface exposure ages (Table 3), the older ages reported here tend to be associated with the higher elevation sites. Old apparent exposure ages for high-altitude, inland locations compared with somewhat younger ages at lower elevations towards the coast have been noted elsewhere in the Transantarctic Mountains (Nishiizumi et al., 1991; Geigengack et al., 1994). A potential explanation for this trend is that lowering of the East Antarctic Ice Sheet progressively exposed bedrock surfaces at lower elevations. There are, however, compelling arguments against this mechanism as a general explanation of the data. For instance, there are climatic reasons for expecting a gradient of decreasing weathering and erosion rates inland from the coast, and from low to higher elevations, in the Dry Valleys sector of the Transantarctic Mountains which could account for the trend observed in apparent exposure ages. In addition, independent paleooceanographic, geochronometric, stratigraphic and geomorphological evidence for the history of the East Antarctic Ice Sheet (Denton et al., 1993; Kennett and Hodell, 1993) indicates stability since the Miocene and argues against the ²¹Ne c data being interpreted as a record of the timing of progressive bedrock exposure from beneath a wasting ice mass. Apart from a modest expansion of glaciers in the Pliocene, Marchant et al. (1993b) have argued that there has been no significant change in the extent of glaciers lying above an elevation of 1500 m in the western Dry Valleys area since the deposition of a granite-rich drift by East Antarctic outlet glaciers more than 13.6 Ma ago. This interpretation has been further supported by the discovery of a preserved remnant of granite-bearing glacier ice at the
mouth of Beacon Valley overlooking Taylor Glacier (Sugden et al., 1995b). The ice has a minimum age of 8 Ma BP on the basis of \(^{40}\text{Ar}-^{39}\text{Ar}\) dating of overlying in situ volcanic ash. Any significant thickening of Taylor Glacier at the mouth of the valley, or of the East Antarctic Ice Sheet, would have caused this remnant ice to have been overridden and removed by normal processes of ice deformation. The fact that the ice preserves detailed characteristics from the time of initial deposition demonstrates that there has been no such overriding.

6.2 Denudational processes and degree of late Cenozoic landscape modification

Although our data indicate very low rates of denudation for all the sample locations, a somewhat higher rate of denudation of around 1 m Ma\(^{-1}\) is indicated for the low elevation site in lower Taylor Valley (13/96). Little can be inferred solely from this single sample, but the partially eroded form of the immediately adjacent 2.2 Ma old lava-flow deposit (Wilch et al., 1993) supports the interpretation of a higher rate of geomorphic activity in this area. Indeed, the presence of gelification lobes, patterned ground, debris flows and ephemeral streams channels in the lower Taylor Valley indicates some level of geomorphic activity reflecting the presence of meltwater, relatively high precipitation and humidity, and freeze-thaw cycles during the summer. However, with the absence of liquid water further inland and at higher elevation, the western Dry Valleys landscape appears to be essentially relic (Marchant and Denton, 1996). The low denudation rates reported here for the rectilinear slope in Arena Valley (samples 50-52/95) and the even lower rates of <0.2 m Ma\(^{-1}\) on the high-elevation surfaces (samples 5-6/96 and 56-57/95) probably reflect the exceedingly slow operation of salt weathering in conjunction with deflation, and very rare mass movement events precipitated by rock failures on rectilinear slopes and free faces (Augustinus and Selby, 1990; Selby, 1971, 1974). The relative abundance of tafoni and cavernous weathering forms suggests that salt weathering is more active at lower elevations near the coast where both salt supply and humidity are at a maximum. More uncertain is the role of cryptoendolithic microorganisms which can currently survive in the Dry Valleys up to an elevation of about 2000 m in the vicinity of Mount Fleming (Friedmann et al., 1994), as they may promote case hardening of bedrock surfaces through silicification as well as rock breakdown through biochemical processes (Weed and Norton, 1991). Irrespective of the precise role of these various weathering and erosional processes, it is clear that they vary in their efficacy across the Dry Valleys area and that rates of denudation vary in consequence even under the present climatic regime.

Amounts of denudation since the most recent episode of wet-based glacial erosion of the Dry Valleys have been sufficient to allow differential rates of weathering and erosion of contrasting lithologies to produce relief of a few metres. As noted by Selby (1974), fine-grained rocks such as lamprophyre and finely crystalline dolerites form positive relief forms where they intrude less resistant granites.
However, our $^{21}\text{Ne}_c$ data, in combination with the survival of dated volcanic deposits, indicate that a maximum of only a few metres of total denudation has occurred throughout most of the Dry Valleys region during the past several million years. It is therefore clear that the presently active geomorphic processes have led to only minimal landscape modification in these areas during this extended period of time and have not been capable of creating the present topography from an earlier landscape shaped by through-valley glaciation.

These extremely slow rates of landscape change of $-0.2 - 1.0$ m Ma$^{-1}$ can be compared with estimates of longer term denudation rates from fission-track thermochronology. In the Dry Valleys area there is clear evidence of a period of accelerated denudation rates initiated in the early Cenozoic (50-55 Ma BP) associated with rifting, with a less certain phase of Cretaceous denudation being identified inland (Gleadow and Fitzgerald, 1987; Fitzgerald, 1992). The amount of denudation since the early Cenozoic is at a maximum of $\sim 5$ km in the vicinity of the rift-flank axis and Ross Sea coastal zone, and declines inland to the west. This gives a maximum mean denudation rate for the past $-50$ Ma of $-100$ m Ma$^{-1}$, although thermal modelling of fission-track age and track length data indicates that crustal cooling (denudation) rates were higher ($-200$ m Ma$^{-1}$) for a period of about 10-15 Ma after the initiation of this late Cenozoic phase of accelerated denudation. Although such fission-track data do not provide information on more recent denudation of the upper $-1$ km of the crust, the reduction in denudation rates evident after the initial pulse associated with rifting $-55$ Ma ago is fully compatible with our $^{21}\text{Ne}_c$ results and other geochronological data demonstrating extremely low denudation rates over the past several million years.

6.3 Correlations with lava and volcanic ash deposits

The $-1$ m Ma$^{-1}$ rate of denudation for the lower Taylor Valley slope site (13/96) is fully consistent with the partially eroded nature of the immediately adjacent 2.2 Ma old lava-flow deposit (Fig. 5) (Wilch et al., 1993). Potentially more equivocal, however, is the interpretation of the ash-avalanche deposits on the slopes of Arena Valley as truly in situ, especially given their late Miocene age. These deposits are of considerable importance given their significance to the debate about the late Cenozoic history of the East Antarctic Ice Sheet (Marchant et al., 1993b). One view might be that they represent pods of volcanic ash originally deposited within hollows on the summit surface that have subsequently avalanched down the slope when intersected by slope retreat. Another interpretation might be that they have been emplaced at some time after original eruption by aeolian processes. In both these scenarios the radiometric age of the ash would provide no information on the rate of landscape change in Arena Valley. By contrast, evidence that these deposits represent avalanching essentially contemporaneous with initial airfall includes physical characteristics of the ash that are diagnostic of primary ash falls, with limited subsequent reworking. These characteristics include poor
sorting (bi-modal grain-size distribution of glass shards), intact bubble vesicles, and angular glass shards. That each ash-avalanche deposit is composed of material from a single eruption is also supported by a distinct geochemistry and the consistency in radiometric age of individual crystals (Marchant et al., 1996). It has therefore been inferred that these ash-avalanche deposits formed shortly after times of eruption, with strong katabatic winds deflating ash exposed at the surface but being unable to detach material incorporated within the slope-mantling talus (Marchant et al., 1996).

Our $^{21}$Ne$_c$ data for the Arena Valley slope site (samples 50-52/95) located close to the 11.3–12.9 Ma dated ash-avalanche support the interpretation of its formation essentially contemporaneously with initial deposition. If extrapolated, the estimated denudation rates of $\sim$0.2–0.6 m Ma$^{-1}$ imply minimal slope retreat of only about 3-4 m over the past 11 Ma under the present hyper-arid, polar climatic regime. These would be sufficiently low to preserve the ash-avalanche deposit. Such low denudation rates would also be compatible with preservation without significant disturbance of moraine ridges of Pliocene age which cross the lower parts of the avalanche cone. Volcanic ash might be expected to survive such limited slope retreat through progressive infiltration into voids created by mechanical weathering of the slope-mantling talus and underlying bedrock. Survival would also be expected if the original avalanche deposit was originally more than 3–4 m thick.

6.4 Comparison of denudation rates

Our maximum denudation rates of $<$1 m Ma$^{-1}$ are within the range previously reported for cosmogenic isotope studies from sites in the Dry Valleys sector and adjacent areas of the Transantarctic Mountains. For instance, Nishiizumi et al. (1991) have modelled maximum denudation rates based on cosmogenic $^{10}$Be and $^{26}$Al concentrations for nine samples from the Allan Nunatak (Allan Hills), 75 km north-west of Victoria Valley, and these range from 0.24 m Ma$^{-1}$ to 1.31 m Ma$^{-1}$ (mean = 0.65 m Ma$^{-1}$). In the same study four samples from Wright Valley gave a range of 0.54 m Ma$^{-1}$ to 1.31 m Ma$^{-1}$ (mean = 0.93 m Ma$^{-1}$). Similarly low rates of 0.06 – 0.27 m Ma$^{-1}$ over the past 2–3 Ma, based on cosmogenic $^{10}$Be concentrations, have been recorded by Brook et al. (1995) for quartz arenite boulders and cobbles in glacial deposits in the Quartermain Mountains and Asgard Range in the Dry Valleys area. Extremely low maximum denudation rates based on cosmogenic $^{26}$Al and $^{10}$Be concentrations and ranging up to 0.7 m Ma$^{-1}$ have also been reported by Ivy-Ochs et al. (1995) for Beacon Supergroup sandstones, granite from glaciogenic Sirius Group deposits from Table Mountain at the head of Ferrar Glacier, and sandstone boulders from a Sirius Group deposit at Mount Fleming. Denudation rates of less than 0.1 m Ma$^{-1}$ have also been reported by Bruno et al. (1997) from cosmogenic $^{21}$Ne concentrations for some of their pyroxene, quartz and whole-rock dolerite samples from Sirius Group tillites and associated bedrock samples from the Dry Valleys.
Lack of detailed information on the geomorphic setting of the sampled sites in these studies makes direct comparison with our own results difficult, but clearly the low overall denudation rates reported are comparable with the estimates from our $^{21}\text{Ne}_c$ data. Together with existing results, our data support the contention that the Dry Valleys sector of the Transantarctic Mountains have the lowest recorded denudation rates for any terrestrial environment, especially in the case of the high-elevation surfaces. They only appear to be matched by the maximum denudation rates of as low as 0.6 m Ma$^{-1}$ reported by Bierman and Turner (1995) on the basis of $^{26}\text{Al}$ and $^{10}\text{Be}$ concentrations in samples from granitic domes in the Eyre Peninsula, South Australia. By contrast, much higher denudation rates of 5–11 m Ma$^{-1}$ have been derived from cosmogenic $^{26}\text{Al}$ and $^{10}\text{Be}$ concentrations for rhyolitic volcanic ash-flow tuffs in New Mexico, USA (Albrecht et al., 1993) and of ~3.2 m Ma$^{-1}$ for a flat interfluve in Réunion (Sarda et al., 1993). Mean denudation rates for large drainage basins estimated from modern sediment and solute load data range from 5 m Ma$^{-1}$ to 688 m Ma$^{-1}$ and show that rates for the Dry Valleys area lie well below the average for low relief basins (Summerfield and Hulton, 1994). Mean denudation rates for individual catchments may be as low as 1 m Ma$^{-1}$ (Summerfield, 1991), but these figures include large areas of net deposition, and thus underestimate local rates of denudation comparable to the site-specific rates provided by cosmogenic isotope analysis.

6.5 Implications for ice-sheet stability debate

By supporting the in-situ interpretation of the Arena Valley ash-avalanche deposits, and by demonstrating the extremely low rates of denudation for various sites in the Dry Valleys area, our $^{21}\text{Ne}_c$ data strongly support the scenario that the East Antarctic Ice Sheet has been essentially stable since the mid-Miocene (Marchant et al., 1993a, b; Sugden et al., 1995). Our $^{21}\text{Ne}_c$ data certainly seem incompatible with the opposing view of ice-sheet instability and major deglaciation during the Pliocene associated with much warmer conditions (Webb et al., 1984; Barrett et al., 1992) which would have promoted significantly higher rates of denudation than is indicated by the $^{21}\text{Ne}_c$ concentrations reported here. Our results, and interpretation of long-term climatic stability, are also in accord with other cosmogenic isotope studies (Brook et al., 1995; Ivy-Ochs et al., 1995) that demonstrate a minimum late Miocene age for key Sirius Group deposits representing the most recent significant ingress of glacial ice into the Dry Valleys area.
6. Conclusions

Our strategically selected samples from constrasting landscape components in the Dry Valleys area yield cosmogenic $^{21}\text{Ne}$ concentrations that indicate extremely low rates of denudation of $\sim 0.15\,\text{m}\,\text{Ma}^{-1}$ on low relief, high-elevation surfaces and $\sim 0.20-1.00\,\text{m}\,\text{Ma}^{-1}$ on rectilinear slopes. Field evidence and independent geochronological data support the interpretation of the $^{21}\text{Ne}_{c}$ concentrations as reflecting denudation rates rather than ages since exposure from beneath an ice cover. Our estimated rates are comparable to those established from cosmogenic isotope concentrations for other Dry Valleys locations and confirm that denudation rates in this hyper-arid polar environment are the lowest of any terrestrial environment, and are around two orders of magnitude lower than mean rates over the past $\sim 50\,\text{Ma}$ estimated from fission-track thermochronology. Such slow rates of geomorphic activity, even on high angle rectilinear slopes, largely involving salt weathering, deflation and limited mass movement, mean that only minimal landscape modification has occurred in the Dry Valleys area since the most recent phase of extensive glaciation around 15 Ma ago. This interpretation is supported by the survival of volcanic deposits extending back to the mid-Miocene, and our estimated rates of denudation for the slopes in Arena Valley are compatible with the in-situ survival of ash-avalanches dating back to more than 11 Ma BP. Our data are at variance with the hypothesis that the Dry Valleys were overrun by glacial ice following a major deglaciation event as recently as the late Pliocene; rather, when considered in conjunction with related field and geochronometric data our results support the view that the East Antarctic Ice Sheet has been essentially stable for at least the past 15 Ma.
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Figure captions

Fig. 1 Map of the Dry Valleys area of the Transantarctic Mountains showing sampling sites for cosmogenic isotope analysis. Locations and $^{40}\text{Ar}/^{39}\text{Ar}$ ages for volcanic deposits are also shown.

Fig. 2 Oblique air photo showing the location of sampling sites 5/96 and 6/96 on the east flank of Mount Fleming at the head of Wright Valley. Sampling sites 50-52/95 and 56-57/95 are in Arena Valley. Locations of the glaciogenic Sirius Group deposits are also shown.

Fig. 3 Sample site 5/96 on the east flank of Mount Fleming at an elevation of ~2400 m. Note the thin snow cover at this highly exposed location. Wright Upper Glacier can be seen in the middle distance.

Fig. 4 Rectilinear slopes on the western side of Arena Valley, Quatermain Mountains. Free faces are evident above the rectilinear segment which terminates upslope in the dark dolerite sill. The location of samples 50-52/95 is marked by a cross.

Fig. 5 Site of sample 13/96 immediately to the east of Sollas Glacier, Taylor Valley. The sample site is indicated by the silhouetted figure on the left and the view is to the west across the Sollas Glacier and along Taylor Valley towards the Quatermain Mountains and Arena Valley (sample site 50-52/95). The dated lava-flow (arrowed) can be seen on the slope to the right resting on the lighter granitic bedrock. There is no evidence that this originally extended as far as the sample site.

Fig. 6 $^{21}\text{Ne}$ apparent exposure age for the analyzed samples plotted against the ratio of $^{3}\text{He}/^{21}\text{Ne}$ age illustrating the variable diffusive loss of $^{3}\text{He}$.
<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Area</th>
<th>Location</th>
<th>Elevation</th>
<th>Lithology</th>
<th>Surface slope</th>
<th>Exposure geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td>50/95</td>
<td>Arena Valley</td>
<td>S77°46' E160°51'</td>
<td>1572 m</td>
<td>Arena sandstone</td>
<td>2°</td>
<td>Partially shielded</td>
</tr>
<tr>
<td>51/95</td>
<td>Arena Valley</td>
<td>S77°46' E160°51'</td>
<td>1572 m</td>
<td>Arena sandstone</td>
<td>0°</td>
<td>Partially shielded</td>
</tr>
<tr>
<td>52/95</td>
<td>Arena Valley</td>
<td>S77°46' S77°51'</td>
<td>1572 m</td>
<td>Arena sandstone</td>
<td>38°</td>
<td>Partially shielded</td>
</tr>
<tr>
<td>56/95</td>
<td>Beacon/Arena interfluve</td>
<td>S77°53' E160°44'</td>
<td>2050 m</td>
<td>Beacon sandstone</td>
<td>0°</td>
<td>Partially shielded</td>
</tr>
<tr>
<td>57/95</td>
<td>Beacon/Arena interfluve</td>
<td>S77°53' E160°44'</td>
<td>2050 m</td>
<td>Beacon sandstone</td>
<td>0°</td>
<td>Partially shielded</td>
</tr>
<tr>
<td>5/96</td>
<td>Mount Fleming</td>
<td>S77°33' E160°08'</td>
<td>2427 m</td>
<td>Beacon sandstone</td>
<td>0°</td>
<td>100% exposure</td>
</tr>
<tr>
<td>6/96</td>
<td>Mount Fleming</td>
<td>S77°32' E160°16'</td>
<td>2038 m</td>
<td>Beacon sandstone</td>
<td>0°</td>
<td>100% exposure</td>
</tr>
<tr>
<td>13/96</td>
<td>Lower Taylor Valley</td>
<td>S77°43' E162°38'</td>
<td>810 m</td>
<td>Granite</td>
<td>25°</td>
<td>Partially shielded</td>
</tr>
</tbody>
</table>
Table 2. He and Ne isotope data for Antarctic quartz samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Weight (mg)</th>
<th>$^4$He $10^{12}$ atoms g$^{-1}$</th>
<th>R/Ra</th>
<th>$^3$He $10^8$ atoms g$^{-1}$</th>
<th>$^20$Ne $10^{10}$ atoms g$^{-1}$</th>
<th>$^{21}$Ne/$^{20}$Ne (x $10^{-3}$)</th>
<th>$^{21}$Ne$_C$ $10^8$ atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectilinear slopes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50/95</td>
<td>263</td>
<td>9.80 ± 0.01</td>
<td>9.39 ± 0.1</td>
<td>1.28 ± 0.02</td>
<td>0.08 ± 0.001</td>
<td>6.25 ± 0.06</td>
<td>0.88 ± 0.01</td>
</tr>
<tr>
<td>51/95</td>
<td>257</td>
<td>107.1 ± 0.3</td>
<td>1.58 ± 0.1</td>
<td>2.36 ± 0.03</td>
<td>3.27 ± 0.01</td>
<td>10.41 ± 0.04</td>
<td>1.51 ± 0.03</td>
</tr>
<tr>
<td>52/95</td>
<td>320</td>
<td>9.77 ± 0.08</td>
<td>4.69 ± 0.1</td>
<td>0.64 ± 0.02</td>
<td>3.83 ± 0.01</td>
<td>8.37 ± 0.04</td>
<td>2.11 ± 0.02</td>
</tr>
<tr>
<td>13/96</td>
<td>250</td>
<td>2.35 ± 0.01</td>
<td>0.65 ± 0.05</td>
<td>0.005 ± 0.01</td>
<td>1.31 ± 0.01</td>
<td>5.11 ± 0.06</td>
<td>0.38 ± 0.01</td>
</tr>
<tr>
<td>Plateau surfaces</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56/95</td>
<td>302</td>
<td>11.14 ± 0.03</td>
<td>25.1 ± 0.3</td>
<td>4.12 ± 0.45</td>
<td>3.45 ± 0.01</td>
<td>18.78 ± 0.06</td>
<td>5.65 ± 0.05</td>
</tr>
<tr>
<td>57/95</td>
<td>263</td>
<td>20.67 ± 0.04</td>
<td>1.75 ± 0.3</td>
<td>0.50 ± 0.01</td>
<td>3.19 ± 0.01</td>
<td>18.97 ± 0.08</td>
<td>5.22 ± 0.05</td>
</tr>
<tr>
<td>5/96</td>
<td>278</td>
<td>9.05 ± 0.04</td>
<td>32.78 ± 0.02</td>
<td>4.13 ± 0.01</td>
<td>7.39 ± 0.02</td>
<td>11.27 ± 0.06</td>
<td>6.19 ± 0.04</td>
</tr>
<tr>
<td>6/96</td>
<td>288</td>
<td>46.6 ± 0.01</td>
<td>11.94 ± 0.14</td>
<td>7.75 ± 0.09</td>
<td>6.29 ± 0.02</td>
<td>10.46 ± 0.06</td>
<td>4.51 ± 0.04</td>
</tr>
</tbody>
</table>

$^3$He/$^4$He (R) are expressed relative to the air ratio (R_a) $1.4 \times 10^{-6}$. See text for method of calculation of $^{21}$Ne$_C$ and $^3$He. The quoted errors are those of individual measurements at the 1σ level. Abundance measurements have a reproducibility of ±1.5%.
Table 3. He and Ne isotope exposure age and denudation rate data for Antarctic quartz samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$^3$He$_{c}$ age (ka)</th>
<th>$^{21}$Ne$_{c}$ age (Ma)</th>
<th>$^{21}$Ne$_{c}$ denudation rate (m Ma$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectilinear slopes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50/95</td>
<td>373</td>
<td>1.04</td>
<td>0.6</td>
</tr>
<tr>
<td>± 4</td>
<td>± 0.01</td>
<td>± 0.006</td>
<td></td>
</tr>
<tr>
<td>51/95</td>
<td>687</td>
<td>1.79</td>
<td>0.35</td>
</tr>
<tr>
<td>± 6</td>
<td>± 0.03</td>
<td>± 0.002</td>
<td></td>
</tr>
<tr>
<td>52/95</td>
<td>186</td>
<td>2.48</td>
<td>0.26</td>
</tr>
<tr>
<td>± 2</td>
<td>± 0.02</td>
<td>± 0.02</td>
<td></td>
</tr>
<tr>
<td>13/96</td>
<td>11</td>
<td>0.61</td>
<td>1.02</td>
</tr>
<tr>
<td>± 3</td>
<td>± 0.006</td>
<td>± 0.01</td>
<td></td>
</tr>
<tr>
<td>Plateau surfaces</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56/95</td>
<td>791</td>
<td>4.66</td>
<td>0.133</td>
</tr>
<tr>
<td>± 9</td>
<td>± 0.04</td>
<td>± 0.001</td>
<td></td>
</tr>
<tr>
<td>57/95</td>
<td>102</td>
<td>4.30</td>
<td>0.142</td>
</tr>
<tr>
<td>± 1</td>
<td>± 0.04</td>
<td>± 0.002</td>
<td></td>
</tr>
<tr>
<td>5/96</td>
<td>647</td>
<td>3.90</td>
<td>0.159</td>
</tr>
<tr>
<td>± 14</td>
<td>± 0.01</td>
<td>± 0.003</td>
<td></td>
</tr>
<tr>
<td>6/96</td>
<td>1,594</td>
<td>3.78</td>
<td>0.164</td>
</tr>
<tr>
<td>± 19</td>
<td>± 0.01</td>
<td>± 0.001</td>
<td></td>
</tr>
</tbody>
</table>

Errors in exposure ages and erosion rates are errors propagated from experimental measurements. They do not include those from uncertainties from reproducibility of abundance measurements ($\pm 1.5\%$) and in production rates ($\pm 20\%$; Niederman et al., 1994).
Summerfield et al. (1998a) - Figure 2
The image shows a plot with data points representing different geological materials. The x-axis represents the apparent $^{21}\text{Ne}$ exposure age (Myr), ranging from 0 to 5. The y-axis represents the $^3\text{He}$ exposure age/$^{21}\text{Ne}$ exposure age ratio, ranging from 0 to 0.5.

The data points are categorized into three groups: Beacon sandstone (squares), Granite (diamonds), and Arena sandstone (circles). The graph includes a figure from Summerfield et al. (1998a) - Figures 5 and 6.
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Abstract

Quantitative estimates of denudation rates in different tectonic and climatic environments are of fundamental importance to an understanding of long-term landscape development. Little quantitative information is currently available on minimum denudation rates, although this is important in placing constraints on the maximum survival potential of individual landforms or erosion surfaces in terrestrial environments. The persistence for up to >15 Ma of a hyper-arid, polar climate in the ice-free Dry Valleys area of southern Victoria Land, Antarctica makes this a highly probable environment for minimum terrestrial denudation rates. 40Ar/39Ar dating constraints on the minimum formation ages of individual landforms indicates generally little modification of even minor features over the past few million years. Relatively, the highest rates of denudation occur at low elevations near the Ross Sea coast. By contrast, rates of landscape change are exceedingly slow at elevations above ~1500 m in the western Dry Valleys where even landforms with a relief of a only a few metres have survived with minimal modification since the mid-Miocene. Measurements of in-situ-produced cosmogenic isotopes indicate that even on rectilinear slopes maximum denudation rates may be only ~1 m Ma⁻¹, with rates falling to <0.2 m Ma⁻¹ at some locations on low relief surfaces at high elevation.

Introduction

Quantifying rates of denudation is a prerequisite to the comprehensive understanding of landscape evolution. Over the past decade a range of new geochronological techniques have been applied to the problem of rates of long-term landscape change and there are now increasing opportunities to compare this growing body of data with estimates of modern denudation rates based on sediment and solute load data (Summerfield & Hulton 1994). Although the data now available indicate that long-term, natural denudation rates can range up to ~10000 m Ma⁻¹ in active orogenic belts, such as over parts of the Southern Alps of New Zealand (Tippett & Kamp 1995), the lower limit for denudation rates in terrestrial environments is rather poorly constrained. Obviously in some environments long-term deposition has occurred, and the net excess of sedimentation over denudation may persist over extensive areas for tens of millions of years in cratonic basins in continental interiors, such as the Kalahari Basin of southern Africa. However, quantitative data on minimum rates of denudation in environments not subject to significant or persistent sediment accumulation are important because the idea of the ‘age’ of a landform or landsurface is predicated upon the notion of minimal modification by denudational processes since its creation.

The combination of persistent low temperatures and hyper-aridity suggests that the ice-free ‘oasis’ of the Dry Valleys area of southern Victoria Land, Antarctica is a prime candidate for an environment
that has experienced very low rates of denudation and extreme landscape stability. Previous work on tors, rock slopes and associated landforms in this region (Selby 1971, 1974) has indicated low rates of landscape change, an interpretation which echoed ideas of some of the early explorers of the Dry Valleys and adjacent ice-free areas within the Transantarctic Mountains (Priestley 1909; Taylor 1922). However, none of these studies was able to call upon an adequate body of geochronological data to support their interpretations of rates of landscape change which were derived largely from morphological and stratigraphic relationships in the landscape. Here we review a range of geochronological data which, in combination with information from morphological and depositional evidence, have provided quantitative estimates of rates of denudation and landscape change in the Dry Valleys region. We also show how data from cosmogenic isotope analysis can provide a means, hitherto unavailable, of constraining site-specific denudation rates in this extreme morphoclimatic environment.

Field setting

The Dry Valleys region consists of a number of ice-free, or partially ice-free, transverse valleys and intervening mountain ridges in the Transantarctic Mountains flanking McMurdo Sound in the Ross Sea embayment between 77°15'S and 77°45'S and 160°E to 164°E (Fig. 1). Inland lies the Polar Plateau formed by the East Antarctic Ice Sheet from which outlet glaciers have drained at various times in the past through the Dry Valleys. The majority of the 4000 km² ice-free area is accounted for by the Taylor, Wright and Victoria Valleys and the intervening 1500–2400 m high Asgard and Olympus Ranges. These transverse valleys cut across the compound escarpment that marks the Ross Sea margin of the topographic upwarps on the rift-flank uplift forming the Transantarctic Mountains.

Geological and tectonic setting

Exposed bedrock in the Dry Valleys region comprises a basement complex of Precambrian igneous and meta-igneous rocks overlain by gently dipping sandstones, siltstones and conglomerates of the Devonian–Triassic Beacon Supergroup. Both the basement and overlying sedimentary strata are intruded by dolerites of Jurassic age (Ferrar dolerites) which form extensive sills up to several hundred metres thick. Highly localized volcanic cones and ash deposits of late Cenozoic age are also extensively distributed across the region. The major structural components of the Transantarctic Mountains in the Dry Valleys area were established by asymmetric rifting in the Eocene, with the lower plate forming the Ross Sea Embayment and a combination of block-tilting and flexure in the upper-plate margin producing an upwarped rim to the extensive interior plateau and the modest inland dip observed in the Beacon Supergroup strata (Fitzgerald et al. 1986; Fitzgerald 1992).
Morphology of the Dry Valleys region

The Dry Valleys region is characterized by two major landscape components - high-elevation, low-relief surfaces, and rectilinear slopes (Sugden et al. 1995a). The high-elevation surfaces in general lie above an elevation of 1800 m and occur both as flat-topped ridges in the western sectors of the Asgard and Olympus Ranges and, more extensively, on the more elevated terrain between 2000 and 2400 m lying at the head of the Dry Valleys and separating them from the ice-cover of the Polar Plateau. Rectilinear slopes, typically at angles of 26°–37°, are prominent both on the flanks of the high surfaces adjacent to the Polar Plateau and on the sides of the Dry Valleys themselves. At higher elevations in the western sector of the Dry Valleys the rectilinear slopes lead up to strength-equilibrium free face slopes at angles of >60° and merge down slope into colluvium-mantled footslopes at an angle of around 18° (Selby 1971). At lower elevations in the eastern part of the Dry Valleys free faces are less common and the rectilinear slopes of adjacent valleys meet as sharp-edged interfluvies. These rectilinear forms have been interpreted as Richter denudation-slopes by Selby (1971, 1974, 1993). They are cut in bedrock but partly covered by a thin veneer of generally coarse rock debris up to 1 m thick.

Present and past climates

The present climate of the Dry Valleys region is cold and hyper-arid. Mean annual temperatures at lower elevations in the central and eastern sectors of the valleys are around −20°C, although midday temperatures in summer may exceed +5°C for several days (Bull 1966; Schwerdtfeger 1984). The presence of active debris and mud flows, together with episodic flow in stream channels, attests to temperatures above 0°C below elevations of ~800 m under the present climatic regime. Meteorological data for higher inland locations are limited, but on the assumption of a lapse rate of 10°C km⁻¹ mean annual temperatures at high elevations fringing the Polar Plateau and in the western Asgard and Olympus Ranges must drop to −30°C to −40°C (Schwerdtfeger 1984; Fortuin & Oerlemans 1990). Mean annual precipitation ranges from around 100 mm water equivalent near the coast to <10 mm at high elevations in the west, and this trend is mirrored by relative humidity which drops from around 75% immediately inland from the Ross Sea to as low as 5% on the Polar Plateau. Throughout the year strong, low humidity (5–60%) katabatic winds blow from the Polar Plateau, but during the summer they are largely confined to the western ends of the Dry Valleys and to the valley bottoms. Snow accumulation is sufficient to sustain small, cold-based glaciers which flow down the sides of Taylor, Victoria and Wright Valleys.
The systematic trend in climatic conditions in response to altitude and distance from the coast suggests three morphoclimatic zones based on temperature, precipitation, relative humidity and soil-moisture content (Marchant & Denton, 1996). In the coastal zone, with a mean annual temperature of \(-17^\circ\text{C}\) and mean relative humidity of \(75\%\), there are active gelifluction terraces and lobes, streams, levées, debris and mud flows and subxerous soils. In the intermediate zone between \(-40\) and \(55\) km inland, where the mean annual temperature is \(-27^\circ\text{C}\) and mean relative humidity is \(45\%\), there is little evidence of active slope processes, with streams, gelifluction lobes and debris flows being mostly confined to warmer north-facing slopes with more prolonged availability of liquid water on the surface and in the immediate substrate. Slope forms indicative of liquid water are essentially absent from the third morphoclimatic zone distributed across the elevated terrain of the western Dry Valleys in the Quartermain Mountains and the higher, western sectors of the Asgard and Olympus Ranges.

Late Cenozoic climates in the Dry Valleys region are a subject of dispute. According to one view, based primarily on the interpretation of Pliocene-age marine diatoms present in glaciogenic Sirius Group deposits located in the Transantarctic Mountains, the East Antarctic Ice Sheet experienced deglaciation in the early Pliocene (-4.5 Ma BP), with deglacial conditions probably continuing into the mid-Pliocene (Webb et al. 1984; Webb & Harwood 1991; Barrett et al. 1992; Harwood 1994). This model postulates the existence of seaways across the Wilkes-Pensacola Basin in the interior of Antarctica during this period, with these marine incursions providing the source of the diatoms found in the Sirius Group tills. Although it has been argued that such dramatic changes in the extent of the East Antarctic Ice Sheet could be achieved with a modest increase in temperature compared with the present (Webb & Harwood 1991; Harwood 1994), ice-sheet modelling studies indicate that temperatures 17-20°C above those of the present would be required to remove ice from the Wilkes-Pensacola Basin (Huybrechts 1993). Furthermore, there is a growing consensus that the marine diatoms that have been used to date the Sirius Group deposits are allogenic contaminants emphasised by aeolian deposition (Burckle & Potter 1996; Kellogg & Kellogg 1996), or possibly derived from fall-out from a bolide impact Gersonde et al., 1997), and that they are therefore not capable of constraining the age of deposition to the Pliocene.

A contrasting interpretation of the history of the East Antarctic Ice Sheet is that it has experienced long-term stability under a hyper-arid, polar climatic regime similar to that of the present for at least the past 15 Ma (Clapperton & Sugden 1990; Denton et al. 1993; Marchant et al. 1993a; Sugden et al. 1995a). This view is based on a range of evidence including marine stratigraphic data from the Southern Ocean (Kennett & Hodell 1993), modelling studies of ice-sheet dynamics (Huybrechts 1993), and morphological, stratigraphic and \(^{40}\text{Ar}^{39}\text{Ar}\) data from the Dry Valleys region and neighbouring areas (Denton et al. 1993; Marchant et al. 1993a; Marchant et al. 1996). Irrespective
of the veracity of these contrasting interpretations of the longer term climatic history of Antarctica, there is agreement that there has been remarkable climatic stability in the Dry Valleys area for the last 2–3 Ma, with only modest fluctuations in the extent of ice cover in the outflow and valley-side glaciers during this period. This morphoclimatic regime contrasts starkly with the large magnitude climatic fluctuations driven by glacial-interglacial oscillations that have characterized virtually all other morphoclimatic zones on Earth throughout the Quaternary.

Morphological and depositional evidence of rates of landscape change

The last few years have seen significant progress in the geochronometric dating of landforms in the Dry Valleys area and this has greatly enhanced our knowledge of the glacial history and long-term landscape evolution of the area (Denton et al. 1993). The main conclusion arising from this programme of landform dating is that a number of minor landforms, including small cinder cones, surficial forms associated with volcanic ash falls, raised marine features, and glacial forms, have survived without significant modification since the mid-Miocene. The implication of this is that surface geomorphic processes have operated at a very low level of activity over the past ~15 Ma. Here we collate observations on these various landforms and deposits in order to assess rates of landscape change; a summary of observations is presented in Table 1 and site locations are shown in Figure 1.

Cinder cones

In central Taylor Valley the glacially-moulded basement surface is dotted with a series of small cinder cones, typically 200 - 1000 m across, and associated lava flows (Wilch et al. 1993). Fourteen flows have been dated by whole-rock $^{40}$Ar/$^{39}$Ar analysis, and have been shown to range in age from 1.5 - 3.9 Ma BP. Some of the cones retain their original form, whereas others have been partially eroded. In the latter cases, trails of dark volcanic rocks may be seen in the regolith extending $10^1$–$10^2$ m directly downslope of the volcanic outcrop. There is insufficient evidence to quantify precisely the amount of denudation involved, but there is a relationship between the date of eruption and degree of erosion (Wilch et al. 1993). For example, the youngest 1.5 Ma old cone east of Rhone Glacier has essentially retained its initial form, whereas the older West Matterhorn cone at 3.0-3.5 Ma BP is heavily eroded (Table 1). The East Borns cone, with an age of 2.53 Ma BP, shows an intermediate degree of erosional modification. Within the altitudinal range of the cinder cones in Taylor Valley (209 to 828 m) denudational processes have been capable of eroding small cinder cones, but only slowly and over time scales of millions of years. A further point is that all the cones
have been erupted sub-aerially, and their age and altitudinal relationships demonstrate recent tectonic stability and constrain surface uplift in central Taylor Valleys to less than ~300 m in the last 2.57 Ma (Wilch et al. 1993).

Volcanic ash deposits

Volcanic ash falls, often of considerable antiquity, are intimately related to several types of deposit in the Dry Valleys area (Table 1). In Arena Valley at the western extremity of Taylor Valley there are two avalanche tongues where 30% of the matrix consists of volcanic ash (Marchant et al. 1993a). The unconsolidated ash is covered by a protective lag of pebbles, cobbles and boulders. One avalanche tongue, containing ash 11.3 Ma old, forms an elongated mound rising 3 m above the surrounding slope, the overall angle of which is 28°. In the western Dry Valleys area volcanic ashes are found at high altitudes in association with relict frost wedges (Marchant et al. 1993a,b), the ash having collected in the polygonal cracks much as snow does today (Fig. 2). The high concentration of ash and its uniform geochemistry, together with the bimodal grain-size distribution of glass shards, stratification by grain size, intact bubble vesicles and angular glass shards point to deposition by primary air falls with minimum subsequent disturbance. As the crack patterns have evolved, ash has become preserved in pockets in relict wedges (Fig. 3). Some 50 ashes associated with tills, slope regolith, lag deposits, lake sediments and, in one case, a moraine overlying relict glacier ice (Table 1), have been dated by \(^{40}\text{Ar}/^{39}\text{Ar}\) single/multiple crystal analysis, the oldest yielding an age of ~15.0 Ma BP. In a number of other locations, such as in Wright, Arena and Nibelungen valleys, ashes ranging in age from 3.9 to 14.8 Ma BP have been located overlying old desert pavement surfaces (Table 1).

Various inferences concerning surface geomorphic processes can be drawn from this preservation of volcanic ashes dating back up to 15 Ma BP. For instance, it is evident that regolith, particularly at high altitudes, has undergone little weathering or transport since the mid-Miocene. This is particularly true of the ash-filled wedges which have retained their essential integrity for millions of years, thereby demonstrating that during this period there has been little disturbance or differential movement of the parent material in which they lie, be it till, slope regolith or moraine-covered glacial ice. This point is further supported by an avalanche tongue in the Arena Valley, which has retained its form on a slope of 28° for 11.3 Ma (Fig. 4). It follows from this that the rectilinear slopes on which the ashes are preserved must also be old. Volcanic ashes occur on valley floors and, in one case, in a lake deposit associated with a glacially-scoured rock basin (Table 1). The age and spatial extent of the ashes imply that the landsurface, at least at higher altitudes, is essentially relict.
from pre-mid-Miocene times. In areas with a protective layer of regolith there has been minimal bedrock lowering in the last 15 Ma.

The preservation of landforms with which the ashes are associated is itself evidence of a remarkable degree of climatic stability at higher elevations in the Dry Valleys area since at least the mid-Miocene. Buried lag deposits reflect arid conditions as long ago as 14.8 Ma BP, while the presence of frost cracks to trap the ashes suggests that the temperatures have been typical of a cold polar climate since the mid-Miocene. In Beacon Valley at the head of Taylor Valley, the preservation of glacier ice beneath a thin moraine cover incorporating 8 Ma old volcanic ash deposits is difficult to explain unless a polar climate similar to that of today has persisted since this time (Sugden et al. 1995). The very freshness of the ash, which permits its dating, also demonstrates the lack of chemical weathering (Marchant et al. 1993b), and this, in turn, implies the absence over the past several million years of conditions significantly milder and moister than those of the present. In Arena Valley the clay content of ashes up to 11.3 Ma old is less than 5%, and this can be compared to a figure of 60% attained in just 50 ka under the temperate climate of New Zealand through highly active chemical weathering (Birrell & Pullar 1973). More generally, the lack of gelification lobes and terraces, rills and stream channels in dated Miocene and Pliocene deposits above ~1200 m in the far western Dry Valleys area demonstrates that the temperature and moisture conditions characteristic of lower elevations closer to the Ross Sea to the east have not extended into these high elevation areas over the past 15 Ma or so.

Raised marine features

Miocene and Pliocene raised marine deposits in the bottom of Wright Valley demonstrate slow rates of denudation even at low altitudes in the Dry Valleys region. The Jason glacio-marine diamicton occurs at an altitude of 3 to 250 m on the northern shore of Lake Vanda in Wright Valley, and \(^{87}\text{Sr}/^{86}\text{Sr}\) dating of shell fragments demonstrates a late Miocene (9.5±1.5 Ma) age for this deposit. In the vicinity of Prospect Mesa, a few kilometres along the valley to the east, there is a shell fauna with \(^{87}\text{Sr}/^{86}\text{Sr}\) ages of 5.5±0.4 Ma which, remarkably, is exposed in growth positions on parts of the present floor of the valley. The implication here is that the bed of a former fjord has survived since emerging from the retreating sea around 3.4 Ma ago (Hall et al. 1993), although there are some uncertainties surrounding the significance of these raised shell deposits for estimating rates of landscape change. The date of emergence is based on extrapolation from a marine core in an adjacent valley (Ishman & Rieck 1992) and Wright Valley fjord would have been isolated as a lake of unknown size and for an unknown duration before finally drying out. Indeed, the present Lake Vanda is a direct descendant of the isolated fjord and is known to have varied in extent sufficiently
to cover both sites on different occasions in the past. Furthermore, one cannot exclude the possibility that the fjord bed, including the in situ shells, was buried by sediment that has subsequently been eroded. Nonetheless, it remains clear that unconsolidated marine sediments have remained intact in the bottom of one of the larger of the Dry Valleys for ~9 Ma. Furthermore, the preservation of fragile shells in growth positions on the valley floor is consistent with minimal amounts of landscape modification over this period.

Glacial landforms

The modification of glacial landforms of known age can also be used to estimate rates of landscape change. For example, weathering has affected the walls of meltwater channels and associated potholes at an altitude of 1550 m in the Asgard Range (Table 1). Cavernous weathering forms are common on former glacial surfaces, and in places fine-grained sandstone beds have been exploited to form overhangs up to 4 m high (Sugden et al. 1991). This represents the sum of sub-aerial denudation in the > 13.6 Ma since the last warm-based glaciers overrode the mountains (Marchant et al. 1993b). Another example concerns Alpine IV moraines flanking the glaciers flowing into the side of Wright Valley at altitudes of 400-800 m. Ages for basalt clasts show the moraines to be over 3.7 Ma old and yet they retain their ridge form. There is evidence of some weathering; former upstanding boulders have been planed off and shattered and cavernously weathered, and ventifacts mantle the surface. Soils are oxidized to a depth of 0.42 m and contain visible salt horizons (Hall et al. 1993). Finally, one can point to the presence of Peleus Till in Wright Valley, whose upper feather edge is preserved on slopes of 25°–35°. This deposit is at least 3.8 Ma old, and could well be the equivalent of the Asgard Till which is at least 13.6 Ma old (Hall et al. 1993). The implication here is that surface geomorphic process acting over several million years have been unable to remove a till deposit from slopes of 25°–35° at an altitude of 1150 m in Wright Valley and that therefore rates of denudation have been extremely slow.

Denudation rate estimates from cosmogenic isotope data

The semi-quantitative estimates of rates of landscape change for the Dry Valleys area outlined above can be supplemented by denudation rates estimated from the accumulation of in-situ-produced cosmogenic isotopes in surface rock samples (Bierman 1994; Kurz & Brook 1994). A number of studies have previously reported denudation rate estimates for sites in the Dry Valleys and neighbouring ice-free areas in the Antarctic 'oasis' based on cosmogenic nuclide measurements. Nishiizumi et al. (1991), for example, have modelled maximum denudation rates over the past few
million years on the basis of measurements of the cosmogenic radionuclides $^{10}$Be and $^{26}$Al. Nine samples from Allan Nunatak (Allan Hills), located about 75 km north-west of northern limit of the Dry Valleys area, yielded denudation rates of $0.24$ m – $1.31$ m Ma$^{-1}$ (mean = $0.65$ m Ma$^{-1}$), while four further samples from Wright Valley gave a range of $0.54$ m – $1.31$ m Ma$^{-1}$ (mean = $0.93$ m Ma$^{-1}$). Somewhat lower denudation rates of $0.06$ – $0.27$ m Ma$^{-1}$ over the past 2–3 Ma, based on cosmogenic $^{10}$Be measurements, have been reported by Brook et al. (1995) for quartz arenite boulders and cobbles in glacial deposits in the Quaternary Fans and Asgard Range. Extremely low maximum denudation rates based on cosmogenic $^{26}$Al and $^{10}$Be data have also been reported by Ivy-Ochs et al. (1995). Their samples from boulders in Sirius Group deposits on Table Mountain at the head of Ferrar Glacier and at Mount Fleming at the western end of Wright Valley, together with high-elevation outcrop samples of Beacon Supergroup sandstone, yielded denudation rates ranging only up to $0.7$ m Ma$^{-1}$. Denudation rates of less than $0.1$ m Ma$^{-1}$ over the past several million years have been also revealed by measurements of the cosmogenic $^{21}$Ne in pyroxene, quartz and whole-rock dolerite samples from Sirius Group tillites and associated bedrock from high-elevation sites in the Mount Fleming and Table Mountain areas (Bruno et al. 1997).

In order to supplement these data and provide estimates of denudation rates in contrasting morphological settings, we have measured cosmogenic $^{21}$Ne in quartz in samples from both low relief, plateau surfaces and rectilinear slopes in the Dry Valleys. Four samples from in situ bedrock outcrops of Beacon Sandstone (Beacon Supergroup) were collected from sites on high-elevation (>2000 m) surfaces in the western Dry Valleys – two from the eastern flank of Mount Fleming (C5, C6), and two from the flat-topped interfluve between Arena and Beacon valleys at head of Taylor Glacier (C56, C57). Three further samples (C50-52), of Arena Sandstone (Beacon Supergroup), were collected from a $36^\circ$–$38^\circ$ rectilinear slope in the Quaternary Hills on the western side of Arena Valley, this site being selected because of its proximity to the $^{40}$Ar/$^{39}$Ar-dated ash avalanche deposits described above. The final sample analyzed (C13) comprised exfoliating fragments of granite from a rectilinear slope in lower Taylor Valley adjacent to a $^{40}$Ar/$^{39}$Ar-dated partially eroded pyroclastic and lava-flow deposit. Further details of sample locations together with documentation of analytical methods and procedures for calculating denudation rates are given elsewhere (Summerfield et al. in press).

Of the eight samples analyzed, the highest denudation rate recorded of $1.02$ m Ma$^{-1}$ over at least the last 1 Ma was from a rectilinear slope in lower Taylor Valley at an elevation of $800$ m (C13) (Fig. 1). All four samples from the high-elevation surfaces (>2000 m) in the western Dry Valleys display much lower rates of $0.135$ – $0.165$ m Ma$^{-1}$ (over at least the past 4 Ma). Samples from the rectilinear slope on the western side of Arena Valley (C50-52) yielded intermediate denudation rates of $0.23$ – $0.60$ m Ma$^{-1}$ (over the past 2–4 Ma). These rates accord with the range of morphological
and stratigraphic evidence outlined above; in particular, the rates for the rectilinear slope in Arena Valley are compatible with the preservation of the nearby >11 Ma old ash avalanche deposit, and the somewhat higher rate for the lower Taylor Valley site is consistent with the partially degraded state of the adjacent 3.57 Ma old pyroclastic and lava-flow deposit (Wilch et al. 1993).

**Discussion and conclusions**

The diverse range of data collated here creates a coherent picture of extremely low rates of denudation of the order of 1 m Ma\(^{-1}\) or less over the past several million years in the hyper-arid, polar environment of the Dry Valleys region. Rates in the relatively warmer environments at lower elevations nearer the Ross Sea appear to be somewhat higher than those on the elevated surfaces above 1500–2000 m in the western sector of the Dry Valleys, presumably due to the seasonal presence of liquid water and more active physical and biological weathering. These rates can be compared with a much higher mean denudation rate for the Dry Valleys region of 40-100 m Ma\(^{-1}\) over the past ~50 Ma derived from fission-track thermochronology (Fitzgerald 1992).

Direct comparison with rates over the past few million years for other morphoclimatic and tectonic environments is problematic since the extreme stability of the Dry Valleys region and the resulting long-term preservation of landforms and deposits means that average denudation rates here apply to extensive periods of several millions of years. In more active environments such features survive for much less time and, consequently, rates based on the degree of modification of minor landforms and deposits apply to shorter periods. This situation also applies to data from cosmogenic isotopes, since they effectively measure the residence time of the top ~2 m of the earth's surface. Two of the few sets of comparable cosmogenic isotope data are the estimate of maximum denudation rates as low as 0.6 m Ma\(^{-1}\) for granitic domes in the arid Eyre Peninsula in South Australia (Bierman & Turner 1995), and the much higher rate of 5–11 m Ma\(^{-1}\) reported for volcanic ash-flow tuffs in New Mexico, USA (Albrecht et al. 1993).

Mean denudation rates for large drainage basins estimated from modern sediment and solute load data range from 5 m Ma\(^{-1}\) to 688 m Ma\(^{-1}\) and show that rates for the Dry Valleys area lie well below the average for low relief basins (Summerfield & Hulton 1994). Mean denudation rates for individual catchments may be as low as 1 m Ma\(^{-1}\) (Summerfield 1991), but these figures include large areas of net deposition, and thus underestimate local rates of denudation comparable to the site-specific rates provided by cosmogenic isotope analysis and the modification of minor landforms and deposits.
We have demonstrated how limited modification of a range of landforms and deposits in the Dry Valleys area whose age of is constrained by associated radiometrically dated volcanic rocks indicate very slow rates of denudation and landscape change in this hyper-arid, polar environment, probably for the past 15 Ma or more. Cosmogenic isotope analyses of surface samples provide additional quantiative data on denudation rates and indicate that over the past several million years these have ranged from around 1 m Ma$^{-1}$ down to 0.1 m Ma$^{-1}$ with the lowest rates occurring at high elevations inland where temperatures appear to be always too low for liquid water or biological activity to exist.

We conclude that rates of denudation of 0.1–1.0 m Ma$^{-1}$ represent a minimum in terrestrial sub-aerial environments. At such low rates not only major landforms, such as erosion surfaces, but also minor forms are able to survive for several million years. In environments where liquid water is present for at least some period of time each year it is likely that long-term denudation rates will be above these values. Further applications of cosmogenic isotope analysis in a range of other environments should provide valuable constraints on long-term rates of landscape change and the survival potential of erosion surfaces and other landforms used to reconstruct landscape history.
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**Figure captions**

Fig 1 Morphological map of Beacon, Taylor and Wright valleys showing the main geomorphological features and locations of landforms and surficial deposits dated by association with volcanic deposits together with cosmogenic $^{21}$Ne sample sites.

Fig. 2 Polygonal cracks in regolith in McKelvey Valley, central Dry Valleys picked out by snow. The polygons range from 5 to 15 m across.

Fig. 3 Volcanic ash preserved in a relict wedge in till, Beacon Valley.

Fig. 4 Volcanic ash avalanche tongue (arrowed) in Arena Valley $^{40}\text{Ar}^{39}\text{Ar}$ dated at 11.3 Ma BP. Moraines associated with an enlarged Taylor Glacier have been deposited on the tongue without deforming or displacing it.
Table 1 Evidence demonstrating slow rates of landscape change

<table>
<thead>
<tr>
<th>Location</th>
<th>Site/stratigraphy</th>
<th>Altitude (m)</th>
<th>Basis of dating</th>
<th>$^{40}$Ar/$^{39}$Ar age (Ma)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cinder cones in Taylor Valley (Wilch et al., 1993)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>East Rhone</td>
<td>volcanic cone</td>
<td>671</td>
<td>whole rock basalt</td>
<td>1.5</td>
<td>intact pristine cone</td>
</tr>
<tr>
<td>East Borns</td>
<td>volcanic cone</td>
<td>587</td>
<td>&quot;</td>
<td>2.53</td>
<td>partially eroded cone</td>
</tr>
<tr>
<td>West Matterhorn</td>
<td>volcanic outcrop</td>
<td>602</td>
<td>&quot;</td>
<td>3.0-3.5</td>
<td>heavily eroded volcanic outcrop</td>
</tr>
<tr>
<td>East Matterhorn</td>
<td>volcanic outcrop</td>
<td>828</td>
<td>&quot;</td>
<td>3.74</td>
<td>eroded volcanic outcrop</td>
</tr>
<tr>
<td><strong>Volcanic ash avalanches (Marchant et al., 1993a)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper Arena Valley</td>
<td>ash avalanche tongue, 20 x 200 m in size</td>
<td>1380</td>
<td>sanidine; 3 crystals</td>
<td>6.4</td>
<td>deposit survived intact for 6 Ma. 1-1.5m lowering of surrounding, exposed Arena sandstone. preservation of avalanche tongue morphology on steep rectilinear slope for &gt;11.3 Ma.</td>
</tr>
<tr>
<td>Lower Arena Valley</td>
<td>ash avalanche tongue, 50 x 350m in size, standing 3m proud of slope of 28°</td>
<td>1625-1650</td>
<td>sanidine; 3 crystals</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td><strong>Volcanic ash in unconsolidated tills and regolith (Marchant et al., 1993b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nibelungen Valley</td>
<td>ash in wedge in weathered regolith at foot of rectilinear slope</td>
<td>1450</td>
<td>sanidine; 5 crystals</td>
<td>12.1</td>
<td>ancient sand wedge; regolith older than 12 Ma.; cold desert climate shown by existence of wedge. till and rectilinear slope older than 13.6 Ma.; cold desert conditions. Asgard till has survived on rectilinear slope for &gt;13.6 Ma.; cold desert climate. till at base of rectilinear slope has survived for 15.0 Ma.; cold desert climate small pond deposit and bedrock hollow survived 14.6 Ma.</td>
</tr>
<tr>
<td>Inland Forts, Asgard Range</td>
<td>ash in wedge in weathered till</td>
<td>1650</td>
<td>glass</td>
<td>13.6</td>
<td>till and rectilinear slope older than 13.6 Ma.; cold desert conditions. Asgard till has survived on rectilinear slope for &gt;13.6 Ma.; cold desert climate. till at base of rectilinear slope has survived for 15.0 Ma.; cold desert climate small pond deposit and bedrock hollow survived 14.6 Ma.</td>
</tr>
<tr>
<td>Koenig Valley, Asgard Range</td>
<td>ash in wedge in till on valley floor</td>
<td>1800</td>
<td>sanidine; 5 crystals</td>
<td>13.6</td>
<td></td>
</tr>
<tr>
<td>Nibelungen Valley, Asgard Range</td>
<td>ash in wedge</td>
<td>1600</td>
<td>sanidine; 10 crystals</td>
<td>15.0</td>
<td></td>
</tr>
<tr>
<td>Njord Valley, Asgard Range</td>
<td>grey, stratified with drop stones</td>
<td>1600</td>
<td>sanidine; 3 crystals</td>
<td>14.6</td>
<td></td>
</tr>
<tr>
<td><strong>Volcanic ash above glacier ice (Sugden et al., 1995)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beacon Valley, Quartermain Mountains</td>
<td>ash in wedge overlying glacier ice</td>
<td>1380</td>
<td>sanidine; 14 crystals</td>
<td>7.9, 8.1</td>
<td>glacier ice &gt;8 Ma old; persistent cold conditions for 78 Ma.</td>
</tr>
</tbody>
</table>
### Volcanic ash burying desert pavements

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
<th>Age (Ma)</th>
<th>Mineral</th>
<th>Slope Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Central Arena Valley</td>
<td>Ash overlies pavement and covered by regolith</td>
<td>1800</td>
<td>Anorthoclase</td>
<td>Minimal slope development in 4.3 Ma; desert conditions at the time (Marchant et al., 1993a)</td>
</tr>
<tr>
<td>Quarternain Mountains</td>
<td></td>
<td></td>
<td></td>
<td>Rectilinear slope older than 14.8 Ma; desert conditions at the time (Marchant et al., 1993b)</td>
</tr>
<tr>
<td>Nibelungen Valley, Asgard Range</td>
<td>Ash overlies desert pavement at base of steep rectilinear slope; covered by till</td>
<td>1500?</td>
<td>Sanidine</td>
<td>Minimum age of regolith on side of Wright Valley; desert conditions at the time (Hall et al., 1993)</td>
</tr>
<tr>
<td>Wright Valley between Hart and Goodspeed glaciers</td>
<td>Ash overlies oxidised regolith; overlain by till</td>
<td>378-526</td>
<td>Glass</td>
<td></td>
</tr>
</tbody>
</table>

### Preservation of raised marine deposits (Prentice et al., 1993)

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
<th>Age (Ma)</th>
<th>Technique</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Wright Valley</td>
<td>Glacio-marine Jason diamicton near Lake Vanda</td>
<td>3 - 250</td>
<td>Sr/Sr on shell fragments</td>
<td>9 ± 1.5</td>
</tr>
<tr>
<td></td>
<td>Shells in growing position on valley floor and in Prospect Mesa section</td>
<td>165</td>
<td>Sr/Sr on Chlamys tufensis</td>
<td>Fjord sediments have survived in valley bottom since Miocene</td>
</tr>
</tbody>
</table>

### Modification of glacial landforms

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
<th>Age (Ma)</th>
<th>Material</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sessrumir Valley, Asgard Range</td>
<td>Meltwater channels and potholes</td>
<td>1550</td>
<td>Association with ash-dated till deposits</td>
<td>&gt;13.6</td>
</tr>
<tr>
<td>Central Wright Valley</td>
<td>Alpine IV moraine ridges</td>
<td>400-800</td>
<td>Whole-rock basalt</td>
<td>&gt;3.7</td>
</tr>
<tr>
<td>Central Wright Valley</td>
<td>Feather edge of Peleus till occurs on 25-35° slope</td>
<td>&lt;1150</td>
<td>Minimum age of till</td>
<td>&gt;3.8</td>
</tr>
</tbody>
</table>

### Deflation basins

<table>
<thead>
<tr>
<th>Location</th>
<th>Description</th>
<th>Age (Ma)</th>
<th>Association with ash-dated tills</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arena Valley, Quarternain Mountains</td>
<td>Basins in Altar and Arena sandstone. Largest 200 x 500m and 3m deep</td>
<td>1600-1700</td>
<td>Stratigraphic association with ash-dated tills</td>
<td>Fine-grained sandstone bedrock stripped by ice has eroded by 3m in &gt;11.3 Ma (Marchant et al., 1993a)</td>
</tr>
<tr>
<td>Asgard Range</td>
<td>Basins in several valleys in Altar and Arena sandstone; basins 10-50m wide, up to 500m long and 1-10m deep.</td>
<td>1600-1800?</td>
<td>Stratigraphic association with ash-dated tills</td>
<td>Maximum rates of bedrock deflation of 10m in &gt;13.6 Ma in fine-grained sandstone (Marchant et al., 1993b)</td>
</tr>
</tbody>
</table>
Summerfield et al. (1998b) - Figures 2 and 3