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Summary

0. This study rests on the following premises:

First, that the investigation of synchronic and especially
diachronic problems in grammatical science is most likely to
be advanced by the adoption of a formal framework.

Second, that the grammars of different language families
may be informed by differing principles of structure and
may therefore be best described by models based on a
suitable theory of this organising principle.

Third, that this organising principle is characterised by
the property of ill-definedness.

Fourth, that it is necessary to distinguish between the
'internal logic' or Weltanschauung of a language and any
(ideal) language neutral device against which we might
compare internal logics, or examine the 'use' of utterances.

1. In part I we attempt to develop a theory of grammatical
structure appropriate to the Semitic languages. This is
based formally on elementary set theory and uses data
drawn for the most part from literary Arabic. In outline
it comprises the following elements.

We envisage a pair of what are termed 'codes' of content and
expression - (internal logically) semantic in the former
case, morphological and syntactic in the latter - each
accompanied by a set of collocational restrictions termed
'limitation rules'.

Between the systems of content and expression are patterns
of 'association' - rules stating relationships between
elements of content and expression taken either singly or in multiples. To the content code is also attached a set of 'encoding rules' permitting the assignment of content elements to some situation in the perceived real world.

Part 2 of the study consists of a fragment of the grammar of literary Arabic given partly in illustration of the hypothesis developed in part 1, and partly to indicate certain interesting consequences of its adoption - particularly in the areas of morphology, lexical structure and the verbal system.

The component dealing with systems of content embraces certain of those systems associated with verbs (chapters 6 and 10), nouns (chapter 7), prepositions (chapter 8), and in addition examines aspects of lexical structure (chapter 9).

Chapters 11 and 13 contain an outline of nominal and verbal morphology and syntactic structure respectively, while chapter 14 illustrates a selection of what are termed 'generative properties' of the grammar.
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Chapter I
Introduction

0.0 Whereas we would not entirely share Schramm's feeling that "Until recently, the terms linguist and semitist were almost mutually exclusive" (1970 p260), it cannot be denied that Semitic studies have been informed but sparsely by the theories of linguistic science. These defects, let it be added immediately, are at least as much of omission as of commission, and it would be improper not to recognize the very considerable achievements made in this field.

0.1 Older reference grammars, as for instance those of Wright (1896/8) and Gesenius/Kautzsch (1910) - which remain to this day the standard works on literary Arabic and Biblical Hebrew in English, may, as well as on other grounds, be criticised for their over-rigid adherence to the theoretical presuppositions and categories evolved out of the study of the "classical" languages of Greece and Rome (see on the topic of traditional grammar the sketch in Lyons 1968 section 1.2 and Robins 1967).

To illustrate the consequences of this let us consider briefly the question of the Semitic verbal system. In conformity with classical grammatical theory the verb in Semitic was traditionally analysed along a temporal dimension - the category of "tense", both perhaps by Eastern and Western scholars. (1) However, we see in Wright (Vol. 1,77) and Gesenius/Kautzsch (paras. 47n1 and 106) for instance that this position has been abandoned and that we are now dealing with a contrast between a completed and an

(1) The extent to which Eastern grammarians were influenced by the theories of classical grammarians is not at all clear.
incomplete event (basically), even though the term "tense" is retained for this new category.

Now in both of these languages is a further verb form traditionally termed the "jussive" the functions of which overlap with those of the forms termed "perfect" and "imperfect" in various ways. The persistence of the traditional way of regarding the verbal system is we suggest shown in this; that despite the freeing of the verb from its temporal associations, the relationship of the "jussive" form to the new category is not properly examined. The feeling tends to persist that the "jussive" function is primary, and that it cannot be reconciled with the system of aspect (Driver 1936 pp.19,20), and hence that it is necessary to postulate two verb forms in common Semitic to account for this synchronic functional disparity. (As for instance Hetzron 1969). This failure to examine an alternative analysis derives ultimately we suggest, from an incomplete shedding of classical grammatical theory.

This of course is not to overlook the very considerable difficulties attaching to the diachronic analysis of these forms. Our intention is merely to suggest reasons why the possibility could not occur to older grammarians.

As a second example let us consider the traditional category "voice" in Arabic. In Wright (1.49) we are told that with certain exceptions "All the verbal forms... have two voices, the active and the passive". Now morphological contrasts of this type are fairly rare in Semitic, and in some languages - for instance Akkadian, are entirely absent. However, in all of these languages, including Arabic, there exists a morphologically distinct but functionally similar set of verb stems, which are traditionally
taken to be "derived" from the simplest stem.

What we find in Arabic then is a rather complex interaction between these two sets of forms, which Wright's grammar, by its mode of presentation - deriving in turn directly from its classical presuppositions, fails almost entirely to capture. (For a suggested analysis along these lines see section 2 of chapter 6).

Thirdly, these older grammars may also be criticized on the ground of their 'impressionistic' methodology.

Consider for instance the stem with geminate second radical (Arabic Fa'al, Hebrew Pi'sL, Syriac Fa'sL, etc.) (1) Traditionally it has been taken that the primary function of this stem is to express an idea of "intensification" of the sense expressed by the root. (See for instance Wright 1.40, Gesenius/Kautzsch 52.2, Nöldeke 1898 para 159). However a sample of forms taken from the Arabic lexicon demonstrates quite clearly that for this language at least the traditional account is altogether misleading, and there is no reason to assume that the same is not true of the other languages also. (See part 7 of Appendix A and of Beeston, 1970 p75 n1. A similar but informal argument is offered for Akkadian in Goetze, 1942).

0.2.0 In more recent years progress has been made in meeting these criticisms - although statistically based analyses are still few and far between. (Greenberg, 1950 is a notable exception).

However, despite the adoption of such concepts as 'phoneme' and 'morpheme' from linguistic theory there has not been - for the most part, a concomitant adoption of the rigorous standards of analysis which have gone hand in hand with these notions.

(Harris, 1939 is, predictably, an exception to this).

(1) For a discussion of the notation used in this study to indicate various morphological patterns see fn. 1 to para. 1.0 of chapter 2
For example, even at the present time, there remains a considerable fuzziness in the definition of the morpheme in Semitic, a defect which is attributable precisely to the absence of a rigorous methodology. (For a more detailed discussion of this question see paragraph 4.2 of chapter 2).

0.2.1 A further point related to diachronic studies - both older and more modern, is that nowhere (so far as I am aware), do we find consideration given to what might be termed the 'structure of linguistic change'.(1)

There is for instance a fairly large literature on the diachrony of the Semitic verbal system, in none of which does it seem, say in regard to the system of Aspect, to be asked whether it is better to assume one system only, or two or more sub-systems and why. Should we assume that the system of aspect resembles a finite state device which simply switches from state to state, or a gradual breakdown and reassertion of the system - and once again, why?

0.2.2 However much the most important criticism of modern Semitic linguistics is its almost total indifference to the various formal and semi-formal approaches which have been evolved in recent years. Now whereas the history of 'formal' or 'generative' linguistics has justified the caution of those investigators who preferred not to commit themselves to these new doctrines, it can no longer be disputed that the placing of linguistic studies on a true scientific foundation entails the adoption of a formalism of some sort, for it is only thus that the all important question of the validation or falsification of competing solutions can be pursued.

(1) Unless that is we include Driver's dictum that "what is simplest is earliest" (1936 p26)
However, against this lit must be conceded that the odd excursion into formalism on the part of semitists has not been entirely successful. It is for instance unfortunate that in Reiner 1970 (p290) we read of "... a relative clause considered the underlying string of (a certain) nominal compound". This may merely be a matter of loose phraseology but the apparent perpetration of this most basic error in transformational-generative doctrine can hardly assist the semitist wishing to understand what this particular theory is about.

1 The scope of the present study and its aims

1.0 It is out of the background discussed in the preceding section that the present study is evolved. In the remainder of the first part (chapters 2-4) an outline is given of a possible structure for a formal grammar of a Semitic language. Then, in part 2 (chapters 5-14) is offered a partial description of literary Arabic, which is intended both to illustrate the principles discussed in Part 1 and - to the extent that it is successful, to justify them.

Neither the hypothesis nor the description are intended to be comprehensive. In particular we have assumed on the one hand that there is a set of phonemes - that is, we have taken no account of distinctive feature or prosodic analyses, and that a grammar will contain a device for making this set available to the morphological component, and which will at the same time specify their permissible syntagmatic associations.

Neither have we anything to say on discourse structure although it will be clear - and is especially clear from chapter 14, that an adequate grammar will presuppose the availability of such a component.
Theoretical linguists will doubtless be disposed to object that some (more or less) established generative theory has not been adopted, and more specifically that neither has any attempt been made to invalidate these.

In particular certain linguists, and especially Botha (1970) argue that the various transformational-generative approaches constitute a "paradigm" in the sense (or senses) of Kuhn, 1962.

That of Botha, however, strikes one as being a rather partial view of the recent history of linguistics. He does not for instance mention the relationship of the T-C paradigm to those of other formal or semi-formal theories, such as the Stratificational and Systemic — unless we are to include these among the "various taxonomic approaches".

The fact of the matter is that there is precious little agreement among linguists either in respect of grammatical theory or, even, in regard to the aims of grammatical theory. The situation is, we would suggest, that linguistic science is truly in an 'inter-paradigmatic' phase (Kuhn (1962) appears not to use this expression. The present status of linguistic science is in several respects quite closely portrayed in chapter 3 of his essay).

It is very much an open question whether a formal grammar is best founded on a syntactic-transformational base (Chomsky, 1965) or

---

(1) "...transformational grammar constitutes a distinct linguistic paradigm, whereas the various taxonomic approaches to language study constitute, jointly, another distinct paradigm. The first developmental phase of transformational linguistics may then be characterised with reference to the notion of inter-paradigmatic controversy: controversy between the proponents of the "revolutionary" transformational paradigm on the one hand and the defenders of the "established" taxonomic paradigm on the other" (p16). This phase is "now completed" (p15).
bases of a semantic-transformational (Lakoff, 1971), stratal (Lamb, 1966; Lockwood, 1972), systemic (Hudson, 1971) type, or some framework more or less distinct from all of these.

Furthermore in para. 0.1 above we criticised older grammars of Semitic languages for their over-reliance on the categories of traditional grammatical theory. Now it is the case that most of the work carried out so far on the basis of these various formal approaches has been on English - and the hypotheses indeed evolved on the basis of data from English.

We argue therefore that it is inconsistent on the one hand to criticise older grammarians for their adherence to a grammatical theory evolved independently of any consideration of Semitic, and then having abandoned this theory to select another whose evolution has been equally independent thereof.

In other words, while we do not deny that studies of other language families may well illuminate certain aspects of Semitic, it is felt that at the present time greater progress will be made if solutions to problems in Semitic are sought within Semitic.

1.2 Despite the fact that there is no concerted attempt in what follows to refute any existing formal theory of grammar, the study does contain a certain amount of discussion on various points of dispute. A summary of the more important of these and references is given below.

a) Language is taken to be an 'ill-defined' system (in the sense of Hockett, 1968).

This point is discussed in para. 2.3 of chapter 2 and is of course contrary to the assumptions in all of the theories mentioned above - with the possible exception of Systemic theory.
b) The grammar of a language is understood to be a description of the structure and generative properties of a symbolic system. This entails that there is no level of (taxonomic) grammar independent of semantics. (This against Chomsky, Stratificational and Systemic theories). See para. 4.1 of chapter 2.

c) Grammar in general is concerned with the study of types and not tokens. This against transformational theories (See 4.1 of chapter 3).

d) We do not assume that the same theory is equally appropriate to all languages.

This of course is contrary to the views informing the above theories, but in the absence of a satisfactory evaluation measure can neither be substantiated or refuted.

1.3 Semitists and general linguists alike will perhaps object to the absence of a detailed working through of many of the points raised in this study. Quite aside from practical considerations of length the approach adopted is warranted and indeed entailed by the assumption of ill-definition. That is, many areas of the grammar are taken to be only partly susceptible to analytic techniques. It has, therefore, been felt preferable to regard the construction of a grammar as somewhat analogous to the bringing into focus of an image. Just as the relationship between the various components of an image may only be determined by a process of gradual focussing, so it is felt a grammar as a totality may only be created by sketching out its structure and successively refining both the components of the structure and their relationship to each other.
Chapter 2

A Hypothesis for the Structure of Semitic

0 Introductory

0.0 Before entering onto the discussion proper it seems advisable to indicate what, for the purposes of this chapter, is intended by the term 'Semitic language'.

Ullendorf has shown (1958) that there can be no unequivocal procedure - other than diachronic, for deciding what is or what is not a Semitic language.

Now whereas this article serves as a necessary corrective to certain earlier and largely impressionistic formulations, the argument is weak in attaching too much importance to the word 'unequivocal'. (1) If we are prepared to accept a weaker and more fluid methodology - a methodology that is, which assumes that if a typological classification is in any real sense possible, it will be a function of the intersection of tendencies along a variety of dimensions, then the difficulty is eased considerably.

This is of course precisely the technique employed by comparativists and its effectiveness is shown by the fact that there is little or no dispute as to the composition say, of the Indo-European or Semitic groups.

Such a methodology does not however dispose of the case where a language has diverged markedly from its ancestor. Ullendorf observes for instance that "In the south-Ethiopic languages far-reaching phonetic processes have made havoc of the tri-consonantal

(1) More generally Ullendorf's argument conflates two separate questions:-
   (i) whether it is proper to postulate a Semitic family at all (ii) given (i) how, in synchronic terms one may decide its membership. Only in terms of such a dichotomy can the remark that there is "...a preponderance of bi-radicals in the Cushitic languages" be understood. (ibid p70)
One's approach to this problem will to some extent be conditioned by one's attitude to the universality or otherwise of language structures. If we incline to the opinion that languages may differ fundamentally in their structural characteristics then the question of whether or not in synchronic terms some language can be said to belong to some family or another may be decided in the limit by whether or not that language can be described by a model based on the theory of linguistic structure posited for the language family in question.

If on the other hand it is assumed that the structures of all languages are in essence the same, this test (assuming its viability) is not available.

Moreover, the question of whether (say) Amharic is or is not a Semitic language in synchronic terms may well be undecidable even on a non-universal approach to language structure, since, (as will be argued later in this chapter) it is not unlikely that we are dealing with the growth and decay of structures, rather than a shift from one to another.

Therefore, for the purposes of this study the term 'Semitic' or 'Semitic language' is to be understood as equivalent to 'most strongly Semitic', and will be taken to refer to that group of languages sharing a majority of the tendencies which define them collectively, and sharing them moreover in comparable if not equivalent proportions.

Thus for example although Akkadian manifests a large number of biradical roots it would clearly be an exaggeration to claim that the tri-radical system had collapsed. Moreover, even in synchronic terms vagaries in the declension of forms containing
these bi-radicals are most readily explained by reference to their tri-radical origin.

1 An elementary formalisation of Arabic grammatical structure

1.0 Among the defining characteristics of a Semitic morphology – where 'Semitic' is to be taken in the sense given above, is the conjoining of a spatially discontinuous root morpheme with various patterns of affixes. (For an outline of Semitic morphology see Moscati, etc., 1969).

Consider for instance the 2nd verbal measure of Arabic(1) and in particular its second degree measures Fa'al and Fu'il.

Each of these – which may be understood as 'types' is manifested by numerous 'tokens', of which we may instance – ignoring pre-nominal morphemes:

- rattab: moistened vs ruttib: was moistened
- kaSSan: roughened vs ku&din: was roughened
- gaddab: angered vs guddib: was angered (2)

The numbering of these measures follows that traditionally adopted in Western grammars. For a list of the various forms see Wright vol. I pp298-301.

The term 'measure' is taken from Howell, 1883, being his rendering of the Arabic wazn. The traditional concept has, however, insufficient precision for our purposes and will be extended as follows.

Each of the numbers II etc. is presumed to designate a set, as for instance:

II = Fa'al,...,uFa'al

The set II,III etc. will be termed a 'first degree measure'. Each member of these sets is itself a set. For instance:

Fa'al = Fa'alL,...,Fa'alNa

Each set Fa'al, Fa'alL, etc., will be termed a 'second degree measure'. Each member Fa'alLa etc. of a second degree measure will be termed a 'third degree measure'.

Nominal measures are a little simpler, being understood, with few exceptions, to comprise only a second and third degree. For instance, Fa'L is taken to be a measure of the second degree and as such is a set, comprising the third degree measures Fa'Lun, Fa'Lan, etc.

It will be seen that the Arabic wazn corresponds to our second degree measure.

In this study any token of some measure will be termed a 'form'. Note that by many Arabists 'form' is used to render wazn. The system of transcription used in this study is that followed in Wehr's lexicon (English translation, 1961) save for the treatment of initial *alif.
The first of these consists of a spatially discontinuous root \( \mathbb{R} \) conjoined with a pair of affixes having the distribution \( \text{AaBBaC} \) and \( \text{AuBBBiC} \). In the other examples we have the same affixes conjoined with the roots \( \text{kSn} \) and \( \text{zgh} \). 

Thus on the simplest level what we are dealing with here is a set of triconsonantal roots:

\[ \mathbb{R} = \{ \mathbb{R}, \mathbb{R}, \ldots, \text{kSn} \} \]

and a set of verbal affixes \( \mathbb{V} \) including those mentioned above and also such patterns as \( \text{taAaBBaC} \) as instanced by \( \text{tarattab: became moist} \). Thus:

\[ \mathbb{V} = \{ \text{AaBBaC}, \text{AuBBBiC}, \ldots, \text{taAaBBaC} \} \]

Similar arguments may be advanced in respect of second degree nominal measures. Consider for instance the forms:

- \( \text{mansaj: weaving shed} \) vs \( \text{mineaj: loom} \)
- \( \text{marbat: place where animals are tethered} \) vs \( \text{mirbat: hawser} \)

In this case we have a pair of roots \( \text{nej} \) and \( \mathbb{R} \) and a pair of affixes \( \text{maABaC} \) and \( \text{miABaC} \). The roots we may assume to be further members of the set \( \mathbb{R} \), while for the affixes and for others such as \( \text{AaBBaC} \) as instanced by \( \text{nassaj: weaver} \) we establish a third set:

\[ \mathbb{N} = \{ \text{maABaC}, \text{miABaC}, \ldots, \text{AaBBaC} \} \]

---

(1) Note that symbols such as \( \text{Fa'al} \) are taken to designate either a set of third degree measures or a set of forms. Notation such as \( \text{AaBBaC} \) on the other hand is taken to refer to an actual cluster of affix morphemes.

Since symbols such as \( \text{Fa'al} \) designate sets of forms that is are types and not tokens, it is of no importance that the particular form \( \text{Fa'al} \) or whatever, or some particular consonant phoneme, does not appear as a token in some language. Compare Moscati 1969, para. 12.3 (p76)
1.1 Save for the very elementary formalism this fragment of the grammar of Arabic differs little, if at all, from traditional accounts. The same technique may be applied with equal facility to other Semitic languages. Consider for instance the Akkadian forms:

\[
\begin{align*}
\text{urattab} & \leftrightarrow \text{urattib} \leftrightarrow \text{urattib} \\
\text{uballat} & \leftrightarrow \text{uballit} \leftrightarrow \text{uballit} \\
\text{usallam} & \leftrightarrow \text{usallim} \leftrightarrow \text{usallim}
\end{align*}
\]

meaning:

moistens vs has moistened vs moistened
lets live vs has let live vs let live
makes friendly vs has made friendly vs made friendly

From these we may extract a set of roots:

\[R_{Ak} = \{r\hat{t}b, b\hat{t}, ..., \hat{t}lm\}\]

and a set of verbal affixes:

\[V_{Ak} = \{uAABBaC, uAtaBBiC, ..., uAABBiC\}\]

1.2 It will be noted that each member of the Arabic sets \(R, V\) and \(N\) given above bears a sense distinct from those of the others. For the set \(R\) there are the following correlations:

\[
\begin{align*}
\text{r}\hat{t}b: & \quad \text{moistness} \\
\hat{t}\hat{z}b: & \quad \text{anger} \\
k\hat{t}ln: & \quad \text{roughness} \\
nsj: & \quad \text{wear} \\
\text{r}\hat{t}\hat{z}: & \quad \text{tie}
\end{align*}
\]

For set \(V\) we have:

\[
\begin{align*}
\text{AABBaC}: & \quad \text{causative} \\
\text{AuBBiC}: & \quad \text{causative/passive} \\
\text{taAABBaC}: & \quad \text{inchoative}
\end{align*}
\]

(1) For paradigms see von Soden 1952 table 16
And for the set N:-

maABaC: place
miABaC: instrument
AaBBaC: occupation

Not only does each member of the sets R, V and N correlate with a different sense but the type of sense associated with each member of a particular set is very similar.

Broadly speaking, the senses attaching to set R relate to events or states, those attaching to set V relate (in the instances given) to the 'mode' in which some state is perceived, and those attaching to set N (in the examples cited) to a person or thing related to some event.

Note that the senses attached to members of the sets R and N correspond only approximately with the actual senses of the forms cited. This, which is more particularly true of marbat and mirbat, may be ignored for present purposes.

Now since we have chosen to understand the 'expression plane' of Arabic as comprising a set of morpheme sets, we might hypothesise that the 'content plane' is similarly constituted.\(^1\)

That is, corresponding to the set R we might envisage a set of 'predicates':-

\[ P = \{ \text{moistness, anger, ..., tying} \} \]

a set of elements of what could be termed 'causal modality':-

\[ \text{Cm} = \{ \text{causative, causative/passive, ..., inchoative} \} \]

and a set of what, since they serve to create 'substantives' out of predicates, may be termed 'substantivizers':-

\[ \text{Su} = \{ \text{place, instrument, ..., occupation} \} \]

\(^1\) The terms 'content plane' and 'expression plane' are taken more immediately from Lyons, 1968, 2.1.2 and ultimately from Hjelmslev, 1961. See especially p49ff.
Grammarians of a more traditional persuasion may object at this stage that no distinction has been drawn between 'grammatical' and 'lexical' phenomena. More substantially that it is methodologically desirable to separate the two. (This presumably would be the opinion of systemic grammarians - see for instance the discussion in 1.2.1 of Hudson, 1971. Transformational grammarians - for instance, Chomsky, 1965, would be more sympathetic).

Clearly it would be absurd to incorporate a list of roots and predicates in a grammar of Arabic. However, since there are certain quite clear correlations between various subsets of 'lexical' elements of the content plane and particular 'measures' on the one hand, and syntactic structures on the other, it is apparent that the incorporation of a few fairly general statements about lexical structure into the description can only add to its adequacy. (See more particularly section 1 of chapter 9).

Moreover, our approach is not without theoretical justification for as Lyons has observed (1968, p438) "...there seems to be no essential difference between the 'kind of meaning' associated with lexical items and the 'kind of meaning' associated with grammatical items in those cases where the distinction between these two classes of ...elements can be drawn." (The distinction between "open" and "closed" sets is ignored for a quite different reason (ibid p436) - see 2.3 of this chapter.

To summarise thus far, we suggest that the grammar of a Semitic language may be viewed in the first place as a pair of devices which will be termed the 'content code' and 'expression code', each comprising a group of sets of elements of one sort or another.

To this we may add - for the moment without explication,
firstly that among the sets of the expression code there will be a certain amount of syntagmatic ordering. This may be illustrated in the following way. Measures of the third degree—be they Nominal or Verbal, are created from those of the second degree by the addition of prefixes and suffixes. This being so it will clearly be necessary to state somewhere in the grammar that the morphemes concerned stand in a particular place in the pattern or 'template', and much the most simple way of doing this is to incorporate the ordering into the structure of the expression code itself.

Secondly we shall require a set of rules which will link elements of the content code with those of the expression code. Discussion of this aspect is also held over for the present.

2. Outline of a formal basis for the hypothesis

2.0 In 1.6 of Hockett, 1967 (p25) we read "Suppose we have two sets, A and B. An association from A to B assigns, to each element of A, at least one element of B".

More specifically (ibid p26), "A function is an association f:A→B for which, given any element a∈A, its image f(a) is a unique element of B".

Now, let A be the set Cm of the content code (see para. 1.3) and B set V of the expression code. From the definitions given above, and keeping in mind the fragmentary nature of the description offered, it will be seen—and ignoring any further distinctions that might be made, that the relationship between Cm and V is an 'association', and more particularly, a function. Each element of Cm has as its "image" only one element of V.
However, Section 1 contained but an elementary exposition and it can readily be shown that whichever set is selected as "domain" its relationship with the other is that of association.

For example, according to our outline and the definitions given above there is a function between the element Cm (Causative) of the content code and V (AaBBaC) of the expression. However, ́aABaC of the fourth measure - which is of course a member of V, is also an associate of Cm (Causative). Similarly, V (AaBBaC) serves also to express what in pre-theoretical terms will be designated Cm (Active), as for example kaffar: protected (compare kafar with same meaning and see more generally section 2 of chapter 6).

2.1 Hockett further remarks (ibid p26), "If the inverse \( m^{-1} \) of an association \( m \) is also an association, then the association \( m \) is said to be surjective..." More simply, a surjective association can only exist where every element of \( A \) has as its image at least one element of \( B \), and every element of \( B \) has as its counterimage at least one element of \( A \) (assuming \( A \) to be the domain and \( B \) the range).

Intuitively it seems correct to assume that all linguistic associations - that is between the sets of content and expression, are surjective either in this sense or in a rather different sense which will be mentioned shortly. This seems to be so since each plane exists only by virtue of the other (see Hjelmslev, 1961 pp48,49 and also Saussure, 1931,p99) and hence, a content element which cannot be expressed is a contradiction in terms, and an expression element never having any function is redundant. (One exception to this generalisation in modern Arabic would seem to be the manṣūb: subjunctive measure. See 2.21 of chapter 10.)
Moreover, it seems almost always to be the case that the membership of some pair of sets in association is unequal. That is, 'surjection' in the linguistic context appears to entail that for any pair of sets A and B between which there is an association, there will be at least one \( a \in A \) whose image will comprise more than one element of B.

Thus by employing a deliberate semantic shift we will say that whenever the image of some association comprises more than one element of the range, that association is 'surjective'.

Hence the content element \( Cm \) (Causative) is taken to be 'surjectively associate' with the elements \( V(AaBBaC) \) and \( V('aABaC) \). This relationship will be expressed thus:

\[
\begin{align*}
Cm \ (\text{Causative}) & \leftrightarrow \begin{cases} 
V(AaBBaC) \\
V('aABaC)
\end{cases}
\end{align*}
\]

In the course of the same discussion Hockett also states, "A function \( f:A \rightarrow B \) is injective ... if no two elements of the domain (i.e. set A or \( Cm \) say) have the same image." (ibid p27).

Now we have suggested that the great majority of linguistic associations are surjective in Hockett's sense and have derived from this a more specifically linguistic notion of 'surjectively associate' - that is the case where some element, be it of content or expression, is associated with more than one element in the partner code. Clearly we must also envisage the case where only one element of each code is involved.

Our requirement is partly fulfilled by the notion "injective function" and partly by the more general notion "surjective association". Therefore, since for Hockett "A function which is both a surjection and an injection is a bijective function... (ibid p28) we will say (once again employing a semantic shift) that any association involving only one element of the domain and one of
the range is a 'bijective association'.

Thus for instance since the element \( R (nsj) \) is associate only with \( P (\text{Weaving}) \), and if we assume that the reverse is also true, we will have the bijective association:

\[
P (\text{Weaving}) \leftrightarrow R (nsj)
\]

2.2 In the previous paragraphs we have felt our way to what is, in mathematical terms, a much less rigid definition of the terms 'surjective' and 'bijective association'. However, we have so far adhered to the idea that the relationship of association obtains only between the members of a pair of sets.

But it is not uncommonly the case in Semitic, as also in what are traditionally termed the "inflecting" languages (see the introduction to chapter 3) that two content sets are jointly associated with one set of expression elements. For instance, the element \( V (AaBBaC) \) is associate, in addition to \( Cm (\text{Causative}) \) with a further element which we will designate \( As (\text{Complete}) \). That is, our template simultaneously expresses aspect along with causal modality.

Given then our looser definition of the term surjection, it becomes necessary to distinguish two sub-types, which will be termed 'pure' and 'impure'. By 'pure' surjection we intend associations where domain and range each comprise one set only. By 'impure' surjection we intend associations where the domain comprises at least two sets and where one member of each is surjectively associate with at least one member of the range.

In the 'taxonomic' portion of the description, where the term 'surjection' is used at all, it will refer to pure surjective associations (that is, chapters 6-10, 12, 13). Elsewhere - and
especially in chapters 3, 4, 11, 14, it will be intended in the latter sense.

In expositions of elementary Set Theory it is commonly taken as self-evident that every set is 'well-defined'. (For a discussion of this term in a linguistic context see Hockett, 1968). Furthermore, the assumption of well-definedness in the linguistic system is basic to the various Transformational-Generative theories of language structure (see Hockett, 1968, chapter 2 point 010, p40).

Now whereas for many language types - and perhaps in particular for agglutinating languages, it is reasonable to assume, at least as a working hypothesis, the well-definedness of the stock of morphemes and hence phonemes, it is altogether more questionable to assert the same of the content plane.\(^{(1)}\)

Hockett (1968) has attempted to challenge this assumption. He has argued, "...the only (well-defined) systems of which I am sure are the inventions of human intelligence: games such as chess and perhaps baseball; the formal systems of mathematics and logic..." (1968, p57).

From this he concludes (p52) that no physical system can be well-defined, and further, asserts that language is a physical system (p59) and must therefore be ill-defined.

---

\(^{(1)}\) It is interesting to note that the grammarians of Basra also assumed well-definedness of the linguistic system - although working from a set of premises which would read most oddly from the pens of MIT. (See Fleisch, 1961 pp 1,2; and especially:-

"La noble et difficile tâche du grammairien de Basra fut de... montrer l'harmonie du tout et de toutes les parties dans le tout, en particulier ramener, les exceptions à la règle et montrer que ce ne sont que des exceptions apparentes, qu'il n'y a pas eu véritablement exception et cela dans tout le langage:"
The strongest link in this chain of reasoning seems to be that
in which it is argued that well-defined systems are the product
of human intellect. What is much weaker is the assertion that
language is not among these - notwithstanding the fact that his
claim is consistent with the intuitions of many linguists. (See
for instance Lyons 10.5.2, although in fairness this is a position
of agnosticism).

Hockett has indeed attempted to take the argument a little
further (pp60 and 61) but this is by no means conclusive.

The matter is much complicated by the question of 'stability'
versus 'instability' in some system. He argues (p53) that
certain physical systems manifest a stability which should not be
mistaken for well-definedness. Among these he instances a computer
which, although manifesting stability for a considerable length
of time ultimately breaks down.

However, this argument fails to deal with the point that
while such a system is stable its outputs and the operations giving
these may be characterised in a well-defined way. Thus, although
it may well be false to assume that language is a well-defined
system, to the extent that it manifests stability its operations
are (in theory) stateable. If this is so it is possible to
envisage the case where there is indeed a "set of sentences"
(Chomsky, 1957, p13).

Therefore, while one can with some confidence disagree with
the hypothesis that language is a well-defined system, the weaker
hypothesis - that language is a stable system, seems more tenable.
The sets of morphemes, as for instance our set $V$, are certainly
stable; the first and second degree measures are computable,
but what of a content system such as $C_m$ or $P$ ?
The position which will be adopted in this study is that language is a mixed system, manifesting areas both of stability and instability, and hence of course that there is no set of sentences. To the extent that this hypothesis is well founded, the various T-G theories of language structure are misconceived.

In the descriptive portion of the study more detailed arguments will be advanced for the instability of certain sets in the content codes (see, for instance, the discussion of 'aktionsart' and 'causal modality' in chapter 6) but for the moment we will consider evidence of a rather different kind.

Let us consider once again forms on the measures maf'al and mip'al, and especially the pair marbat: place where animals are tethered, and mirbat: hawser (see 1.0). In our introductory discussion we tacitly accepted that the senses of this pair are the sum respectively of the components 'place' and 'tying' on the one hand, and 'instrument' and 'tying' on the other.

But it should be clear that this is in fact an oversimplification. In general the senses of forms on these measures are more than the senses of their components. This becomes obvious when we consider a form which has a variety of quite distinct senses.

For the form maktab for instance Wehr (1961) gives among others: office, study, school, department, desk.

Underlying such phenomena we suggest is a quite general principle that, given a pair of senses such as 'place', some member of the set P, and the measure maf'al, it is not possible to predict the actual sense of any particular token of that measure. (see in rather similar vein, Beeston, 1970, pp73/4).

This may be explained if we accept that of all content sets
those which would traditionally be termed "lexical" exhibit
instability in the highest degree, even though certain subsets —
as, for instance, kinship terms, seem on the whole to be stable.
(See once more Lyons, 1968, 10.5.2).

Thus in the typical case we will have an element drawn from
the unstable set $P$ in 'configuration' with one drawn from a further
unstable set $S_u$ (see chapter 7 for argument). The likeliest
eventuality is then that the derived sense will also be unstable.

The assumption of well-definedness or even stability entails
the construction of an algorithm whereby given the constituent
senses of some item, the 'superordinate' sense may be predicted.
This I believe to be impossible.

2.4

In the light of the foregoing, our original hypothesis should
be modified in the following way.

The sets of the content and expression codes are either
'stable' or 'unstable'. Those of the latter, if not stable
without exception, incline markedly towards stability while those
of the content code evince instability to a greater degree.

However, it does not appear to be the case that the status
of these sets is immutable. The process of linguistic change
guarantees constant modification to the repertoire of content and
expression elements, and there seems no reason to assume that this
process consists merely of a simple switch from one stable or
unstable state to another.

Rather, it seems better to envisage each set as conforming
to a certain 'periodicity', wherein it rises to and decays from
a peak of stability in a rhythm largely peculiar to itself.
Alternatively we should allow for the case where some set collapses
completely and is gradually replaced by another which itself then
rises to stability.

Such a periodicity might be represented by a graph somewhat of the following kind, where the peak indicates stability and the troughs instability.

A graph of a typical set in the expression code would presumably show a relatively large period where stability is maintained with correspondingly small troughs, perhaps as per figure 2. Those content code sets which can be considered ever to reach stability would presumably conform more to Figure 1, with relatively longer periods of instability.

From the foregoing we might go on to develop a theory of diachrony, or of the structure of linguistic change in Semitic. This would then allow us to state — albeit tentatively, a set of conditions which an account of the diachrony of some part of Semitic might be expected to fulfil. These would presumably take the form of a specification of the possible types of set structure and a set of postulates for the way in which these could be modified. (For some discussion of set types see paras. 2.11 to 2.14 of chapter 5).

---

---
3 Excursus: the lexicalist hypothesis in T-G theory

3.0 The nouns of place and instrument in Semitic seem to pose an interesting problem for the theory of language structure advanced in Chomsky, 1965.

Among the ways in which this theory differs from that of Chomsky, 1957 is in distinguishing the set of rewrite rules from a lexicon. This modification had as one of its advantages the fact that "many of the grammatical properties of formatives (where a "formative" is a "minimal syntactically functioning unit" (1965 p3) can now be specified directly in the lexicon, by association of syntactic features with lexical formatives, and thus need not be represented in the rewriting rules at all" (ibid pp86,87). More generally"...the lexical entries constitute the full set of irregularities of the language" (p142).

Now the present hypothesis - which is based firmly on the planes of content and expression, envisages no unit corresponding to the "formative" of this theory, which seems in essence to be indistinguishable from the neo-Bloomfieldian "morpheme" (See the discussion in section 2 of chapter 3). However, it seems not unreasonable to assume in an application of T-G theory to Arabic such elements as 'tying' and 'place' would be regarded as "lexical formatives" (p65).

There are many hundreds of nouns of place and instrument in Arabic (For a sample of these see the relevant parts of the appendix to chapter 7). Their mode of formation is quite regular: one selects an appropriate predicate, adds to it 'place' or 'instrument' and expresses it in an appropriate measure.

This much a model based on Chomsky, 1965 could achieve without difficulty, and there would therefore be no need to enter
such forms in the lexicon. However, if the actual sense of such forms is not the sum of their parts we are faced with the question of accounting for the residue.

If, as we have suggested, the nature of this residue is not predictable these lexical items are to that extent idiosyncratic and, according to Chomsky, should be listed in the lexicon.

But this of course is in itself an inadequate solution since merely to list these forms in the lexicon is to omit stating the strong vein of regularity which runs through them all.

This paradox can only be resolved by adding rules to the base. If it cannot be resolved in this way then language is neither a well-defined nor a stable system.

Moreover, since Stratificationalists also seem to base their theory on an assumption of well-definedness these forms provide an interesting test of the viability of their "sememic" and "lexemic" strata. (See Lockwood, 1972 pp22-26).

4 A modified version of the hypothesis

4.0 Partly on the basis of previous discussion, and partly on the basis of considerations not yet introduced, we now proceed to offer a somewhat modified version of the elementary hypothesis introduced in section 1.

Firstly we return to the question of forms on the measures ma'F'al and mi'F'al and those related to them.

Our elementary hypothesis envisaged a group of content sets expressed by members of the various sets of elements in the expression code. And yet it is clear that if in the typical instance the sense of some form on ma'F'al is greater than the sum of the senses of its parts this simple conception is inadequate.
It appears then that in the content code we should envisage, in addition say to the sets P and Su, a further set of senses which we may designate L, the members of which can be said to 'include' members of the sets P and Su.

'Inclusion' must of course be distinguished from 'componency'. The latter term presupposes that it is possible to give an exhaustive analysis of some lexical item, while 'inclusion' - arising as it does out of the assumption of ill-definition, implies exactly the opposite.

It is not, however, the case that all sets analogous to P and Su stand in an included relationship to some set L. On the contrary it can be shown that certain sets never stand in such relationship (see especially chapter 10) and, moreover, that the sets which do stand in such relationship do not do so invariably.

At this stage it will be convenient to introduce certain terminological distinctions.

Let any content element being a member of a set such as P, Cm, or Su be termed a 'sememe', and let any element being a member of a set such as L be termed a 'lexeme'.

Let any set not having the capacity of standing in an 'included' relationship be termed 'adherent', and any other set 'dual'.

Moreover, let any set whatsoever, be it of content or of expression, be termed a 'system' of the language.

4.1.0

The terms 'lexeme' and 'sememe' require further comment since neither of them are used in their more usual sense.

For Bloomfield (1935, p162) a sememe is the meaning of a morpheme, while in Stratificational theory (e.g. Lockwood, 1972 pp.24, 25, 138) the sememe is in essence a "component" of the lexeme.
In the present study its use will approximate rather more to that of Bloomfield, with the following qualifications. First we assume that a sememe is not necessarily expressed by a morpheme; it may in certain cases be expressed by what will be termed a 'syntactic template' (See section 4 of chapter 3). Moreover, we wish to envisage cases where a sememe is given no overt expression at all, but rather its presence is to be inferred only from some idiosyncrasy of selection within the expression code (See for example, para. 2.0 of chapter 7).

Secondly and more importantly the sememe in this study will be taken to be that unit of meaning which, on the basis of purely internal evidence is seen to be the minimal unit of semantic analysis.

The sememe thus understood is not the unit of componential analysis as say in Stratificational theory (see also Lyons, 1968 10.5.1). Sememe in the latter sense is to be understood as a universal semantic component whereas in the present study it is to be taken as the minimal element of a structure - the content code, reflecting the "Weltanschauung" or 'internal logic' of the language concerned. (1)

The term 'lexeme' should be understood similarly. It is on the one hand a semantic unit; it is a concept of internal logic, and differs from the sememe only in that - having the capacity for including the latter, it is not a minimal unit.

This usage it will immediately be seen is totally different from that customary in the literature.

(1) The question as to whether one's patterns of thought are governed by the structure of one's language I take to be separate from that as to whether languages have different semantic structures. The latter seems non-controversial.
For Hockett (1958, 19.4) it is clearly a unit of distribution. Lyons (1968, 5.4.4) appears on the surface to give a rather different definition, namely, that the lexeme is taken "to denote the more 'abstract' units which occur in different inflexional 'forms' according to the syntactic rules involved in the generation of sentences."

The lexeme of this last definition is, it seems, best regarded as an unordered set of (neo-Bloomfieldian) morphemes and morpheme classes. The lexeme CUT for instance (employing Lyons' notation) may be written:

\[
\text{CUT} = \{\text{cut, Tense, Person, Number, Voice}\}
\]

where 'cut' is a morpheme, and the remaining elements are classes or sets of morphemes.

Since, however, it would seem to be the case that any form realising a cluster of these morphemes has the same distribution both the 'operational' definition of Hockett and the more 'formal' definition offered by Lyons appear to be equivalent.

The use of the term in Stratificational theory seems also to be equivalent to these (see for instance Lockwood op cit pp21,22).

4.1.1 It may be objected that our definition of the term is not in the limit different from those of Structuralist inspiration. However, there is in fact a fairly fundamental cleavage between the two approaches and this may perhaps best be discussed in the context of a discussion of the notion "grammatical level".

Grammatical descriptions of Structuralist inspiration may be viewed in terms of a (Praguian) opposition comprising a "marked" and an "unmarked" member. Strings of phonemes and morphemes (or "morphs") being observable, and hence the focus of the analysis are taken to be the marked member of the opposition. The object of the
analysis is to set up a network of "distributions" for these observables. All that is required of this network is that it furnish the means to a satisfactory taxonomy of the data. These "distributional units" (Lyons, 1968, 5.3.3) may be understood as the unmarked member of the opposition.

The present approach differs in this; that whereas like the Structuralist we assume a set of morphemes we also assume that language is a symbolic system and hence, that in 'tension' with the set of morphemes is a further set of abstractions - namely the elements of content. Neither of these sets of elements is marked; the existence of each is as real or as unreal as that of the other, and each exists only by virtue of the other. (Hjelmslev, 1961, pp48,49).

We argue then that the sememe and lexeme are not units of distribution, rather the reverse - i.e. that many of these distributional units, constituents of a supposed independent level of grammar, are in fact but indifferently conceived semantic units. (See further section 2.2 of chapter 3).

4.2.0 On the notion "discontinuous morpheme"

For all that discussions of morphology engage the attention of Semitists to such a striking degree, remarkably little consideration has been given to the criteria through which the set of morphemes in Semitic is to be identified. Procedures for the segmentation of some measure, where not for the most part arbitrary, have tended not to be applied with the rigour one might expect.

For instance, among the more carefully argued of more recent discussions on the topic are those of Fleisch (1956, pp21-26, and 1961, pp 247-251. The latter is mostly a verbatim reproduction of the former) and Petrášek (especially 1960).
Both of these scholars employ "internal inflexion" (Fr. "flexion interne", Pt. "innere Flexion") as a technical term but each in a rather different sense.

Whereas Fleisch on the one hand (see for instance 1956 pp37-40) confines the term to vocalic alternations occurring within the bounds of the first and last (third or fourth) radicals of the root, Petrásék (ibid p583) on the other extends this in effect to embrace any vocalic element - whether within or without the bounds of the root, having grammatical function. Both scholars be it noted regard gemination of one of the root phonemes as coming within the definition. (I am unsure of the position of elements such as say the perimental of the measure Fawā'il).

In any event it is clear that the type of morpheme envisaged by both is that which Harris (1951 pl65ff) has termed "discontinuous".

Unfortunately it seems equally clear that neither of these characterisations will withstand critical scrutiny. For instance we mentioned above the measure Fawā'il, which is a type of 'broken plural' as for example:-

fākiha: fruit vs fawākih: fruit (plural)

Now the vowel pattern of Fawā'il is precisely the same as that of maFawā'il as instanced by:-

maktab: office vs makātib: offices

According to Fleisch's analysis the ma- of the latter pair is a prefix (1956 p67ff, and also para. C of p64) and is therefore not part of the "internal inflexion" of Arabic. And yet it seems reasonably clear, at least on the basis of the measure Fawā'il, that in the "plural" measures we are dealing with a vowel pattern or template appropriate to four consonants (presupposing certain other conditions which are not relevant here) irrespective of whether or
not these consonants are also radicals.

In other words the decision to select the root boundary as
the limit for "flexion interne" or discontinuous morphemes appears
not to be supported by these examples.

Petráček approaches the problem from rather different premises.
Under the influence of the Prague theory of "distinctive opposi-
tions" he is prepared to treat as a single morpheme any elements
contributing to the setting up of some grammatical opposition
(this is implicit in the discussion in 2.6 on p.567 and the
definitions on p583 - see for instance the pair nahr:river vs
'tanhur: riveru).

However, it does not necessarily follow that because some
contrast is expressed by a series of discontinuous elements, these
elements must belong to one morpheme. For instance, in the
English "We is running" we would not wish to say that because
"progressive" is expressed by "is -ing" that these two constitute
one morpheme, if only because both may be employed independently
of the other.(1)

However, perhaps the most important objection to both of these
methodologies is raised by Harris (loc. cit). He remarks, "In Arabic,...
we have such utterances as kataba 'he wrote',...kaitaba 'he
corresponded', ... from which we extract the following as independent
morphemic segments: k-t-b 'write',...-a-a- 'perfective'-,- (i.e.
added mora of length after the first vowel) 'reciprocal'."

(1) A further point which is not essential to the present discussion
is that is one is prepared to extend the notion of "internal
inflexion"beyond the bounds of the root, there then is no
reason to exclude such contrasts as Fá'al vs nFá'al from the
description, since these two comprise a grammatical contrast
just as much as Fá'al vs Fú'il (See Petráček, 1963)
Now it is clear that both Petráček and Fleisch would regard 
-a:-a- as one morpheme rather than two (Fleisch in fact - 1956 p23, 
gives precisely Harris' example). And yet it cannot be disputed that 
in breaking down this monolithic internal inflexion Harris has 
incorporated a significant generalisation into his description, and 
one moreover which is in strict conformity with his methodological 
presuppositions. (1)

4.2.1 A close examination of the Arabic verbal measures suggests that 
Harris' procedure can in fact be applied with even greater rigour, 
although in doing so we are led into rather uncharted seas wherein 
as many problems are raised as solved.

Consider for instance the measures ُاَمِل ل vs ُعِل, which are 
related in precisely the same way as Fa'al vs Fu'il, and on the basis 
of which latter are traditionally set up the discontinuous morphemes 
-a:-a- and -u:-i-. Now for our former pair of measures Fleisch would 
presumably wish to set up discontinuous morphemes something of the 
order of -a:-a- and -i:-i- (since he would restrict the notion to 
material enclosed by the root boundaries).

But the nature of the opposition might suggest say, that the 
vowel a of -a:-a- is precisely the same as the second vowel a of the 
morpheme -a:-a-. Applying Harris' segmentation procedures would it 
then not be more illuminating to argue that the notion "active" is 
expressed primarily by a morpheme a inserted between the second and 
third radicals and secondarily - in the case of -a:-a-, by a further 
morpheme a inserted between the first and second radicals?

It might of course be objected that in the case of ُاَمِل ل what 
we are really dealing with is a discontinuous morpheme ِل a:-a- and

(1) Note moreover that the same generalisation is also valid in 
varying degrees for the 2nd, 5th, 6th and 8th measures.
that we have merely chosen an arbitrary portion of this to suit our own purpose.

This objection might have more force if there were not such pairs as Fa'al vs Fa'îl where the 'functional load' (see Lyons 2.4.1) is borne entirely by this same vowel ạ. Against this once more it may be objected that on the basis of a wider ranging series of oppositions this functional load would seem to be spread more evenly over the two segments of discontinuous morphemes -a-a- and -a-i-. In this there is of course some force but the fact remains that if we wish to show that in the Arabic verbal system functional load is concentrated on certain phonemes to the greater or lesser exclusion of others then we must opt for the segmentation of the discontinuous morpheme, however defined.

Indeed, an examination of the various verbal measures shows that a narrow concentrating of the functional load is at least as common as its diffusion. Consider for instance the pairs uPa''IL vs uPa'aL ("active" vs "passive") and the appropriate second degree measures of the 3rd and 4th measures, or the pairs ataPa''aL vs utaPa''aL and similarly in the 6th measure.

Moreover, the "active" and "passive participles" of measures 2-8 and 10 all vary only on the alternation of the vowels ạ and ẹ between the second and third radicals, as for instance suFa'tiL vs muFa'taL. Finally consider such pairs as Fa'al vs nFa'al or Fta'al where a grammatical opposition is borne entirely by the elements n and ạ.

To sum up, we argue both in a preliminary way here, and more formally in chapter 12, that a more illuminating description results if we do not confine ourselves to the rigid discontinuous morpheme traditionally set up by Semitists. Rather, we should envisage
associations between content and expression of a more flexible nature, which permit us to observe gradations in functional load.

In effect we need to view the verbal morphemes in Arabic rather like the English examples "is" and "-ing" mentioned above which may be regarded independently or jointly according to the context in which they occur.

4.2.2 We have attempted in the previous paragraph to put forward 'empirical' argument for a segmentation of the discontinuous morpheme. There is, however, in addition a not insubstantial argument from formal economy for such an analysis.

How many linguists are persuaded that arguments of this type are of doubtful relevance (see for instance, Matthews 1972 chap.12) but it does nonetheless seem clear that if formal economy is not inconsistent with descriptive power it may be of assistance.

Aside from any functional considerations it is obvious by inspection that in Arabic verb morphology we are dealing with the interaction of a very limited number of phonemes. Consider for instance the following second degree measures of the 2nd measure:

\[ P ' a ' ' a L \]
\[ P u ' ' i L \]
\[ u P a ' ' i L \]

For the purposes of our elementary exposition each of these was regarded as a separate discontinuous morpheme and a member of the set V. Suppose, however, we 'factorise' the components of these forms. This would give:

\[ u : F : a \]
\[ u : ' : a \]
\[ u : ' : i : L \]

Assuming we were able to build in a series of 'limitation rules' to restrict the possible forms generated by the device, we could derive from this simple array of elements:
Fa'iL; uF'aL; Fa'aL; uF'iL; Fu'iL

in addition to the measures on which the device was based.

From the strictly formal point of view there can be no doubt
which is the simpler means of presentation, but when this means
requires the segmentation of the discontinuous morphemes -
precisely the approach for which we have previously argued, it
becomes clear that the form of analysis we are advocating is not
entirely ill-founded.

4.2.3 Let us then modify our hypothesis in the following way. In
section 1.0 we envisaged an unordered set V of verbal patterns.
We now substitute for this an ordered set of morphemes and a
number of 'dummy symbols' D located in positions appropriate to
the generation of all second degree verbal measures. Thus on
the (limited) basis of the device evolved we might write:-

\[ V = (m_a, D_a, m_b, D_b, m_c, D_c, D_d) \]

where:

\[ m_a = \{ u \} \]
\[ m_b = \{ a, u \} \]
\[ m_c = \{ a, i \} \]

Any pattern derived from such a device will be termed a 'template'.

4.2.4 The formal argument for a similar treatment of the set of
nominal templates N is equally as strong if not stronger than
that for the verbal measures, given the very much greater variety
of these and a similar use of a restricted repertoire of elements.

The argument from 'empirical' criteria is, however, very much
weaker and it is clear that, as regards nominal measures the
traditional approach exemplified by Fleisch and Petráček is on
considerably firmer ground, and is indeed essential to the
description of certain phenomena. (See for instance para. 2.426
of chapter 11).
This is not to say that there are no concentrations of functional load like those of the verbal measures. For instance in the pair:

\textit{mansaj: weaving shed vs minsaj: loom}

the contrast "place" versus "instrument" is borne entirely by the vowel following the initial \textit{m}. Once again this is not to claim that the functional load is borne exclusively by the elements in question, merely that the association between these particular elements and the relevant elements of content is of a 'stronger' degree than those obtaining between the sememe and other non-radical expression elements.

Hence, in conformity with the restated set \textit{V}, (although with rather more reservations) let us also envisage an ordered set \textit{N}, again comprising sets of morphemes and dummy symbols, and where once again the morphemes may function either independently or jointly with others, according to content.

A more detailed consideration of certain aspects of the structure of the reconstituted sets \textit{V} and \textit{N}, plus a discussion of the concept 'morpheme' as used in this study, is given in chapter 3.

5. \textbf{Further observations on the content code}

5.0 That we have set up a code of 'content' implies that the elements contained therein are in some sense to be regarded as meaningful. In this paragraph we consider briefly the status of the elements which have been termed 'sememe' and 'lexeme'.

From the way the argument in 4.0 and 4.1 was developed - and in particular the notion of the 'inclusion' of a sememe within a lexeme, and also from our use of the terms 'content' and 'expression', it may have become clear that what is envisaged is in fact systems of 'concepts', by which we intend a class or set of objects
or predicates which are deemed to share one or more characteristics.

In other words, the lexeme and sememe may be defined as the intersection of the extension and intension of the phenomena it comprises. (For these terms see Lyons 1968 p 454).

Now it will be noted that it is possible to define the 'phoneme' in very similar terms. That is, the phoneme may be regarded as a set of sounds each manifesting one or more articulatory or acoustic characteristics. In certain respects this is of course an oversimplification since it is clear that in some instances a phoneme must be defined relative to the properties of other phonemes with which, in some contexts, it stands in syntagmatic relationship. However, since the same appears in part at least to be true also of sememes and lexemes the analogy is not thereby invalidated.

The point of our analogy is this; that the notion of the concept has been much criticised in recent years, notably by Lyons (1963 chapter 1, 1968, p.2.6. See also Ullmann 1962 p61 para (c) and p64ff). And yet in Lyons, 1968, for instance, it will be noted that a rejection of the notion concept is not accompanied by rejection of the notion phoneme. On the contrary, all linguists are united in admitting a phonological component of some sort into their grammars - be it phonemic, distinctive feature, prosodic or whatever.

In sum we argue that the concept as defined above is quite acceptable as a notion for the linguist qua linguist. This of course is a matter distinct from the question of the 'existence' of the sememe and lexeme - and of the phoneme for that matter, as also from the question of the method by which one identifies them.

We disagree neither with Lyons or Haas (1954) in their insistence
on a rigorous methodology - merely in the apparently tacit assumption that the definition of units should precede grammatical investigation proper.

The philosophical question of the 'existence' either of the individual units or of the structure of which they form part is much more difficult, and being outside my competence I do not propose to discuss it.

5.1.0 'Internal' logic vs 'external' logic

Suppose we wish to perform a contrastive analysis on two languages strongly distinct as to the internal logics of their content codes, and suppose that the focus of our analysis is to be an aniso morphism between them. How, within the framework of a formal grammar, might we show this distinctness?

One possible solution would be to take the relevant concept of language A as 'base' and show the corresponding concept of language B as variant thereon - perhaps by detailing the patterns of association between the appropriate sets or systems of the two languages. This procedure is laborious (and arbitrary) in that if we then wish to contrast the related portions of language C we are once more obliged to select one of the three as base and contrast the other language with it. If B is selected as base and C contrasted then we have as yet said nothing of the relationship between A and C.

Therefore, a better method might be to construct some language-neutral apparatus against which the internal logics of A, B and C could be assessed, and which would also be valid for any other languages we might choose to contrast.

Such an apparatus could have other functions. For instance, linguists working within the T-G framework tend to employ the base
component of the grammar as a sort of 'pivot' whereby the relatedness of what on the surface are more or less distinct structures can be demonstrated. Limitations in this approach have been shown by investigators working within this school (as for instance, Lakoff 1963), and its unsuitability for contrastive analysis is manifest given that description in this hypothesis is base centred, and that the "formatives" introduced into the base are language specific, rather than universal.

It will be clear that just as this language-neutral apparatus functions as a pivot for the comparison of content anisomorphism across languages, so also it could serve the pivotal function of the base in the T-G hypothesis - without the disadvantage of being language specific inherent in this latter.

Let us then assume that some such language-neutral device could be made available to each grammar, and let it be termed the 'representation'.

5.2 A tentative outline of the structure of the representation is offered in chapter 4, and for the moment we may confine ourselves to noting that being language-neutral entails for the representation an 'external' (or "natural") logical structure in contrast with the various internal logics of the content codes assessed against it.

The 'generation' of some utterance, and hence more generally the grammar of a Semitic language may then be taken to have the structure shown in the accompanying diagram:-
That is, to any representation is assigned a (non-concatenated) set of lexemes and sememes. This set constitutes the 'encoding'. Next, to every encoding is assigned a set of morphemes and (primitive) syntactic structures. (For a discussion of the syntactic component of the hypothesis see in particular para. 4.2 of the following chapter). These (concatenated) sets are termed the 'expansion' and constitute a basic morphophonemic level of representation.

Thus, in addition to a description of the codes of content and expression and a list of association rules, the grammar will also contain a list of encoding rules.

Moreover it may be as well to remark at this point that there will be certain restrictions on the freedom with which both content and expression elements may enter into 'configuration' with other elements of the same code. This requires that for each code we provide a list of 'limitation rules' which will define the admissible configurations of the language. (Note that these are not "selectional restrictions" in the sense of Chomsky 1957 or 1965. See the discussion in 4.1 of chapter 3).

A more detailed discussion of these various rule types will be found in chapter 3 (section 1.3) and 4 (passim).

6 Grammatological remarks

6.0.0 The grammar of a particular language constructed on the basis of the hypothesis outlined above will comprise both a generative and a taxonomic component. Broadly speaking the description of the codes of content and expression will in essence be a taxonomy, while the validation or invalidation of the rule scheme forms the generative component.
It would be wrong, however, to see these as very sharp distinctions. Validation of the taxonomy itself is also one of the functions of the generative component - that is, any element of content or expression is in the limit justified only if predictions made by the grammar (e.g. utterances of Arabic) are in conformity with the native speaker's intuition.

On the other hand, it seems likely that certain rules may be written down by inspection and little information is added by the subsequent application of the generative process.

6.0.1 In envisaging a role for taxonomy in grammatical studies we are to a lesser or greater extent in disagreement with one of the tenets of T-G dogma. Chomsky for instance (1964 pp.98,99) argues:- "This point of view (i.e. that "linguistic theory is concerned only with the level of "observational adequacy" ") takes a theory to be, essentially, nothing more than a summary of data. In contrast, it has been repeatedly pointed out (most forcefully, by Karl Popper) that the prevailing attitude in the sciences is to regard data as of interest primarily insofar as it has bearing on the choice among alternative theories, and to search for data, however exotic, that will be crucial in this sense. In any event, there is surely no reason why the linguist must necessarily limit himself to 'the study of phenomena and their correlations', avoiding any attempt to gain insight into such data by means of an explanatory theory of language..."

Now it will be noted that there are two slightly different arguments here. First there is the Popperian view that "data is of interest primarily insofar as it has bearing on the choice among alternative theories", and secondly the more conservative position that the linguist should "... attempt to gain insight
into (his) data by means of explanatory theory of language..."

Popper's view of scientific investigation is most appropriate, it would seem, to those fields where data is not so readily obtainable. The problem in grammatical science is quite the reverse; there is an embarrassment of data, such that the confirmation or disconfirmation of any hypothesis becomes difficult if not impossible.

Moreover it is particularly absurd to suggest that data is peripheral to diachronic linguistics - without data there can be no diachrony. (No sane person for instance would hypothesise a grammatical structure and diachrony for a group of Old Stone Age languages).

Thus we find that in effect T-G grammarians adhere to the more conservative of the two positions mentioned by Chomsky. As has been noted elsewhere (see for instance Botha 1968, para 3.2. 4.3, pp. 67,68) studies within the T-G framework do indeed reflect considerable taxonomising activity - albeit implicit rather than overt.

That the taxonomy should be implicit is entirely proper since there can be no ideal ratio of taxonomy to generation. The means can be justified only by the end.

Between the taxonomies of traditional grammar (including those of transformational generative grammar) and that envisaged here, there is, however, a difference of some importance.

Those of traditional grammar are set up to account for - or to characterise, patterns of distribution. (For a more extended discussion see section 2 of chapter 3). Ours on the other hand is a meaning-based taxonomy; each of the samples in appendices A and B for instance is a classification of the forms it comprises.
But, since we regard grammar as the description of a symbolic system, it follows that a taxonomic component founded on semantic distinctions is better motivated than one based on pure distributional criteria.

6.1

A philosopher of science has written "A theory must serve as the basis for explanation, ... In order to fulfill this demand, a theory must describe the means by which the phenomena it explains come about". (Harré 1972 p24)

Such a statement naturally prompts the question, what can a hypothesis such as that given above be said to 'explain'? By introducing a level of "descriptive adequacy" Chomsky (1965 p24) clearly infers that individual grammars have little or no explanatory power, even though (ibid p25) he regards a grammar as "...a theory of the language of which the well-formed sentences of the primary linguistic data constitute a small sample".

Explanation proper - in the sense of identifying a causal mechanism, can for Chomsky only be achieved by "...constructing a theory of language acquisition, an account of the specific innate abilities that make this achievement possible". (p.27)

Looked at from the scientific, as opposed to the Psycho-linguistic point of view, it is difficult to disagree with this, and yet one wonders whether it would not be better to envisage various levels of explanation in linguistic science. For instance the morphology and semology of Arabic might to a certain extent be explained by an account of the diachrony by which they arise, which in turn might be explained by a theory of language change such as the one tentatively offered above (see 2.4).

Likewise the differences between the Semitic and other language groups might be explained by showing that the grammar of
each language conforms to a structure, such as that outlined, which is distinct from the structure of other language families.

Insofar as these are 'causal mechanisms' at all it is nonetheless clear that they are of a secondary or even tertiary nature. However since explanation in Chomsky's sense is at the moment unattainable it would seem that the more modest levels of explanation suggested in this paragraph constitute a perfectly satisfactory interim goal. (Botha (1968, paras. 3.2.32, 3.2.33, pp58-63) also has some discussion of more modest levels of explanation).
Chapter 3

On the Structure of the Expression Code

Introductory

0.0 Before beginning the discussion proper it would seem advisable to make a few remarks on language typology. Introductory discussions of this topic serve mainly to highlight the inadequacy of the traditional classification when viewed from the standpoint of Semitic. (See for instance Lyons, 1968, sections 5.3.6 to 5.3.10 and Bazell 1958).

Bazell for instance (ibid pp45,46) speaks of Semitic as 'inflecting' in type. On this basis it would then be reasonable to suppose that Arabic, as a representative of Semitic, is typologically similar to Latin - also of course of the inflecting type. While there is a certain truth in this it is also true that Arabic is typologically at least as similar to English as it is to Latin - a fact which could never be apparent from Bazell's account.

Note further that traditionally an inflecting language is one for which linguists "can match their classes (i.e. categories) before they can match their segments" (ibid p39). For Arabic this is simply untrue.

0.1 The major difficulty with this traditional typology is that two quite different dimensions of analysis are conflated into one. To employ Lyons' terminology, we should classify a language firstly in respect of its 'segmentability' into "morphs" and secondly in regard to what might be termed its 'associability' - that is, whether there is but one morpheme per morph or more. (See para. 2.1 of chapter 2).
Let us then for the purpose of this study replace the traditional 'one-dimensional' classification in three terms by a two-dimensional scheme having the following sub-divisions.

First we envisage a three-way classification of segment-ability comprising the terms 'isolating', 'agglutinating' and 'fusional' - instanced by Chinese, Turkish, and Latin respectively. Next a two-term classification of associability comprising:

i) the case where there is only one morpheme per morph

(ii) " " " more than one " "

However, to conform with the theoretical framework evolved in chapter 2 these latter should be redefined as follows:

i) the case where there is only one sememe or lexeme per morpheme

ii) " " " is more than one " " "

Following para 2.1 of chapter 2 languages of type i) will be termed 'bijective' and those of type ii) 'surjective'.

On the basis of this classification the following table may be compiled:

<table>
<thead>
<tr>
<th>bijective (A)</th>
<th>surjective (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>Arabic</td>
</tr>
<tr>
<td>Arabic</td>
<td>Latin</td>
</tr>
<tr>
<td>isolating (A)</td>
<td>agglutinating (B)</td>
</tr>
<tr>
<td>fusional (C)</td>
<td></td>
</tr>
</tbody>
</table>

Such a typology is in itself far from perfect since it does not capture the fact that languages tend towards one classification or another and do not entirely exclude all others. English for instance has at least some items of type AB (e.g. 'sheep') and perhaps even of CB (e.g. 'took').

1 On the setting up of Morphological systems

1.0 The principle technique employed in Item and Arrangement (IA)
analyses is segmentation, and hence it follows that any language
classified along our dimension of segmentability as A or B is to
that extent analysable in IA terms. (On IA see Hockett, 1954).

Since Arabic is classified BB we will then expect the
description of the morphological component to be cast in
'arrangement' rather than 'process' terms. (See however the
discussion in para. 3.1 below).

1.1.0 Consider the pair of second degree verbal measures uFa''iL
and uFa''al.(1) These vary only on the assignment of the elements
a and i between the geminate second and third radicals. The same
pattern is repeated across other pairs of cognate verbal measures,
as for example:-

uF’a’iL vs uF’a’al (3rd measure)
uF’iL vs uF’aL (4th measure)

Save for the interchange of a and u in initial position the same
contrast also characterises:-
anFa’iL vs unFa’aL (7th measure)
aFta’iL vs uFta’al (8th measure)
astaF’iL vs ustaF’al (10th measure)

Now according to the discussion in 4.22 of chapter 2 the elements
a and i may be understood as members of a set m₇, as similarly may
the elements appearing in other positions in the various measures
listed above.

It is not a necessary precondition for the setting up of any
morphological system that its members should contrast in all
positions. For instance in the measures uFa''iL and uFa''al
the element a appears between the first and second radicals in
both cases. However, this element is still to be seen as a
member of a system since, in the case of the cognate pair Fa''al

(1) 'Verbal' here is used pre-theoretically. For a more precise
specification see 1.2 below.
These measures may be instanced by ukawwif: frightens; ukawwaf
is frightened.
and Fu'il there is a contrast between a and u in this position, in
addition to the already established contrast between a and i.
(Compare kawwaf: frightened, with the examples given above).

1.1.1 In formal terms these systems may be regarded for the most part
as 'overlapping' (see Lyons, 1968, para. 2.3.1). This overlapping
is either 'arbitrary' or 'motivated'.

Since the repertoire of elements - especially vocalic, in
Arabic is limited and the aggregate membership of the various
systems well exceeds the number of elements available, it is clear
that some elements at least may be expected to appear more than
once in the structure. However it seems not uncommonly to be
the case that where some element occurs in more than one system
we may attribute such overlapping to the fact that there is a
diachronic relationship between the elements concerned. An
instance of this is given by the various series of anaphoric forms.
A possible analysis would systemically distinguish pronominal
forms suffixed to verb forms from demonstrative pronouns. Thus
the systemic analysis we choose to attach to say the -hu of
kawwafahu: he frightened him, might well differ from that for
the form hādā: this, where the h in both cases is presumed to
derive from one and the same deictic element.

Overlapping of the latter kind is that which we have termed
'motivated'; all other instances of overlapping are 'arbitrary' -
although it is readily conceded that the precision with which we
may distinguish the two types depends entirely on the state of
diachronic studies.

For Arabic it seems reasonable to suggest that these morpho-
logical systems are 'stable' without exception. (See the discussion
in para 2.3. of chapter 2).
A specification of the syntagmatic relations of any morphological system will comprise two sub-components.

First, every system is taken to be a member of some 'series' where a series is an ordered set of systems of expression elements and dummy symbols (cf 4.2.3 of chapter 2). For instance the 'Verbal' series will specify the form of any verbal measure, by which is understood a group of measures having approximately similar distribution and among which paradigmatic relationships may be established. (Such a definition is intended to exclude such measures as maF'ul which, although having a similar distribution to acknowledged verbal measures, morphologically stands quite alone).

Second, systems will be specified in respect of their relationship to the dummy symbols. That is, they are either pre-fixed (p), infixed (i), or suffixed (s). Thus we envisage three subsets of the Verbal series V, namely:

\[
\begin{align*}
V_p &= (a, b, \ldots, n) \\
V_i &= (a, b, \ldots, n) \\
V_s &= (a, b, \ldots, n)
\end{align*}
\]

Since these are ordered sets it follows that any member of say \(V_p (a)\) will precede one of \(V_p (b)\). For example, if the system \(\{a, u\}\) manifested in the contrast Fa'ul vs Fu'il be designated Via, and the system \(\{a, i\}\) by Vib, then it will be the case that any assignment of Via (a) will be located immediately before say Vib (a) - save for the intruding dummy symbol (s).

The conjunction of these two elements in some expansion will be designated thus:

\[
\text{Via (a): Vib (a)}
\]

We must also envisage the case where no member of some system is
assigned. Thus we establish the convention whereby in the absence of some $S_1x(y)$, an element $S(x+n)(y)$ is assigned as the 'immediate successor' of some $X(x-n)(y)$, where there is no $S(x+n-1)(y)$ or $S(x-n+1)(y)$. Consider for instance the measures 'af'âL and staF'âL. A possible analysis of the prefixes of this pair might result in the following systems:

$$Vpa = \{s, t\}, \quad Vpb = \{t\}, \quad Vpc = \{sa\} \quad (1)$$

Generation of some form on staF'âL would then involve assignment of the sequence:

$$Vpa(s): Vpb(t): Vpc(a)$$

However, in the generation of some form on 'af'âL, no element from Vpb will be assigned. By convention Vpo(a) then becomes the immediate successor of Vpa(') and we have the sequence:

$$Vpa('): Vpo(a)$$

1.3 Thus far we have a model of the expression code consisting of a number of systems arranged in syntagmatic series. However it is not the case that every member of these systems may be assigned independently of all others in the same series.

That is we wish the grammar to state that there is for instance no measure *taF'âL in Arabic nor a measure *saF'âL.

We require, therefore, a means of stating these restrictions, which seem to be of at least two types:

a) Where the assignment of some element is not compatible with the assignment of some other — as for instance $Vpa(')$ is not compatible with $Vpb(t)$.

b) Where the assignment of some element necessitates the assignment of some other — as for instance the assignment of $Vpa(s)$ necessitates the assignment of $Vpb(t)$.

The system Vpo also assumes the measures 'uF'âL and staF'âL.

The basic materials for a diachronic argument of this kind may be found in Moscati, 1969, paras. 16.10-16.14, and Wright, 1:65Re.
Restrictions of this kind will be stated in the form of 'limitation rules' (cf para. 4.2.2 of chapter 2) and since elements in the content code are also taken to be constrained by such rules the following introductory remarks should be understood as valid there also.

Let there be some pair of elements $E_x(y)$ and $E_z(y)$ the assignment of one of which is not compatible with that of the other. Then we will write:

$$E_x(y) \longrightarrow E_z(y)$$

Next we must envisage the case where some pair of elements are incompatible save in the presence of some third element. This will be expressed:

$$E_x(y) \leftarrow E_z(y)$$

(From $y$)

Where an element of some system is not compatible with any element of some other we will simply write:

$$E_x(y) \longrightarrow E_z(y)$$

Finally there is the case where the selection of some element entails the selection of some other. Such a rule will have the form:

$$E_x(y) \Longrightarrow E_z(y)$$

Note that the case of mutual entailment may define, in the expression code, a discontinuous morpheme (on which see 4.2.0 of chapter 2).

Hence, returning to the example given above, since the assignment of $V_{pa}(\cdot)$ is taken to be incompatible with that of $V_{pb}(t)$ we write:

$$V_{pa}(\cdot) \longrightarrow V_{pb}(t)$$

And, since the assignment of $V_{pa}(s)$ entails that of $V_{pb}(t)$ - but
not vice versa, we have
\[ V_{pa}(s) \implies V_{pb}(t) \]

1.4 A Note on Dummy Symbols

In the elementary grammar given in para. 1.0 of chapter 2, members of the set of verbal affixes were expressed in the form \( AaBBaC \) and so on, and the letters \( A, B, \) and \( C \) are replaced by dummy symbols in the formulation of 4.2.3 of that chapter.

Now since certain measures have either the second or third radicals geminate we require a notational convention to permit the addition of an auxiliary dummy symbol as necessary.

To accommodate this the second and third dummy symbols will have the form \( B(b) \) and \( C(C) \) where appropriate, and where \( (B) \) and \( (C) \) are optional.

Since there is no measure where gemination of both radicals occurs simultaneously we may also write a rule:

\[ (B) \implies (C) \]

2 The status of the expression code elements

2.0 The outline of the expression code presented in the preceding paragraphs was derived from first principles. That is, we merely noted that there are in Arabic symbols - as in any other language, among which certain formal relationships can be said to obtain.

The purpose of this section is to provide a more precise specification of the nature of these expression code elements.

2.1 Among the assumptions underlying the hypothesis presented in the previous chapter is that a natural language is a symbolic system of a particular kind whose two aspects we have termed the planes of content and expression. We have therefore taken as
axiomatic that any 'level' posited as part of the grammar should be clearly related to one or other of these planes, and should be justified with reference to them.

Since we are speaking of the 'expression' code it follows by definition that for instance, Arabic verb forms are signs which signal some sort of content.

2.2.0 For Bloomfield the principle units of grammatical analysis were the "morpheme" and "phoneme", where the former is taken to be composed of the latter.

All of these morphemes are incorporated into a taxonomy based on a number of "form-classes", and each morpheme is said to "belong to" one or more of these. Moreover, "large form-classes which completely divide either the whole lexicon or some important form-class into form-classes of approximately equal size, are called categories".

Therefore on the one hand the Bloomfield morpheme is, for him, the principle and most basic unit of the expression plane. On the other hand it does not seem possible to view the morpheme as an "exponent" of some category -- to do so would be contrary to the purely taxonomic function of the concept.

2.2.1 The inadequacies of this theory are well known and require no discussion here. More important for our purposes are the various levels of representation conceived by the Neo-Bloomfieldians as a remedy for the defects in the original scheme.

(1) "Lexical forms having any function in common, belong to a common form-class ..." where "...we extend the term lexical to cover all forms that can be stated in terms of phonemes" (Bloomfield 1935 p265 and 264 respectively)

(2) ibid p270

(3) For a clear evolutionary account of Structuralism see Palmer 1971.
In particular this group of linguists laid great emphasis on distinguishing "morphologically" from "phonemically" conditioned alternation. Morphological conditioning for instance determines that the English morpheme \{s\} or \{plural\} shall have the alternants /s/ and /\-n/, whereas phonological conditioning determines that the former shall have the alternative realisations /iz/ /\-z/ and /\-s/. Thus between the morphemic and the phonemic is introduced a further level, termed the morpho-phonemic.

The question then arises, what is the relationship of these three levels of representation to the planes of content and expression?

Being the basic representation of the shape of some form, the morphophoneme is clearly to be regarded as part of the expression plane, hence so is the phonemic level proper.

The problematical level is the morphemic. Is the Neo-Bloomfield-ian morpheme a concept of expression, of content, or of neither?

Hockett (1958, p134) asserts that "a morpheme in a given language is defined only relative to the whole morpheme stock of the language: a morpheme is something different from all other morphemes of the language". Thus "one...can only define ...what a specific...morpheme of a specific language is, in terms of the operations and criteria used in discovering them".

From the above it is clear and entirely consistent with structuralist theory that this morpheme is not to be understood as a unit of meaning, and therefore of content. It seems equally clear that it cannot be a unit of expression, since in this plane we are concerned with the segmentation of utterance tokens.

Since the morpheme thus conceived appears to form part neither of the content nor of the expression code we would be
justified prima facie in concluding that a distinct Neo-Bloomfieldian morphemic level is not relevant to our hypothesis.

2.2.2 For the purpose of the above discussion we assumed a morpheme to be an entity of some kind. This interpretation is supported by Harris (1951, p16) where we find; "Two utterances, or features will be said to be linguistically, descriptively, or distributionally (my emphasis) equivalent if they are identical as to their linguistic elements (i.e. phonemes, morphemes) and the distributional relations among these elements".

This statement is of interest since there is a body of scholars who envisage the morpheme as a mere taxonomic convenience. Bazell for instance (1953, p51) defines it simply as the "unit of distribution". Lyons, more explicitly states (1968, p183) "The morpheme is not a segment of the word at all; it has no position in the word...but merely its 'factorial' function (sic)".

Bazell supports his conceptualisation by arguing that "at the level of the sememe, (where this term is used in approximately our sense) every unit must be invariably commutable with at least one other unit". (i.e. meaningfulness implies choice). For instance "In Latin, the morpheme third person cannot invariably be commuted with any other morpheme, hence it cannot define a sememe" (ibid p31). From this it is deduced that the sememe is not an adequate unit for distributional analysis.

All of this of course begs the question of the extent to which distributional analysis is a legitimate goal of linguistic science. Bazell's example indeed may be used as an argument for the contrary position for, in the many cases where the "third person" form is commutable with others, it is commonly the case that this commutability reflects various possibilities of meaning. In
such cases the distribution of the forms concerned can be said to be 'semantically conditioned'. Other cases (such for instance as the impersonal verbs cited by Bazell) having no semantic motivation may be regarded as 'morpho-syntactically' conditioned.

This distinction is, we would suggest, at least as important as that drawn by structuralists between morphological and phonemic conditioning. If this is accepted it follows that the morpheme conceived as the unit of distribution makes the construction of an adequate grammar more, rather than less, difficult.

2.3 The argument discussed above, namely, that there is no one to one correlation between morpheme and sememe, is strikingly similar to that advanced by structuralists to show that the grammatical categories are not categories of meaning. Number for instance cannot be a semantic category in English since there are forms such as oats and wheat, both of which are "mass" nouns, one of which is "singular" and the other "plural". (See for instance, Bloomfield op.cit. para. 16.5, p271) While it does in fact seem possible to answer this particular point by an appeal to the distinction drawn above between 'internal' and 'external' logic, this is not our purpose here.

Rather what is interesting is that we have on the one hand a set of Neo-Bloomfieldian or "distributional" morphemes, the majority of which broadly correspond to semantic notions of various kinds, and on the other a set of grammatical categories which similarly, seem to correspond fairly closely to semantic categories.

In Bloomfield's theory the category is a class of lexical items -- of morphemes. Of what, however, is the grammatical category a classification in Neo-Bloomfieldian terms -- the morpheme, the morphophoneme, or both?
The fact that both the morpheme and the grammatical category are quasi-semantic in nature seems to suggest that the latter classifies the former rather than the morphophoneme.

This is supported by the usage in Matthews 1972 where the term "morphosyntactic category" is used to refer to what are elsewhere termed "grammatical categories", and where a "morphosyntactic property" is a term in such a category and which, from the setting of the whole study are clearly the "morpheme" and "morphemic components" of Neo-Bloomfieldian theory. (1) See pp 160-162.

2.4 Within the framework of a structuralist theory it does then seem reasonably clear that the 'elements' of our expression code should be identified with the morphophoneme, and be succeeded by a level of phonemicisation proper. Thus for instance on the measure Fta'Al we should set up a 'primary expansion' f.tarab: be troubled, which under phonemic conditioning becomes f.tarab. (2)

A second possibility would be to set up the basic representation in terms of "distinctive features" (See Jakobson et al 1952). While this would in several ways be an attractive solution it will not be adopted in the study since our object is to hypothesise a structure for the expression code, and so long as this is the limit of our ambition, intelligibility of presentation is more important than theoretical precision.

(1) For "morphemic components" see Harris 1951: ch. 17. This concept has not been discussed here since its status is from a semantic point of view, analogous to that of the morpheme. Matthews (p161 item B) seems to take the relationship between the N-B morpheme and grammatical category as a "primitive" almost. Contrast Hockett 1958 where the matter is not discussed at all, and one is given no hint of such a relationship.

(2) Except where the contrary is stated, transcriptions of Arabic in this study are post-phonemicisation.
The term "morphophoneme" is rather clumsy, and since "morpheme" is available this will be used to denote the elements of the expression code. It will be noted that this usage corresponds more to Bloomfield's own. That is, the morpheme is understood as a unit of segmentation. On the other hand, it differs from that of Bloomfield in the following ways:

a) The term does not embrace phonemically conditioned allomorphs.
b) The morpheme is not the minimum unit of grammatical analysis.

3. An alternative solution

3.0 An interesting and important alternative solution to the problem of constructing a formal morphology is that of Matthews (1972) (p170ff), whose solution is to set up a 'Finite state device' (FSD) through which the set of word-forms may be generated.

The purpose of the following paragraphs is, in a fairly preliminary way, to compare this solution with our own, and to suggest certain conditions under which one or other solution might be preferred.

First of all we should point out that the morphological structure of Arabic is equally amenable to this treatment as that of Latin. To show this a fragment of the morphology of Arabic is set out below, firstly as a series of systems and then in the form of an FSD. The fragment chosen, and whose analysis is presented without discussion (1) concerns the series of verbal prefixes and infixes.

<table>
<thead>
<tr>
<th>Vpb</th>
<th>Vpe</th>
<th>Vpd</th>
<th>Vpe</th>
<th>Via</th>
<th>Vib</th>
<th>Vic</th>
<th>Vid</th>
</tr>
</thead>
<tbody>
<tr>
<td>a u</td>
<td>s u</td>
<td>t* u</td>
<td>a u</td>
<td>i</td>
<td>B* (B)</td>
<td>u</td>
<td>i</td>
</tr>
<tr>
<td>i</td>
<td></td>
<td></td>
<td>i</td>
<td></td>
<td>(C)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1

That the two models may be the more nearly equivalent two of the

(1) For the analysis proper see section 1 of chapter II).
more important restrictions have been inserted -- namely, \( Vp_c(1) \)
is not compatible with \( Vp_b \), and \( Vp_d(n) \) is not compatible with\( Vp_e \). The equivalent PSD will have something of the following
form:

\[
\begin{array}{c}
S_0 \rightarrow u \rightarrow S_1 \quad u \rightarrow S_2 \quad t \rightarrow S_3 \quad u \rightarrow S_4 \quad a \rightarrow S_5 \quad B (B) \rightarrow S_7 \\
\end{array}
\]

\[
\begin{array}{c}
C (C) \rightarrow S_9 \quad u \rightarrow S_11 \\
\end{array}
\]

\( \text{Fig. 2} \)

Each of these structures must be supplemented by a set of
restrictions which will permit all and only the verbal measures
of Arabic to be generated. Without these restrictions both
models will generate far more forms than actually exist (See
Matthews 1972 p171; fn1).

The restrictions are much the same for both models and there
is no reason to assume that either one offers a more simple
solution than the other. There is, however, one point which
may be mentioned. It does not seem possible to envisage an
PSD without such restrictions. It would therefore be erroneous to
suppose that because the PSD version of the fragment does not
require supplementary statement of incompatibilities it is,
therefore, superior in elegance or generality. It is only because
the fragment has been much simplified that restrictions of a
similar kind are not attached.

3.1 The PSD version is in one respect definitely superior, namely,
in its treatment of morphemes and dummy symbols which in the
systemic version are starred -- i.e. \( t^* \) and \( B^* \). The basis of
our theory of the expression code is -- to recapitulate, that the
word forms of Arabic are best viewed as selections from series of systems between which various syntagmatic relationships hold. The linguist will not be surprised to learn that there are exceptions to this, although what is perhaps even more surprising is that there are so few of these. In the verbal series of systems there are apparently two, the measures Fta' aL and other second degree measures of the VIIIth measure, and the measure 'iF'ilLL.

There can be little doubt that the morpheme т of Fta' aL is the same as those of taFa''al and taFa'aL. For this there is both diachronic and synchronic evidence. (1) There are two ways of describing these measures. We may on the one hand assume that infixation occurs in the phonemic level proper; that is, the basic form is set up as tFa'aL. (2) Or we may assume a base form Fta'aL. If our description is to reflect the speaker's competence there can be little doubt that the latter is the preferred solution. However, in that case we are confronted by the problem of how to locate т behind the first radical when we have assigned it to a prefixed system. It is to this end that the star convention is introduced.

Let there be some content element Cx(y) which is expressed either in taFa''al or Fta'aL. The following pair of rules is then set up:

Cx(y) ←→ Vpd(t) and Cx(y) ←→ Vpd(t*)

(1) As diachronic evidence the Syriac form etF'eL may be cited (see Nöldeke 1898 para. 159 and also Wright Vol. 1 54 Rem). For synchronic argument see paras. 1.5 and 2.4 of chapter 6, and appendices mentioned there.

(2) Compare such Hebrew forms as hitstaddaq: justify oneself, where one would presumably wish to set up a basic form hitsaddeq.
The latter is then subject to the convention:

\[ \text{Vp}(t^*) \rightarrow /F - / \]

which may be glossed "the term to the left of the expression is to be located in the position indicated on the right".

The measure 'if'\'il\'al which is taken to be analogous to 'inFi\'al, and 'ifti\'al is generated similarly.

In this case we wish to locate the second radical immediately in front of \( \text{Via}(i) \) and therefore we establish a further convention:

\[ \text{B}^* \rightarrow /_\text{Via}(i)/ \]

It may be objected that this is a rather ad hoc device and so in a sense it is. As our second version shows the FSD can treat such phenomena in a more homogeneous manner. (On very similar Latin phenomena and the question in general see Matthews 1972:6.1 (pp57-64) and 9.2 (pp165-169). In general it may be said that any process based approach, and not only an FSD, will offer a superior solution to such problems -- if that is, "superior" is equated with "more general". It is however equally possible to maintain a contrary position -- namely, that if some phenomena are clearly exceptions to some more general pattern they should be seen to be so.

In the present case it seems possible to adhere to both of these positions simultaneously. For if, as we have tried to argue, both the content and expression codes of Semitic should be viewed as 'system based' then this is one significant generalisation about its structure -- more significant by far, we would suggest, than the incorporation of a few odd processes into a homogeneous morphological framework.

3.2 Inspection of figs. 1 and 2 suggests that there is a greater basic similarity between the two approaches than might
appear to be the case at first sight. In general, the closer a language approaches types BA and BB (see para. 0.1) the more exact the parallel between the two models. In the limit, the case, that is, of a language purely BA or BB the two models will differ only in this; that within an FSD framework selection of the various morphemes will be sequential, a condition which is not imposed by the systemic model.

Now along with the notion that the planes of content and expression may be organised into series of systems related in various ways, we have assumed that the members of these are related to members of systems in the other plane in patterns of 'association', and that an important part of the grammar constitutes a statement of these patterns and the constraints upon their formation.

The constraints on association appear to be of two types which, adhering to the terminology used above (para. 2.2,2), are designated 'semantic' and 'morphosyntactic conditioning'. For Arabic it is very much the case that the majority of constraints are semantic. That is some association:

\[ Cx(y) \leftrightarrow Ex(y) \]

if constrained at all, will commonly be so by the presence in the content encoding of an element Cy(y) rather than the prior assignment of some expression element Ey(y). The consequences of this will be fairly obvious for, given some content encoding there will be very few associations which will presuppose the assignment of some expression element -- that is, there will be very little requirement for rule ordering in the 'expansion'.

3.3 The main objection to the adoption of an FSD type structure is this; that if as we argue, there is a certain symmetry in
the structure of the content and expression codes then this should not be masked by the imposing of two different models on the two codes.

If, however, we were to cast the content code in the form of an PSD we would need to impose an ordering on its elements - an ordering which unlike that of the expression code would be entirely arbitrary.

4 The Syntactic Component

4.0 The grammarian encounters the term 'syntax' used in at least three senses.

Firstly there is the traditional sense where "syntax" is contrasted with "inflexion". That is, "inflexion treats of the internal structure of words, and syntax accounts for the way in which words combine to form sentences" (Lyons 1968, 4.12, p133).

While the above definition is of importance for understanding the Structuralist use of the term, it is not entirely accurate. For an examination of older grammars will show that for their authors 'syntax' also embraced the 'use' to which constructions and morphological forms were put. This is true of Goodwin's grammar of Greek as it is also of Wright's grammar of Arabic and Gesenius-Kautzsch grammar of Biblical Hebrew.

For our present purposes it simply suffices to note that 'use' as understood by these older grammarians is in this theory mainly incorporated in that part of the grammar dealing with the assignment of encodings to the representation. For instance if in an older grammar we are told that the māqīl measures indicate "an act completed at some past time" (Wright, 2.1a) this is to be taken as equivalent to a statement in this study that if 'past
time' forms a component of some representation then this will be encoded as an instance of completive aspect.\(^1\)

The second sense in which the term is encountered may in fact be understood as but a purer application of the sense theoretically assigned to it in tradition. For Hockett "Morphology includes the set of segmental morphemes, and the ways in which words are built out of them. Syntax includes the ways in which words, ..., are arranged relative to each other on utterances". (1958, 20.1, p177. See also Bloomfield 1935, 12.1, p184). If for "words" in the above quotation we substitute 'word-classes' then the definition will be in part appropriate to an understanding of the term 'syntax' as used in this study.

4.1 The third current use of the term 'syntax' is that encountered in the work of the Transformational-Generative (TG) theoreticians. The term does in fact bear two slightly different senses in their usage, namely, an earlier one where syntax is taken to be "the study of the principles and processes by which sentences are constructed in particular languages". (Chomsky,1957,p12), and a later understanding whereby "a syntactic description of a sentence (is taken) to be an (abstract) object of some sort, associated with the sentence, that uniquely determines its semantic interpretation...as well as its phonetic form".\(^2\)

Two points should be noted here. First, for all the two quotations reflect a difference in emphasis, the role and nature of the syntactic component is in each case much the same. In the final analysis whether the grammar is conceived more abstractly

\(^{1}\) See section 1 of chapter 10. The parallel is far from exact since on the one hand our theoretical presuppositions are quite different, and on the other, Wright's account is (I believe) simply wrong.

\(^{2}\) The first bracketed material is inserted, the second appears in the text. See Chomsky, 1966, p5.
as a quasi-mathematical device as in Chomsky, 1957, or less abstractly, as "a description of the ideal speaker-hearer's intrinsic competence" (Chomsky, 1965, p4), the syntactic component is still the principal means through which "structural descriptions" are assigned to sentences.

Secondly, it should be noted that as it stands the 1957 definition does not differ overmuch from those of the Structuralists. The real difference resides in the fact that for Chomsky language is conceived as "a set of sentences, each finite in length and constructed out of a finite set of elements." (Chomsky, 1957, p13). That is, a TG grammar attempts not merely to specify the types of permissible syntactic structure, but also to generate the permissible tokens of those types.

It is primarily for this reason that Chomsky is obliged to envisage two sub-components in his syntax, namely, those of "deep" and "surface" structure, where the former itself comprises a "phrase-structure" and a "transformational" component. (ibid p46)

For instance Chomsky observes (ibid p43) that the same "selectional restrictions" - i.e. restrictions as to the collocability of lexical items, hold for many "active" and their equivalent "passive" sentences. In the context of what he terms a "phrase structure" syntax these restrictions would need to be stated twice (p43). This "inelegant duplication" can then only be avoided by the introduction of the "transformational" sub-component, and by a modification of the original "Markovian" phrase structure grammar so as to generate instead of sentences "terminal strings" (p47) which are converted into "kernel" and more complex sentences by a series of optional and/or obligatory transformations. This is a question which can only arise in the
context of a syntax of sentence tokens, rather than sentence types.

Notwithstanding the much changed nature of the phrase structure and transformational sub-components in the 1965 version, the basic rationale for the deep-structure/surface-structure dichotomy remains the same. Indeed one of the major objectives of that study is to develop a more satisfactory model for the statement of selectional restrictions. (1965, chapter 2).

Now in a very important respect this theory and the models of grammar which have been derived from it can be said to be 'derivative'. 'Derivative' that is in the sense that phenomena in the theory which are treated as 'primary' are in reality 'secondary' or even 'tertiary'. This, like much else in the theory of grammar, is a consequence of the assumption that there is a level of grammar which can, or ought to be, studied independently of all other considerations. (See para. 4.1.1 of chapter 2 and para. 2.2.0 - 2.2.2 above).

Consider for example the non-string "sincerity may admire the boy" (Chomsky, 1965, 2.3, p75ff). Three things may be said of this string.

First it is an unacceptable collocation of words.

Second it is, in the absence of any evidence to the contrary, equally unacceptable if translated into any other language.

The unacceptability of all of these equivalent strings derives from the apparent fact that - speaking in pre-theoretical terms, the quality 'sincerity' does not possess the faculty of 'admiration', either of a 'boy' or anything else. 'Admiration' is at best a faculty possessed by animate creatures.
This latter can on one level at least be said to 'explain' the unacceptability of these strings and may be taken as the 'primary' phenomenon. (1) "Secondary' is the fact that - as a result of this primary phenomenon, the various equivalents of this string are unacceptable in all languages. 'Tertiary' is the fact that the string "sincerity may admire the boy" in particular, is unacceptable in English.

Even if it could be shown that there is some language in which such an utterance is acceptable, we should still - if only on methodological grounds, define a more restricted universe, say for instance the universe of W. European or Semitic languages. Such selectional restrictions would then need only to be stated once, in the meta-grammar of the particular universe.

In sum, we argue that it is absurd to incorporate such information in the grammars of particular languages, and multiply absurd to contemplate the prospect of a series of grammars each incorporating precisely the same selectional restrictions.

Indeed, Chomsky's argument for the inclusion of such selectional restrictions has not even the merit of self-consistency since he also argues (1965, p6) "The grammar of a particular language, then, is to be supplemented by a universal grammar that... expresses the deep-seated regularities which, being universal, are omitted by the grammar itself. Therefore, it is quite proper for a grammar to discuss only exceptions and irregularities in any detail". 

(1) On one level since it is probably not correct to view point three as the ultimate 'causal mechanism', identification of which is the only valid basis for 'explanation'. See Harré 1972, p24, and para. 6.1. of chapter 2.
It is in a similar sense that we believe the preoccupation with the exactly similar selectional restrictions between "active" and "passive" utterances to be derivative. These restrictions, as was argued above, are tertiary upon the fact that the two utterances express the same event in the perceived real world, and upon the fact that the same restrictions can be presumed to hold in all languages permitting constructions analogous to the active-passive.

From this it follows that these restrictions also should not be incorporated in particular grammars, and if this is so the justification for a concept of 'syntax' comprising a deep and surface structure component is removed.

However, the very real usefulness of the theory of transformations to the grammarians is that it permits a formal demonstration of the paraphrase relationships holding between different sentence-types through the agency of certain selected sentence-tokens. In the present model this facility is made available through the strata of representation and encoding, introduced in paras. 5.1.0 and 5.1.1 of chapter 2, and discussed at greater length in chapter 4.

4.2 Syntax in this study then will be confined for the most part to the investigation of phrase structure, in a fairly restricted sense of that term.

It is a usage of the term which, in contradistinction to Structuralist theory, implies a (synchronic) dichotomy between morphological and syntactic processes. To offer a definition internal to this study, syntax is the study of the principles by which forms generated by the morphological component are combined into larger units.
The starting point for any study of syntax must be the observation that, however complex the structure of some utterance may be, it is analysable into a number of smaller and more basic combinations of forms. Among these are the combinations known to traditional grammarians as subject-predicate, modifier-head, etcetera.

Let us then envisage a syntactic component which consists merely of a set of such basic structures combining in various ways under the control of elements of the encoding. These structures might then be grouped into systems according to any similarities or dissimilarities between them.

The nature of these structures may then be understood somewhat in the following way. Certain of the 'series' of the morphological component we have opted to regard as 'templates' (see para. 4.2.3 of chapter 2). The defining property of a template is that it contains at least one 'dummy' symbol which, in the particular case of morphological templates is 'replaced' by morphemes drawn from the system(s) of root morphemes.

Now there is in theory no restriction on the number of dummy symbols a template may contain — the limit is of course a template composed entirely of dummy symbols. A basic syntactic structure is we would suggest precisely such a template, and, similar to the morphological templates, may be replaced by the outputs from other series.

Morphological and syntactic templates may be distinguished formally by requiring that the former contain at least one morpheme and at least one dummy, and the latter at least one dummy.

It will be necessary to distinguish at least two types of
syntactic template which will be termed 'primary' and 'secondary'. Speaking in fairly general terms they may be distinguished on the following basis. Consider the three examples

i) 'așdara l-wazīru manṣūran

ii) 'așdara l-wazīru 1-jādīdu manṣūran

iii) 'așdara wasīru z-zirā'ati manṣūran

The first of these may be parsed as follows:-

'așdara (Vb)/l-wazīru (Suj)/manṣūran (Oj)

That is, it can be said to instance a syntactic template which may provisionally be stated:

$$(Vb:Suj:Oj)$$

By applying elementary substitution techniques it is seen that examples ii) and iii) also instance the same template.

However, these latter differ from example i) in that two forms replace the dummy symbol Suj instead of the one form l-wazīru.

Both of these more complex replacements - which are of course "noun phrases" in Structuralist terminology, can themselves be shown to have structure, and hence to be instances of other syntactic templates.

For instance l-wazīru 1-jādīdu has precisely the same syntactic structure as say manṣūran țawīlan: a long circular - namely, that of "noun" and "attribute". On this basis we may assume a further template which may be designated (Nn:At), and of course it is this template, plus the forms which are inserted into it, that replaces the dummy 'Suj'.

(1) i) issue (3ms-act-com):the-minister:circular "The minister issued a circular".


A list of these abbreviations is contained in part 2 of Appendix F.

(2) Note that the traditional distinction between subject and predicate is taken to be irrelevant to the description of Arabic. See para. 2.0 of chapter 13.
Similarly the phrase waslru z-sirā'ati has the same structure as say maṣrū'ātu t-ta'miri: schemes/the reconstruction, which warrants our positing as a third template (Mn:MN) and which, once again can be said to replace the dummy symbol Suj.

It is in this sense then that the terms 'primary' and 'secondary' syntactic structure are intended. Primary structures are those which, in some form or another, occur in all utterances. Secondary structures are optional.

As will be seen from chapter 17, the actual primary syntactic templates posited for the grammar have a somewhat different form from those introduced provisionally in this paragraph.

4.3 Taking the morphological and syntactic components together the expression code may be seen as a hierarchy of insertions into progressively more abstract templates. The way the various components interlock may be seen from the accompanying diagram:
Chapter 4


0. Introductory

0.0 In the following paragraphs are discussed a possible structure for the representation, the rules by which encodings are assigned to representations, and the rules stating permissible associations of content and expression code elements.

1 The Representation

1.0 The representation is - let it be said at the outset, a very crude attempt to characterise the salient features of some situation or event. It has a structure in the same way that the content code is presumed to have a structure, but with this difference; that the structure of the representation is taken to be subordinate to that of the content or any other code. It is in this that the 'description centredness' of the theory resides.

It seems necessary to make this otherwise quite trivial point only because there is a body of theoretical linguists who see as the main aim of their investigations the characterisation of some universal apparatus underlying the actual utterances of any particular language. Such an apparatus, it may be felt, bears some resemblance to what we have termed the representation.

1.1 In addition to the foregoing there are certain theoretical reasons for adopting an 'instrumentalist' view of the representation. (1)

(1) See Harré, 1972, p88. "(The instrumentalist)...advocates the view that theories are not to come up for judgement as true or false, indeed they cannot so come up, but are to be judged by whether they are successful or unsuccessful instruments for research."
First, it is to be doubted if there is in any real sense a set of 'natural' classes, for the study of languages whose content code structure differs widely from those of the better known European languages suggests that even the "obvious" class cannot be taken too much for granted. See for instance the Hopi word for 'dog' discussed in Whorf, 1956, pp259-60.

The further one moves away from objects which are totally discrete the less obvious these classifications become. (Consider for instance the very wide range of topographical features to which the terms 'hill' and 'mountain' may be applied).

This type of argument in its turn receives support from the theory of well - and ill-defined systems. If, as Hockett argues, no body of natural phenomena can constitute a well-defined system then there can be no set of natural classes.(of para.2.3 of chapter 2)

If this is so then it would seem that there can be no set of representations - either when viewed from the standpoint of 'form', i.e. the possible configurations of representation, or from the standpoint of 'content', that is, the actual 'value' of some component of a representation.

If then it is the case that there can in fact be no language neutral descriptive apparatus it follows that our representation can only be an approximate and somewhat arbitrary portrayal of some event or state. This being so it seems best to regard it as an aid to description.

If, for instance, we wish to suggest paraphrase relationships between a pair of surface structures then the form of the representation will be that form which allows the relationship to be shown explicitly. If it is not possible to construct such
a representation we might then conclude that in fact the presumed paraphrase relationship is spurious.

1.2 Any state or event in space-time may be viewed on the most basic level as consisting of a number of 'participants' bound together by some 'circumstance'. For instance a native speaker of English - since we would prefer to remain agnostic on the question of natural classes, on seeing a boy throwing a stone, might well identify two participants - a boy and a stone, linked by the circumstance of 'throwing'.

If the two participants are designated $P_1$ and $P_2$ and the circumstance $C$ then the representation of this event may be said to have the form:

$$(P_1; P_2; C) \quad \ldots 1$$

More generally, save for the ill-definedness condition, any representation can be said to have at least the form:

$$(\{P_1; P_2; \ldots ; P_n\}; C) \quad \ldots 2$$

The first problem is to define more closely what is intended by the term 'participant'. If a 'boy' is properly so regarded, what about a 'small boy'? Then, what is the status in the theory of representations of 'smallness' and other attributes?

In one sense the answer is very straightforward. In accordance with the instrumentalist philosophy mentioned above we might treat this pair in any way that suited our immediate convenience. If we were concerned only with English we might prefer to envisage just the one participant - the boy, and modify expression 2 to incorporate the possibility of attribution of one kind or another.

If however we were to approach the matter from the point of view of Arabic we would very likely opt for a rather different
solution for, in addition to a form walad which would ultimately express the same participant as 'boy', and waladun sagırun equivalent to 'smallboy' we may also encounter the form sagır by itself with in certain contexts much the same denotatum as 'small boy'.

In this case it might be more illuminating to set up two participants, the one denoted by walad and the other either by waladun sagırun or by sagır alone, according to context, etc.

Either solution is to some extent arbitrary. If in this case one were to opt for a single participant plus attributes it is only because boys approximate fairly closely to a natural class.

However in discussing 'smallness' as applied to boys it will be noted that we are dealing with what is, to all intents and purposes an 'alienable' attribute, and that many instances of lexical anisomorphism, insofar as it concerns the 'substantive' portion of the lexicon, can be traced precisely to differing groupings of these.

Let us then, for the purposes of this study, draw a distinction between 'alienable' and 'inalienable' attribution and set up as participants classes of objects viewed as the sum of their inalienable attributes. This again is rather arbitrary but may prove satisfactory.

1.3 In choosing to distinguish alienable and inalienable attributes we must then incorporate a mechanism for describing the former in the representation.

Any utterance containing an attribute of whatever type may be paraphrased by a relative clause. Thus 'small boy' is roughly equivalent to 'boy who is small'. Theoreticians in the T-G tradition have made such paraphrase relationships the basis of
their study of what they term "deep structure". That is, the string "who is small" is taken to derive from the same deep structure as say "the boy is small".

Now it is evident that, according to the definition given in 1.2 above, the string "the boy is small" is the expression of a representation complete in itself - that is, it contains at least one participant and a circumstance.

This suggests therefore that the process of attribution in some representation be seen as the introduction of a further representation 'subordinate' to the first. (The linguist will note the similarity of this structure to that of the base component in Chomsky, 1965 ch.3).

Thus, if our attributes be designated A, expression 2 will be modified as follows:

$$\left\{ (P.A.)_1, P.A)_2, \ldots, (P.A)_n \right\} : C$$

where the assignment of a value to some A is taken to be optional. A discussion of attribution leads to the question of abstract nouns. Should these be regarded as expressing participants or not?

For there is no doubt, as early T-G work showed (see especially Lees, 1960) that one could construct these from rather more general representations in which the abstraction takes the role of circumstance. The question rather is whether this is likely to prove a particularly illuminating approach.

The indications are that it would not, for there can be few if any languages which have not the capacity for forming "abstract nouns". If this is the case and if in effect abstractions are regarded in all languages as 'pseudo-participants' then there seems little purpose (given our 'instrumentalist' approach) in imposing a representation structure whose complexity would not be matched
by a comparable enhancing of the description.

This of course does not prevent us from showing the appropriate paraphrase relationships should we so desire; we merely wish to avoid the necessity of deriving all abstract nouns from subordinate representations in all circumstances, as the generative semanticist is obliged to do.

1.4 In 1.2 we spoke of participants being "bound" or "linked" by some circumstance. Now it is obvious that the precise way in which a group of participants are bound to a circumstance is not invariable. A participant who is the agent of an event in one case may well be the patient in another, to offer the simplest example.

Since the nature of the linkage is variable it follows that we require some device to indicate exactly what the relationship is between some pair or more of participants.

The most satisfactory theory of relational universals available at the moment is that developed by Fillmore (see especially 1968 and para. 0.2 of chapter 8). From our assumption of the ill-definedness of natural phenomena it is clear that we cannot agree with Fillmore in envisaging a "set" of relational elements. However it is equally clear that this approach offers the possibility of a satisfying description of the way in which linguistic structures reflect the real world.

Leaving aside for the moment the question of what values we might wish to assign to the relational components of the representation, let us modify the form of representation given in expression 3. If the various relationships be designated R then we will have an expression of the form:

\[
\left\{ R_1 (P.A); R_2 (P.A); \ldots R_n (P.A) \right\} : C
\]

...4
However since more than one participant may stand in some relationship with the rest of the representation we must envisage the possibility of assigning more than one value to a participant. But, since a 'sub-participant' may well have its own attribute expression, 4 should be modified thus:

\[ \{ R_1(x) : R_2(x) \ldots R_n(x) \} : C \] ...

where:

\[ x = \{ (P.A)_1 : (P.A)_2 : \ldots (P.A)_n \} \] ...

We turn next to the particular values which may be assigned to the symbols of expressions 5 and 6, and of these the values of participants are considered first.

In 1.1 we assumed that there can be no set of natural classes. A stronger assumption might be that there can be no natural classes at all. It is not necessary however to go as far as this for, even on the weaker assumption it follows that we can specify precisely neither the 'extension' nor the 'intension' of any class we care to set up (For these terms see Lyons, 1968, p454).

Alternatively, if one adopts a "Structuralist" approach to semantic analysis (see Lyons, 1963 and 1968 chap. 9) there can be no set of "referents" of any linguistic form (1968 9.4.1) nor any set of "sense" relationships (ibid 9.4.2).

Thus it seems that we are obliged to recognize from the outset that it is not possible to assign precise values either to participants or - and more especially, to circumstances. That is, the 'content' of our representation is taken to be ill-defined (see again 1.1).

Hence the way in which we choose to cast the values of the participants is bound to be a compromise, and to contain elements of the arbitrary.
In 1.2 we suggested that an object and its inalienable attributes might be encoded variously in different languages, or even within the one language, according to contextual and stylistic factors. Now if we are to examine this process we require to know which facets of the participant in question are encoded and in what way.

If for instance we decide that a 'small boy' shall constitute one participant only, rather than a participant plus attribute, and if we agree that this same participant may on some occasion be encoded without reference to his smallness we would like to have a formal indication of whether and how his smallness is encoded.

Given this requirement it seems reasonably clear that participant-values cast in the form of a 'componential analysis' are likely to provide the most revealing description of the ways in which various forms and structures are used.

This is not to deny the force of the criticisms advanced in particular by Lyons against this approach (see especially 1968 10.5.2) - indeed, as our assumption of ill-definedness implies, we agree entirely with them. Rather, it is merely that, for present purposes, there is nothing better.

As to the precise structure of any participant we must take refuge in the instrumentalist philosophy mentioned earlier. The componential structure of any participant will be that which permits predictions most in accordance with the intuitions of native speakers. The structure so evolved will be presumed to say nothing about the 'real' structure of the object in question.

The same is true when we come to consider the values of the circumstance - if not more so, For it will be noted that the
majority of componential analyses are of substantives rather
than predicates. As Lyons notes, the "universality of semantic
components" "...is an assumption which is commonly made by
philosophers and linguists on the basis of their anecdotal
discussion of a few well-chosen examples from a handful of the
world's languages".

This is no accident for, events and states not manifesting
defining attributes in the relatively clear way that many discrete
and semi-discrete objects do, they are least readily grouped
into classes.

The question of attributes of the circumstance is also very
difficult since we have not, as in the case of participants, the
possibility of distinguishing those which are alienable and
inalienable. The resolution of such problems must once again
it seems be left to the description itself.

Little need be said about the values of the relational
components. These, it will be obvious, are but a particular
form of circumstance, and all that has been said above is
applicable here also.

Before proceeding to offer one or two examples in illustra-
tion of the topics discussed above, we should consider the quest-
ion of what kind of information the representation should
contain over and above the 'components' of participant and
circumstance and the value of relational elements.

Do we for instance wish to incorporate information about
'definiteness' and 'time' and other similar notions?

That certain of these have no place in the representation
seems fairly clear. For instance it is obvious that any state
or event is neutral with respect to the 'definiteness' of its
participants. Such distinctions where applicable are dependent upon the structure of discourse and, in the absence of a formal model of discourse we can do no more than note the fact and introduce these notions into the encoding by what are essentially ad hoc means.

Much the same is true of "voice". "Activeness" and "passiveness" are judgements imposed on the representation and are not inherent to it.

What then of 'time' or 'aspect'? Are these inherent to the representation or judgements imposed upon it? One might for instance say that the 'completeness' or 'incompleteness' of some event is a matter of fact and should therefore be included in the representation. On the other hand if, as seems to be the case, there is no end to the number of aspectual distinctions one can make is the whole notion of 'real' rather than 'imposed' aspect not vacuous?

'Time' seems to be a rather better candidate for inclusion since if we are making temporal distinctions there appear to be some at least on which there might be fairly general agreement.

A possible solution - and the one which is adopted in chapter 14, is to employ temporal and aspectual distinctions contrastively.

That is, if - as is the case in Arabic, the verbal system is in essence aspect based a more illuminating description might ensue if we contrast the internal logical category of aspect with the external logical category of time, and to study how the former is employed to express the latter. This of course is precisely what grammarians do when they make statements of the type "The perfect...indicates...an act completed at some past time" (Wright2.1).
Conversely if it may be assumed that the English verbal system is essentially "tense" based, the more revealing procedure might be to see how this system serves to express aspectual notions.

1.7

Consider first an event in space-time where a group of men move - for some reason or another, a presumably large, black stone. Let us further assume that there are five men involved.

The first step in constructing a representation of this event is to note that there will be two participants - the men and the stone, and a circumstance, namely "movement". Moreover the men are the agency by which the stone is moved and the stone is the object against which this causation is directed.

Therefore from expressions 5 and 6 of 4.1.4 we construct the representation-form:

\[ R_1(x) : R_2(x) : C \]  
\[ \text{where } x = \{(P.A)\} \]  

Hence the representation has the form:

\[ R_1(P.A) : R_2(P.A) : C \]

Next, adopting in part the "case" categories of Fillmore 1968 (pp24,25) let \( R_1 \) have the value 'agentive' and \( R_2 \) the value 'objective'.

From this it will follow that the value of \( P(R_1) \) is "five men" and that of \( P(R_2) " \)black stone" or "large black stone".

Since neither of these participants is presumed to have any alienable attribute the two symbols \( A \) of 9 are empty of content.

A provisional componential analysis of \( P(R_1) \) might then be:

\[
\begin{bmatrix}
\text{object} \\
\text{animate} \\
\text{human} \\
\text{male} \\
\text{adult} \\
\text{five}
\end{bmatrix}
\]

and of \( P(R_2) \):

\[
\begin{bmatrix}
\text{object} \\
\text{inanimate} \\
\text{mineral} \\
\text{not precious} \\
\text{black} \\
\text{large} \\
\text{one}
\end{bmatrix}
\]
It will be noted that these 'feature complexes' in contrast to those of T-G theory are not cast in binary form (see for instance the discussion in Chomsky, 1965). A decision not so to construct the complexes is entailed by the assumption that there can be no set of natural classes.

As was noted in 1.5 an account of the content of any circumstance is not a light undertaking but the following analysis of "movement" should suffice for present purposes:

Thus, assigning content as appropriate we will have the representation of this event shown below:

R₁ [agentive]; P [object]; R₂ [objective] P [object]: C [motion]

From this representation we may derive at the least the following utterances of Arabic:

i) ḥarraka r-rijalu 1-ḥajara
   "The men moved the stone"

ii) ḥurrīka l-ḥajaru
   "The stone was moved".

iii) ḥurrīka l-ḥajaru 'alā yadi ḫamsatī rijālin
   "Five men carried the stone upon hand".

iv) tāḥarraka l- ḥajaru l-'aswadu (1)
   "The black stone moved"

There are of course many more.

(1) i) move (3ms-act-com): the-men: the-stone. "The men moved the stone"
   ii) move (3fs-pass-com): the-stone. "The stone was moved".
   iii) move (3fs-pass-com): the-stone: upon: hand: five: men:
   iv) move (3fs-inocah-com): the-stone: the-black: "The black stone moved"

Note that the third of these examples is not acceptable to all speakers.
As a more complex example consider the case where five men are moving a stone which has previously fallen (for some reason or another) into a house—perhaps through the roof. Here of course we are concerned with two distinct events, a more recent, where men are moving a stone, and an earlier where a stone has fallen into a house.

It should be clear that the representation-form of expression 9 is appropriate to the most recent event. The difference between the two cases lies in the values assigned to the various elements. For, the element \( A(R_2) \) which in the previous example was assigned no value is here assigned the representation of the earlier event, since its having fallen into the house is an attribute of the stone and, in accordance with the discussion in 1.2 must be regarded as an alienable attribute.

This second representation contains two participants, namely, the stone, which once again is in the 'neutral' i.e. 'objective' relationship with the remainder of the representation and the house, in a 'directional-locative' relationship.

Since the representation-form of expression 9 is appropriate to this event also, the representation-form for the pair of events will be as shown below:

\[
R_1 (P.A); R_2 (P.A): C
\]

\[
\frac{R_1 (P.A); R_2 (P.A): C}{R_1 (P.A); R_2 (P.A): C}
\]

The value of \( P(R_1(A)) \) will of course be that of \( P(R_2) \) of expression 9, while the value of \( P(R_2(A)) \) will be something like:

- object
- inanimate
- manufactured
- brick
- dwelling
- one
- :
And the value of $C(A(R_2))$:

\[
\begin{array}{c}
\text{motion} \\
\text{free} \\
\text{downward} \\
\text{past time} \\
\end{array}
\]

2. Encoding Rules

2.0 The encoding rules enable the assignment to any representation of an array of lexemes and sememes adequate to the expression of that representation and any judgements imposed thereon, whether dictated by the structure of discourse or whatever.

At the simplest level the encoding rules may simply be regarded as a species of rewrite rule, whereby one or more 'features' of the representation are replaced by a content element. Encoding is complete when all features have been replaced by sememes or lexemes.

If a lexeme is assigned to some feature 'bundle' the matter may become rather more complex for, in such cases we can either simply rewrite the bundle as a lexeme or augment the description by adding a breakdown of the feature bundle showing which features are replaced by which 'included' sememes.

For instance let there be some participant $P$ in a relationship $R$ with the rest of the representation, and let $P$ have the value $[f_1, f_2, f_3 \ldots f_n]$ where each $f$ is a feature, and $R$ the value $f_x$.

Then, let us assume that $[f_1, f_2, f_3 \ldots f_n]$ are encoded as a 'substantive' sememe $Cs(x)$, algebraically:

\[ P[f_1, f_2, f_3 \ldots f_n] \rightarrow Cs(x) \quad \ldots10 \]

Moreover let $f_n$ be a feature indicating the number of participants (see 1.7), then,

\[ P[f_n] \rightarrow Cn(x) \quad \ldots11 \]
where $C_n(x)$ is a sememe of 'Number' (e.g. singular, dual).
Similarly if $C_r(x)$ is a relational sememe we may also write the expression:

$$ R \begin{bmatrix} f_x \end{bmatrix} \rightarrow C_r(x) \quad \ldots 12 $$

An encoding of any representation is taken to comprise a number of 'segments' where, in the simplest case each segment is the realisation of a participant, a circumstance, or an attribute.

Since however attributes are themselves representations, consisting in their turn of participants, etc., a segment will often comprise a number of sub-segments.

Each segment and sub-segment of an encoding is 'governed' by a relational sememe or - very occasionally, lexeme, and any encoding must contain a statement of the patterns of government of the segments, whether in Algebraic or Tabular form. Since the former requires a rather complex bracketed notation encodings here and elsewhere will be given in table form.

Expressions 10-12 then give the following encoding segment:

$$ C_s(x) + C_n(x) \quad C_r(x) \quad \ldots 13 $$

where the placing of $C_r(x)$ in a separate box indicates that it governs the elements to its left. Note that the segment is taken to be an unordered concatenation of sememes (and lexemes).

2.1 Let us next consider the case where $[f_1, f_2]$ of $P$ are encoded as a substantive sememe $C_s(y)$ and $[f_3]$ - which we will take to be

---

(1) Note that if the content element assigned is a member of an unstable system any rule involving that element is itself to be understood as unstable.

In some cases this instability will have no effect on the acceptability of the resulting expression. In others it will give rise to utterances about which the native speaker will have doubts - to say the least.
some inalienable attribute, is encoded as a predicate sememe \( \text{Cp}(x) \).

Hence we will have the expressions:

\[
\begin{align*}
P \begin{bmatrix} f_1, f_2 \end{bmatrix} & \rightarrow \text{Cs}(y) \quad \ldots 14 \\
P \begin{bmatrix} f_3 \end{bmatrix} & \rightarrow \text{Cp}(x) \quad \ldots 15
\end{align*}
\]

Now it is argued elsewhere that there is in Arabic a sememe whose sole function is to indicate that certain strings of sememes are in a relationship of attribution with others (see para. 3.2.1 of chapter 8). Such a sememe may in a certain sense be termed 'grammatical' since - at least where an inalienable attribute is concerned, it is not a realisation of anything in the representation.

If it does not encode some feature of the representation a rewrite rule is not appropriate, since there can be no 'input'. To cover such case we require a rather different sort of rule, a rule which, in some context or another, permits the 'addition' of a further sememe. In the present instance the context is that some participant encoded as the sum of a substantive and a predicate sememe, along with sundry others.

Let us then introduce a rule of the following type, namely:

\[
\begin{bmatrix} c \end{bmatrix} \rightarrow \text{C}(x)
\]

which is to be read "in the context \( c \) add the sememe \( \text{C}(x) \)". In the present case this will give an expression something like:

\[
\begin{bmatrix} P \begin{bmatrix} f \end{bmatrix} \rightarrow \text{Cp} \end{bmatrix} \rightarrow \text{Cr}(y) \quad \ldots 16
\]

That is, "in the context of an inalienable attribute encoded as a predicate add the sememe \( \text{Cr}(y) \)" where the latter is taken to be the sememe of attribution.

Thus from expressions 14-16, in conjunction with 11 and 12 introduced earlier, we have the encoding shown below:
Note that the portion governed by Cr(x) is a 'segment' and that governed by Cr(y) a 'sub-segment'.

2.2 It was noted above (1.6) that in the absence of a formal model of discourse certain 'judgements' depending thereon must be introduced into the encoding by essentially ad hoc means. - notions of 'definiteness' and 'causal modality' being prominent among these. The 'addition' rule seems fairly well suited to this purpose also.

For, without the benefit of discourse analysis the most we can say is that any substantive sememe shall be marked for definiteness and any predicate encoding the circumstance of a representation, for causal modality - statements which do in effect amount to little more than the traditional statements that every noun is definite or indefinite and every verb is inflected for voice.

The appropriate rules will then have something of the following form:-

\[
\begin{array}{c}
\left[ \begin{array}{c}
Cs(x) \\
Cn(x)
\end{array} \right] \\
\left[ \begin{array}{c}
Cp(x) \\
Cr(y)
\end{array} \right]
\end{array}
\]

\(\ldots 17\)

That is, "where some Cs is assigned some Cd is also assigned" and,

"where some Cp being the encoding of some C is assigned, some Co is also assigned".

A further problem arising from the inadequacy of our extra-linguistic foundation concerns the encoding of participants in anaphoric form.

Patterns of anaphora, like those of definiteness etc. are
informed by discourse structure and we are, therefore, obliged 
one more to employ rather ad hoc devices.

The simplest solution to this problem is to introduce a 
'context-sensitive' rewrite rule. If we may assume an anaphoric 
encoding to require four sememes, namely, a member from each of 
Cn and Cd (number and definiteness), commonly a sememe of 'gender' 
(Cg) and of deixis (say Ce), we will have an expression of the 
form:-

\[ P \left[ f_x, f_y, \ldots \right] \rightarrow [x] \rightarrow Cn(x) + Cd(x) + Cg(x) + Ce(x) \]

where the context 'x' remains unspecified.

2.3 As mentioned in 2.0 an encoding involving a lexeme may 
comprise two sub-components. Let there be a participant 
P \left[ f_1, f_2, f_3, f_4 \right] and a lexeme Cs/.../ along with the included 
sememes /Cp(x) \sim Cx(x)/. Let us further assume that:

\[ P \left[ f_1, f_2, f_3 \right] \rightarrow Cx(x) \]
\[ P \left[ f_4 \right] \rightarrow Cn(x) \]

Then, over and above this, it may also be the case that:

\[ P \left[ f_1 \right] \rightarrow /Cp(x)/ \]
\[ P \left[ f_2 \right] \rightarrow /Cx(x)/ \]

Notice that in the second part of the encoding it is not necessary 
to 'exhaust' the feature bundle. Feature \( f_3 \) we have assumed, 
has no discrete realisation.

Such two-part encodings are of course more appropriate 
to lexical rather than studies of the generative properties of 
the linguistic system.

2.4 To conclude this section let us resume our examination 
of the representation developed in 1.7 and assign a specimen 
encoding thereto.
It will be recalled that the first participant in that representation, \( P(R_1) \), is a group of men, analysed:

\[
\begin{array}{c}
\text{object} \\
\text{animate} \\
\text{human} \\
\text{male} \\
\text{adult} \\
\text{five} \\
\vdots
\end{array}
\]

Let us now assume that for some reason unknown to us in the structure of discourse, this participant is to be encoded without reference to the fact that there are five men involved. Let us further assume (which for Arabic is true) that with the exception of the feature 'five' all of this bundle is encoded by one sememe. We will then have the following expressions:

\[
P \begin{array}{c}
\text{object} \\
\text{animate} \\
\text{human} \\
\text{male} \\
\text{adult} \\
\vdots
\end{array} \rightarrow Cs \text{ (rajul: man)} \quad \ldots26
\]

\[
P \begin{array}{c}
\text{five}
\end{array} \rightarrow Cn \text{ (Plural)} \quad \ldots27
\]

Then, let us assume that, in accordance with the rule of expression 18, we also have the addition rule:

\[
Cs \rightarrow Cd \text{ (Definite)} \quad \ldots28
\]

Finally for this participant, and in conformity with the rule of 12 let us assume:

\[
R_1 \begin{array}{c}
\text{agentive}
\end{array} \rightarrow Cr \text{ (Subject)} \quad \ldots29
\]

Note that alternative outputs of 28 and 29 might be Cd (Indefinite) and Cr (Agentive) respectively. Sememes such as (Subject) and (Agentive) would not in actual fact form part of the same system, but are merely assumed to do so here for simplicity.

The following will thus be a segment of our encoding:

\[
Cs \text{ (rajul: man)} + Cn\text{(Plural)} + Cd \text{ (Definite)} \quad Cr \text{ (Subject)} \quad \ldots30
\]
Turning to the second participant, \( P(R_2) \), we have, it will be recalled, the following feature complex:

\[
\begin{array}{l}
\text{object} \\
\text{inanimate} \\
\text{natural} \\
\text{mineral} \\
\text{base} \\
\text{black} \\
\text{large} \\
\vdots \\
\end{array}
\]

In this case let us assume that the blackness of the stone is to be highlighted but not any other feature, and that it is some particular stone known to the "speaker" and his audience.

Given these parameters we may then write the following expressions:

\[
P \left[ \begin{array}{l}
\text{object} \\
\text{inanimate} \\
\text{natural} \\
\text{mineral} \\
\text{base} \\
\vdots \\
\end{array} \right] \rightarrow Cs(\text{hajar : stone}) \quad \cdots 31
\]

\[
P \left[ \text{black} \right] \rightarrow Cp(\text{swd: blackness}) \quad \cdots 32
\]

\[
P \left[ \text{one} \right] \rightarrow Cn(\text{Singular}) \quad \cdots 33
\]

\[
[Cs] \rightarrow Cd(\text{Definite}) \quad \cdots 34
\]

\[
[F \rightarrow Cp] \rightarrow Cr(\text{Attribute}) \quad \cdots 35
\]

Then analogous to 29 let us assume:

\[
R_2 \left[ \text{objective} \right] \rightarrow Cr(\text{Object}) \quad \cdots 36
\]

From 31-36 the second segment (and sub-segment) of the encoding may be written down thus:

\[
\begin{array}{|c|c|c|}
\hline
Cs(\text{hajar : stone}) & + & Cn(\text{Singular}) & + & Cd(\text{Definite}) \\
Cp(\text{swd: blackness}) & \rightarrow & Cr(\text{Attribute}) \\
\hline
\end{array} \quad \cdots 37
\]

Finally the circumstance, which has the value:
Note here that the actual predicate we choose will depend on the particular features of the event we wish to highlight. If 'rolling' is of special significance then a predicate is assigned which will allow this to be reflected in the expression. However in the present instance let us assume that little more than directed motion is involved. Therefore:

\[
C \begin{bmatrix}
\text{motion} \\
\text{directed} \\
\text{rolling} \\
\vdots
\end{bmatrix} \rightarrow Cp (2hrk: movement) \quad \ldots 38
\]

\[
C \begin{bmatrix}
\text{past time}
\end{bmatrix} \rightarrow Ca(\text{Perfect}) (1) \quad \ldots 39
\]

Then in accordance with 19 we also require:

\[
\begin{bmatrix}
Cp \\
\vdots
\end{bmatrix} \quad Co(\text{Active}) (1) \quad \ldots 40
\]

Expressions 38-40 give the encoding segment:

\[
Cp(2hrk: movement) + Ca(\text{Perfect}) + Co(\text{Active}) \quad \ldots 41
\]

Finally let us also assume that the utterance is to take the form of a statement, rather than a question etc. Since sememes of this kind might be said to 'modify' encodings as a whole let us provisionally term the system Cm. Hence we will have:

\[
\begin{bmatrix}
o
\end{bmatrix} \quad Cm(\text{Dec})larative \quad \ldots 42
\]

We now have a complete encoding of the representation of 1.1.7.

3 Rules of Association

3.0 Each encoding is 'expanded' to give an appropriate 'expression'.

(1) Note that this is a pre-theoretical sememe. For an analysis of the aspect of Arabic see section 1 of chapter 10. For an analysis of causal modality see section 2 of chapter 6.
The term 'expanded' is used because the number of morphemes simultaneously expressing some sememe is commonly more than one, and because the 'direction' of generation, although presumed to be reversible, is in this study taken to be representation → expression.

As discussed in section 2 of chapter 2, the relationship between any one sememe and morpheme is assumed to be one of 'association', and hence, the rules of association provide an account of the permissible associations of sememes and lexemes with morphemes.

Deriving from the nature of their encodings the associations between lexemes and their morphemes are rather more complex and will be discussed separately. (For encodings see 2.3, for associations, 3.8).

In the simplest case associations will be of the form:

$$C_x(x) \leftrightarrow E_x(x)$$

where the use of the double-headed arrow implies that the grammar is neutral as to any precedence of content or expression. Each code presupposes the other (Compare 2.1 of chapter 2).

In Arabic there are many cases where some association is sememically constrained, and rather fewer (it would seem) where the constraint is morphemic (see 3.2 of chapter 3)(2) To accommodate such cases we require rules of the following type:

$$C_x(x) \rightarrow [C_y(x)] \rightarrow E_x(x)$$

$$C_x(x) \leftarrow [C_y(x)] \leftarrow E_x(x)$$

(1) The extent to which this claim is true is of course dependent on the particular theory of Semitic morphology adhered to. See 4.2 of Chapter 2.

(2) This is so because on the one hand the language is agglutin- ating (in the sense of 0.1 of Chapter 3) and we must then anticipate a certain independence in the way morphemes cluster; on the other it is 'surjective' that is there is typically more than one sememe per morpheme. In this case it is obvious that the value of the morpheme will be constrained by the values (jointly) of the sememes.
In any particular expansion each sememe will be associate typically with more than one morpheme. Therefore it is necessary to draw a distinction between the set of morphemes with which each sememe is associate and the sub-set of these which constitutes its expansion in the context of a particular encoding.

3.1

In addition to their association with morphemes certain sememes are also associate with syntactic, and morphological templates (See 4.2 of chapter 3 and 4.2.2 - 2.3 of chapter 2 respectively). Since syntactic templates are grouped into systems the relevant rules will be cast in the form:

\[
C(x) \leftrightarrow E(x)
\]

where \( E(x) \) is any system of syntactic templates.

Once again we may anticipate constraints on association although in this case the constraints are, to all appearances, entirely sememic. Hence we also require rules of the form:

\[
C(x) \left[ C(y(x)) \right] E(x)
\]

Associations between sememes and morphological templates are rather different. There are many occasions - particularly in the expansion of substantives, when the association is between the sememe and a complete template, i.e. dummy symbols plus affixed morphemes (See the discussion in 4.2.4 of chapter 2). In such cases we are in effect dealing with a type of discontinuous morpheme.

These rules will be of the form:

\[
C(x) \leftrightarrow S(E(x): Da: E(x): Db: E(x))
\]

where \( S \) is some morphological series (see para. 1.2 of chapter 3) and \( D \) a dummy symbol.

A more simple (and much more unusual) type of association is that between a sememe and a dummy symbol. The instances noted
all seem to involve gemination of one of the dummy symbols and rules may hence be cast in the form:

\[
Cx(x) \rightarrow (d)
\]

(For the bracketed convention see 1.4 of chapter 3).

3.2 In any expansion there are several distinct stages:

a) the assignment of morphemes, morphological templates, and syntactic templates.

b) a process of 'summing' the various morphemes and morphological templates on the one hand, and the syntactic templates on the other.

c) the 'replacement' of syntactic dummy symbols by morpheme strings.

d) the introduction of any necessary morphemes not associate (in the particular expansion) with a sememe.

e) phonemicisation, the rules of which will not concern us.

Let us work through the various stages of the expansion with the aid of the specimen encoding assigned in 2.4. This it will be recalled has the structure:

```
<table>
<thead>
<tr>
<th></th>
<th>C\text{a}(rajul:man) + C\text{m}(\text{Plural}) + C\text{d}(\text{Definite})</th>
<th>C\text{r}(\text{Subject})</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>C\text{a}(h\text{\text{&quot;a}}\text{r}:\text{stone}) + C\text{m}(\text{Singular}) + C\text{d}(\text{Definite})</td>
<td>C\text{r}(\text{Object})</td>
</tr>
<tr>
<td>b</td>
<td>C\text{p}(\text{swd:blackness})</td>
<td>C\text{r}(\text{Attribute})</td>
</tr>
<tr>
<td>3</td>
<td>C\text{p}(2\text{hrk:movement}) + C\text{a}(\text{Perfect}) + C\text{c}(\text{Active})</td>
<td></td>
</tr>
</tbody>
</table>
```

Each segment will be expanded in turn.

3.3 The sememe C\text{a}(rajul:man) of the first segment is not merely associate with the root r jl but also with a 'Nominal' template (See Chapter 12 for a discussion of nominal templates). This is shown by the fact that there are such forms as r jl: foot, whence it can be seen that the 'load' of C\text{a}(rajul:man) cannot be borne by the root alone, since the actual distinction of the two senses
is made by the affixes attached thereto.

Now whether the sememe is expressed by the form rajul or rijāl depends upon the presence in the encoding of Cn(Plural) or Cn(Singular). Since in this case we have the former the particular associations involved will be assigning for the moment purely arbitrary designations to the various expression systems:

Cs (rajul:man) ←→ Ea (rjl) ...50

Cs (rajul:man) [C n(Plural)] N (A: Eb(i): B: Ec(ā): C) ...51

Rule 50 reflects expression 43 and rule 51 expressions 44 and 48.

Hereafter the rule type involved will be added in brackets after the rule number.

The next two sememes of this segment are expanded thus:

Cn (Plural)[Cs (rajul:man)] Eb (i): Ec (ā) ...52(44)

Cd (Definite) ←→ Ed (l) ...53(43)

The difference between the right hand side of rules 51 and 52 requires comment. If we consider a form which has been borrowed from a non-Semitic language - as for instance film: film, we would presumably wish to say of the English version that the concept is expressed by the single morpheme film. By analogy we would wish to say that in the Arabic version also the same concept is expressed by the whole entity.

However since in the case of the Arabic version it happens that the form film can be regarded as an instance of the measure Pi'L, and thus (regularly) has the plural 'aflām, we assume that the analogy would take the form of a statement that the concept is expressed by the conjunction of the root film and the template AiBC. This we would suggest is exactly the case with the form rijāl and hence there is our warrant for rules 50 and 51.

But if this is so why is rule 52 not cast in similar form to
Our argument for the latter rule rests in fact on the notion 'functional load'. If in the case of a pair such as mansaj vs minsaj: weaving shed vs loom, where the load of expressing 'place vs instrument' is borne entirely by the contrast a vs i following the prefix m, then it seems counter-intuitive to claim that the contrast is borne by the templates maABaC and miABaC (See para. 4.2.4 of chapter 2). If then we wish to analyse these elements on a monophonemic basis it seems reasonable by analogy to treat equivalent phenomena in rijāl similarly.

Thus there seem to be two distinct ways of viewing the data which as ever are not strictly alternatives. It may be objected — and not unreasonably, that our approach is over-influenced by the structure of Semitic verb morphology, and it may well be that a more thoroughgoing examination of Semitic nominal morphology would show the superiority of a more traditional form of analysis.

Cr(Subj) has two modes of expression, a morphological and a syntactic. In the presence of the former the latter bears little or no load. The morphological association is given by the rule:-

Cr(Subj) «→ E(u)

There are in fact very few exceptions to this rule. For the syntactic association let us assume a thematic structure such that the order verb-subject is imposed, rather than the (equally likely) reverse. Hence:-

Cr(Subj) x Esa (vb-suj)

This completes the expansion of the first segment. The result of the expansion is best summarised in table form thus:-
If then we 'sum' each column, replacing dummy symbols by radicals, and counting each other morpheme only once, we get:

\[ l \times r i j \tilde{a} \tilde{u} \]

Note that the expression code imposes a rigid ordering of systems with respect to each other, an order which for present purposes we have merely assumed. Among other reasons this order is important in the case where no template is assigned as an associate. In such cases the expansion process is completed by inserting dummy symbols in positions appropriate to the morphemes assigned.

3.4 Expansion of the second segment proceeds similarly.

The sememe Cs(\text{hajar:stone}) differs from Cs(\text{rajul: man}) in that it is associate solely with the root \text{hjr} and not, in addition, with a Nominal template.\(^{(1)}\) Hence we have the association:

\[ \text{Cs(\text{hajar:stone})} \leftrightarrow \text{Ea(\text{hjr})} \]

\[ \text{Cn(Singular)} \text{ has in this case the association:} \]

\[ \text{Cn(Singular)} \rightarrow \text{Cs(\text{hajar:stone})} \rightarrow \text{Eb(a): Ec(a)} \]

The expansion of Cd(Definite) is as per 53.

\[ \text{Cr(Object)} \text{ like Cr(Subject)} \text{ has a two part expansion. The morphological part is:} \]

\[ \text{Cr(Object)} \leftrightarrow \text{Ee(a)} \]

and the syntactic:

\[ \text{Cr(Object)} \rightarrow \text{Eea(vb-oj)} \]

\(\text{(1)}\) This it must be conceded is a matter of judgement rather than fact. What we are really saying is that the root \text{hjr} is 'strongly associate' with the sememe (stone).\(^{(2)}\) and the root r\text{j}l 'weakly associate' with the sememe man.\(^{(3)}\) Since we have not attempted to quantify 'strong' and 'weak' association, our assertions are not particularly well-founded, but do at least serve the present purpose.
The expansion of \text{Cp(swd: blackness)} has its peculiarities. Colour terms in Arabic are associate with a particular group of measures, namely \text{'aF'aL (ms)}, \text{Fa'La}(fs), and \text{Fu'L(p)}. Since \text{Cp(swd: blackness)} is one of these it will be associate both with a particular root and an appropriate template. (See para. 2.1 of Chapter 9). The first association will be:

\[
\text{Cp(swd: blackness)} \leftrightarrow \text{Ea(swd)} \quad \ldots 61
\]

On the second association there will be two constraints, namely a sememic - that is, the sememe belongs to a particular class which is expressed by the above measures, and morphemic (in this case), in that the particular one of these templates actually assigned depends on the class of Nominal template.

Semitic Nominal templates are divisible into two large classes, which are traditionally the category of "gender". Since in the description we will posit content systems based on sex distinctions this traditional term seems better avoided. Let us then denote these classes 'x' ("masculine") and 'y' (feminine).

Now since that associated with segment 2a is an x class template our second association of \text{Cp(swd: blackness)} will be:

\[
\text{Cp(swd: blackness)} \left[ \frac{\text{CpX}}{N_X} \right] N(\text{Ef}(\varphi a); A:B:Ec(a); C) \quad \ldots 62
\]

where \text{CpX} is presumed to be the particular subset of 'colour' sememes.

Finally in segment 2 there is \text{Cr(Attribute)}.

In this the simplest case \text{Cr(Attribute)} has a two part expansion. Morphologically its expansion mirrors those of the \text{Cd} sememe and governing \text{Cr} sememe in the appropriate segment. In traditional terms the adjective agrees with its noun in case and determinacy. It is further constrained according to whether the Nominal template associate with the Cs sememe belongs to class
x or y. That is, it also agrees in gender with its noun.

Secondly Cr(Attribute) in this case is also associate with a secondary syntactic template (Nn:Aj)(see 4.2 of chapter 3). If the system of secondary syntactic templates be for the moment designated Esb we will have the following associations:

\[
\begin{align*}
\text{Cr(Attribute)} & \quad \frac{[Cd(Definite)]}{Ed(1)} \quad \ldots 63 \\
\text{Cr(Attribute)} & \quad \frac{[Cr(Object)]}{Be(a)} \quad \ldots 64 \\
\text{Cr(Attribute)} & \quad \frac{\rightarrow}{Esb(Nn:Aj)} \quad \ldots 65 (1)
\end{align*}
\]

With these associations the expansion of the second segment is complete. As before we may compile tables - one for each sub-part of the segment. Thus:

\[
\begin{array}{c|c|c|c|c|c}
| h | j | x | & 57 \\
| a | B | C | & 58 \\
| l | & & & 53 \\
| & & a & 53 \\
\end{array}
\quad \text{Table 2}
\]

Note that where a complete template is not associate with some sememe, and assuming no dummy symbol to be an associate, dummy symbols are assigned automatically at the conclusion of the expansion. Summing table 2 we get:

\[
\begin{align*}
\text{l h a j a r a} \quad \ldots 66
\end{align*}
\]

And from the expansion of segment 2b:

\[
\begin{array}{c|c|c|c|c|c|c}
| t | A | B | a | C | & 62 \\
| s | w | d | & 61 \\
| l | & & & 63 \\
| & & d & 64 \\
\end{array}
\quad \text{Table 3}
\]

Hence:

\[
\text{l t a s w a d a} \quad \ldots 67
\]

3.5 From a synchronic point of view Cp(2hrkmovement) is associate both with the root hrk and with gemination of the second dummy symbol. (See expression 49 above). We may therefore

(1) Note that this is not the only possible syntactic expansion. It is however the commonest and most simple and may hence be seen as unmarked and stated without context.
write down the associations:

\[ \text{Cp}(2\text{hrk} : \text{movement}) \leftrightarrow \text{Ea}(\text{hrk}) \] ...

\[ \text{Cp}(2\text{hrk} : \text{movement}) \leftrightarrow (B) \] ...

The sememes \( \text{Ca} \text{(Perfect)} \) and \( \text{Co} \text{(Active)} \) are surjectively associate with morphemes \( \text{Eg}(a) \) and \( \text{Eh}(a) \) of the verbal series. Hence we may write:

\[
\begin{align*}
\text{Ca} \text{(Perfect)} & \leftrightarrow \text{Eg}(a) : \text{Eh}(a) \\
\text{Co} \text{(Active)} & \end{align*}
\] ...

This expression states that whereas the terms on the left hand side are surjectively associate with those on the right, the reverse is not the case. That is, \( \text{Eg}(a) \) for instance may associate with the two sememes with or without \( \text{Eh}(a) \). Since expansion of the third segment is exhausted we may construct a further table:

\[
\begin{array}{|c|c|c|c|}
\hline
A & a & B & a' C \\
\hline
& & B & \\
& r & r & k \\
\hline
\end{array}
\] 70 69 68

Table 4

Once again summing the columns we have:

\[
\text{harrak}
\] ...

Note that in the case of gemination of some symbol, the appropriate radical is merely copied onto it, as shown above.

3.6 Thus far we have four strings of morphemes, and what we now require is a syntactic structure into which to insert them.

In essence the procedure for summing syntactic templates is the same as that for summing morphemes. The major difference between the two cases is that we cannot afford, in summing syntactic templates, to ignore context - be it sememic or morphemic.

For instance in expression 55 a template \( \text{(Vb:Suj)} \) was assigned and in 60 \( \text{(Vb:Oj)} \). It is obvious that both subject and object follow the verb but which of these precedes the other?
Typically the object follows the subject but whether this is or
is not the case will depend on the thematic structure of the
utterance.

From this it clearly follows that a syntactic summation
cannot be completed without reference to this and other parameters,
and that the table should have something of the form:-

\[
\begin{array}{c|c}
Vb & Suj \\
\hline
Vb & Oj \\
\hline
Vb & Suj & Oj \\
\end{array}
\]

Table 5

\[
\begin{array}{c|c|c|c}
Vb & Suj & Oj \\
\hline
Vb & Suj & Nn & Aj \\
\hline
\end{array}
\]

Table 6

That is, in table 5 expressions 55 and 60 are summed. The order
of subject and object is determined by the thematic sememe or
sememes x. To the result of this summing are attached any
secondary templates or summings of same, to give the structure
of 72.

3.7 The conclusion of summation marks the completion of stage b)
of the generative process detailed in 3.2. We now proceed to
examine stage c) - the replacement of dummy symbols by morpheme
strings.

It is at this stage that the notion 'government' (see 2.0
above) becomes important. Each relational sememe has been
associated with both morphemes and syntactic templates. The
process of 'replacement' is then this; a morpheme string being
the expansion of some concatenation of sememes under the
government of some relational sememe, replaces the appropriate
syntactic dummy symbol associate with that same relational
sememe.
Thus in the present case we have the string (l r i j ā l u) as the expansion of segment 1. The relational sememe Cr(Subject) governs the concatenation of sememes underlying this, and is associate with the template Esa (Vb:Suj) (expression 55). If by convention we assume that such a string cannot replace the symbol Vb it can only replace Suj.\(^{(1)}\)

Replacement rules will then be of the form:

\[
\text{morpheme string} \begin{bmatrix} \text{relational} \\ \text{context} \end{bmatrix} \text{dummy symbol} \rightarrow \]

Hence strings 56, 66 and 67 will be inserted into the structure 72 through the following rules:

\[
\begin{align*}
1 \text{ r i j ā l u} & \begin{bmatrix} \text{Cr(Subject)} \end{bmatrix} \text{ Suj} & \rightarrow & \text{74} \\
1 \text{ h a j a r a} & \begin{bmatrix} \text{Cr(Subject)} \end{bmatrix} \text{ Mn(Oj)} & \rightarrow & \text{75} \\
1 \text{ 'a s w a d a} & \begin{bmatrix} \text{Cr(Subject)} \end{bmatrix} \text{ Aj(Oj)} & \rightarrow & \text{76}
\end{align*}
\]

Since there is now only one unfilled position in 72 this must be replaced by expression 71 (harrak). Therefore, closing up the various components of the strings and inserting - purely for convention, a dash between the initial morpheme 1 of 56, 66, 67 and the second item we have the structure:

\[
\text{harrak } l-\text{rijālu } l-\text{hajara } l-\text{'aswada} \rightarrow \text{77}
\]

Save for one item this is an acceptable pre-phonemicised utterance of Arabic. To be fully acceptable we require a suffix -a to be added to harrak.

\(^{(1)}\) In the descriptive portion of the study this rather loose formulation is made more precise on the basis of relationships between relational sememes and the particular word classes represented by dummy symbols. See Chapter 13.
Now when some participant is assigned an anaphoric encoding the resulting sememe cluster may be surjectively associate with this morpheme. In the present case and for present purposes we will assume that this suffix has no functional load, and is merely to be introduced subsequent to the expansion proper.

Its assignment to the expression depends on the one hand on the class \( x \) or \( y \) - see para. 3.4) to which the nominal template belongs, and on the other to notions of 'Animacy' which might be present in the encoding, coupled with the position of the subject relative to the verb.

Since in this case we are dealing with a form expressing a substantive sememe belonging to the sub-class of human animate substantives, and since the subject follows the verb, the suffix -\( a \) is assigned. Hence:

\[
\begin{array}{c}
\text{Csx} \\
\text{Esa (Vb:Suj)}
\end{array} \rightarrow \text{Eli(a)}
\]

where \( \text{Csx} \) is an appropriate sub-class of substantives. Since this will be a morpheme of the Verbal series it will automatically take its place at the end of the string \( \text{harrak} \). Rule 78 is of course a form of addition rule. (Compare expression 16).

Hence following phonemicisation we will have the utterance:

\( \text{harraka} \ x-\text{rijalu l-\text{hajara} l-\text{aswada}} \)  
- "the men moved the black stone".

3.8 Just as the encoding of lexemes was a two-part process (see 2.3) with the second part optional, and depending on the focus - generative or lexical, of the study, so the expansion of the lexeme may similarly comprise two parts.

By its very nature a lexeme will tend to associate with a Nominal or Verbal template, in a way very much analogous to that
of Cs(rajul:man) in paragraph 3.3. The difference between that type of phenomenon and the lexeme is that the included sememes of the latter may be separately associate with certain of the morphemes of the template associate with the lexeme.

Consider for instance the form maktab: office. At the generative level we would have a pair of rules something like:

\[ \text{Lax(maktab:office) } \rightarrow \text{ Ef(ktb)} \quad \ldots \text{80} \]
\[ \text{Lax(""") } \rightarrow \text{ H(Ef(ma); A:B;Ec(a):C)} \quad \ldots \text{81} \]

(Compare expression 62)

However if Lax(maktab) is assumed to have the sememic structure h/Cx(Place) \( \sim \text{Cp(ktb:writing)} \)/we should on the lexical level have the expressions

\[ /\text{Cx(Place)}/ \leftrightarrow \text{Ef(ma)} \quad \ldots \text{82} \]
\[ /\text{Cp(ktb:writing)}/ \leftrightarrow \text{Ef(ktb)} \quad \ldots \text{83} \]

3.9 No mention has so far been made of the question of ordering within the rule system. However it will have been noted that we have tacitly assumed an unordered system. While this assumption has been made out of concern for simplicity of exposition it rests ultimately on the fact that the theory of itself is taken to require relatively little in the way of ordering.

This derives from the way in which the functioning of the limitation rules is conceived. For instance let there be some sememe C(x) associate only with a morpheme E(x), and a further sememe C(y) which among others is associate with a morpheme (Ey) which is not compatible with E(x).

If the expansion of C(x) occurs before that of C(y) the associations of the latter are 'scanned' until one is found which is compatible with the assignment of E(x). If the expansion of C(y) occurs before that of C(x) and E(y) is assigned, then,
on the expansion of the latter the associations of $C(y)$ are rescanned and a suitable alternative assigned.

On the other hand it can be shown that certain phenomena entail at least a fairly gross ordering among rules. For instance in this rather elementary exposition we have taken no account of the thematic structure of the utterances generated. As soon as this is done however it becomes clear that the assignment of what will be termed 'thematic sememes' must precede all others. (For this and other classes of rule ordering see sections 2 and 3 of chapter 14).
Chapter 5

Introduction to the Description

Scope of the Description

In the chapters which follow a part-description of the grammar of Literary Arabic is offered, based on the hypothesis evolved in chapters 2-4. While no rigorous attempt has been made to distinguish between the Classical language and what Beeston has termed (1970) Modern Standard Arabic (hereafter denoted respectively by the abbreviations CA and SA) our data for the most part been drawn from the modern lexicon and from more or less contemporary texts.

The description falls broadly into the following parts:

First, a description of a selection of the systems of the content code, with particular reference to those of verbs, nouns and prepositions. Certain other systems, the structure of which is taken to be non-controversial (given the hypothesis) are introduced where necessary without argument. Such is the content of chapters 6-10.

Second, a description of certain of the systems of the expression code. In this case, particular attention is given to morphological systems of the Verbal and Nominal series (in chapter 11 - see for these terms para.1.2 of chapter 3), and the systems of syntactic structures, in chapter 13.

Third, an account of some of the rules of association, in chapter 12. This is intended to be in part descriptive and partly in justification of the approach to Arabic morphology adopted in chapter 11.

Finally, an introduction to certain of the 'generative properties'
of Arabic, by which we mean the ways in which particular morpheme strings are employed to express various types of representation. This component, which forms the subject of chapter 14, also contains a selection of association rules presented albeit in fairly non-rigorous fashion, and in addition certain of the rules by which encodings are assigned to representations.

Remarks on Methodology

1.0 The procedure used for the identification of morphemes is founded in the main on standard Structuralist techniques. That is, to take the simplest case, given two strings of phonemes:

... a b x y c d ...

... a b p q c d ...

and given that ab is a morpheme and cd is a morpheme, then we infer that xy and pq are also morphemes. Furthermore since we have chosen to regard the structure of a Semitic language as consisting of two sets of systems between which hold certain patterns of association, we shall also infer that xy and pq are in addition members of the same system.

1.0.1 The requirement that morphemes should, insofar as is intuitively consistent, be grouped into systems demands that the procedure of the previous paragraph be augmented by a further which will be termed 'factorisation'.

Let there be two strings of phonemes:

... a b x y c d ...

... a b p q e f ...

where it has been established that ab, xy, pq, cd, and ef are all morphemes. Let it further be assumed that there are no strings varying only on the assignment of xy and pq, and none varying
only on cd and ef.

In such cases we may (in theory if not always in practice) set up a factorisation table, using the morpheme common to both strings as 'base', thus:

\[
\begin{align*}
ab & xy cd \\
ab & pq ef
\end{align*}
\]

We than assume that the 'sum' of each column constitutes a part or all of some system. Thus from the above we would derive the two systems:

\[
\begin{align*}
Sa &= \{xy, pq, \cdots\} & \text{and} & & Sb &= \{cd, ef, \cdots\}
\end{align*}
\]

where the convention (\(\cdots\)) indicates that the set is finite and may comprise more elements than those stated.

Since the setting up of these tables is a rather laborious process the procedure - and certain variants thereon, are implicit in chapter 11 rather than made explicit.

1.1

The procedure adopted for the identification of content elements is somewhat different from that used for morphemes, and rests on arguments of the following kind.

If we say, for instance, that the Arabic root ḥmr has the sense 'redness', or expresses a concept (Redness) we do not necessarily require that it should have this meaning in every context in which it is encountered. Rather, such claims appear to rest on the tacit assumption that, in a given sample of contexts, there would occur what will be terms a 'significant incidence' of a putative association ḥmr\(\leftrightarrow\)(Redness).

Within the framework presupposed here this assumption may be generalised thus: we assume that, as a prerequisite for the identification of some element in the content code, there shall be a significant incidence of some sense in association with some
morpheme or morpheme string.

This of course prompts the question, what do we mean by 'significant incidence'? If in a given sample of contexts each containing some morpheme $x$ we find that in every case $x$ appears to have the sense $y$ then we shall have no hesitation in concluding first that $y$ is an element of the content code, and second that among the associations of this grammar is $x \rightarrow y$.

Similarly if in some sample of strings each containing a morpheme $p$ we find say 50% where $p$ appears to have the sense $q$ and a further 50% where $p$ has the quite distinct sense $r$ then here also we shall conclude that $q$ and $r$ are both content elements of the grammar, and that $p \rightarrow q$ and $p \rightarrow r$ are associations. However if 50% constitutes a significant incidence what about 40% or 20%; in other words what percentage constitutes a reasonable lower limit?

Traditional grammars of Semitic languages contain much information about the patterns of meaning associated with the various first degree verbal and nominal measures. (For these terms see footnote 2 to chapter 2). Samples taken of these measures suggest that the incidences of the senses associating with the verbal measures in particular is rather low - say on the average around 8% or 9% of any sample. (See especially section 1 of chapter 6 and Appendix A).

Hence it follows that if these traditional statements are to have any validity at all the figure for 'significant incidence' must be set quite low.

Our opinion is that such information is a vital part of any grammar of Arabic and therefore we conclude that the level for significant incidence should be set provisionally at 5%.
It will have been noted that 'significant' has not here been used in its usual statistical sense. The principal reason for this is that it is difficult to understand how the notion of 'randomness' might be relevant to such samples.

Clearly if in some sample we detected say fifteen incidences of $5\%$ we should properly doubt that these conclusions were of any interest. However since we have encountered no sample giving such results the question will not be pursued further in this study.

1.2 Were Arabic an unrecorded language our procedure would to some extent entail the compilation of 'context-based' samples of the morpheme or string under consideration and thereafter attempting to isolate significant incidences of one or more senses. As an alternative to this we might merely take one or two examples of the item in question and 'project' any conclusions drawn onto a larger corpus, assuming that they would be supported by a context-based sample.

However where a lexicicon exists these two procedures may in many cases be dispensed with. For, if we wish to investigate the sense patterns associated with some first degree nominal or verbal measure we need only compile a sample of forms on that measure from the lexicicon.

Each of these procedures is employed in what follows but in inverse proportion to the order of their introduction here. Chapters 6, 7 and 9 are founded entirely on lexicicon-based samples, chapter 10 on the 'projective' technique for the most part, and chapter 8 on a combination of all three.
2. Notational Conventions

2.0.0 Each content system will be designated by a code which is an abbreviation of the name of the system. Thus for instance, the system which is named 'Aktionsart' will be referred to by the code Ak.

Each of these systems is either dual or adherent (see para. 4.0 of chapter 2). Lexical systems, the codes of which are prefaced by L, are taken to be dual by nature. Otherwise, the code of each system will be prefaced either by the letter D (dual), or A (adherent), as for example DAk.

The relationship between a lexeme and its included sememes or lexemes will be expressed through the formula:

\[ L_x(y) \sim L_y(y) \sim D_x(y) \]

That is, the lexeme \( L_x(y) \) includes the lexeme \( L_y(y) \) and the dual sememe \( D_x(y) \). (For the convention \( \sim \) see para. 1.0.1 above).

Each sememe or lexeme is given a name corresponding approximately to its value, as for instance (Extensive). Generally speaking, any content element will be referred to by the code of the system to which it belongs and an abbreviation of its name. Thus since the sememe (Extensive) is a member of DAk it will be designated DAk (Exten). (For a summary of these abbreviations and those of the systems see part 1 of Appendix F).

Every content system is either stable or unstable (see para. 2.4 of chapter 2). Unstable systems are distinguished from the former thus: \( C_x(y) \) vs \( C_y(y) \). Thus for instance we will have DAk (Exten).

2.0.1 The designations of the morpheme systems of the expression code and their members will be as per para. 1.2 of chapter 3. Systems of syntactic templates are designated Sa, Sb, etc.
2.1.0 In para. 2.4 of chapter 2 it was hinted that the concept of a periodic stability and instability in systems might have consequences for the kind of system structures which actually occur. In the course of our investigation into the structure of the content and expression codes of Arabic it did in fact become clear in particular that the notion of a unitary system either in a state of instability or stability is in certain respects simplistic.

More precisely it seems that a collapse into instability and reconstitution of the members of a system commonly entails a stage wherein the earlier and reconstituted versions of the same system co-exist as sub-systems of the same system.

Leaving aside the special case of the systems of predicates and substantives discussed in chapter 9 the following types of structure have been identified.

2.1.1 First there is the case where two or more sub-systems of the same system 'overlap'; that is, sub-systems share one or more members. Let such structures be termed 'type 1'.

There appear in fact to be two varieties of type 1 system, namely, the one where each member of each sub-system stands in stronger or weaker paradigmatic contrast with every other, and the other where this is not the case. Systems of the former sort will be designated 'type 1a' and those of the latter 'type 1b'.

The sub-systems of a type 1a system will be designated 'x' and 'y'. Thus if there be some system Sa, its sub-systems will be Sax and Say. Each member of these which does not overlap is referred to thus: Sax(y), Say(y). An element common to both sub-systems will simply be denoted Sa(z).

The sub-systems of a type 1b system are designated 'g' and 'h'. This notation is used analogously with that of the type 1a system.
In diagram form such systems will be represented thus:

**Type 1a**

```
  x
 /\
 y
```

**Type 1b**

```
    g
 /\
  h
```

2.1.2 Very similar to the type 1 systems are those where the sub-systems are non-overlapping. These we will term 'type 2'. The algebraic representation of such systems will be as per that for type 1, while the diagrammatic representations will be:

**Type 2a**

```
    g
 /\
  h
```

**Type 2b**

```
    g
 /\
  h
```

2.1.3 Somewhat different from types 1 and 2 is the case where a system changes not through internal modification but by the addition of elements similar in nature but conceived along rather different internal logical principles. In such cases it appears that not only may the sub-parts overlap and contrast, but also that in certain elements may in addition enter into a 'configurational' relationship with each other. Such structures will be termed 'type 3', and are taken to comprise:

First, a group of elements which do not have the possibility of entering into configuration with others.

Second, two sub-sets which will be designated 'p' and 'q' the members of which may contrast with the first group or with each other, and where in addition the members of branch p may enter into configuration with those of q.

Analogous to those of type 1 and 2 systems, the members of
the sub-sets p and q will be referred to thus: $S_{bp}(y)$, $S_{bq}(y)$, and the system will be represented in diagrammatic form as shown below:

**Type 3**

```
    p
     \  /
      q
```

Note that the intrusion of one system into another need not necessarily take this form, but may for example give rise to a type 1 structure.

2.1.4 Finally there is the case where what is in effect a series of systems stands in contrast with one or more single elements. Such a structure is attested only for certain of the morpheme systems of the expression code. In diagram form this structure, which we will term type 4, may be represented thus:

**Type 4**

```
    l
     \  /  m
```

The sub-systems designated by 'l' and 'm' are given algebraically in the form: Sol and Som.

2.1.5.0 Note that certain of the morpheme systems are 'compound' in that they combine two or more of the types introduced above.

2.1.5.1 In the description the structure of these systems may be given either diagrammatically or algebraically or both. Where overlapping sub-systems are to be given algebraically their statement will take the following form.

Let there be a system $S_a$ having the overlapping sub-systems $S_{ax}$ and $S_{ay}$, and let the system comprise the three elements $a$, $b$, 

and e, where b is common to both sub-systems. Then we will write:

\[ \text{Sax} = \{ a, \mathcal{V} \} \quad \text{Say} = \{ b, e \} \]
Chapter 6

Verbal systems in the Dual component of the Content code

0 Introduction

0.0 We have already referred in several places to the rather striking way that verbal measures are formed in Semitic by the associating of a typically triradical root with a template of affixes. Moreover the evolution of the hypothesis on which this description is based derived in the first place from the recognition that certain distinct patterns of sense are associated with each measure. (See section 1 of chapter 2).

0.1 The types of sense expressed by verbal measures of the first degree appear to be two. First, we find a series of sememes some of which at least can be seen as essentially "adverbial" in that one way or another they give additional information about the predicate with which they are in configuration.

These sememes, which on the whole are of rather spasmodic incidence, have been much discussed in the literature and for the most part the account given in section 1 differs from those previous only in the degree of importance attached to the various elements.

The 'dual' nature of the system should become apparent fairly readily from an examination of the relevant parts of appendix A, and its instability from the discussion in Section 1. With a membership of ten the system is the largest in the Dual component with the exception of the systems of predicates and substantives. In structure the system is taken to be of type 3 (See para. 2.1.3 of chapter 5).
Along the second dimension of analysis the Arabic verbal system manifests two types of form by which Western grammarians are commonly termed "active" and "passive". (See for example Wright 1. 73-76 and compare Beeston pp82,83, where the same distinctions are drawn using different terms). In this respect Arabic is in conformity with a goodly number of the Indo-European languages.

However between Arabic and many of these latter there is an important difference in this regard - namely that an Arabic verb having the "passive" form may not normally be conjoined with a noun phrase expressing the agent of the event (say). This is particularly true for CA. and not markedly less so for SA.

The relative paucity of these constructions is of importance for a description of the Arabic verbal system since in the first place, verbs having a "passive" form may enter into exactly the same sort of syntactic structure as certain other measures which are termed "active", as for example:-

a) ḥurrika 1-ḥajaru

b) taḥarraka l-ḥajaru (1)

These syntactic correspondences are paralleled by a certain amount of morphological evidence tending to suggest that the dichotomy "active vs passive" has been somewhat exaggerated in

(1)  

(a) Move (3ms - pass - comp): Stone (msn)  
"The stone was moved"

(b) Move (3ms - incoah - comp): Stone (msn)  
"The stone moved"
the tradition, for, as has been pointed out in several places not all "active" measures have a "passive" counterpart - or if in theory they have, these latter are seldom if ever encountered.

Of such measures we may instance Fa'IL, Fa'uL, and the 7th measure. An inspection of any sample of these will quickly show that - in consequence of their meaning, the vast majority can have no "passive" counterpart.

Moreover SA. provides a not inconsiderable number of instances where a "passive" form has lost all sense of 'implication of source' (For this term see para. 2.3) and may be seen as functionally equivalent to say Fa'IL or Fa'uL.

These factors would then seem to suggest that it is not sufficient for a description of Arabic that contrasts should be made solely along an axis comprising the terms "active" and "passive". (1)

Rather, there is a larger and more fundamental set of contrasting elements which may be seen to include "active" and "passive", given a suitable semantic reinterpretation.

In sum, the pre-eminence for the content code of a contrast along the lines of "active vs. passive" is disputed. Even where semantically, some "passive" forms may occur it will typically do so but rarely. This should occasion little surprise in fact, since the "passive" form is very much a rarity in Semitic, and the languages possess what are for the most part perfectly satisfactory alternatives. (2)

(1) Keeping in mind the conceptual shift from the notion "grammatical category"to that of 'content' element. This is of course possible because the terms "active and "passive" contain a 'semantic trace'. See 4.1 of chapter 1.

(2) Nor should one under-estimate the restraining influence of a defective orthography on measures which in general vary only on short vowels.
The second system also is taken to be unstable and to have a type 3 structure. The relevant sections of appendix A provide evidence for its inclusion among the dual systems.

1. The system DÁk (tionsart)

1.0 Typical of traditional grammars of Arabic is the statement in Wright (1.40) that the 2nd measure serves to express an 'intensive' sense. That this claim has been well criticised by Beeston (1970 p75n1) is supported by the fact that our sample failed to bring to light any convincing instance of this function.

However there are certain nominal measures, having in common gemination of the second radical, in which an intensive - or more appropriate perhaps, 'extensive' (see Wright loc. cit), function may be detected. The sample of forms on the measure Fa'AL for instance produced a 39.5% incidence, while Fa'ÁLa gave 11.3%. (see parts 4 and 5 of Appendix B).

Of the former measure we may instance naṭṭah: given to butting and on the latter baḥḥār: eminent scholar

The sense of certain of these forms seems to shade off into "habituation" rather than "intensity", but this apparent inconsistency perhaps reflects the internal logic of English rather than that of Arabic.

In the light of the foregoing then we posit as the first term in our system the sememe DÁk (Exten)sive.

1.1 Also in the sample on Fa'AL was detected a 49.8% incidence of forms indicating 'occupations' of various kinds, as for instance:

labbān: brickmaker

As is noted in the discussion of the sample in part 4 of Appendix B
It is in some cases difficult if not impossible to distinguish between forms expressing 'extensiveness' and those indicating an occupation, as for instance:

\[ \text{naspūb: cheat} \]

which constitutes part of our evidence for the unstable nature of the system DAK.

As the second term in the system we then posit DAK (Co copn).

1.2

The primary function of the third measure is of all the verb forms of Arabic the most difficult to understand. (See the discussion in part 8 of Appendix A). It does however appear to be the case that a sense of 'directionality' lies behind many of these forms, which has the principle syntactic consequence of creating a 'direct object' where English say would require government by a preposition, or where an alternative Arabic encoding might result in a similar construction.

The apparent commonness of this sense in the sample (73.6%) is perhaps the greatest weakness of the analysis, for it suggests that we are treating of an element so amorphous as to be almost without descriptive value.

1.3

Very much secondary to 'directionality' in the third measure - again in contrast to the impression given by traditional accounts (see once more part 8. of Appendix A), is a sense of 'trying' or 'seeking' to achieve something, which is represented by two examples only in the sample (3.4%). For example:

\[ \text{(3n'sa): try to obtain} (1) \]

By itself this incidence cannot be regarded as significant.

---

(1) In this study verbs will be cited as here, where the numeral indicates the first degree measure on which it is based, and the letters the relevant root.
However better support for the sememe is provided by the sample on the tenth measure, (see part 14 of Appendix A) where seven forms (12.2%) having this function were detected, of which we may instance:

(10dnw): *try to be nearer*

It is assumed that the notions 'seeking' and 'trying', manifest in the English translations of these forms reflect the internal logic of English, and that Arabic envisages a unitary concept embracing both of these. (That is, the range of nuances embraced by the sememe is similar to that expressed by the verb (Iṭlb).

Thus the third measure is taken to provide evidence for a sememe \text{Dāk(Dir)ectional}ity, and the third and tenth measures jointly evidence for an element \text{Dāk (Seek)ing}.

1.4 The sample of verbs on the tenth measure also contains seven forms taken to express an 'estimative' sense in addition to the predicate, as for instance:

(10ḥqr): *consider contemptible*

Hence we posit as the fifth term of the system a sememe \text{Dāk(Est)imative}.

1.5 Significant also for the tenth measure is a 'reflexive' sense which is discernible in 10.5% of the sample, as for instance:

(10ḍf'): *warm one's self*

However the strongest evidence for this sememe comes from the fifth measure, in the sample of which we detect a 20.5% incidence, as for example:

(5zyn): *adorn one's self*

In part 10 of Appendix A it is argued that 'reflexiveness' is in Arabic secondary and deriving from the sense 'oncoming effect'
(on which see para. 2.3 of this chapter). It thus comes as no
surprise to find two other 'effective' measures - namely the
seventh and eighth, showing significant incidences of this same
reflexive sense, although - at 15.2% and 8.8% respectively, in
neither case is the percentage so striking as for the fifth measure.
(Against this however we find no instances of this sense in the
samples on Fa'il and Pa'uL - see parts 2 and 3 of Appendix A).

The sample on the fifth and sixth measures each contain a
cnumber of forms (3 and 6 respectively) where the sense augmenting
the predicate may be glossed "behave in such and such a manner".
In translation these fall into two distinct types, namely,
those requiring a rendering "show one's self to be x", as for
instance:

\[(5\text{rznl}): \text{show one's self calm}\]

and those requiring "feign or pretend to be x", as:

\[(6\text{jhl}): \text{feign ignorance}\]

Logically speaking, these types are distinct in that the former
in effect concedes the quality ascribed to the person concerned,
while the latter denies it. The question arises then whether,
despite the external logical distinction between the two groups,
we should not, in the light of the similarity between them, treat
them as instances of one sememe rather than two, in internal
logical terms.

The most persuasive kind of evidence would be a verb where
both interpretations are admissible, but such unfortunately does
not occur in our samples. On the other hand if we do not adopt
the unitary analysis the two forms constituting our warrant for
a separate sememe "showing" or the like are not significant for
the sample on the fifth measure in which they occur.
Tentatively then we will assume that we are dealing with but one element, which may be designated $DA_k$ (Evin)give, assigned variant interpretations in context.

1.7 In the sample of forms on the sixth measure was also detected a 10.2% incidence of a sense 'iteration', as for instance:

\[(6\text{th}'): \text{ follow in succession}\]

Given the significance of this result we assume as further element of the system a sememe $DA_k(\text{Itn})$. (1)

1.8 The most important sense attaching to the 6th measure is 'reciprocity' which is detected in 50.8% of the sample (See part II of Appendix A) as for instance:

\[(6\text{wkl}) : \text{ trust each other}\]

Hence we assume as the ninth member of the system $DA_k(\text{Reciprocity})$.

As is pointed out in Wright 1.43b this sense is on occasion detectable among forms on the third measure. However on the basis of our sample reciprocity cannot be regarded as significant for the measure since it appears to furnish only one example (See Table D of part 3 of Appendix A).

1.9 Turning aside from the verbal measures proper we consider the many "adjectives" on the measure $'a\text{F}'\text{aL}$ which express an 'elative' sense.

Since this sense can be seen to augment a predicate in a way analogous to those discussed in the preceding paragraphs it would seem that its proper place is within this system - and indeed, at least one instance can be seen to form part of the configuration underlying a token of a verbal measure. (See Table G of part 14 of Appendix A).

Hence we assume an element $DA_k(\text{El})\text{ative}$ for the system.

1.10 These then comprise at least the most commonly encountered

(1) Note that on the basis of the sample studied the statement in Beeston 1970 p75 apropos this measure is not strictly correct. First the sample produced only one instance of a form which could be said to express a "gradually phased process", namely: \[(6\text{bk}1): \text{ give grudgingly}.\]

Moreover Beeston's example $t\text{a}\text{S}\text{a}\text{t}a \text{d-dammu: the blood dripped}$ can clearly be understood as an instance of $DA_k(\text{Itn})$. 

elements of DAk. The findings do not diverge much - save in emphasis, from those of more traditional accounts.

However on the evidence of certain configurations underlying forms on the sixth measure (part II of Appendix A) it seems that we are here dealing with a type 3 system (see para.2.1.3 of chapter 5) having the structure shown in the accompanying figure.

```
DAk
  /\     /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /\      /:
Appendix A). For among these we find many instances where the sense of the form relates to the simple bringing about of some state or process.

For many predicates these two types of sense stand in paradigmatic contrast, as for example:

kašun: be rough vs. kašsan: make rough

'alam: suffer vs. 'allam: cause to suffer

Pairs such as these, of which there are many, suggest that we should envisage pairs of configurations differing only on the assignment of a sememe which will be designated 'causation' versus an element 'effect'. Since, as the appendices show that 'causation' in particular may either be included or adherent, the system of which they are members - and which will be termed C(ausal) m(odality), is to be regarded as dual. These sememes will then be designated DCm (Causn) and DCm (Eff).

2.0.1 In traditional grammars of Arabic it has been customary to claim that forms on the measure Fa'iL express "a temporary state or condition, or a merely accidental quality in persons or things", whereas the measure Fa'UL "indicates a permanent state, or a naturally inherent quality" (2.0.0).

In the absence of any explication of these notions it is difficult to evaluate such a claim. However, on the evidence of the samples in parts 2 and 3 of Appendix A, it does not seem possible to find any satisfactory basis for a distinction of this type. For on the one hand it will be noted that not a few concepts may be expressed in either measure. On the other hand, certain antonymous concepts are not expressed consistently, as:

basī: be ugly vs. āsūn: be beautiful

This is not to deny that there is at least some substance in the
claim. For it will be seen that far fewer forms on Fa'ul are in traditional terms "transitive" than are forms on Fa'il. Now while it will be argued in the following paragraphs that "transitivity" is a category of 'secondary' rather than 'primary' description in Arabic, it is nonetheless true in general that a tendency towards "transitivity" is inconsistent with a tendency towards "stativeness". Given that Fa'ul does not manifest the former trait overmuch it would seem to follow that its predicates must in some way be more "stative" than those of Fa'il, but the precise basis for the distinction remains obscure.

2.0.2 Wright observes (ibid) "the vowel i. in the same (i.e. medial) position has generally an intransitive signification, u invariably so".

On the basis of our samples this statement appears to be almost entirely correct - and yet is "transitivity" to be regarded as a primary category of the verb (with Wright etc.) or as a secondary (which is implied by our 'causation vs. effect' analysis in 2.0.0)? In general, given two possible analyses of the data how may we decide which of the two is to be preferred?

In the case of Fa'il some 89.2% of the sample may be analysed as "intransitive" and 10.8% as "transitive". Against this, there is a 91.3% incidence of 'effective' (i.e. "stative") senses. Such figures clearly provide no basis for the evaluation of competing analyses and warrant for our description must be sought elsewhere.

2.1.0 The sememe DGM (Dyn)

Part 1 of Appendix A comprises a sample on the measure Fa'al. An analysis of these forms on the basis of the contrast "transitive vs intransitive" gives an incidence of 78.2% for the former and
28.8% for the latter. (Certain verbs may be either).

While these results are strongly significant in terms of our methodological assumptions, and provide a certain degree of formal support for the statement in Wright, 1.37, a rather more impressive result is obtained if we analyse the forms in terms of the 'activeness' or 'dynamicity' of their predicates, or otherwise.

Along this dimension the sample furnishes a positive incidence of 91.1% and a negative incidence of 8.7%.

Now the more significant the incidence of some sense the more general will be the ensuing description — which is of course at least one of the desiderata for a satisfactory grammar. On this basis the latter analysis with its positive incidence of 91.1% as against 78.2% is clearly to be preferred.

It does then seem likely that "translivity" is a category of secondary rather than primary description in Arabic, and should not be regarded as a system of the content code. The very high incidence provided by an analysis along the axis "transitive vs. intransitive" comes as no surprise for, if some predicate is viewed "actively" or 'dynamically' there is, in the nature of things, a strong likelihood that this dynamicity will be directed against some second object— or what by internal logic is specified as an object for the language.

2.1.1 It is in this light that our account of Fa'il and Fa'ul may be understood. For if Fa'al serves principally to express "dynamicity" of some sort it does not seem inherently improbable— given the strong morphological correspondences between the three measures, that the former pair should function as the counterpart of the latter. That is, "intranslivity" may be viewed as secondary to 'effectiveness', where the latter term is, as we have
argued, approximately equivalent to "stative".

Aside from the independently detected contrast 'causation vs effect' our position finds support in such pairs as:

\[ \text{ḥāzan: saddened vs ḥazin: was sad} \]

where the morphological contrast may be understood to reflect a pair of configurations varying only on the assignment of a dynamic sememe versus \( \text{Dom(Eff)}. \) (1)

2.1.2 Thus far we have identified three distinct elements which - potentially at least, may stand in paradigmatic contrast with each other and may be set in configuration with predicates - and less commonly with substantives, in various ways. The nature of the elements 'causation' and 'effect' seems reasonably clear, but what of the 'dynamic' element typically expressed by Fa'al?

We may note, first of all that it can in many cases be seen to overlap 'causation' - and there are indeed many forms on the second measure which are interchangeable with a cognate in Fa'al as for example:

\[ \text{kazar-kazzan: stock kafar-kaffar: protect} \]

\[ \text{kanas-kammas: scratch} \]

In similar fashion this sense may on occasion overlap with 'effective' senses, since we find a considerable number of forms Fa'aL which may be substituted by Fa'il, as for example:

\[ \text{ḥadaq-ḥadiq: was skilful ḥarās-ḥaris: desired} \]

(1) It may well be asked how, if Fa'il is to be seen as a counterpart of Fa'aL, it can also be said to be the counterpart (say) of the second measure.

In synchronic terms we argue that such a position is justifiable. The diachrony giving rise to this situation is a different question which cannot concern us here.
The dilemma may be resolved through examination of the notion 'action'. An action may on the one hand be seen as something which begins and ends in a relatively short space of time, as is instanced by such forms as qatal: killed and darab: beat. On the other hand an action may persist for no small length of time - of which katab: wrote might be an example.

Now an action of this latter kind is susceptible of being regarded as a state. That is, whether the 'activeness' of some event is stressed or what may be termed its 'ongoingness' is largely a matter for the internal logic to decide - and internal logics may be expected to differ and to be internally inconsistent as to which aspect is emphasised. Viewed in this light it becomes possible to understand these apparently contradictory patterns of overlap.

Let us posit then as the third element of the system the sememe DCm(Dyn)amic, which is to be understood as a concept neutral between the more "process" type of state and "agency". From the discussion of the relationship between these three sememes it seems fairly clear that the system should be regarded as unstable.

Evidence for paradigmatic contrast between DCm(Dyn) and DCm(Causn) is provided by such pairs as

(Idkr): remember vs (4dkr): remind
(Ibrz): emerge vs (4brz): cause to emerge

2.2 The sememe DCm (O-E)

An examination of the lexicon shows that two term contrasts between forms on Fa'il and the second measure are not infrequently accompanied by a third form on the fifth measure. In addition there are many more "defective" paradigms where the contrast is
between forms on the second and fifth measures only.

As an example of a three way contrast we may cite the root ṛṭb which gives the forms:

raṭib: be moist vs raṭtab: moisten vs taraṭṭab: become moist

Given such instances, and the fact that the sample of forms on the fifth measure (part 10 of Appendix A) shows a 27.7% incidence of this same "inchoative" sense, we conclude that we are here dealing with a further member of D_CM.

This element has of course both a dynamic and a stative aspect, of which the "entering" into a state is the former and the "state" which is entered the latter. It is therefore not too surprising to find many forms in this same sample whose meaning appears to have polarised on one aspect or the other, giving in particular significant incidences of both D_CM (Eff) and D_Ak(Refl).

That this potentiality may be the more readily kept in mind the sememe is given a two-term designation, intended to reflect both of these aspects. Hence the name 'oncoming-effect' is assigned, abbreviated to D_CM (O-E).

Certain verbs on the measure Fa'il are rendered in Wehr's dictionary "be or become x". The nature of these is discussed in paras. 1.0 - 1.3 of chapter 10 - see especially para. 1.3.1.

2.3.0 The sememe D_CM (E-I-S)

Save where they have acquired a distinct sense forms whose measures are based on the vowel pattern (...u...i) are not listed in the lexicon. This however is somewhat of a concession to Western grammatical theory, since one cannot but doubt that if, as was the case, Wehr's dictionary was compiled from running text the incidence of forms on these measures was rather slender. We have already argued (para. 0.2 above) on the basis of pairs such
taḥarraka l-ḥajaru and ḥurrika l-ḥajaru

and other evidence, that these measures should not be regarded as
one of the pillars of our account of the Arabic (and Semitic)
verbal system.

This is not to say that our problems are solved by rejecting
the primacy of the dichotomy "active vs passive": as the following
discussion shows, this is far from being the case. It is suggested
merely that a satisfactory synchronic account of the verbal system
cannot be constructed unless this particular contrast is dislodged
from its plinth, so that other equally if not more important contrasts
are allowed to come to light.

There are then two questions relating to measures on the
vowel pattern (...)i). First, what is the nature of the particular
sememe they express, and second, what is its systemic relationship
to the other elements so far discussed.

2.3.1 If it be accepted that taḥarraka expresses 'oncoming-effect'
then it will immediately be apparent that ḥurrika also must express
an 'effective' sense of some kind.

The difference between them resides in that ḥurrika directly
expresses the fact that some 'agent' or 'source' is involved in
this 'motion'. That is, in the former case the 'agency', 'source'
or 'instrumentality' is of no consequence to the user whereas in the
latter case it is - if only peripherally.

The sense of the element expressed by ḥurrika can then be
understood as 'effect-with-implication-of-source' - to employ the
most neutral designation, and the one applicable to the widest
number of cases. This designation will be abbreviated into DCm (E-I-S).
2.3.2 The analysis offered above, while adequate for those forms in paradigmatic contrast with a form on Fa'\text{al} expressing $\text{DCm(Dyn)}$ is not entirely appropriate to those forms whose counterpart expresses $\text{DCm(Causn)}$. Consider for example the following set:-

- iia) ka\text{\'}unu l-ka\text{\'}abu: the wood was rough
- iib) ka\text{\'}\text{sana} l-ka\text{\'}aba: (he) roughened the wood
- iic) ku\text{\'}\text{sina} l-ka\text{\'}abu: the wood was roughened

Provisionally these forms may be analysed:-

- a) $P$ (k\text{\'}\text{n}: roughness) $+$ $\text{DCm(\text{Eff})}$
- b) " " " $+$ $\text{DCm(Causn)}$
- c) " " " $+$ $\text{DCm(Causn)}$ $+$ $\text{DCm(E-I-S)}$

Now if - as is the case, 'causation' may contrast with 'dynamicity' and the latter may contrast with $\text{DCm(E-I-S)}$, then it clearly follows that first and third of these may also be in contrast.

However in example iic) we have an instance where $\text{DCm(Causn)}$ and $\text{DCm(E-I-S)}$ supplement each other.

2.3.3 Rather different however are such forms as 'akra\text{\'}j: expelled which is taken to express the configuration:

- h/P (ik\text{\'}\text{rj}: go out) $+$ $\text{DCm(Causn)}$

Note firstly that since the concept 'expel' is taken not to be equivalent to 'cause to go out' - in that there is an element of force implicit in the former in respect of which the latter is neutral, the sememes $P$ (ik\text{\'}\text{rj}: go out) and $\text{DCM(Causn)}$ are set in an included relationship.

Now we clearly desire only one structure for $L(4kr\text{\'}j:\text{expel})$ and yet the form 'akra\text{\'}j: expelled contrasts with 'uk\text{\'}\text{rj}: was expelled.

If the composition of the lexeme is to be held constant the
configurations underlying these two forms can be differentiated only if we assume that they vary on the assignment of \( \text{DCm} \) (Dyn) vs \( \text{DCm} \) (E-I-S). That is 'uk\( \text{rj} \) should be analysed:

\[
\begin{align*}
\text{“I(4\text{krj: expel})/.../ + \text{DCm (E-I-S)}}
\end{align*}
\]

\[
\begin{align*}
\text{h/P (I\text{krj: go out}) } \sim \text{ DCm (Causn)/}
\end{align*}
\]

However, since in these examples \( \text{DCm} \) (Causn) stands in an included relationship it can be said to enter into configuration with \( \text{DCm} \) (Dyn,E-I-S) only indirectly, they should not be interpreted as an argument for a syntagmatic relationship between \( \text{DCm} \) (Causn) and \( \text{DCm} \) (Dyn) also.

2.4.0 In addition to those used to postulate the various sememes introduced above there are other measures which also furnish significant incidences of the elements concerned. The most prominent among these are:

1) For \( \text{DCm} \) (Eff) \( \text{aFill} \) - 74.2\% (Part 6 of Appendix A)

\[
\begin{align*}
\text{Vth} - 29.6\% (Part 10 of Appendix A) \\
\text{VIIIth} - 35.5\% (Part 13 of Appendix A) \\
\text{Xth} - 19.3\% (Part 14 of Appendix A)
\end{align*}
\]

(ii) For \( \text{DCm} \) (Causn) \( \text{Xth} \) - 21\%

(iii) For \( \text{DCm} \) (Dyn) \( \text{aFuLL} \) - 94.4\% (Part 5 of Appendix A)

\[
\begin{align*}
\text{IIInd} - 24.4\% (Part 7 of Appendix A) \\
\text{VIIIth} - 42.2\%
\end{align*}
\]

(iv) For \( \text{DCm} \) (O-E) \( \text{VIIth} \) - 71.7\% (Part 12 of Appendix A)

2.4.1 To a large extent the measures Fa\( \text{aL} \) and Fa\( \text{aLL} \) (on these measures see para. 1.1.4 of chapter 1) are unable to form morphological contrasts analogous to Fa'\( \text{aL} \) vs Fa'\( \text{IL} \)/Fa'\( \text{uL} \).

However in respect of the latter sub-group of first degree measures this function is fulfilled - as the above list shows, by the mu\( \text{dārī} \)
measures aFULL and aFULL (and also, but infrequently, by aFaLL).

This is particularly interesting when it is noted that the
medial vowel of the measures aFULL and aFULL, which are cognate with
FaL, do not have this function to anything like the same extent,
and in this they parallel the measures aFULL and aFULL cognate
with Fa'AL. (See part 4 of Appendix A for aFULL and aFULL and part 1
for aFULL and aFULL). If our samples are not atypical the implication
for the diachrony of FaL and FaLL is clear.

2.5.0 The structure of the system

Given the nature of the relationship between DCm(Causn) and
DCm(E-I-S) it becomes clear that we are dealing with a type 3
system (see para. 2.1.3 of chapter 5) having the structure:

```
       DCm
        / \      
      O-E  Eff
     /     /
   Dyn  Causn
    /   / \
   P    E-I-S  q

Among limitation rules attaching to
DCm are the following:

DCm ←→ DAK
\{ (Itn  
   (Evin  
   (Coopn
   (Refl
   (Recip

\{ (Eff  \}
\{ (Causn  (O-E) \}

...62.1

\{ (Eff  \}
\{ (Causn  (O-E) \}

...62.2
```

2.5.1 An examination of the sample on the fifth measure will show
that the incidence of DAKq (Refl) is much the same as that for
DCm (O-E) --25.9% as against 31.5%(see part 10 of the appendix).
Furthermore we have noted there the problem of trying to distinguish
instances of the one sense from the other.

Now if these senses do tend to overlap why do we assign them to different systems, and why in fact do we posit two different systems rather than one?

This question is all the more relevant if, instead of beginning as we have with the structure of the content code we had first considered that of the expression code - which is, in effect the approach of traditional grammarians. Had we adopted the latter course the very strong morphological parallelism among the various verbal measures might well have suggested an analogous single system for the content code - an approach which might well find support from the fact that certain of the elements of DAk and DCM may not stand in syntagmatic relationship.

It does not in fact seem that there can be any real answer to the question. The elements DCM and DCM (E-I-S) do not contrast paradigmatically with those of DAk, but if as we have argued the former are closely related to DCM (C-E) etc., then the structure posited in this chapter will seem most natural. If not, then although two systems would still be required their structure would differ considerably from those outlined in this section and section 1.
Chapter 7

The systems for substantivization

0 Introductory

0.0 Among the more striking characteristics of Arabic is the way in which semantically complex substantives are created either out of a base or complex predicate, or out of a base substantive.

This process may be understood as the adding one or more augmentive elements to the concept serving as foundation, the configuration so created being either adherent or more commonly, included within the complex substantive so created.

In this chapter the nature of these elements is discussed, along with the systems which they comprise.

1 The system Su(substantivization)

1.0 DSu(Place)

Arabic has a great many nouns on the first degree measure maF' (v) L(a) whose instances are maF' aL, maF' aL, maF' aLa and maF' ila. An examination of any sample of their forms will show that they most commonly express the 'place' either where some event occurs or state obtains, or where numbers of some object exist. For instance, of the sample of forms maF' aL listed in the appendix to this chapter, 54.2% express this sense, as do 57.8% of the sample of forms maF' aL (See parts 7 and 3 of Appendix B).

A conjunction of formal and semantic criteria of this significance clearly warrants our positing 'place' as one of the elements which serve as substantivizing augment.

While these are the most common measures used to express this sense, they are by no means the only ones. In particular,
significant incidences underlie the 'asma‘u l-maf‘ul(1) of the expanded verbal measures. For instance, the sample of forms muFa‘al (See part 12 of Appendix B) exhibits a 19.4% incidence — again clearly significant. Although the other measures have not been investigated in any detail, there is no reason to suppose that the situation there is markedly different.

1.1 DSu(Locus)

By Eastern and Western grammarians alike forms on the measure maF‘ (v) l(a) are known as the 'asma‘u l-makāni waz-zaman: nouns of time and place. What seems not to have received much attention is the fact that while many of these forms express only a sense of 'place', very few appear to express only a sense of 'time'. (2)

On the other hand there is a significant number of forms which may express either 'time' or 'place' according to one's interpretation: that is, they are essentially neutral with respect to these notions. Another point which appears to have received little attention is the semantic relationship between the maṣdar mīmī (that is, a maṣdar which conforms to the general measure maF‘(v)l(a)) and the nouns of time and place. Many of the former — as is commonly the case with the maṣdar, have both predicative and substantive senses and, in the latter case, the substantive is — reasonably enough, indifferent to notions of time and place.

It is however possible to argue that 'indifference' to time and place and 'neutrality' thereto are not entirely unrelated concepts, and while we do not wish to suggest that substantives cognate with a maṣdar- mīmī should be regarded as nouns of time and place, looking at the matter in this way does enable us to

(1) Approximately equivalent to the traditional "passive participle"

(2) Of the 54 forms maF‘al and maF‘iI listed in the appendix only one — maḥill: due date expresses 'time' only.

(3) Literally 'source'. Usually translated 'gerund' or 'verbal noun'.
understand more clearly the nature of those substantives which, while not synchronically related to the maṣdar mīmī are neither very clearly related to the notions 'time' and 'place' - as for example maṭma: coveted object and mabḥat: field of investigation.

That is, we would prefer to envisage a continuum, at one end of which stands the unique signifying of 'place', and at the other a total indifference thereto. Between these poles stands, we suggest, a group of substantives - including maṭma, mabḥat, maw'īd: appointment, majlis: gathering, which while not entirely indifferent to the notion 'place' yet express it only vaguely. That is, they indicate only the 'locus' of some event, state, or set of objects, without nearer definition. This sense 'locus' we posit as the second term of the system. (1)

1.2 DSu(Instr)ument

Commonly encountered is the first degree measure miF'(a/ā)L(a), of which the instances are miF'aL, miF'alā, and miF'āL. Examination of these measures shows that they frequently express the 'instrument' through which some event or state is brought about, or an instrument which is in some non-specific relationship with a base substantive or predicate. Of this latter type we may instance miḥjan: crooked staff that is "an instrument characterised by being bent".

In particular, this function is extremely common among forms miF'aL and comprises 92.4% of the sample (See part 9 of Appendix B).

(1) From the construction of the argument it will be clear that we are disposed to regard the maṣdar mīmī as a creation from a cognate substantive - contrary to the usual direction of development and what seems to be the traditional view.
Such evidence clearly warrants our positing this sense as the third element of the system.

The incidence of 'instrument' in the measures miF'āLa and miF'āL, while perhaps not so great as that for miF'āL is nonetheless substantial.

Other significant incidences of 'instrument' occur in Fa'āLa (47.7%), Fā'ila (15.4%), and muFa''iL (8%) (see parts 5, 2 and 11 respectively of Appendix B. On Fa'āLa compare Monteil 1960 p118 and on muFa''iL p116). Certain other measures, while not investigated in any detail, do furnish evidence suggesting a potential significance, as for example, musawwira:camera, muḍammida: compress, on the measure of muFa''iLa.

1.3 Although the sense 'locus' is rarely if ever in paradigmatic contrast with 'place', the sense 'instrument' may contrast with the other two, and in so doing provides formal justification for our system Substantivization).

For example, from the predicate DBp(nsj:weave) are created mansaj: weaving mill and minsaj: loom - being respectively the 'place where weaving is done' and the 'instrument through which weaving is done'.

There is a variety of evidence for instability in the system. First, certain substantives may be expressed by either of the general measures maF'(v)L(a) and miF'(a/ā)L(a) as for example mi'dana, ma’dana: minaret - 'instrument for' or 'place of' summoning.

Second, insofar as it is proper to analyse forms on the measure Fa'īLa as expressing this sense, the boundary between 'instrument' and certain members of the system Dm is in the limit illusory (See part A of the appendix).
Thirdly, in 1.1 above we presented arguments for an element 'locus'. Since the burden of this argument was to suggest that between clear cases of 'place' and clear cases of non-specific substantivization lies a continuum, somewhere along which the sense 'locus' is set, it follows that between 'place' and 'locus' also, there can be no definable boundary.

The range of objects deemed by the internal logic of Arabic to be 'instruments' is such that a more fortunate term might be 'device'.

The advisability of this opening remark is suggested by the fact that among the sample of forms Fa'ala we have chosen to detect an incidence of 11.3% for a sense which has been termed 'vehicle' (Part 5 of the appendix). Since the sense 'device' is rather more general than 'instrument' - which latter tends to have certain implications for the size of the object in question, this group of forms could well be included with those discussed in para. 1.2 if the former term were to be adopted.

On the positive side our analysis receives support from the fact that, of the forms mip'al listed in the appendix, none can be said to denote a vehicle of any kind, and this is true equally of the more modern innovations, as the list given in Monteill shows (p118). Hence, if somewhat tentatively albeit in at least partial agreement with Monteill's classification (p118), we include DSu(Veh) as the fourth element of the system.

It is perhaps the case that the majority of the de-predicative substantives of Arabic are not distinguished by expansion into a distinct expression mode.
Being commonly derived from the maṣdar or from participial forms they are typically assigned the same expansion as their base, and differ only in their capacity for pluralisation.

That is, on the one hand this capacity is not available to the maṣdar viewed from a strictly verbal standpoint: on the other hand, although participial forms have a distinct pattern of pluralisation when functioning predicatively, certain of them exhibit different patterns when having substantive function.

Contrast for example:

kāṭib(un) - kāṭib(ūna): writing
kāṭib(un) - kuttāb(un): writer

Now while the capacity for forming a plural is a defining characteristic of all depredicative substantives, this is in many instances supplemented by the distinguishing of a substantive from its related predicate by the addition of the tāl marbūta (The "bound (letter) T" - i.e., the "feminine" of traditional Western grammarians).

Inspection of a number of measures does in fact suggest that this marking of 'individuation' - the denoting of an instance of some predicate, is the primary function of this morpheme.

For example, of the forms on Fa'ilā listed in the appendix (part 2) 35% have this function, as do 61% of forms on Fa'ilā (part 13).

The 'instance of a predicate' thus created may be either 'concrete' or 'abstract': there is no evidence to suggest that the internal logic of Arabic draws any distinction between the two types unless, in addition to being concrete, the substantive is also animate (See 2.0 below).

Further light may be shed on the nature of this sememe by
observing that it can be regarded as the foundation upon which the "personal pronouns" are constructed. That is, DSu(Indiv) is in effect taken to be a neutral deictic - a deictic element not defined as 'nearer' or 'further'.

6 The structure of the system

1.6 These elements then are considered to comprise the system DSu. With the exception of DSu(Place) and DSu(Locus) each sememe is taken in principle at least to have the capacity for standing in paradigmatic contrast with the others. That is - the system can be seen to conform to the type designated 1b in para. 2.1.1 of chapter 5, and will hence have the structure:

DSu

\[ g \]
\[ \text{Place} \]
\[ \text{Instrument} \]
\[ \text{Vehicle} \]
\[ \text{Individuation} \]
\[ \text{Locus} \]

2 The system H(uman) a(nimacy)

2.0 The case for a system of 'human animacy' concepts rests upon three points, of which two are morphological and the other syntactic.

The morpheme tā' marbūta which, we argue above, most commonly serves to express the element DSu (Indiv), is traditionally regarded as the "feminine" morpheme. Now while "feminine" in this sense is presumably to be regarded as a "grammatical" rather than as a "semantic" category there are indeed many cases where the tā' marbūta serves to distinguish a naturally masculine concept from its feminine counterpart, as for example:
baqqāl-baqqāla: male-female greengrocer
kāyāt-kāyyāta: tailor-semistress

In the second place, pluralised depredative substantives referring to human animates tend to be assigned distinctive morpheme patterns. Compare for example:-

kātib-kuttāb: writer-writers
dāsir-dawāsir: propellor-propellers

Both of these are derived from similar predicate configurations and the difference in plural forms must be attributed to the fact that kātib has come to refer to a male person.

These morphological criteria may be supplemented by the evidence provided by agreement patterns between subject and verb, where certain idiosyncracies are best understood in certain cases on the assumption of sememes of 'human animacy'. (For a more detailed discussion see para. 1.1 of chapter 9).

The first point then demands a means for distinguishing natural gender, while the second and third are most elegantly described on the assumption of such a system.

On a first viewing it might be anticipated that this system would form part of the adherent rather than the dual component. That this is not the case is suggested by the pairs of examples cited above.

The pair baqqāl-baqqāla may be analysed as follows:-

\[ L (baqqāl: greengrocer)/\ldots/ + (Ha(Male)) \]
\[ h/ S (baqāl: vegetables) \sim DSu (Indiv) \sqsupset Dāk(Occpn)/ \]

and

\[ L (baqqāl: greengrocer)/\ldots/ + (Ha(Fem)) \]
\[ \text{etc.} \]

That is, the latter is merely the female counterpart of the
former. However, in contrast to this the pair kayyāṭ-kayyāṭa seems best analysed as follows:

\[
\begin{align*}
&L \ (\text{kayyāṭ: tailor})/.../

&h/ g \ (\text{Kayt: thread}) \sim \text{DAk(Copn)} \sim \text{DSu(Indiv)} \sim (\text{Ha:Male})/

&\text{and}

&L \ (\text{kayyāṭa: semistress})/.../

&h/ g \ (\text{Kayt: thread}) \sim \text{DAk(Copn)} \sim \text{DSu(Indiv)} \sim (\text{Ha(Fem)})/
\end{align*}
\]

That is, kayyāṭa is regarded not merely as the female counterpart of kayyāṭ, but as something else besides.

2.1 If the foregoing analysis is acceptable it follows that the system is dual in nature. Then, since it is clearly to be regarded as stable, it will simply have the structure:

\[
\begin{array}{c}
\text{DHa} \\
\text{Male} \\
\text{Female}
\end{array}
\]
The Network of Relational systems

0.0 Introductory

A relational sememe - or exceptionally, lexeme - may be defined as that sememe:

First, which is assigned as the encoding of some term $R$ in a representation (see para. 1.4 of chapter 4).

Second, which is assigned by 'rule of addition' (see para. 2.1 of chapter 4) to indicate an 'attributive' relationship between two sub-segments of an encoding.

0.1 Evidence for this network is provided in the main by prepositions, supplemented in certain places by reference to sundry particles, some of which - as for instance li'anna and likay, in any case share a morpheme with the prepositions.

The method of analysis adopted for the description combines both 'projective' and 'statistical' techniques (see para. 1.1.1 of chapter 5). The former is necessary on the one hand because, unlike say the prefixes of the measures $maF'al$ and $miF'al$, each preposition is, broadly speaking, listed only once in the lexicon.

On the other hand it does occur that many verbs tend to associate rather more strongly with certain prepositions than with others, and the particular associations and any peculiarities in sense arising from their conjunction are listed separately in the lexicon, and from these listings we may compile samples and interpret them just as in chapters 6 and 7.

Since such a sample is concerned in the main with exceptions it might be thought that our analysis will be somewhat distorted by failing to take into account the (presumably) not inconsiderable
number of strictly 'local' instances. However to judge from the one case where we have compiled both lexicon- and context-based samples (for the preposition li - see parts 2 and 3 of Appendix A), the reverse appears to be the case. That is the number of 'local' - or quasi-local, uses occurring in the former is markedly greater than in the latter.

Particular portions of the description are approached either from the projective or from the statistical angle as simplicity dictates.

0.2

The relationship between the relational sememe and Fillmore's "deep case" is taken to be somewhat analogous to that between the sememe and the Neo-Bloomfieldian morpheme. (For discussion of this latter see paras. 2.2 of chapter 3).

That is, we understand by Fillmore's "case" a grammatical (or "syntactic") abstraction which accounts for the acceptability, and hence to some extent the distribution, of syntactic structures. For instance of the pair:—

i) John ruined the table

ii) John built the table

Fillmore argues that "Our ability to give distinct interpretations to the verb-object relation in these two sentences" "...does have syntactic relevance..."in that "...one might relate (i), but not (ii), to the question...":—

iii) What did John do to the table? (1968 p4)

In other words the question he is asking of this pair is why the distribution of iia) is other than that of iib). However just as the unit of distribution set up by Structuralists - the morpheme, is quasi-semantic in that many of the distributions for
which it purports to account are in the limit founded on semantic distinctions, so also with the "case". Indeed in the latter case the closeness of the parallel is such that Fillmore's work has been criticized for being "...too strongly motivated by semantic considerations".(ibid p88)

By contrast the present study asks two rather different questions:

First, how does Arabic express a relationship which is in external logical terms 'factitive' — that is a representation containing an R term having the value [Factitive].

Second, does the internal logic of Arabic recognize a sememe (Factitive).

Thus if our understanding of the nature of Fillmore's "case" is correct it becomes clear that he is, in effect, supplying an answer to the first of these. The second question remains unanswered and indeed, given his "universalist" standpoint, would be regarded as irrelevant.

1 The Systems of Local Relationships

1.00 The System S(tatic) l(ocal) r(elations)

Given the relatively non-controversial nature of what follows argument is for the most part presented in projective fashion, supported here and there by evidence from various lexicon-based samples.

Consider the following strings:

iva) jalasa l-waladu fi s-ṣundūqi

ivb) " " 'alā "

ivc) " " fawqa "

ivd) " " tahtā " (1)

ive) " " 'inda "

(1) Sit (3ms-act-com): the-boy: --- the-box
"The boy sat --- the box."

For the abbreviations used here see part 2 of Appendix F
No one of these is synonymous with any other and the difference in meaning is in each case taken to be a function of the differences in meaning among the various prepositions. From this we infer that each of these expresses a distinct sememe of 'static' local relationship and further, that these sememes form part of a system which we will term Sir.

Examples iva-d are evidence respectively for the members (In), (Upon), (Above), (Below) and (By) of this system, while the forms 'anāma, warā'a, dākila, and kārija which may also be substituted in the same environment, are evidence for the further members (Before), (Behind), (Inside), and (Outside) respectively.

Moreover, while in terms of external logic the concept "likeness" is difficult to comprehend in 'local' terms the preposition ka:like may also be substituted in this/frame and is therefore perhaps best regarded as a member of Sir.

1.01 Particularly elusive is the local sense of bi. Whereas each of the examples va-d has a fairly precise local sense, that of:-

v) jalasa l-waladu biš-sundūqi

is vague to an extent where, given the nature of the two participants, the string tends to be unacceptable. The acceptability of spatial expressions containing bi seems in fact to be confined to those cases where no precise relationship exists, or where a precise specification is felt to be unnecessary, as for instance:

vi) waladda lanā ṭ-ṭawāfu bil-ḥadiq ati (1)

(1) and-pleasing (3ms-act-com): to-us: the-going about: in-the-garden: "We found it pleasant to wander about in the garden."
In certain older studies of case systems it was argued that one case often expresses those senses not assigned to other members of the system — that is, it bears an essentially neutral sense. (See Hjelmslev 1935, especially pIIIff, and also Fillmore 1968 p10).

Such an analysis seems not inappropriate to the local function of bi. That is, it can be understood to express a sense which is neutral with respect to the other members of Slr, serving merely to express the locus of some circumstance without nearer definition.

Such an analysis also allows us to understand the wide range of "secondary" functions attaching to this preposition. (See para. 1.3.2 and section 2 below). Tentatively then, let us assume this neutrality to be the value of the sememe, and designate it (At), which English preposition seems not dissimilar in function.

1.02 Prepositions having a basically local sense some by analogy to be used in more abstract constructions, as for instance in the string:

vii) ...warā'ā l-'ilmī wafawqa t-taqāfātī (1)

where the elements underlying warā'ā and fawqa can in no sense be regarded as a class (in the sense of para. 5.0 of chapter 2) of spatial or temporal locations.

Now although we have not attempted to compute the incidence of this type of construction two things seem intuitively to be fairly clear:

First, that the external logical features expressed by the

(1) ...behind: the-science; and-above: the-culture
"...behind science and above culture."
preposition in such strings are varied and rather random. Second, that the particular feature expressed in any given case can be identified only by reference to the accompanying environment — and especially the noun "governed". Thus the probability of a preposition bearing a specific sense in such environments is high.

If this is so it would appear that we should regard the senses of the prepositions in vii not as a distinct sememe but as quasi-abstract instances of those of Sirl, thus assuming for the latter a rather more abstract nature than initially seemed to be the case.

Among other instances of the same phenomenon are taken to be:

viii a) fa'innamā na'nī bihādīhi n-nisbati...

viii b) lā tush'ū biqāswati ḫ-ṣānni 'ilā l- qarābati

viii c) 'a muqīmu faqūfatanā 'alā l-fir'awmīyati (1)

Example viii b) is of interest since it demonstrates that it is not necessary for the preposition to govern an "abstract" noun in order to receive a quasi-local interpretation.

While in external logical terms these relationships would doubtless be regarded as abstract, for present purposes they are to be distinguished from the type of sememe discussed in section 2 below.

It may however be worth pointing out that the rather loose type of local relationship discussed here seems to be a necessary

---

(1) a) for-only: mean (Ip-act-incom): by-this: the-attribution: "We merely mean by this attribution..."

b) (neg): err(2mp-apoc): by-harshness: the-opinion: to: the-relatives: "Do not make the mistake of thinking harshly of your relatives."

c) (int): establish(Ip-act-incom): culture-our: on: Pharaoism "Do we base our culture on Pharaoism..."
precondition for the evolution of abstract sememes proper. For, on the basis of our hypothesis of a periodicity in system stability (see para. 2.4 of chapter 2) we might envisage quasi-local relations as a decline from stability - or more plausibly a decline into further instability, which is partly relieved by the resolution of certain local sememes into a system of abstract sememes.

1.03 We find several instances where a uniquely spatial or temporal interpretation of the sense of some preposition is possible only on the basis of the senses of the accompanying nouns. Consider for instance the examples:

**ix a)** fakađabû wa’daḥum...wa’la‘adû, fi 1-qarnî l-i‘ārinâ, ǧirāṭa l-qurũnî l-‘ūlā

**ix b)** ʿijtanib dāranâ bin-nahāri

**ix c)** ḥj‘tuka ‘inda ṭulû’i ʿ-šamsî (1)

If we compare the phrases containing the prepositions fi, bi, and ‘inda with those of iva, ivo, v, we find that their interpretation in temporal or spatial terms is determined not from the prepositions themselves, but from the physical or temporal nature of the phrases they govern. This suggests that in such cases we are dealing - in internal logical terms, with elements the senses of which are in essence neutral between time and space.

---

(1) a) then-lie (3mp-act-com): promise-them...and-resume(3mp-act-com): in: the-century: the-twenty: path: the-centuries: the-first: "They promised falsely ...and resumed in the twentieth the attitudes of earlier centuries."

b) avoid (ms-imp): house-us: by-the-day: "Avoid our house by day"

c) come (Is-act-com)-you at: rising: the-sun: "Icame to you at sunrise."

Examples ixb and ixc are cited from Wright
On the other hand just as there are certain prepositions having only spatial senses so there are others expressing purely temporal senses, as for instance:

x a) zurtu l-qāhirata qabla yawmayni
x b) kuntu 'azūru l-qāhirata mundu yawmayni
x c) sawfa 'azūru l-qāhirata ba'da yawmayni (1)

which are taken respectively to be evidence for the elements: (Before), (Since), and (After).

1.04 On the basis of the rather restricted amount of evidence considered and the argument derived therefrom the following tentative conclusions are offered on the structure of this system.

Several of the elements posited above are attested also in the lexicon-based samples given in the appendix. However, the most interesting point raised by these is that they provide a certain amount of evidence to suggest that Sir be seen as a dual system.

For instance the predicate element lying behind the verb (Ihbb): rebel against can plausibly be analysed thus:

\[
\begin{align*}
L & (Ihbb: \text{rebel against}) \ h/ P (Ihbb: \text{move}) \sim \text{Sir} (\text{Upon}) / \\
\end{align*}
\]

and (Iwsy): betray as:

\[
\begin{align*}
L & (Iwsy: \text{betray}) \ h/ P (Iwsy: \text{slander}) \sim \text{Sir} (\text{At}) / \\
\end{align*}
\]

(See parts 1 and 5 of Appendix C).

Noting in particular the imprecise sense of bi it seems that the system should further be regarded as unstable.

---

(1) a) visit (Is-act-com): Cairo: before: two days "I visited Cairo two days ago".
b) be (Is-act-com): visit (Is-act-incom): Cairo: since: two days "I have been visiting Cairo for two days."
c) (future): visit (Is-act-incom): Cairo: after: two days "I shall visit Cairo in two days time."
On the basis of those sememes which are neutral between space and time it is clear that the system is of type 1 (see para. 2.1.1 of chapter 5). In addition, while it is conceded that the possibilities for direct paradigmatic contrast between sememes of a spatial and a temporal nature are few, the two sub-systems are taken to be 'contrasting' rather than 'non-contrasting', and hence of type 1a. (It is possible to envisage contrast between the two types of sememe when dominating an encoding segment which contains a lexeme including DSuh (Locus) — see para. 1.1 of chapter 7).

Hence we conclude that the system DSlr comprises:
A sub-system DSlr = \{Above, Below, Upon, Inside, \ldots [In, By, At, \ldots]\}
A sub-system DSrv = \{In, By, At, \ldots\} Since, Before, After \ldots\}

Note finally that certain of these should perhaps be regarded as lexemes — as for instance DSlr (Dākila; inside) which can reasonably be said to include the sememe \( F \) (dkl: entering). This point has been ignored in order to simplify the description. (See however para. 1.3.1 below).

1.1.0 The System X(yna mic) l(ocal) r(elations)

Consider the strings:

\begin{align*}
\text{xi a)} \quad & \text{sāfara }s-\text{gā'ihu} \ '\text{ilā l-}qāhirati \\
\text{xi b)} \quad & " \quad \text{mina} " \\
\text{xi c)} \quad & " \quad \text{ḥattā} " \\
\text{xi d)} \quad & " \quad \text{naḥwa} " \quad (1)
\end{align*}

Example xib differs from the others:

First in the assignment of the morpheme min (the final -a is added by rule of phonemicisation).

Second in that it indicates motion away from a point whereas

\begin{itemize}
  \item \(a\text{-}d\): travel (3ms-act-com); the-tourist: ____; Cairo
  \item \text{"The tourist travelled ____Cairo."}
\end{itemize}
broadly speaking, the others indicate action towards a point.

From this we infer that min is the expansion of a sememe (From).

The relationship between the remaining examples is rather more complex. The morphemic contrast "ḥattā vs nahwa" corresponds to a semantic contrast "as far as vs towards". More generally, as spatial translations of ḥattā Wehr gives "up to, as far as", and as those of nahwa "in the direction of, toward, to".

From this it seems fairly clear that the former indicates motion up to a point where the latter, typically, is less specific.

Let us then assume that among the sememes of Dlr are (Up to) and a second which we shall term (To), and by which we intend a concept neutral between those expressed by the English 'to' and 'towards'. (See also the samples of li in parts 2 and 3 of the appendix).

Now the sense of xia is ambiguous between those of xo and xd. Moreover the set of spatial renderings given by Wehr is almost the sum of the sub-sets assigned to ḥattā and nahwa - namely, "to, toward; up to, as far as". That is, there is no rendering of 'ilā which is not also a rendering of one of the other two.

From this we conclude that 'ilā expresses no distinct sememe but may equally express either of (Up to) and (To). In other words we would argue that the three-way internal logical distinction drawn by English, and expressed in the strings "as far as - to - towards", is in Arabic reduced to two by the conflation of the second and third terms.

1.1.1 As with the members of DBlr so also these sememes appear in essence to be neutral with respect to space and time. For example, deriving in the first instance from the differing ways in which maw'īd: place/time of a meeting may be interpreted, the string:
xiי sāfara ṣ-gā'ihu ḥattā l-maw'idi

is ambiguous between "the tourist travelled as far as the meeting place" and "the tourist travelled until the time of the appointment".

1.1.2 From the evidence considered in these paragraphs the system Dlr is assumed:

First, on the basis of certain forms listed in the appendix, as for instance (Iḥd' + 'an): stop doing st where 'an is taken to be broadly equivalent in local function to min, which may be analysed:

L (Iḥd' + 'an): stop doing) h / P (Iḥd': calmness) → Dlr (From) / We conclude that, like DSlr the system should be seen as dual.

Second, bearing in mind that (Up to) implies (To) but not vice versa, to be stable.

Hence it is taken to have the structure:

DDlr = {From, Up to, To, --- }

1.2.0 The system T(ertiary) l (ocal) r (elations)

By 'tertiary local relational element' we will understand such concepts as "agency", "instrumentality", etc.

In contrast to that adopted for the discussion of DSlr and DDLr our procedure in this case will for the most part be to rely on the lexicon-based samples given in the appendix. However the element Tlr (Ag), which is discussed in the next paragraph, poses rather special problems, for the resolution of which a particular and not entirely satisfactory form of argumentation is adopted.

1.2.1 It is well known that Classical Arabic has no direct means of indicating the (external) logical agent of some event. In consequence of this we find on the one hand that the incidence of such constructions in Standard Arabic is rather sporadic, and on the other that on those occasions when the agent is expressed
the devices used to signal this are various. Certain investigators indeed are inclined to doubt that they are agentive constructions at all. (See for instance Monteil 1960 p237 and Beeston 1970 p82 fn2).

Therefore, although we have not attempted to compile a sample of "passive" constructions with agent expressed it does not seem unlikely that significant incidences would not be forthcoming, which would imply that SA like CA has no 'agentive' element in its content code.

However an examination of the lexicoh brings to light the phenomenon of relationships which may be expressed by two or more prepositions, to all appearances in free variation. Certain of these merely reflect the assignment to the encoding of different, but in the context equally appropriate members of Dslr and or Dlr, as for instance the conjoining of bi and fi with the verb (lqrr: remain), which are taken to reflect instances of the assignment of Dslr (In) and Dslr (At) respectively.

More interesting however are those cases where the relationship between the verb and its object cannot be regarded as 'statically' or 'dynamically' local. In these it seems preferable to assume (notwithstanding the fact that in the previous paragraphs we have argued for a fairly liberal interpretation of the term 'local') that the prepositions concerned express some third sense. Consider for instance the verb (Ihlm):dream. The noun indicating the subject matter of the dream is governed either by the morpheme bi or by 'an which elsewhere may express slr (At) and dlr (From) respectively.

Now it is clear that these sememes are not appropriate to
the present case and this being so we assume that some third content element is involved - perhaps having the value 'concerning' or suchlike, which might then be 'projected' onto other instances of these two morphemes when they are not in free variation.

Consider then the strings:

xiii a)  ṭammā l-mašrū'ū l-išārikātin muktaļāfatīn

xiii b)  ḥamalāti l-maṛā'atū min ġayri zawjiḥā (1)

In each case it is clear that in external logical terms at least the phrases "išārikātin muktaļāfatīn" and "ġayri zawjiḥā" refer to the agents of the respective events. The question then arises, can lī and min in the absence of 'significant incidences' be said to express a sememe 'agentive'?

Now the lī of xiii a) may, we suggest, be replaced by the phrase min qībālī without change of meaning, and similarly the min of xiii b) may be replaced by 'alā yādi. Hence on the basis of the argument offered above we conclude that neither lī or min in this context expresses a member of Sīl or Dīl. If this is so they may then be considered to express a further sememe 'agentive', both in these examples and in others where an external logical agent is concerned.

In this particular case there is however a further complication. Given the relatively infrequent incidence of this element it seems preferable to regard the strings min qībālī and 'alā yādi as semantically 'complex' (See para. 0.0 of chapter 9).

(1) a) complete (3ms-act-com): the-project: by-company: different "The project was completed by a different company".

( b) become pregnant (3fs-act-com): the-woman: by: other: husband-her "The woman became pregnant by other than her husband."
That is, the "original" senses of min, qibal, 'alā and yad are taken to be included in the element 'agentive'. In other words it is to be understood either as a lexeme or as a sememe depending on its internal constitution.

Hence it follows that we are here dealing with two elements rather than one, namely:

\[ \text{LTlr (Ag)} \underbrace{h \big/ S\text{(yad: hand)}}_{\text{DSlr (Upon)}} \big/ \]

or

\[ h \big/ \text{P(qibal: power)} \big/ \text{DDLr (From)} \]

and of course the sememe Tlr (Ag).

Note that the existence of LTlr(Ag) constitutes a formal argument for the incorporation of SLr and Dlr within the dual component of the content code.

1.2.2 The Sememe Inst (rument)

In contrast to the elements LTlr (Ag) and Tlr (Ag) discussed in the previous paragraph, the isolation of this sememe is a fairly straightforward matter in that our sample of verbs closely associating with the preposition bi is taken to provide an 18% incidence of an 'instrumental' sense. (See part 1 of the appendix).

This sememe is assumed to be identical to that introduced in para. 1.2 of chapter 7. In this respect the system Tlr may be understood to 'overlap' DSu and, in the terminology of para. 1.1.1 of chapter 3, is taken to be 'arbitrary' rather than 'motivated'.

1.2.3 The Sememe Ben(efaction)

Evidence for this sememe is provided by the samples listed in parts 2 and 3 of the appendix. Part 2 is a sample of verbs closely associating with the preposition li and furnishes a barely significant incidence of 6% for a 'benefactive' sense. Part 3
on the other hand, which is a context based sample of the same
preposition, gives an incidence of 8%.

Hence we assume Tlr (Ben) as the third member of our system.

1.2.4 The Sememe Pos\(\text{(session)}\)

Certain limitations in our procedure of relying on samples
of associations of verb and preposition are exposed by this element.
For the verb based sample of the preposition li in part 2 of the
appendix produced no evidence for a 'possessive' sense, a result
clearly inconsistent with traditional accounts (see Wright II.53b)
and intuition.

On the other hand, the context based sample of part C offers
an incidence of 16\(\%\), an altogether more satisfactory result.

1.2.5 Of particular interest among the items listed in part A of
the appendix is the verb (Shdy): take as a model. This verb may
quite plausibly be understood as a lexeme, comprising the sememes:

\#/hdy: guide) \(\sim\) DCm (Eff) \(\sim\) Tlr(Inst) \#/n

That is the sense 'take as a model' is assumed to be derived
from 'be rightly guided by'. (See the entry in Wehr).

If this is a reasonable analysis it follows that the system
Tlr should be seen as dual - even though we have at the moment no
evidence for the duality of any other of its members.

An examination of parts 1 and 2 of the appendix will also
show the rather tentative nature of certain of our analyses in-
volving these sememes. This being the case it seems fairly
clear that we should regard the system as unstable.

Thus on the basis of our rather limited investigation we
posit a system:

\[ DTlr = \{ \text{Ag, Inst, Ben Pos, --- } \} \]
By 'abstract relations' we intend a system of elements distinct from those abstract relationships encoded and expressed by analogy with those of local relations, and discussed in para. 1.0.2. Once again the evidence on which the analysis is based is mainly statistical, although supplemented here and there by argument of the 'projective' kind. This statistical approach tends to mask the fact that to a certain extent we are dealing with 'weak' rather than 'strong' paradigmatic contrast. That is, despite their conceptual similarity, which is taken to justify their inclusion within the one system, the extent to which these elements may contrast is restricted by the senses of the elements with which they stand in configuration, the assignment of which is in turn governed by the possible forms which may be taken by the representation.

2.1 The Sememe(Reason)

Significant incidences of an element indicating the 'reason' for some event or state are given by the samples of verbs associating with the prepositions bi and min - 9% and 10% respectively, (see parts 1 and 4 of the appendix), and also by the sample of strings containing li in part 3 (10%). (Note that here again the lexicon- based sample for li gives no examples).

This same sememe is also taken to be expressed by the string li'an(na). Selection of either bi, min, or li on the one hand, and li'an(na) on the other, and the various syntactic consequences following therefrom, is taken to be constrained commonly by the value of the 'thematic' sememes assigned to the encoding. (See the discussion in para. 2.0 of chapter 14 and the references given there). For instance the string:
xiv a) waqad tanabbaha ḏakā'uhā katīran lī'ūṣtilātiḥa biḥā'ūlā'ī d-ḍuʿūfī

where Ar (Reason) is expressed by lī, presupposes that the lady's 'mixing' with the guests has already been referred to, while:

xiv b) waqad tanabbaha ḏakā'uhā li' annahā qadi ḏtala'at biḥā'ūlā'ī d-ḍuʿūfī (1)

does not.

2.2 The Sememe l(n) R(espect) O(f)

Evidence for this element is provided by the following prepositions:

bi (6%), lī (12%) (part 3), 'alā (26%), lī (46%), 'an (34%)

As typical instances of the sememe the following may be cited:

xv a) 'annanī najawtu mimmā lām yanjū minhu l-miṣryīna fī t-tāsmīyāti

xv b) famina l- mustaqubālī 'an nataḥaddāta 'an ḥubbīnā wabaytinā

xv c) wahāḍihi l-kutubu tuʿaddu mina t-ṭalāʾī'ī liḥāḍihi d-ḍirāsātī (2)

2.3 The Sememe Purp(os)one

The only statistical evidence available for this element is provided by the context-based sample of lī in part 3 of the appendix, where a 16% incidence is detected. (This should be compared with the 4% given by the lexicon-based sample in part 2). As an instance of this function we may cite:

xvi a) wāḥīna jā'ātī l-bayta ʿākira marritān liqādā'ī 'uṭlātī l-ʿIdī (3)

(1) a) and-displ: become aware (3ms-incoh-com): intellect-her:much: by reason of-mixing-her: with-these: the-guests "Her intellect became considerably sharpened as a result of mixing with these guests."

b) First three items as per a): because-there: displ: mix (3fs-act-com): remainder as per a).

"Her intellect was sharpened because she had mixed..."

(2) a) ...that-I: escape (Is-act-com): from-what: neg: escape (3ms-apoc): from-it: the-Egyptians: in regard to: the-

(footnote continued on p.164)
When expressing Ar(Purp) li may in certain contexts be replaced by the particles kay and likay, and also by the preposition þattā without change in meaning, as is shown by the set:

\[\text{vii b) jalasnā linasma'ahu/ kay nasma'ahu/likay nasma'ahu/ þattā nasma'ahu (4)}\]

In other contexts however - as for instance that of v\(\text{vii a)}\), the selection of li plus maṣdar rather than the other three plus a maṣūb form or li plus a maṣūb form, appears to be constrained - as was the case in respect of Ar (Reason), by the pattern of thematic sememes assigned to the encoding.

2.4

Especially in the case where DCm (Eff) or DCm (O-E) is assigned to the encoding there is a tendency to confusion between the sememes Ar (Reason) and Ar (IRO), as for instance (\(\text{Ihz'}}\)):

\[\text{ieer at.}\]

However it does not seem correct to infer from this that we are in fact dealing with one sememe rather than two, for there are many contexts in which they are not interchangeable.

Footnotes continued from p.163:-

(2) (a) continued -

naming: "...that I escaped what (other) Egyptians did not in regard to the giving of names."

(b) for-from: the-future: that: discuss (Ip-subj): about: love-our: and-house-our:

"...for part of (discussing) the future was that we should talk of our love and our home."

(c) and-this(fs): the-books: consider (3fs-pass-incom): of: the-preursors: in respect of-this (fs): the-studies:

"These books are considered among the earliest studies of their kind".

(3) and-when: come (3fs-act-com): the-house: last: time: to-spend holiday: the-festival:

"When she came to the house for the last time, to spend the festival holiday..."

(4) Each of these may be parsed:

sit (Ip-act-com): in order to: hear (Is-act-incom)-him:

"We sat down to listen to him."

(5) The "subjunctive" of Western Grammarians: literally, reflected & on the analogy of the subj. indicative - ie final a.
For example it is clear that the latter is not appropriate to example xiv a), where we have detected an instance of Ar (Reason). On the other hand this latter in its turn would not be appropriate to the representation underlying xva).

Hence we conclude, on the basis of such verbs as (Imz') that the system as a whole should be regarded as unstable, even though Ar (Purp) does not appear to participate in this instability.

The sample of verbs closely associating with the preposition 'an is of particular interest in that 41% of the examples considered to instance Ar (IRO) appear to exhibit inclusion of this sememe within a lexeme. From this we conclude that the system is dual in nature.

Thus in the light of these considerations and on the basis of the elements discussed in the foregoing paragraphs we posit a system:

\[ \text{Dar} = \{ \text{Reason, IRO, Purp, ---} \} \]

3 The System G(rammatical) x(relations)

3.0 If we were to compile a sample of 'subject-verb' constructions of various kinds and then in our usual manner attempt to detect significant incidences of sense patterns, we would very likely find a significant incidence of an 'agentive' relationship. On the basis of our methodological presuppositions we would then be obliged to conclude that by the "nominative" case endings and say the syntagma (verb-subject) is expressed the sememe DTr (Ag) (See para. 1.3.1).

But this to all appearances would be a counter-intuitive conclusion in that the possibility of such strictly "grammatical" notions as 'subject' and 'object' seems to depend on an awareness
that the external logical relationships between say a pair of participants and some circumstance can often be inferred from their nature, and need not therefore be encoded and expressed directly.

For instance if we are given the "English" string (kick-ball-boy) and are told that it is meaningful, then in the typical instance we can only conclude that we are concerned with a boy kicking a ball. No other conclusion is possible and no additional relational markers are necessary to enable us to draw this conclusion.

In other words we suggest that such notions as 'subject' and 'object' are a device whereby language 'minimalizes redundant encoding'. But the question then arises, how can we reconcile this intuitive interpretation of the nature of these grammatical concepts with the analysis entailed by our methodology?

First of all our basic assumption that similar methods of analysis are appropriate both to what are traditionally "lexical" and "grammatical" items does not entail that content elements of both types are equally meaningful. That is, certain elements are taken to be contextually more predictable than others. (See Lyons 1968 para. 2.4.2).

Now this appears to be particularly true of the various relational sememes introduced in the previous paragraphs, so much so that one is tempted to see their role as reinforcing the information given by other components of the string, rather than the direct conveying of information.

To the extent that they serve merely to reinforce information given elsewhere prepositions are redundant, and it is therefore to be anticipated that there will be certain contexts where one has the option of dispensing with them entirely, particularly
when 'local' sememes are assigned to more abstract relationships. (See para. 1.0.2). Where this is the case it commonly happens that say a preposition plus noun is replaced by the noun alone functioning as the direct object of a verb. (See in particular parts 4 and 7 of the appendix).

This evidence we suggest supports our contention that 'subject', 'object', etcetera are best understood as devices whereby relationships may be encoded with a minimum of redundancy.

From the foregoing it appears that we should envisage gradations of information-content among the various content elements, where lexemes, 'base substantives' and 'base predicates' (on which see section 1 of chapter 9) would be taken on average to be the least predictable. This in turn requires that the identification of a content element "proper" - rather than an element such as 'subject', should be a function both of the statistical method assumed thus far and also of the information content of the elements thus identified in relation to the place in the encoding where they are assigned.

Hence to return to our initial example we argue that the sememe NTLR (Ag) is not expressed by the nominative case morphemes or the various subject-verb syntags because the probability of its occurring in the various places where it might be assigned is high.

This of course begs the question of what probability we would regard as the cut-off point and in what proportion of instances we would require such a figure. However since the problem is peripheral to our main concern in this study and is anyway of a very complex nature it must be left unresolved.
3.1.0 The Sememes Gr(Su(b),j)active and Gr(O(b),j)active

Given the foregoing discussion we assume without further argument that among the elements of the system Gr are 'subjective' - abbreviated to Gr(Su(j)), and 'objective', abbreviated to Gr(Oj).

These sememes are expressed jointly by morphemes and syntactic structure. If however a 'non-augmented' - i.e. "unvocalised", graphemicisation is assigned the whole of the functional load is in many cases borne solely by the syntax.

Consider for example the strings:

xvii a) dağala 1-mu'allimu 1- madrasata
xvii b) dağala 1-mu'allimüna 1-madrasata (1)

In xvii a) Gr(Su(j)) is associate both with the syntagm (v:np1) and the "nominative" case morpheme u, while Gr(Oj) is associate with the syntagm (v:np2) and the "accusative" case morpheme a. The respective associations are the same for xvii b) (Note that the ü of mu'allimüna is taken to comprise the case morpheme u and a morpheme of length assumed to be an associate of a sememe (Plural).

If however a non-augmented graphemicisation is assigned to the 'primary (i.e. morphophonemic) expansions' of xvii a) and xvii b) (on this term see para. 2.4 of chapter 3) we get:

xviii a) dlkl xlm'lm xlm'drsh
xviii b) dlkl xlm'lwm xlm'drsh

where the symbols x and h represent the 'alif and tā' marbūta respectively.

In xviii a) the case morphemes are absent and both sememes have only syntactic associated. In xviii b) however the functional load borne by the syntax is rather less, since the

(1) a) enter (3ms-act-com): the-teacher (msn): the-school (fsa)
   "The teacher entered the school".
(2) b) as (a): the-teachers(mpn): as (b)
   "The teachers entered the school".
There is in Arabic a group of clause types introduced by the particles 'an, 'anna, and 'inna, which broadly correspond to English subordinate clauses introduced by 'that', and which in the typical instance provide further specification of some emotional or mental state, or the content of some message. For instance:

xix a) wamina l-mufdi 'an mukarrirah tanwiran lil-'adhāni
xix b) fašā nadrī 'anna l-'iḥtirāma l-laği lubdīhā l-yawma...
xx c) qāla 'inna s-saflnata qad waṣalat

Now there are certain verbs - as for instance (3'lj): try hard to where the complement may either have the "accusative" ending, and as such reflect the assignment of Gr(oj) to the encoding, or one of these particles. Thus for instance we might have:

xx a) 'alaja l-kuruja
xx b) 'alaja 'an yaḵruja

The differing assignment of the forms kuruja and yaḵruja is initially to be explained by the non-assignment of an aspectual sememe to the encoding in the former case (see section 1 of chapter 10), and the assignment of 'durative' aspect in the latter (see paras. 1.2 and 1.5 of chapter 10). This difference

(1) a) and-from: the-useful: that: repeat (Ip-act-incom)-it: enlightenment: to-the-minds.
   "It is useful for us to repeat it by way of enlightenment to the mind".
   b) for-neg: know (Ip-act-incom): that: the-respect: that: show (Ip-act-incom)-it: the-day
   "And we do not realize that the respect we show today..."
   c) say (3ms-act-com): that: the-ship: displ: arrive(3fs+act-com):
   "He said that the ship had arrived".

(2) a) try hard (3ms-act-com): the-go out
   b) as a): that: go out (3ms-act-incom)
   Both: "He tried hard to go out".
is in its turn to be explained most probably on the assumption
that the pattern of assignment of thematic sememes is different
in the two cases.

Much the same also appears to be the case where a verb has
a complement introduced either by a preposition or by one of
these particles, as for instance:

xxi a) samaha lahu bil-kurifi
xxi b) samaha lahu 'an yakruja(1)

On the basis of such evidence it seems reasonable to conclude
that these particles are merely alternative modes of expressing
Gr(Oj) in the context of certain patterns of assignment of
thematic sememes.

3.2.0 The Sememes Ann(ention) and Att(ribution)

Among the commonest syntagma in Arabic is that instanced by:

xxii wasIrU z-zira'ati(2)

In such structures the juxtaposing of two (or more) nouns
indicates only that a relationship of some kind exists between
them. The final term in the string has the article and the
"genitive" case morpheme unless it refer to a proper name, when
the article is commonly omitted.

The external logical relationships so expressed are various
(see for example Beeston 1970 p45ff) and are usually predictable
on the basis of the nouns comprising the construction. The
similarity between this device and those of 'subject' and 'object'

(1) a) allow(mas-act-com): to-him: the-go out
   b) as a): as a): that: go out (mas-act-incom)
      Both: "He allowed him to leave".
(2) minister (msni): the-agriculture (fsg)
   "The minister of agriculture"
will be obvious, a parallel which leads us to suggest that it should be analysed in much the same way.

That is, we may conclude that we are here treating of a sememe, which will be designated Gr(Ann)exation, assigned as the encoding of a number of relational features in the representation, in the case where the probability of such a relationship obtaining is high.

3.2.1 In nature distinct from the first three but otherwise similar in certain ways is the sememe Gr(Attr)ibution, which we take to be expressed in such constructions as:

\[ \text{xxiii) wazIrun jadIdun (1)} \]

Once again the mode of expression is both syntactic - i.e. through the syntagm (ni:att), and morphological, through agreement of the adjective with the head noun in respect of definiteness, case, and - albeit with certain complications, number and gender.

The sememe Gr(Att) differs from the others in that there is in this case no variety of external logical relations lying behind its assignment to the encoding; it indicates merely the attribution of some characteristic to some participant. (See especially para. 1.2 of chapter 4).

Note that this same sememe is taken to lie behind such traditionally "adverbial" constructions as:

\[ \text{xxiv) dakala d^nikan (2)} \]

and also the various forms introducing relative clauses. (3)

---

(1) minister(m:sn:ni): new(m:sn:ni) "A new minister".

(2) enter (3ms-act-com): laugh(ap-ms-ai) "He entered laughing".

(3) Note that this is a strictly synchronic interpretation and does not overlook the deictic origin of the morphemes d and t of the relative pronoun, nor such "substantive" uses as: l-ladlna yunfiqUna 'amwAlahum (those: spend(3mp-act-incom): wealth-them: "Those who spend their wealth..." Cited from Wright 2.172)
3.3 Since it is difficult to conceive of any circumstance where these elements could be included in a lexeme it seems clear that Gr should be seen as an adherent system, and one which is moreover stable in nature.

Note also that our incorporating these four elements in the one system is conventional, rather than motivated by considerations of paradigmatic contrast.

The system may then be stated thus:

\[ Agr = \{ \text{Suj}, Cj, \text{Ann}, \text{Att}, --- \} \]
Chapter 9

Base and Lexical Systems of Predicates and Substantives

0 Introductory

0.0 Every segment or sub-segment of an encoding (see para. 2.0 of chapter 4) contains an element which, speaking in traditional terms, can be said to be of a more strictly "lexical" nature. Typical examples might be the sememes (nas: weaving) (see para. 1.2 of chapter 2) and Cs(raju:man) (see 2.4 of chapter 4).

These lexical elements are of two types. On the one hand we find systems of 'simplex' predicates and substantives whose members are sememes, of which the pair given above are instances. On the other hand there are the systems of lexemes (see 4.0 and 4.1 of chapter 2) which are 'complex' in that they are in various ways further analysable into included sememes or lexemes.

Our purpose in this chapter is to investigate the structure of these systems - albeit in a very preliminary way. This last remark is necessary since it will be self-evident that a comprehensive account of the lexical structure of Arabic is beyond the scope of this study, even assuming that such a description is in any real sense practicable. Therefore in what follows we confine ourselves merely to suggesting the structure of a possible description.

0.1 The first point to note about these systems is that they may be analysed into sub-systems along at least two dimensions. Firstly there is the dimension which concerns us most immediately which, again in accordance with traditional usage, might be termed "grammatical". This would comprise a grouping of elements on morphological and syntactic criteria; as for instance
the bringing together of elements expressed in a common measure. The second dimension is more properly "semantic", and consists in the grouping together of elements on the basis of various conceptual fields.

The grammarian will object that the latter is not at all a proper activity for the grammarian, but such an approach can certainly be defended on the ground that the structure of conceptual fields provides some of the clearest evidence for 'internal logic'. Since the content code is taken to reflect a part of the internal logic of the language (see 4.1 of chapter 2) there seems no reason in principle not to include all such distinctions within the one framework.

1. The system DB(ase) s(substantive)

1.0 This system comprises the set of what will be termed 'primitive substantives' (compare Wright 1.191) embracing such concepts as those expressed by 'ab: father, ḫajar: stone, Sams: sun, etc. etc.

While the system as a whole must be regarded as unstable, certain sub-parts - whether analysed along the grammatical or the semantic dimension, should without question be seen as stable. The field of kinship terms (see Lyons 1968 2.2.1, p54) for instance, would seem to be such a one on the semantic dimension.

1.1 One of the differences between natural or external logic and internal logic is made clear by this system.

Consider for instance the forms 'ab: father and rajul: man.

Now whereas it is possible to perform a componential analysis on these forms there is no evidence to suggest that this analysis would be congruent with the structuring imposed on these forms by Arabic itself.
For example there is no reason to analyse them along the axis "male vs female" since the morpheme -at, which typically expresses the latter never occurs with either of these forms, in contrast say to the pair mu'allim vs mu'allimat: male vs female teacher, where the morphological contrast is best understood as the reflex of the contrasting sememes DHa(Male) and DHa(Female) (see section 2 of chapter 7).

Slightly different are such sememes as (umm: mother) where, notwithstanding the fact that in componential terms it incorporates the feature "female", the sememe DHa(Female) is not assigned (as is shown by the absence of -at) simply because the sememe can only refer to a female.

Now although we have argued above that a form such as rajul:man does not express the sememe DHa(Male), certain patterns of agreement between verb and subject are encountered which suggest that some natural logical categories are indeed of importance in the grammar, despite not being assigned a sememe in the encoding. Consider for instance the following:

ia) _NSARABA 3PL-ACT-COMP THE-BOYS NOM THE-CAMEL ACC
    "The boys struck the camel"
ib) SAY THAT THE-BOYS ACC STRIKE 3MP-ACT-COMP HE THE-CAMEL ACC (PP)
    "He said that the boys had struck the camel"
ic) STRIKE 3FS-ACT-COMP THE-CAMELS NOM THE-BOY ACC
    "The camels struck the boy"
id) SAY HE THAT THE-CAMELS ACC (PP) STRIKE 3FS-ACT-COMP THE-BOY ACC
    "He said that the camels had struck the boy"
It will be seen that the verb forms whose subject is 'awlād differ from those whose subject is jimmāl. The rules governing these patterns may be stated somewhat as follows:-

a) If the subject is a noun denoting or referring to more than one human animate, and follows the verb, then the third person singular verb form is used - masculine or feminine according to the sex of the person. (example ia).

b) If this same subject precedes the verb then the latter has an appropriate third person plural form. (example ib).

c) If the subject is other than that of a) and follows the verb then the latter has an appropriate third person singular form. (example ic).

d) If the subject of c) precedes the verb the form of the verb is that of c). (example id).

Now in the case where some form expresses a configuration having some member of DHa a statement of the above rules in algebraic form presents relatively few problems. However since in the case of such sememes as ('ab:father) we have decided that no member of DHa is assigned, rules a) and b) can only be applied if we group all such sememes together as a distinct sub-system within DBs.

Thus, taking the sememe ('ab:father) as a paradigm, we have the following situation. We may envisage on the one hand a subset of kinship terms including the above and also such sememes as ('ak: brother) and ('amm: paternal uncle). Let this sub-system be designated DBsα. Over against this there will be two further sub-sets, in this case along the grammatical dimension, namely, one sub-system comprising male human animate concepts - let this be DBsxa, which will include ('ab:father) and (rajul:man),
and the second similarly comprising female human animate concepts.

If we project this structure onto the system of base substantives in general, we will derive two sets, namely:

\[ DBsA = \{a_1, a_2, \ldots, a_n\} \] of conceptual fields, and:

\[ DBsX = \{x_1, x_2, \ldots, x_n\} \] of grammatical sub-systems, where each \( a \) and \( x \) may or may not itself be a set of further sub-systems.

2 The system \( DB(ase) p(redicate) \)

2.0 The structure of this system is analogous to that of \( DBs \) in various respects. First, just as the members of \( DBs \) are the set of primitive substantives so those of \( DBp \) comprise the set of primitive predicates. That is, it comprises elements which are taken to classify events and states in the perceived real world, and which resist further analysis into sememes.

Secondly, as before we must envisage a two-dimensional analysis along semantic and grammatical axes.

2.1 To illustrate this two-dimensionality let us consider the conceptual fields of colour and physical characteristics. The majority, if not all, of these sememes are expressed by the measure \( 'aF'AL' \) when assigned in configuration with \( DCm( Eff) \). In traditional terms this measure is used in "adjectival" contexts.

Then, several but not all of the colour sememes are expressed by the \( I^\text{th} \) measure when in configuration with \( DCm(0-E) \). (See Appendix D).

Thus we have the following situation: along the semantic dimension there will be a pair of sub-systems corresponding to the conceptual fields of colour and physical characteristics. Let these be designated \( DBpa_1 \) and \( DBpa_2 \) respectively. Over
against these will be a grammatical sub-system comprising all those sememes expressed by 'aF'al in the context mentioned. Let this sub-system, which will include the sememes of DBpa₁ and DBpa₂, be denoted DBpx.

The latter will itself comprise at least two sub-systems, namely, a set DBpxa (possibly stable) of those sememes expressed by the IXth measure, and the remainder.

Assuming that similar dichotomies may be imposed on the remainder of DBp it follows that, in outline at least, the organisation of this system will be similar to that of DBs.

Implicit in our discussion of both of these systems has been the assumption there is only one sense associated with any one form, and that there is necessarily a semantic relationship between two forms having the same root. Both of these assumptions — made for simplicity of exposition, are of course false.

The force of semantic drift (see Ullman 1962 p193ff) is such that many forms acquire senses quite distinct from their original and, become additional primitives. Thus both of these systems will contain sememes expressed either by a form morphologically complex, or by a root shared with other items in the same system.

Among the former for instance is the form magrah'ya: play, where the semantic development appears to have been:

\[ \text{grh}: \text{roam freely} \rightarrow \text{magrah: place of same} \rightarrow \text{pasture} \rightarrow \text{scene} \rightarrow \text{magrah'ya: play} \]

Clearly it would be ludicrous to suggest that there is any synchronic link between the senses play and roam freely. As an instance of the latter type we may cite the verb jarrā: pull which has acquired the secondary grammatical sense of put a word into the genitive.

Each of these will then be listed separately as DBs.
The creation of lexemes can be understood as successive processes of substantivization or predicatization. Although in theory there is no limit to the number of times this may occur — and therefore no 'most complex lexeme', their structure is in practice constrained by two factors.

Firstly the morphological resources of the language are limited and complexity of content is, broadly speaking, paralleled by complexity of expression, which in turn restricts lexeme complexity.

Second, a lexeme of whatever complexity must by definition be semantically transparent to greater or lesser degree. Now it is the case that the greater the complexity of some lexeme, the more nearly it inclines to opaqueness and hence, rather than the formation of exceedingly complex lexemes, we tend instead to find replenishment of the stock of base elements (as for instance masrahlya discussed in para. 2.2 above).

Within the rather limited scope of our investigation we have in fact encountered no lexeme of complexity greater than the '4th degree' — and very few of these. By 'lexeme of the nth degree' we intend one which is formed by 'n' successive processes of substantivization or predicatization.

In this section we present an overview of the structure of the lexical systems to which end illustrative examples have been cited from the appendices. (In view of the fact that these samples have been compiled on a rather impressionistic basis — consequent upon the assumption of ill-definedness, and have not been tested against the intuition of native speakers, it should be understood that the following analyses are for the most part tentative.) After each example is noted first the appendix,
followed by the particular part in which the example is to be found. Thus for instance 'A7' would indicate a form listed in part 7 of appendix A.

3.1.0 Lexemes of the first degree

Lexemes of the first degree either derive from base elements by simple semantic shift — while including the sense of the base predicate or substantive, or include not the sense of a base element but merely an element from one of the 'augmentive' systems — that is, a system whose members are 'included' with a sememe from DBs or DBb, or with a lexeme, to give either a lexeme or, in the latter case, a more complex lexeme. Lexemes of the former sort will be termed type A and those of the latter type B.

Type B lexemes tend to be expressed by measures which typically express the same augment in configuration with a base element, as the examples will make clear.

3.1.1.0 The system La

Lexemes of type A are backed by the configuration /DBs(x)/ as:

\[ \text{La (Sahn:meal)}/.../ \]
\[ h/DBs (Sahn: dish)/ \]

\[ ...B10 \]

3.1.1.1 Lexemes of type B fall into the following sub-types:

Type Ba; having a configuration in DSu

Type Bb; " " " " DAK

Of type Ba the following are attested so far:

1) DSu (Inst) as La (mitras:bolt) ...B9
2) DSur (Place) as La (manjam:mine) ...B7
   See also B5
3) DSu(Veh) as La (karraka:dredge) ...B5

Of type Bb only DAK (Occpn) is attested:

\[ \text{La (râhib: monastic)}/.../ \]
\[ \text{See also B4} \]
3.1.2.0 The Lp system

Type A lexemes are backed by a configuration in DBp, as:-

\[ \text{Lp} (10df': \text{stave off}).../ \]
\[ \text{h/DBp(1df': \text{push away})} / \]

See also: A10, B1, B3

3.1.2.1 Predicates of type B may be subdivided as follows:--

Type Ba those backed by a configuration DAK

Type Bb " " " " DSlr (1)

Of type Ba the following elements are attested:-

i) DAKp(Dir) as Lp (3nzr: compete) ...A8

See also: A11, A13

ii) DAK (Exten) as Lp (qahhār: conquering)...B4

Of type Bb only DSlr (warā'ā: behind) is thus far attested, as:-

Lp (3wry: concealing) ...A8

3.2.0 Lexemes of the second degree

From lexemes of the first degree, or from base elements, may be formed lexemes of the second degree, commonly by the attachment of an augment to these former, more rarely by multiple semantic shift.

From each base or first degree substantive may be formed a second degree substantive and a second degree predicate, and similarly for a base or first degree predicate.

The second degree substantive element-systems are

Ls(substantivized) p(redicate) and Ls(substantivized) s(substantive).

The second degree predicate systems are Lp(redictatised)

p(redicate) and Lp(redictatised) s(substantive).

Possible expansions are then as given in Fig. 1 below.

(1) On DSlr see / of chapter 8.
3.2.1.0 The Lsp system

The configurations attested for this lexeme comprise either two terms (Type A) or three (Type B). Each lexeme of type A has an augment in DSu, of which the following are so far attested:

i) DSu (Inst) as Lsp (mitqab: drill) ...B9
   See also: B2, B5, B11

ii) DSug (Place) as Lsp (fawwara: fountain) ...B5
    See also: B7, B8, B12

iii) DSu (Indiv) as Lsp (jumma: aggregate) ...B6
     See also: B2, B4-7

iv) DSuh (Loc) as Lsp (mabhät: field of investigation) ...B7
    See also: B8

v) DSu (Veh) as Lsp (gawwasa: submarine) ...B5

3.2.1.1 Each type B lexeme comprises as part of its configuration the element DSu (Indiv). On the basis of second augment types we may make the following sub-divisions:

Type Ba configurations having augment in DAK

Type Bb " " " " DCM

Of type Ba the following are attested:

i) DAK (Exten) as Lsp (zafuf: ostrich) ...B3
   See also: B2, B4-6, B11

ii) DAK (Occpn) as Lsp (qawwam: manager) ...B4
    See also: B2, B4, B5, B11

Of type Bb the following are attested:

i) DCM (Eff) as Lsp (rakib: mount) ...B3
   See also: B2, B10, B13

ii) DCM (E-I-S) as Lsp (rasul: messenger) ...B3
3.2.2.0 The Lpp system

The configurations attested for this type are all of two terms. These may be broadly sub-divided as follows:

- **Type A**: configurations with an augment in LAk
- **Type B**: ...
- **Type C**: " " " from the relational network.

Type C comprises the sub-types:

- **Ca**: configurations with an augment in DSlr
- **Cb**: " " " " DSlr
- **Cc**: " " " " DTlr
- **Cd**: " " " " DAr

3.2.2.1 Of type A the following elements are attested:

- **i) LAkq(Recip) as Lpp (6jld:fight w/-swords)**
  
  \[ h/Lp (3jld: fighting)/\ldots/\ldots/DAkq(Recip)/ \ldots A11 \]

- **ii) LAkq(Exten) as:-**
  
  \[ Lpp(rak\U{00d7}d:swift)/\ldots/ \\
  h/DBp (rkd: racing) \sim DAk (Exten)/ \ldots B3 \]

- **iii) LAkp (Dir) as:-**
  
  \[ Lpp (3nfr: avoidance)/\ldots/ \\
  h/DBp (nfr: flight) \sim DAkp (Dir)/ \ldots A8 \]

  See also: B4, B10

- **iv) LAkq(Itn) as:-**
  
  \[ Lpp (6b\U{00d7}d: following at regular intervals) \\
  h/DBp (b\U{00d7}d: distance) \sim DAk (Itn)/ \ldots A11 \]
3.2.2 Of type B the following are attested:

i) DCap (Causn) as:

Lpp(10hyy: letting live)/.../
\text{h/dbp(hyy: live)} \sim \text{DCap(Causn)}/

See also: A7, A9, B11, B12

ii) DCap (Dyn) as:

Lpp(nah: advising sincerely)/.../
\text{h/dbp(nah: sincerity)} \sim \text{DCap(Dyn)}/

iii) DCap (Eff) as:

Lpp(8'nd: depending)/.../
\text{h/dbp('nd: supporting)} \sim \text{DCap(Eff)}/

3.2.2.3.0 Of type Ca are attested:

i) DSlr(Upon) as:

\text{Lpp(Thbb-*al: rebel against)}/.../
\text{h/dbp(Thbb: move)} \sim \text{DSlr(Upon)}/

ii) DSlr(In) as:

\text{Lpp(Iwq'-ft: divide into)}/.../
\text{h/dbp(Iwq': fall)} \sim \text{DSlr(In)}/

iii) DSlr (At) as:

\text{Lpp(Thss-bi: smile at)}/.../
\text{h/dbp(Thss: cheerfulness)} \sim \text{DSlr(At)}/

3.2.2.3.1 Of type Cb are attested:

i) Dmlr(From) as:

\text{Lpp(10nkf--sin: scorn)}/.../
\text{h/dbp(10nkf: proudness)} \sim \text{Dmlr(From)}/

see also: C7

ii) Dmlr(To) as:

\text{Lpp(Inzr-lj: take care of)}/.../
\text{h/dbp(Inzr: look)} \sim \text{Dmlr(To)}/
3.2.2.3.2 Of type Cc is attested:

i) **DTlr (Inst) as:**
   
   \[ \text{Lpp (8hdy\textbullet bi: take as a model)}/... \]  
   \[ \text{h/DBp (8hdy: guide rightly) \sim DTlr (Inst)}/ \ldots C1 \]

3.2.2.3.3 Of type Cd is attested:

i) **DAr (I-R-O) as:**
   
   \[ \text{Lpp (Ijbn\textbullet an: be too cowardly for)}/.../ \]  
   \[ \text{h/DBn (Ijbn: cowardliness) \sim DAr (I-R-O)}/ \ldots C7 \]

3.2.3.0 **The Lsa system**

The configurations attested for this type comprise either two terms (Type A) or three (Type B).

3.2.3.1 Of type A the following elements are attested:

i) **DSug (Place) as:**
   
   \[ \text{Lsa(matban: strawstack)}/.../ \]  
   \[ \text{h/DBs(tibn: straw) \sim DSug (Place)/} \ldots B7 \]
   
   See also: B12

ii) **DSu (Inst) as:**
   
   \[ \text{Lsa(mi\textsterling bar: needlecase)}/.../ \]  
   \[ \text{h/DBs('ibra: needle) \sim DSu (Inst)/} \ldots B9 \]

iii) **DSu (Veh) as:**
   
   \[ \text{Lsa(b\textdagger kira: steamboat)}/ \]  
   \[ \text{h/DBs(bukkar: steam) \sim DSu (Veh)/} \ldots B2 \]

iv) **DSu (Indiv) as:**
   
   \[ \text{Lsa(s\textdagger ida: tributary)}/.../ \]  
   \[ \text{h/DBs(s\textdagger id: forearm) \sim DSu (Indiv)/} \ldots B2 \]

3.2.3.2 All type B configurations have as one of their augments **DSu (Indiv).** The second augment is drawn from **DAb**, of which the following are attested:

i) **DAb (Exten) as:**
   
   \[ \text{Lsa(tall\textdagger: iceberg)}/.../ \]  
   \[ \text{h/DBs(tal\textbullet j: snow/ice) \sim DAb (Exten) \sim DSu (Indiv)}/ \ldots B5 \]
3.2.4.0 The Lps system

The configurations attested for this type comprise either one term (Type A) or two (Type B).

3.2.4.1 Of type A we may instance:

\[
\text{Lps (darnu: watering)/.../} \quad \text{h/DBs (dam: tears)} \quad \text{DAk(Ocopn) \ \ DSub(Indiv)}/ \quad \text{...B4}
\]

See also: A7, A14, B12

3.2.4.2 Of type B the following elements are attested:

i) \text{DAkq(Recip) as:--}

\[
\text{Lps (6'kw: fraternise)/.../} \quad \text{h/DBs (7ak: brother) \ \ DAkq(Recip)/} \quad \text{...A11}
\]

ii) \text{DAk(Evin) as:--}

\[
\text{Lps(6bdw: pose as a bedu)/.../} \quad \text{h/DBs (badu) \ \ DAk(Evin)/} \quad \text{...A11}
\]

iii) \text{DAkp(Dir) as:--}

\[
\text{Lps (3wjh: facing)/.../} \quad \text{h/DBs (wa.jh: face) \ \ DAkp(Dir)/} \quad \text{...A8}
\]

iv) \text{DAkq(Ref1) as:--}

\[
\text{Lps (10dbr: turning the back)/.../} \quad \text{h/DBs (dubr: back) \ \ DAkq (Ref1)/} \quad \text{...A14}
\]

3. Lexemes of the third degree

3.3.0 From each lexeme of the second degree may be formed substantives and predicates of the third degree. The possible range of third degree lexeme types is shown in fig. 2, with which fig. 1 should be compared.
3.3.1 The Lpp system

The configurations attested for this lexeme are of one term only, as for instance:-

\[ \text{Lpp} (\text{3hdw: giving a present}) \ldots / \]
\[ h/\text{Lsp} (\text{hadìya: gift}) \ldots / \]

...A8

See also: A7, A10. A14

3.3.2.0 The Lsp system

The configurations attested for this lexeme comprise either two terms (Type A) or three (Type B).

3.3.2.1 Of type A we may instance:-

\[ \text{Lsp} (\text{midfa'i: artilleryman}) \ldots / \]
\[ h/\text{Lsp} (\text{midfa': gun}) \ldots / \mathbf{DSu} (\text{Indiv}) / \]

3.3.2.2 Of type B we may instance:-

\[ \text{Lsp} (\text{wa6y; seller of embroidered fabrics}) \ldots / \]
\[ h/\text{Lsp} (\text{wa6y; embroidered fabric}) \ldots / \mathbf{DAk} (\text{Cocpn}) \mathbf{DSu} (\text{Indiv}) / \]

3.3.3 The Lppp system

Only one instance of this lexeme is so far attested, namely:-

\[ \text{Lppp} (\text{muṣarrad: neglect}) \ldots / \]
\[ h/\text{Lpp} (\text{23rd: driving away}) \ldots / \]
\[ h/\text{DRp} (\text{3rd: fleeing}) \mathbf{DCmp} (\text{Cause}) \]

...B12

3.3.4 The Lapp system

The two examples attested for this lexeme have identical configuration types, as instanced by:-

\[ \text{Lapp} (\text{nasIha: sincere advice}) \ldots / \]
\[ h/\text{Lpp} (\text{nsh: advising sincerely}) \mathbf{DCm(Eff)} \mathbf{DSu} (\text{Indiv}) / \]

See also: B12

From the example given it will be apparent that a further possible configuration set might be:-

\[ \text{Lspn} (x) \ldots / \]
\[ h/\text{Lpp} (x) \mathbf{DSu} (x) / \]

where \mathbf{DSu} would have (say) the values (Inst) or (Place).
3.3.5 The **Ipss** and **Lss** systems

Although no instances of either of these lexemes have thus far been attested, the type is not excluded, even if rather improbable.

Consider for example a lexeme **Lss** expressed on **maF'al** or **mi F'al** (see parts 7 and 9 of Appendix B). From **maF'al** we might find a verb **taMaF'al** which would express the configuration set:

\[
\text{Ipss (2mf':l) } / \ldots / \\
\text{h/ls (maF'al) } / \ldots / \\
\text{h//D's(x) } \wedge \text{ DSu (Place) } / \\
\]

From **mi F'al** we might form a substantive **miF'al'** having the configuration set:

\[
\text{Lss (miF'al) } / \ldots / + \text{ DHa (Male) } \\
\text{h/ls (miF'al) } / \ldots / \wedge \text{ DSu (Indiv) } / \\
\text{h//D's (x) } \wedge \text{ DSu (Inst) } / \\
\]

3.3.6 The **Ipss** system

In each attested instance this lexeme is backed only by a one term configuration, as:

\[
\text{Ipss (2snf; composing) } / \ldots / \\
\text{h/Ipss (2snf; classifying) } / \ldots / \\
\text{h//D's (snf:sort) } / \\
\]

See also: A10, B12

3.3.7.0 The **Lss** system

The configurations attested for this lexeme comprise either two terms (Type A) or three (Type B). These latter may be subdivided as follows:

- **Ba**: configurations having an augment in **DCm**
- **Bb**: configurations having an augment in **DSu** of which the following are attested:

(1) Compare the not entirely unrelated tamadhab: **adhere to a religion** -- an example in fact of **Lpp**.
(2) Compare **midfa'I** in 3.3.2.1 above.
3.3.7.2 Of configuration type Ba we may instance:

\[ \text{Laps (sahür: meal before daybreak)}/\ldots/ \]
\[ h/\text{Lps (5shr: eating before daybreak)}/\ldots/ \]
\[ h/\text{DBa (sahar: early morning)}/\ldots/ \]

Of type Bb is attested:

\[ \text{Laps (muṣawwir: creator)}/\ldots/ \]
\[ h/\text{Lps (2ṣwr: fashion)}/\ldots/ \]
\[ h/\text{DBa (ṣura: form)}/ \]

4 Lexemes of the fourth degree

3.4.0 From lexemes of the third degree may be formed substantives and predicates of the fourth degree. The set of possible expansions is as shown in the diagram below, which should be compared with figs. 1 and 2. (For Fig. 3 please see p.190)

(1) A doubtful example since it is possible that tasahḥar is derived from ṣahūr rather than ṣahar.
Although many if not all of these types may occur in theory, only two have been attested so far — namely, Lppps and Lappps.

3.4.1 The Lppps system

Only one instance of this type is so far attested:

Lppps (mugawwar: illustrated) /.../
\[ B12 \]
\[ h/ \]
\[ h/ \]
\[ h/ \]
Lppps (2gwrr: representing) /.../ \^ DCm(Eff)/
\[ h/ \]
\[ h/ \]
\[ h/ \]
Lppps (2gwrr: fashioning) /.../ //
\[ h/ \]
\[ h/ \]
\[ h/ \]
Lppps (sura: form) //

3.4.2 The Lappps system

The configurations attested for this lexeme comprise either

one term (Type A) or two (Type B). These latter may be sub-
divided as follows:
Ba: configurations having an augment in Dak

Bb: 

3.4.2.1 Of type A we may instance:

\[
\text{Lspps (muqawwar: photographer's studio)/.../}
\]
\[
\text{h/Lpps (2\text{wr: representing)}/.../}^\wedge
\]
\[
\text{DSug (Place)}/
\]

...B12

3.4.2.2 Of type Ba we may instance:

\[
\text{Lspps (muqawwar: photographer's studio)/.../}
\]
\[
\text{h/Lpps (2\text{wr: representing)}/.../}^\wedge
\]
\[
\text{DAk (Occupation)}/
\]
\[
\text{h/Lps (2\text{snf: composing)}/.../}^\wedge
\]
\[
\text{DSu (Indiv)}/
\]
\[
\text{h/Lps (2\text{snf: composing)}/.../}^\wedge
\]
\[
\text{DBa (snf: sort)}/
\]

Of type Bb is attested:

\[
\text{Lspps (muqawwar: photographer's studio)/.../}
\]
\[
\text{h/Lpps (2\text{wr: representing)}/.../}^\wedge
\]
\[
\text{DAk (Occupation)}/
\]
\[
\text{h/Lps (2\text{snf: composing)}/.../}^\wedge
\]
\[
\text{DSu (Indiv)}/
\]

3.5 Little need be said of the structure of these systems. The only point to note is that, in addition to the two dimensions of analysis envisaged for the Base systems, we will here have a third which will reflect the different types of configuration giving some particular set of lexemes.
Chapter 10

Verbal systems of the Adherent component

0 Introductory

0.0 Within the context of the present study an examination of the system of Aspect and systems related thereto presents considerable difficulties, in that the variety of second degree verbal measures (with which we are here mainly concerned), and the variety of syntactic structures into which they enter, are such as to merit a separate study in themselves.

While not wishing to minimise the difficulties attendant on a satisfactory description of the verbal system this inherent complexity has in the case of Arabic - and similarly in respect of other Semitic languages, been compounded by a certain inadequacy of treatment, both among Eastern and Western grammarians, older and more modern.

These inadequacies fall broadly into three types:

First, there is the failure in the Eastern tradition to recognize that the primary basis for contrast in the Arabic system is aspectual rather than temporal. (See for instance Howell, paras. 403 and 404, Wright, 1. 77Rem a).

Second, the failure of the Western tradition - while indeed tending to recognize the non-temporal basis of the system, to abandon more completely the categories of "classical" grammatical theory. We would in particular draw attention to their treatment of the so-called "jussive" measures, and their neglect of the crucial question of the morpho-syntax of "stative" verbs.

Thirdly, the failure of the more modern grammars of the literary language to point out certain differences in contemporary usage
when contrasted say with those of the Qur'ān. (See for instance the relevant sections of Cowan, Nahmad-Haywood, MECAS.)

Two simple examples should suffice to demonstrate this last point:

Common in the Qur'ān is the use of a māḏī measure to express a state in a context such that the English present tense is required in translation. For instance:-

i) mā 'alimtu lakum min 'ilāhin ẓayrī

This use is much diminished in modern texts.

Also common in classical texts but rare in more modern is the use of an apocopate: majzūm verb form in positive conditional clauses, although there is evidence for its use in such clauses with a more strictly future significance. (See Beeston op.cit. p105 and MECAS Ch.XXIV).

0.1

Western grammarians are in fair measure agreed that, whatever modifications may have appeared subsequently in the various languages, there has been at least one stage in Semitic when the primary contrast has been between completed event or state and incomplete. (See for instance Moscati 1969, paras. 16.26-32 and bibliography, Gray 1934, paras. 358-65) and for Arabic in particular Fleisch 1957, p170ff).

An internal logic of this nature seems on first sight rather similar to that found in the Slavonic languages. Further examination, however, suggests that the differences between the two systems are more important than their similarities. (2)

Characteristic of the Russian system is that "stative" verbs do not occur save in configuration with "imperfective" aspect.

---

(1) neg: know(Is-act-comp): for-you(m): of: god(sg): other than-me
I know of no god for you other than myself. (Qur'ān 28:39)

(2) For a contrastive account see Kuryłowicz 1973
For the Semitist this is of interest in two respects:

First, in certain Semitic languages - as for instance Biblical Hebrew, and to a lesser extent CA (for the abbreviations CA and SA see para. 0.0 of chapter 5), stative verbs incline to configuration with the "perfective" or "complete" aspect to the exclusion of "incomplete". This is instanced by example i) above and by the Biblical Hebrew:

ii) wayyōmer yhwh 'el-qain 'ē hebel 'āhikā wayyōmer lō yāḏa'tī hašōmer 'āhī 'ānōkī (1)

However in SA many stative verbs occur both in maḏī and muḏāri' measures, which suggests that, whatever the internal logic of the SA system may be it is other than that of Russian and, perhaps, (since we have not gone into the question in any detail) different from that of CA.

Moreover if stative verbs may occur in either measure - when not having the sense of "entering into a state", then it would seem that a contrast "complete vs incomplete", if understood as analogous to the Russian system, cannot constitute an entirely adequate theory of the internal logic of the verbal system of SA.

1 The system As(pect)
1.0.0 An interesting exception to the customary claim that the verbal system of Arabic (and Semitic) is founded on the contrast "complete vs incomplete" is Beeston 1970 who notes that(p76)

"the semantic contrast between suffix and prefix set (of the verb)... depends on whether the predicate is envisaged dynamically as depicting a change from one situation to another, or statically as depicting a single, ideally 'frozen' situation."

(1) and-said(3ms-incomp): the Lord: to-Cain:where:Abel:brother-you: and-said-he:neg:know(is)comp):int-keeper: brother-me: I The Lord said to Cain "Where is Abel your brother". He answered "I know not, am I my brother's keeper?" (Gen. 4:9)
As an instance of this duality contrast the two forms 'araftu in the following examples:

iii) waqad yastağribu qaallī 'annī 'araftu biwāsīţati l-kātibī l-'injilīsīyī sayyida l-'arabī l-akbara

   a) laa bi'l-kaanī bi'di man 'araftī halīt...

   b) wa'a'nahū fi sālika-anne jamā'at-an misman 'araftu fi l-ma'rīdī 'a'dānīysīnīn(1)

In the first of these the form might be rendered into English by "I got to know" (dynamic), and in the latter simply by "I know" (static).

1.0.1 However it will be noted that the verbs cited by Beeston in support of his analysis are either stative (i.e. (9'hmr): be red and (I'lm): know), or verbs which may be seen as depicting an ongoing process (i.e. (Irkb): ride, (4qum): reside, and (Ihkm): govern). Moreover the verb (I'rf) of examples (iii) is also stative.

   If however we set up a similar contrast using a verb which is neither stative nor indicates a process, a somewhat different pattern results, as for instance:

   iva)...fağarasa 1-fallāhu l-'ašjāra...

   ivb)...fa'aṣqa/l-'ašjāra l-latī ḡarasahā l-fallāhu...(2)

As with examples (iii) we have the same verb garasa occurring both in a main clause and a relative clause. In (iva) we would translate "the farmer planted..."(dynamic), but the latter (from the context in which it occurs) requires "...which the farmer had planted."

---

(1) a) and-may: be strange(3ms-act-incom): saying-my: that: I: know (Is-com): through-medium: the-writer: the-English: lord: the Arabs: the-great "My saying that I got to know the great lord of the Arabs through the medium of the English writer may seem strange"

   b) and-disturb(3ms-act-com): him: in-regard-to: that: that: group: of-those: know (Is-com): in: the-opposition: German "And what disturbed him in that respect was that a group of those— who were in opposition were German." and-not: tarry (3ms-act-com)

(2) Footnote continued on p.196
Thus, while there is a sense in which one might regard the English perfect as indicating a "static" aspect as well as past-in-past this would not seem to be the "unmarked" interpretation (see for instance Leech 1971 pp42,43). Rather one would be inclined to interpret both events as "dynamic", with the latter merely sited in the more remote past.

1.0.2 The question then arises, is it better to envisage — with Beeston, a pair of aspectual contrasts "dynamic" and "static" or, given that there seems, on the basis of example (iv) and many others, to be some blending of the two notions, and given that both are expressed in a unitary expression mode, would it be more satisfactory to envisage but one aspectual concept admitting of varying interpretation according to context?

1.1.0 A note on Semitic verbal diachrony

Some light may be shed on the problem posed in para.1.0.2 by considering the question of what diachronic processes could have given rise to this duality.

A number of Semitists are of the opinion that common Semitic possessed a prefix conjugation of the measure yaF'ul, having a "preterite" or "completive" sense, and a suffix conjugation on the measure Fa'il having a "stative" or "permaneive" sense (see Moscati 1969, para. 16.31). The question of what if any conjugations accompanied these may be ignored for present purposes.

Footnote (2) continued from previous page 195:

a) then-plant(3ms-act-com):the-farmer:the-trees "Then the farmer planted the trees".

b) then-water(3fs-act-com)+she:the-trees:which:plant(3ms-act-com):the-farmer "...and then they (the clouds) watered the trees which the farmer had planted."
Scholars who are of this opinion then assume that in some Semitic dialects - including Arabic and Hebrew, the suffixed measure later spread and in varying degrees came to supplant ya'úl.

In distinction to Arabic and Hebrew, Akkadian retains both of these putative common Semitic measures with something like their "original" function, and certain of the syntactic structures into which forms on these measures enter provide interesting evidence as to how the changes in Hebrew and Arabic might have occurred. (See particularly Rowton, 1962).

Consider for instance:

v) eqel bīt abiya ša ištū ūmī mādūtim šabtanu PN...
   ibqurannisā
   (field:house:father-my:which:since:days:many:hold(Ip-perm):PN:claim(3ms-pret)-me. "The field of my family's house, which we have held for a long time, PN has claimed from me")

Note first of all that the "permansive" verb šabtanu which occurs in a relative clause, and which is essentially timeless, tends to require translation into English through the perfect tense. The same is frequently true of Arabic mādī forms in relative clauses, as for instance:

vi) ...l-lādīna 'ajazati z-zirā'atu 'an: qastikdāmihim

On Beeston's analysis this latter verb would be said to express "static" aspect.

Now the form ibqur - which is also translated by the perfect tense, can, within Beeston's framework, be regarded as expressing "dynamic" aspect, and such seems commonly to be the case with 

(1) who(mp): unable(3fs-act-com): the-agriculture:in regard to: employing-them "...when agriculture has been unable to employ"
verbs on this measure. Let us then hypothesise that this, rather than the expression of "completion", was the primary function of the common Semitic yaF-ul, and that the diachronic process in Arabic consisted of the spread of mādī forms - perhaps from subordinate clauses since the "static" interpretation seems more common there, especially in relative clauses, supplanting for the most part the earlier yaF-ul. (See parts 1 and 2 of Appendix E).

For such a process to occur it would seem to be a necessary precondition that the hitherto distinct aspectual contrasts "dynamic" and "static" should become unstable and be replaced by some concept more or less embracing the two. If this is so then there is a strong likelihood that on a synchronic basis we should regard "dynamic" and "static" in the mādī measures as variant interpretations and not distinct internal logical concepts.

1.2.0 The Apocopate verbal measures

Semitists who take the position stated in para. 1.1.0 tend to regard certain of the apocopate verb measures as remnants of the common Semitic yaF-ul etcetera. This is commonly held to be true of measures occurring with the negative particle lam, and those - more particularly in Classical Arabic, appearing in hypothetical constructions introduced by the particle lam, as for instance:

\[
\begin{align*}
\text{viia)} & \quad \text{lam yajlisi š-šayku fI l-ğurfati} \\
\text{viib)} & \quad \text{law yajlisi š-šayku fI l-ğurfati}...
\end{align*}
\]

The same measures also occur in "jussive" and negative imperative clauses, as:

\[
\begin{align*}
\text{viiic)} & \quad \text{liyajlisi š-šayku}...
\text{viid)} & \quad \text{lā taļlisi fI l-ğurfati}
\end{align*}
\]
However it is usually denied that there is a diachronic link between the verbs in the first pair and those of the second, on the ground that (to quote Driver) "...it is inconceivable that a preterite and a jussive form...can have a common origin or indeed be in any way connected with one another...since the description of a part event differs in kind toto caelo from a command which in its very essence relates to future time". (1936, pp19,20).

But if for "preterite" or "completion" we substitute the notion "change from one state to another" (Beeston) a quite different picture emerges since the "jussive" and "imperative" functions are by no means incompatible with the latter concept.

Thus:
(a) The old man not (cause a change of state in regard to sitting)
(b) If the old man had (cause a change of state in regard to sitting)
(c) Let the old man (cause a change of state in regard to sitting)
(d) Do not (cause a change of state in regard to sitting)

1.2.1 From the foregoing two inferences may be drawn. First, we argue that the examples (vii) support our hyothesis that the common Semitic measures yaf'ul and fa'il served to express a contrast along the dimension "dynamic vs static", and hence supports our argument for a unitary concept behind the mad'I measures.

Secondly we may infer - albeit rather tentatively, that this "dynamic" element is synchronically relevant for the apocopate measures. This claim must be made with reservation since it is clearly possible to argue that the notion "jussive" say is synchronically a concept of internal rather than external logic.

1.3.0 A part structure for the system

On the basis of the discussion thus far we will make the
following assumptions about the system As. First we assume that
the madl measures express only one concept embracing both dynamic
and static facets. The differences between classical and later
usage mentioned in para. 0.0 suggest that the range of this
concept has become somewhat narrower. (Beeston, on the basis of
his examples of qad 'almā in 1970, p.78, would presumably not
agree - see his example (iii). Our samples, although limited in
depth, produced no examples of stative verbs functioning thus,
with the exception of those noted below).

Let us then on the analogy of the Russian system term the
sememe of classical Arabic "Perfective", and, to differentiate,
that of SA 'Complettive'. Note that certain verbs, as for
instance lays: negative and 'asā: perhaps, are taken to express
the former element, which entails that all three elements form
part of our synchronic system. These verbs are exceptional in
having no mudāri' form.

Since the term 'dynamic' has already been used for a
sememe of DCm, the change of state taken to be expressed by the
apocopate forms will be termed 'Translative'.

Since As(Trans)lative is taken not to stand in paradigmatic
contrast with As(Complettive) and As(Perf)ective - assignment of the
former being conditional upon the assignment of other elements,
it is assumed that we are here dealing with a system of type
1b (see para. 2.1.1 of chapter 5), and the system thus far will
therefore have the structure: (1)

\[ g \quad \text{Translative} \]
\[ i \quad \text{Perfective} \quad h \quad i \]
\[ \quad \text{Complettive} \quad h \]

(1) Please see p.201 for footnote
1.3.1 From the foregoing discussion it should be apparent why verbs on the measure Fa'il listed in Wehr as having the sense "be or become" are analysed as expressing DCm(Comp) rather than DCm(C-E) or both. The "be" and "become" are taken to reflect the two interpretations of Ash(Comp).

1.4 The sememe As(Dur)ative

The verbs of examples (iv) should be compared with:

(viii) waya'rusu l-fallâhu l-a'djâra fi kulli sanatin (2)

Whereas in the former case we are concerned with an event which is complete, in the latter the event is iterated.

If on the other hand the verbs of examples (iii) are compared with:

(ix) 'a'rifu 'an 'anânati hâdâ yâ-yâbi mâ qara'tu'hu fi l-kutubi (3)

we find that the contrast is between completion and the existence of a state.

Given that in both (viii) and (ix) we have a verb on a muqâri measure expressing differing modes of duration we might conclude that once again we are dealing with a unitary concept interpreted variously - although this time perhaps more according

(1) Footnote from p.200 previous:

Note that it might be preferable to regard verbs such as lays as expressing the common Semitic "stative" aspect, in which case the system would be presumed to have the structure:

```
        Stative
       /     \
     \ S-Translative
      |      |
     i

      h

  Completive

  h
```

where the verbs would be taken to be incompatible with Ash(Trans) concerned.

(2) and-plant(3ms-act-incom):the-farmer:the-trees:in:every:year

"The farmer plants the trees every year"

(3) know(Is-act-incom):in:regard:to:trustworthiness:these:people:

what:read(Is-act-com):in:the-books "I know, of the trustworthiness of these people, what I have read in books"
to the value of the particular circumstance expressed.

Let us then posit as the fourth member of the system the element As(Dur)ative. Since this sememe is taken to stand in paradigmatic contrast with each of the first three the system will now have the structure:

1.5 The sememe As(Prog)ressive

The pair of examples:

xa) wabaynā kāna ḥākiran liš-ṣayki...

xb) wafī kulli yawmīn kāna yaškuru liš-ṣayki

(1)

are congruent in that each has the form kāna which we take to indicate an event occurring in past time (see para.2.2.0). Against this we have the form ḥākiran contrasting with yaškuru where the latter is isomorphic with yağrusu of (viii). This last being taken to express As(Dur), from the context of xb) we may assume that yaškuru functions similarly.

The context of xa) differs from that of xb) in that the former relates to an event actually in progress, as against the iteration of the latter, which allows us to conclude that the contrast "ḥākiran vs yaškuru" corresponds to a semantic contrast "progressive vs durative", and therefore that As(Prog)ressive is a fifth member of the system.

(1) and-while:be(3ms-act-com):thank(ap-ms):to-the-old man:
(a) "While he was thanking the old man"
(b) and-in:every:day:be(3ms-act-com):thank(Is-act-incom):to-the-old man: "Every day he would thank the old man."
It is well known that stative verbs in English may not occur in configuration with the progressive aspect. That is, the syntagms "I am knowing" or "I am believing" etc. are not acceptable. This restriction seems to be founded on the external logical principle that a state is of its essence "in progress" and hence, a further sememe indicating precisely this can only be redundant.

Therefore, while it does not necessarily follow that internal logic will be in conformity with external, we might anticipate that, if we are correct in identifying a sememe 'progressive', it will not occur with stative predicates.

This prediction appears to be fulfilled, in that the "active participle" and mu'dar'i measures (of which ƙakiran and yaƙkurü are instances) are to some extent interchangeable when the predicate is a true state, as for instance:

\[
\begin{align*}
\text{xii)} & \quad \text{ta’ajjabtu min’Imānī hāgā 1-Jili biḥurriyyati} \\
& \quad \text{r-ra’y} (2)
\end{align*}
\]

1.6.0 Adjectives

Characteristic of stative verbs when an "active participle" is employed to express As(Dur) is that their syntax is identical with that of "adjectives" when occurring in a "predicative" rather

\[
\begin{align*}
(1) \quad & \text{(a) nf-you: know(ap-ms): that: fut-sleep(2ms-act-incom)} \\
& \quad \text{that: fut-sleep(2ms-act-incom): (as above):} \\
& \quad \text{Both: } \text{"You know that you will sleep"} \\
(2) & \quad \text{surprise(Is-incoah-com):at: belief(mas): (remainder as per iiiiib) } \text{"I was surprised at that generation's belief in freedom of opinion".}
\end{align*}
\]
than an "attributive" construction. Compare for instance:

xii a) kāna r-rajulu jāhilan

xii b) kāna r-rajulu za'īlāna (1)

Furthermore, examination of the lexicon shows that certain stative verbs will have a form of the "participial" measure Fā'IL which is synonymous with a further form on the measure Fa'IL. For example:

'ālim vs 'alīm: knowing    nāṣīḥ vs nāṣīh: sincere

Of this latter measure several remarks may be made. First, there are certain verbs whose "passive participle" on the measure maF'uL is in some contexts interchangeable with a form on Fa'IL.

Among these are:

maqtil vs qatīl: killed    maṣīn: suspet(ed)

From a diachronic point of view this latter usage is unremarkable since the measure Fa'IL is regular for the passive participle on the first measure in Aramaic. (See Moscati 1969 paras. 16.68/9 and Rosenthal 1961 para.40).

Thirdly, Fa'IL is a common - if not the most common measure for adjectives in Arabic.

The burden of this argument is then to suggest that, since the correspondences between participial forms of stative verbs and adjectives are so striking, and since the former tend to be interchangeable in predicative contexts with their muṣāfīr counterparts (as per examples xi), there seems no reason in such contexts to analyse adjectives as other than stative verbs expressing a particular type of configuration.

(1) a) be(3ms-act-com)the-man: ignorant(ap-ms)
"The man was ignorant"
b) be(3ms-act-com)the-man: angry
"The man was angry"
Hence both jāhīlan of xiii a) (by analogy with 'ālimun of xi a), and hence za'ālāna of xiii b) are taken to express As(Dur).\(^{(1)}\)

1.6.1 This analysis does however appear to entail that an adjective when functioning attributively must also express this sememe, which intuitively as least does not seem at all satisfactory.

One solution to the problem may be had by appeal to the dictum "meaningfulness implies choice" (See Lyons 1968 9.3.3). That is, the assignment of As(Dur) in such contexts must presuppose the possible assignment of some other sememe in As. But since such assignment does not seem admissible we must conclude that no member of As is present in encodings of this type.

The difficulty with this argument is that it entails in such contexts a configuration: DBpx(y) + DCmq(Eff), where DBpx(y) is some state, which configuration is also taken to underlie the masdar on the measure Fa'al, as for instance za'al: annoyance (see xiii b) and compare taz'il: causing annoyance).

Of course it is not in principle difficult to arrange the rule schema so as to select each form in the appropriate environment, but one is still left with the suspicion that something has been overlooked. Thus the analysis proposed above must remain rather tentative.

1.7 The structure of the system

Since the sememe As(Prog) is taken to have the possibility of contrast with each of Asg(Trans) Ash(Comp) and Asi(Perf) it will form part of all three sub-systems.

\(^{(1)}\) Compare also such forms as munbat'îh: level and muhayyin: dishonourable.
In addition we assume first that the system is adherent, since none of its elements appears to have the capacity for inclusion in a lexeme and second, that it is stable.

Hence the sub-systems may be stated thus:

\[
\text{AAsg} = \{ \text{Trans, [Dur, Prog]} \} \\
\text{AAsi} = \{ \text{Perf, [Dur, Prog]} \} \\
\text{AAsh} = \{ \text{Comp [Dur, Prog]} \}
\]

2 Modification of Aspect

2.0.0 There is in Arabic a series of morphemes which indicate the temporal relationships between two or more clauses. For instance in the example:

xiv) waqafa tu marratan bibabi maktabatin...fa' akadat 'aynI kutayyiban (1)

the morpheme fa of fa'akadat indicates that the event of the second clause occurred subsequently to that of the first, and moreover occurred fairly closely upon it.

In imposing a temporal ordering on events or states these elements can be understood to modify aspectual sememes which merely note the incidence or persistence of some circumstance.

Since a discussion of the structure of this particular system is not our immediate concern, we will for the purpose of what follows simply assume that among the adherent content systems is one A M(odifier of) a(aspect)a, which is taken to be stable and one of whose members is AMaa(Next) expressed by fa, and it will also be assumed that the elements of AMaa may be determined by the usual techniques of substitution etc.

(1) stop(Is-act-com): occasion(fs-acc):at-door: bookshop...
then-take(3fs-act-com): eye-my: booklet:
"I once stopped by the door of a bookshop and my eye was caught by a booklet..."
2.0.1 The type of structure instanced by xiv) can be regarded as unmarked, in that the sequence in which the events happened corresponds to the sequence in which they are reported on the page. However, the particular thematic structure imposed on the encoding may entail that the sequence on the page is the inverse of that in which the events occurred.

When the verbs express AAsC(Comp) a displacement of this kind is commonly indicated by the morpheme qad. Compare for instance example xv) below with xiv):

xv) waqaftu marratan bibābi maktabatan waqad 'akādat 'ayn(1) kutayyiban

2.0.2 Beeston (op.cit.p78) notes that the "modifying functional qad transforms a suffix set item with dynamic aspect into one with static aspectual value". Within the framework evolved in the previous section this might be restated thus; the morpheme qad resolves the ambiguity inherent in the sense AAsh(Comp) by imposing a static, plus perfect, or perfect interpretation according to the particular predicate involved and the context in which it occurs. (Compare for instance examples iii b) and iv b).

This alternative explanation is of interest when we consider that it is not necessarily the case that qad is preposed to the second or subsequent of a string of clauses - whether main or subordinate. For instance:

xvi a) walaysa mina l-'adīl 'an nalūma d-dīna 'alā gālika, faqad haqqaqā y l-islāmu lil-mar'ati makānatan fādīlātān, ...waqad 'ammarat hādā l-makānati tīmarahā f I l-uhūdī q-dahābiyati...

(1) As per footnote (1) on p.206 except for waqad. "I once stopped by the door of a bookshop, my eye having been caught by a booklet..."
xvi b) *laqad* 'a'lannā mina l-bidāyati 'agrāda ḥarakatīnā(1)

On an analysis based on the notion 'displacement of sequence' the use of qad in these examples can only be understood as analogic extension - which is of course quite plausible. On the other hand Beeston's account is simpler and more general, and on that account is to be preferred. The difference between them is anyway not very great since in both cases we are dealing with essentially temporal modifications.

Let us then assume a second system of aspect modifiers, designated AMab, one of the members of which is AMab(Displacement).

2.1.0 The Sememe AMab(Non-definite)

The second use of qad to which we drew attention is that when proposed to a muḍārī' form, as for instance:

xvii ...yaḥādū bi'anna s-sumrata qad takānū'akṭara jādibly-atan mina l-bayādi (2)

In such clauses the morpheme indicates that something or other tends to be, or may be, or is sometimes the case. The sememe expressed by qad will be termed (Non-definite) - abbreviated to (N-D).

---


b) *displ:announce(Ip-act-com):from:the-beginning: goals: movement:our "We have made the goals of our movement clear from the outset..."

(2) ...*testify(3ms-act-incor):that: the-brownness: maybe(3fs-act-incor): greater: attractiveness: than: the-whiteness "...it testifies that brownness (of complexion) may be more attractive than whiteness."
Although the diachronic link between this function of qad and that of expressing AMab(Displ) is clear they are synchronically quite distinct, for the two sememes have quite different consequences for the encoding and hence for the expansion in that the former appears to entail the assignment of AAs(Dur).

2.1.1 Consideration of the sense of qad in xvii suggests that there may be more than a passing resemblance between this construction and the measures termed by Western grammarians "subjunctive".

These mansub measures (i.e. inflected on the analogy of the accusative (nasb)) occur more particularly in clauses following a small group of morphemes expressing a variety of subordinate relationships, as for instance:-

xviii) la nurīdu 'an nuḥājjahum bimā qarrarahu 1-'ulamā'u

However in constructions of this type a mansub form never has the possibility of contrast with a muḍāri' or majṣūm form. Hence we conclude, on the basis of the dictum "meaningfulness implies choice", that the former can bear no independent functional load in such contexts, and is therefore not to be understood as functionally analogous to qad when expressing (N-D). (Compare however the rather different use of the mansub measures discussed in Beeston 1970 p98).

2.1.2 The sememes AMab(Displ) and (N-D) are not in paradigmatic contrast since the former presupposes the assignment of AAs(Comp) and the latter AAs(Dur). However since both are clearly modifiers of aspect and since they share the same expression mode it seems best to regard the latter also as a member of AMab.

(1) neg: wish(Ip-act-incom): that: dispute with(Ip-act-subj)-them: with-what: decide(3ms-act-com): the learned: "We do not wish to question what the learned have decided."
However since these two do not have the possibility of contrasting paradigmatically it is clear that, for present purposes at least, we are dealing with a system of type 2b (see para. 2.1.2 of chapter 5), which will therefore have the structure:

\[
\text{AMab}
\]

\[
\begin{array}{c}
\text{g} \\
\text{Displ} \\
\hline
\text{h}
\end{array}
\]

\[N - D\]

2.2.0 The system AMac

Example (viii) of para. 1.4 contrasts with:

xix) wakāna l-fallāḥu yagrusu l-’aṣjāra ff kulli sanatin

first, in that (xix) has in addition the form kāna and second, that the subject l-fallāḥu now precedes yagrusu. Since this latter is taken to be syntactically conditioned it may for present purposes be ignored.

Semantically the two examples are similar in that both express an event which is iterated - and are therefore taken to encode instances of AAs(Dur); they differ in that (xix) refers to an event iterated in the past.

In similar fashion example (ix) of para. 1.4 may be contrasted with:

xx) kuntu ’a’rifu ’am’amanati hādā š-ša’bi mā qara’tuhu ff l-kutubi

---

(1) and-be (3ms-act-com): remainder as per example (viii). "The farmer used to plant the trees every year".

(2) be(Is-act-com): remainder as per (ix) "I knew of the trustworthiness of these people what I had read in books". This example serves to show the near equivalence of certain of these sememes, since one might suppose that 'araftu - expressing AAs(Comp), would also be acceptable here. With true stative verbs there does appear to be a tendency to use (Ikwn) plus the muḍāri' rather than the mādī, when the latter (continued on p.211)
Here again we have a string with a member of the verb (Ikwn) and one without.

Semantically they are similar in that both indicate a state in existence but differ in that in (xx) this state exists in the past.

From these two pairs we infer that among the functions of (Ikwn) is the expressing of a sememe (Past) which, since it also can be understood to modify sememes of aspect, is taken to be a member of a system AMac.

2.2.1 The relationship between the sememes AMabg(Displ) and AMac(Past) is rather complex. First of all, it will have been noted (see para. 2.0.2) that this 'displacement' is in essence neutral as to direction. For instance the clause:

xxi) waqad sa'altu 'an:s-sababi fi āli tilka l-āţārī(1) may be translated into English - if context is ignored, by either of the following:

a) "I have enquired..." or b) "I had enquired..."

Let the first of these be termed 'forward' displacement and the other 'backward'.

If the context is not adequate to the resolution of this ambiguity, backward displacement may be marked by adding AMac(Past) to the appropriate segment of the encoding, expressed once again by some mādī form of (Ikwn), as for instance:

xxii) kānati l'-umamu l-muttaḥidatu qadi ʾṭaraṭat 'alā 'isa'illa 'an tataqayyada biqirāri t-taqslimī (2)

(1) and-displ: ask jes-act-com: about: the-reason: for: destruction: those: the-remains: "I have asked the reason for the destruction of those remains"


Footnote (2) continued from p.210:
...is interpretable as expressing a simple past time - presumably to minimise the risk of ambiguity.
2.2.2 On the other hand, while there would seem to be no universally applicable means of indicating 'forward' displacement unambiguously, the string laqad when preposed to the verb of the first of a string of clauses seems to entail such an interpretation, as for instance:

xxiii) laqad štaraṭati l-’umamu 1-muttaḥidu ’alā ’isrā’illa (1)

The obvious exception to this generalisation is the case where laqad is preposed to a "passive" verb, where it appears to have no function. (See part 3 of appendix E). Thus we would not agree with Beeston (1970 p103) that the string laqad is "wholly otiose".

2.2.3 The case of forward displacement should be distinguished from that where we have in effect a displacement into the 'future', as instanced by:-

xxiv) wafī hāḏīhi l-’aṭnā’i yakūnu l-āṯfālu qad ’ahāṭū bil-masjīdi(2)

Since this clause varies from:-

xxv) wafī hāḏīhi l-’aṭnā’i kāna l-āṯfālu...(3)

only on the assignment of yakūnu vs kāna, where the latter expresses Amac(Past) we may infer that the former expresses a further temporal sense AMac(Future).

If however AAs(Dur) is assigned to the encoding rather than AAs(Comp) (as in xxiv)) then (Future) if assigned at all, will be expressed by either sawfa or sa, as for instance:-

---

(1) perf-displ: (remainder mostly as per footnote (2) on p.211) "The United Nations has obliged Israel..."
(2) and-in: this:(during): be(3ms-act-incom): the-children: displ: surround(3mp-act-com): the-mosque: "Meanwhile the children will have gathered round the mosque".
(3) kāna: be(3ms-act-com). "Meanwhile the children had gathered..."
A third variant occurs when AAs(Dur) is accompanied by the sememe (Negative) - not discussed in this study, in which case AMac(Future) is expressed by the morpheme lan and a mansūb form (see 2.2.1). Thus:—

xxvii) walākinna tafawwuqahu...tafawwuqun waqtiyun, lan yadūma tawlan. (2)

2.2.4 Strictly speaking the assignment of AMac(Past) specifying backward displacement renders AMab(Displ) redundant, and we do in fact encounter cases where the latter is not assigned.

Note that Western grammarians (Beeston 1970 pp78-81 being an exception) have tended to regard qad as an optional extra in such clauses as xxii). So far as SA is concerned the reverse is more nearly the case.

2.2.5 The system AMac is taken then to have the structure:—

AMac = { Past, Future }  

2.3.0 Limitation Rules

In the following paragraphs we draw together certain of the restrictions on collocation of sememes either implicit or made explicit in the course of the preceding discussion.

2.3.1 Let the set of state predicates say in DBp be denoted by DBpx, then:—

DBpx ——— AAs (Prog) 9.1(see para.1.5)  

Next, let there be a subset DBpxa of DBpx comprising those

— (future): rise up(3ms-act-incom): when: draw near(3fs-act-com): the-hour: "... which will rise when the hour draws near".

and-but: superiority-his:...superiority: temporary:(neg-fut) endure (3ms-act-incom): long: "But (their) superiority is temporary and will not endure for long".
predicates entering into configuration with $AAsi(\text{Perf})$. Then:

$$DBpxa \rightarrow AAsg, AAsh \quad 9.2$$

Moreover since this appears to be a rather restricted group
having no muḏāri' form we must also write:

$$DBpxa \rightarrow AAsi(\text{Dur, Prog}) \quad 9.3$$

2.3.2 From the discussion in 2.0.1 we infer that assignment of
$AMab(\text{Displ})$ entails the assignment of $AAsi(\text{Comp})$. Hence:-

$$AMab(\text{Displ}) \rightarrow AAsi(\text{Comp}) \quad 9.4$$

Again from 2.0.1 it is assumed that $AMab(\text{Displ})$ is not compatible
with $AMaa(\text{Next})$. Hence:-

$$AMab(\text{Displ}) \rightarrow AMaa(\text{Next}) \quad 9.5$$

It also appears that $AMab(\text{Displ})$ is not compatible with $AAsi(\text{Perf})$
given the restricted range of predicates with which the latter
is compatible. Hence:-

$$AMab(\text{Displ}) \rightarrow AAsi(\text{Perf}) \quad 9.6$$

From 2.2.0 we infer that $AMab(\text{N-D})$ may be assigned only in
conjunction with $AAs(Dur)$. Hence:-

$$AMab(\text{N-D}) \rightarrow AAs(Dur) \quad 9.7$$

Finally, $AMab(\text{N-D})$ is taken not to be compatible with any
member of $AMac$. Thus:-

$$AMab(\text{N-D}) \rightarrow AMac \quad 9.8$$
Chapter 11

The Verbal and Nominal series of the expression code

0 Introduction

0.0 This chapter constitutes the descriptive complement to the theoretical discussion in sections 1-3 of chapter 3. It is not to be understood as an attempt to provide a comprehensive account of the Verbal and Nominal morphology of literary Arabic but rather, as a description which while not too fragmentary to permit evaluation omits more peripheral phenomena.

Thus for example the description of the Verbal series in section 1 confines itself to measures I-X, despite the fact that odd references to other measures occur elsewhere in the study. (See for instance appendix D).

Note that all the systems discussed in this chapter are assumed to be stable.

1. The Series of Verbal Systems

1.0.0 This series can be defined broadly along the following two dimensions. First, it will comprise those systems which can be inferred as the basis for the various verbal measures. It is therefore taken not to include the systems through which case suffixes are assigned. However a certain measure is inflected for case, and yet in other respects corresponds closely to the verbal measures proper; that portion relating to these latter is presumed to be generated from the verbal series. This of course particularly pertains to participial measures. (1)

(1) Aside from what may or may not be regarded as a "close correspondence", this formulation also fails to take account of the evident overlapping among the systems of verbal suffixes and case suffixes. For instance, there is clearly some relationship between the suffixes of maṭṭalūna: sculptors and yumaṭṭilūna: they sculpt or between kitābāni: two books and yaktubāni: they (two) write.
1.0.1 Discussion will be based on the sets of 2nd degree measures listed below. The first degree measures to which they belong are given in brackets.

<table>
<thead>
<tr>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Fa'āL</td>
<td>(I)</td>
<td>Fu'īL</td>
</tr>
<tr>
<td>2 Fa'āL</td>
<td>(I)</td>
<td>Fu'āL</td>
</tr>
<tr>
<td>3 Fa'āL</td>
<td>(III)</td>
<td>Fu'āL</td>
</tr>
<tr>
<td>4 Fa'āL</td>
<td>(IV)</td>
<td>Fu'āL</td>
</tr>
<tr>
<td>5 Fa'āL</td>
<td>(V)</td>
<td>Fu'āL</td>
</tr>
<tr>
<td>6 Fa'āL</td>
<td>(VI)</td>
<td>Fu'āL</td>
</tr>
<tr>
<td>7 Fa'āL</td>
<td>(VII)</td>
<td>Fu'āL</td>
</tr>
<tr>
<td>8 Fa'āL</td>
<td>(VIII)</td>
<td>Fu'āL</td>
</tr>
<tr>
<td>9 Fa'āL</td>
<td>(IX)</td>
<td>Fu'āL</td>
</tr>
<tr>
<td>10 Fa'āL</td>
<td>(X)</td>
<td>Fu'āL</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Set 4</th>
<th>Set 5</th>
<th>Set 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 aF'aL</td>
<td>(I)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>2 aF'aL</td>
<td>(II)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>3 aF'aL</td>
<td>(III)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>4 aF'aL</td>
<td>(IV)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>5 aF'aL</td>
<td>(V)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>6 aF'aL</td>
<td>(VI)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>7 aF'aL</td>
<td>(VII)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>8 aF'aL</td>
<td>(VIII)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>9 aF'aL</td>
<td>(IX)</td>
<td>uP'aL</td>
</tr>
<tr>
<td>10 aF'aL</td>
<td>(X)</td>
<td>uP'aL</td>
</tr>
</tbody>
</table>

Set 7

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>taFa'uL</td>
<td>(II)</td>
<td>4</td>
</tr>
<tr>
<td>muFa'āŁ</td>
<td>(III)</td>
<td>5</td>
</tr>
<tr>
<td>'iFa'uL</td>
<td>(IV)</td>
<td>6</td>
</tr>
<tr>
<td>taFa'āŁ</td>
<td>(V)</td>
<td>7</td>
</tr>
<tr>
<td>taFa'uL</td>
<td>(VI)</td>
<td>8</td>
</tr>
<tr>
<td>'inFa'uL</td>
<td>(VII)</td>
<td>9</td>
</tr>
<tr>
<td>'iFtįŁ</td>
<td>(VIII)</td>
<td>10</td>
</tr>
<tr>
<td>'iFtįŁ</td>
<td>(IX)</td>
<td>11</td>
</tr>
<tr>
<td>'istF'aŁ</td>
<td>(X)</td>
<td>12</td>
</tr>
</tbody>
</table>

1.1.0 Infixed systems - The system Via

The structure posited for this system is based on an examination of sets 1, 2, and 7.
Set 1: 1-5, 7-10 differ from set 2:2-5, 7-10. Among other things, in the alternation of the elements a and u between first and second radicals. Note that the alternation between Fā'āL and Fu'ūL (1:5 and 2:5) is strictly speaking between ā and ū. However the parallelism between this and other pairs cannot be denied, and it does therefore seem more satisfactory to treat these vowels as a combination of a and u with a third morpheme : (Compare the discussion in 4.2.0 of chapter 2).

Also, the measures Fta'āL and Ftū'uL (1.1.0 and 2.1.0) stand apart from the main group to some extent. However, on the analysis of the morpheme t see 3.1 of chapter 3.

Sets 1: 9,10 and 2: 9,10 should also be contrasted with 7: 9,10. In these examples we have a three-way alternation between first and second radicals, namely, between a, i, and u. Since, with the exception of sukūn, there are no other possibilities we posit a system Via—a,u,i— Sukūn is regarded as the case of non-assignment from this system in particular, and other systems in general. (sukūn: quiescence, i.e. the case of a consonant having no following vowel).

The cognate measures of sets 3 to 6 are presumed to have more restricted selectional possibilities within Via -- being confined in fact to Via(a) or zero.

1.1.1 The system Vib

The analysis of the first vowel of the measure Fā'āL into the two morphemes a and :, and that of Fu'ūL into u and :, entails a further system to accommodate the morpheme :. Since the various measures under examination do not exhibit any other phenomena of a similar nature we posit as the second system Vib = {i} (1)

(1) If the scope of our study were to embrace such measures as F'awāL as for instance ǧawrāq be bathed in tears, the w component of the measure would be included in Vib.
1.1.2 The system Vic

We turn now to the systems which, broadly speaking, are infixed between the second and third radicals.

Consider once again the sets 1 and 2. Measures 4-12 of set 1 each have a morpheme a between the second and third radicals. The corresponding members of set 2 each have i in the same position. (There is of course no equivalent of F'all (1.11)).

More striking, this alternation of a and i is the sole feature distinguishing the pairs 4:4-6 and 5:4-6.

The importance of the alternation is however seen most clearly among the participial forms of sets 3 and 6. Here we find a whole series of measures, 3: 4-10, 12 and 4:4-10,12 differing only on the assignment of one or other of this pair. This suggests that we are dealing with at least a system Vic = \{a, i\}

There are however two factors which render its analysis rather more complex. Consider first the mašdar measures listed in set 7. Leaving aside 7:4, which, it will be seen bears no partial resemblance to its cognates (1-6:4), each measure has either a, ā, or u between the second and third radicals. The a of muFā'al\textsubscript{at} can clearly be related to that of muFā'al (6:5) while the ā of 7:6, 9-12 is perhaps best understood as an amalgamation of two morphemes and and :, in which case the a may be regarded as an instance of Vic(a).

The structural similarity between taFā'ul and taFā'ul on the one hand, and taFā'ul and taFā'al on the other, suggests that the morpheme u of the former pair should also be regarded as a member of Vic.

1.1.2.1 Isolation of the systemic structure presumed to lie behind the measures of sets 1,4:1-3 is not without difficulty.
Consider first of all set 1:1-3. Each of these measures varies from the others on the value of the vowel inserted between the second and third radicals. We may assume therefore that these are generated from some system having at least the membership \{a, u, i\}. However, each of the three also contrasts with the measure Fa'iL (set 2:2). Now since this latter is cognate in structure with the remainder of set 2, the morpheme i between its second and third radicals must represent an assignment of Vic(i).

The situation is similar with regard to the measures of set 4:1-3 and 5:2. By a parallel form of argument the a of uF'al is taken to be an assignment of Vic(a).

We therefore have the situation where the three morphemes a, u, and i of sets 1,4:1-3 not only contrast among themselves but contrast also with Vic(a,i).

This then entails a two-part structure for Vic. Moreover, since there is no reason not to regard the second a of Fa'al as identical to that of Fa'aL we conclude that the two subsystems overlap and hence that the system is of type Ia since, for example, the i of Fa'iL is taken to contrast with the a of Fa'aL. (See para. 2.0.0 of chapter 6).

Thus we have the sub-systems:

\[ \text{Vic}_x = \{u, i, [a]\} \quad \text{Vic}_y = \{[a]\} \quad u, i \]

where the former corresponds to our initial system Vic.

1.1.3 The system Vic

The analysis adopted above, whereby the a of the masdar measures of set 7:6,10-12 was presumed to be an amalgamation of two morphemes a and :, necessitates a fourth infixed system to accommodate the latter. We therefore set up the \[ \text{Vic} = \{:\} \]
1.1.4 With Vid we conclude our outline of the infixed verbal systems. We must now relate to these systems dummy radicals appropriate to the generation of the required templates. The first dummy, designated A, will obviously precede the first infixed system Via. Similarly, the third dummy, designated C will succeed the final system Vid. However in this case the structure of the measures of sets 1,3,4:11 (F'all etc) necessitates an optional second dummy. The pattern will therefore be of the form C(C) (see para. 1.4 of chapter 3).

The second will also be an optional two-place dummy, designated B(B), and will be located between Vib and Vic. Particularly awkward - and foreshadowing a pattern more common among the nominal measures (see 2.2.2 of this chapter), is the mašdar'if'ıLāL (7:11). The distribution of vowels in this measure is clearly analogous to that of the measures 'inFī'āL and 'ftpı'tāL (7:9,10) and the dummies should obviously be positioned so as to take this into account.

Of the two appearances of the third radical the penultimate - which is presumed to be the optional repeat, must be located with the dummy B, that is between Vib and Vic. Generation of this measure will then entail selection of both of these.

However, having concluded that the i of 'inFī'āL is an instance of Via(i) we must either introduce a further instance of B before the system Via or, following the discussion in para. 3.1 of chapter 3, apply the 'starred' convention to the original symbol B. (Note moreover that if the ultimate appearance of the third radical in 'ıF̄'ıLāL is taken as the optional, the starred convention must also be applied to C). Since among the verbal measures this kind of phenomenon is very much the exception it is on balance perhaps
preferable to opt for the latter.

Thus we infer the following part-structure for the series:

```
  Via                 Vic
     a  Vib           'i
     u          B*(B)
     i          (C)
     i
          u  a
           y
             y
              i
```

Among the limitation rules pertaining to this segment of the series are:

111:1  \( \text{Via}(a) \rightarrow \text{Vic}(u) \) (Vib(i)) (B) Permits the generation of \( \text{Fa'uUL} \) and \( \text{Pa'uUL} \) (set 717;8) but not \( \text{Fa'uUL} \).

111:2  \( \text{Via}(u) \rightarrow \text{Vic}(a, u) \) Permits \( \text{Fu'iLa etc.} \) but not \( \text{Fu'aLa or Fu'uLa etc.} \).

111:3  \( \text{Via}(u) \rightarrow \text{Vic(y)} \) Broadly as per 111:2, but see also the discussion in 111:3 above.

111:4  \( \text{Via}(i) \rightarrow \text{Vib(i)} \) Prohibits \( \text{'inF'i'āLun etc.} \).

111:5  \( \text{Via}(i) \rightarrow (B) \) Prohibits \( \text{'inF'i'āLun etc.} \).

1.1.4  It should be noted that the question of whether or not some set of forms is to be generated in this series of infixed systems must be decided empirically.

Thus for instance while verbs on the first measure whose third radical is \( w \) or \( y \) are taken to be generated in the series developed in the foregoing paragraphs those medial \( w \) and \( y \), by virtue of their more sharply differentiated paradigm, are assumed to be generated in a separate series of infixed systems.

For simplicity we have omitted any consideration of this and analogous variants.

1.2.0  The Prefixed systems

Relevant to this discussion is set 9 of the paradigms of
third degree measures given below:

<table>
<thead>
<tr>
<th>Set 8</th>
<th>Set 9</th>
<th>Set 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Fa''ala</td>
<td>3sm yuFa''iLa</td>
<td>-ila 1</td>
</tr>
<tr>
<td>2 Fa''alat</td>
<td>3sf tuFa''iLu</td>
<td>-ila 2</td>
</tr>
<tr>
<td>3 Fa''alta</td>
<td>2sm tuFa''iLu</td>
<td>-ila 3</td>
</tr>
<tr>
<td>4 Fa''alti</td>
<td>2sf tuFa''ilâ</td>
<td>-ili 4</td>
</tr>
<tr>
<td>5 Fa''alatu</td>
<td>1s 'uFa''iLu</td>
<td>-ila 5</td>
</tr>
<tr>
<td>6 Fa''alâ</td>
<td>3dm yuFa''ilâ</td>
<td>-ilâ 6</td>
</tr>
<tr>
<td>7 Fa''alatâ</td>
<td>3df tuFa''ilâ</td>
<td>-ilâ 7</td>
</tr>
<tr>
<td>8 Fa''alû</td>
<td>3pm yuFa''ilâ</td>
<td>-ilâ 8</td>
</tr>
<tr>
<td>9 Fa''alna</td>
<td>3pf yuFa''ilâ</td>
<td>-ilâ 9</td>
</tr>
<tr>
<td>10 Fa''altnû</td>
<td>2pm tuFa''ilâ</td>
<td>-ilâ 10</td>
</tr>
<tr>
<td>11 Fa''altnûn</td>
<td>2pf tuFa''ilâ</td>
<td>-iln 11</td>
</tr>
<tr>
<td>12 Fa''altnûn</td>
<td>2d tuFa''ilâ</td>
<td>-ilâ 12</td>
</tr>
<tr>
<td>13 Fa''alnû</td>
<td>1p muFa''iLu</td>
<td>-ila 13</td>
</tr>
</tbody>
</table>

Each of the measures listed in sets 1 and 2 is inflected with pronominal suffixes according to the paradigm given in set 8, while each of those listed in sets 4 and 5 is inflected in accordance with the paradigms given in sets 9 and 10. (The inflection of the majzûm measures is omitted, since these comprise a subset of those of the mansûb given in set 10).

1.2.1 The system Vpa

The composition of the first prefixed system, Vpa, may largely be inferred from set 9. Consider for instance 9:1-3, 5,13. These five vary only on the assignment of initial y, t, ' or n, and it is clear that the remaining plural and dual forms merely utilise a subset y and t of these.

The similarity between the forms of set 9 and the participial forms of set 3 (especially) and set 6 will be obvious. In particular the plural form of 3:4 -nuFa''ilâ, differs from 9:9,10 only on the assignment of m rather than y or t. (1) From this we

---

(1) It is true that in the view of Western grammatical theory at least the former is an instance of inflection for nominative case and plural number, while the latter signal plurality only. This however is to overlook the fact that there is in Semitic a much closer if nonetheless elusive relationship between nominal (continued on p.223)
may infer that m should likewise be regarded as a member of Vpa, although in a less close relationship with the first four morphemes than they are with each other.

Thirdly, a comparison of, say, the measure yastaP'IL (4:12) with 'istif'AL (7:12) shows that although they have no vowel in common, the relative distribution of consonants and vowels is the same. That is, a factorization of these two measures would suggest that the initial a of astaP'IL should be regarded as a member of the same system as the initial i of 'istif'AL, and the y of yastaP'IL as a member of the same system as the ' of 'istif'AL.

Thus it seems that in Vpa we are dealing with a type 2a system (para. 2.1.2 of chapter 5), whose sub-systems have the structure:

\[ Vpax = \{ y, t, ' , n \} \text{ and } Vpay = \{ m, ' \} \]

Note that because Vpay ('') forms part of a surjective association the paradigmatic contrast between it and the elements of Vpax is markedly weaker than that between Vpay(m) and Vpax. Our notation does not of course permit the quantification of degrees of paradigmatic contrast - even assuming that such quantification is possible in any real sense.

1.2.1 The system Vpb

Evidence for this system is provided principally by sets 4, 5, 7: 9, 10, 12.

---

Footnote (1) continued from previous p.222:

...and verbal inflections than appears to be the case in Indo-European.
Contrast for instance the measures yanPa'iLu and yunPa'aLu,
and then these with 'inFi'āLūn. In addition to the assignment of
Viox(i) versus Viox(a) the former two vary on the assignment of a
morpheme a versus u immediately succeeding Vpax(y). Then, as was
pointed out in the previous paragraph, save for the material after
the third radical each of these three measures has the same
distribution of consonants and vowels - that is, CvCCvCvC. This
suggests that the morpheme i, although like Vpay(') not in direct
contrast with the other two (1) nonetheless forms part of the same
system. Therefore, we assume that Vpb is also a type 2a system
comprising the two sub-systems:

\[ Vpbx = \{a, u\} \text{ and } Vpby = \{i\} \]

1.2.2 The systems Vpc and Vpd

The composition of these systems is not particularly clear and
the description offered is somewhat tentative.

On the basis of astaP'iL and ustaf'aL (4,5:12) where the
morpheme s immediately succeeds Vpbx(a,u) it is clear that s ∈
Vpc, and that the morpheme t, which immediately succeeds Vpc(s),
is a member of Vpd.

Now it is possible to regard the t of astaP'iL as the same as
that say of ataFa'aL (see for instance Wright 1:65Rem. and
especially the Akkadian data in Moscati 1969, 16.21). If so it
entails that the t of the latter and that of ataFa'aL etc. (1-7:8)
are members of Vpd and not, as might appear at first sight, members
of Vpc.

(1) More precisely, the question is one of degree. Each of
the measures under consideration contrasts with the others
in at least two particulars.
The measures yataFa'aLu and yutaFa'aLu (sets 4,5:8)
provide the best instance of the contrast a vs u in second
prefixed position - but of course the masdar is in this case
inappropriate.
It was argued in 3.1 of chapter 3 that this morpheme Vpd(t) is also instanced by Fta'al. This being so, and in accordance with the discussion there, the element should also have a starred version.

This leaves the \( \_ \) of 'aP'al etc. (1,2:6) and the \( \_ \) of nFa'al etc. (1-7:9).

Since \( \_ \) is immediately succeeded by \( \_ \) in 'aP'al and Vpd(t) in taFa''aL is also succeeded immediately by \( \_ \), there is a prima facie case for including \( \_ \) with the latter in Vpd. On the other hand there is evidence to suggest that the relationship between 'aP'al and staF'al was originally analogous to that between Fa'al and Fta'al.

Moreover, in classical Arabic there are a few forms on 'aP'al contrasting with forms on a measure saF'al - which is clearly to be related to staF'al (Wright loc.cit).

In other words there is a case for viewing \( \_ \) and \( \_ \) as standing in weak paradigmatic contrast.

Hence it seems more satisfactory to posit \( Vp_c = \{ s, \_ \} \) although in strict synchronic terms an analysis of Vpd would be equally admissible.

The measures Fta'al etc. and nFa'al etc. are traditionally related to Fa'al and the former two are indeed to some extent functionally interchangeable (see Wright 1:113 for instance). This view is supported by evidence from other Semitic languages where one measure or the other tends to be found but not both.\(^{(1)}\)

This being the case it is not unreasonable to see morpheme \( \_ \) also as a member of Vpd. Since these two stand neither in strong nor weak paradigmatic contrast it follows that we should envisage a non-contrastive two part system of type 2b comprising \( Vpd_g = \{ t \} \) and \( Vpd_h = \{ n \} \)

\(^{(1)}\) Akkadian being an exception.

Hebrew for instance has niF'al = nFa'al, while Biblical Aramaic has hitF'eL \( \neq \) Fta'al.

See Gesenius-Kautzsch Sec.51 and Rosenthal 1961 Sec.99ff.
1.2.3 The system Vpe

The structure of the final prefixed system may be inferred from set 1:7,8,12 as contrasted with 2:7,8,12. Here we find an alternation of a and u immediately succeeding Vpdg(t). A further but more limited contrast is found between (7:12) 'istiP'al and the measures 1,2:12. The same alternation of a-u-i may be detected across 1,2,7:6.

Given that (i) stands in weaker paradigmatic contrast with (a,u) than the latter two do with each other it follows that Vpe is a type 2a system identical in composition to Vpb.

1.2.4 The structure of the prefixed component of the series is then taken to have the form shown below:

```
Vpa  Vpb  Vpc  Vpd  Vpe
\_________________________
\       x  \       a  \       j
\     t  \    n  \    t
\    n  \  i  \  n  \  i
\   m  \ u  \  m  \ u
\____\____\____\____\____
```

1.2.5 There will be a rather large set of limitation rules determining the possible collocations of the members of these systems with each other, and with the infixed systems introduced in subsection 1. Instances of these are given below.

First, restrictions among the prefixed systems themselves:

111.6 Vpax —> Vpb Prohibits yiFa''iLu etc.
111.7 Vpay(m) —> Vpb(a,i) " maFa''iLun, miFa''iLun etc.
111.8 Vpay(') —> Vpx(a,u) " unFa''iLun etc.
111.9 Vpb —> Vpa No measure may begin with a vowel.
111.10 Vpc(') —> Vpa, Vpb Nothing may stand before the ' of aF'al.
1.3.0 The suffixed systems

Consider the paradigms given in sets 8 and 9. In the former we have a stem Fa'\textit{al} - to which are attached a series of suffixes, being the inflections for person, number and gender. The cognate forms of set 9 comprise a stem -uFa'\textit{il}- to which are attached prefixes from the system Vpax, and a further series of suffixes. Set 10 differs from set 9 in two respects. First, certain forms are reduced versions of counterparts in set 9 (4, 6, 8, 10, 12) and second, certain others (10:1-3, 5, 13) differ from their counterparts 9:1-3, 5, 13 only on the assignment of a final a rather than u.

Certain of the suffixes in each series resemble others in one or more particulars and certain of the suffixes in sets 8 and 9 show resemblances across the series. This latter point suggests that some of these suffix morphemes may be drawn from the same systems, notwithstanding their participation in different paradigms.

1.3.1.0 The system aVs

Inspection of the morphemes suffixed to the stem Fa'\textit{al}- in set 8 will show that this is a more diverse group than are the systems of prefixes discussed above.

In particular, whereas the morphemes of the latter -- and also those of the infixed systems, are without exception 'monophonic', this is not nearly so true of suffixed morphemes. In consequence although the number of phonemes suffixed to any stem may well equal or exceed the number of those prefixed, the number of distinct systems into which they are analysed will be fewer.

However these suffixes are not totally irreducible and we shall be obliged to envisage sub-systems within the major systems.
Consider first set 8:2, 6,7, 9-12. The item Fa''aLat (8:2) varies from Fa''aL tum (8:10) on the assignment of a suffix -at versus -tum. Taken in isolation this pair are not further reducible and we might therefore provisionally posit a morpheme at and a second tum.

Contrasting with these two is the pair Fa''aLatā (8:7) and Fa''aL tumā (8:12). This latter pair vary from the former on the assignment of a final ā. These two both express a sememe ANu(Dual) and a distributional analysis would show beyond doubt that this sememe is associated with the element ā. Now the suffix -ā of 8:6 also associates, among others, with ANu(Dual) and this being the case it is reasonable to infer that the element ā of 8:6,7,12 is one and the same.

Therefore we have the situation where the suffixes -tum and -at contrast both paradigmatically and syntagmatically with the morpheme ā and hence it follows that we are dealing with part of a type 3 system, having the structure:

```
    tum
   / \  ā
 /   \ q
P    
```

1.3.1.1 The circumstance is similar in regard to the suffix -na of 8:9 and -tunna of 8:11. The latter is best understood as being composed of tum-na at the morphemic level followed by phonemicisation to tunna, since the morpheme na can in each case be analysed as an associate of the sememes ANu(Plural) and DHa(Female). (For the latter see para. 2.0 of chapter 7). Once again then we have

(1) We assume without argument an adherent and stable system of number, ANu = { Sing(ular), Dual, Plural.}
a situation where the morpheme tum stands in both syntagmatic and paradigmatic contrast with some other — in this case na. Our structure may therefore be modified thus:

In contrast to -tum and -at, the suffixes -a (§:1), -ū (§:8), and -nā (§:13) do not enter into more complex suffix strings. Each of them merely contrasts with the other morphemes in the paradigm.

The system may then be expanded to take the form shown below:

Consider next the suffixes -ta (§:3), -ti (§:4), -tu (§:5), in conjunction with -tum already discussed above.

Common to all of these is an element t. In the case of 8:3, 4 and 8:10 (Fa"al tum) t is an associate of a sememe APe (Second)(1) which may therefore be understood as different instances of the same morpheme.

Moreover, although APe(Second) is not an associate of -tu, and the item Fa''al tu thereby stands apart from the others to some extent, there is at least some agreement among Semitists that the element t of this suffix is a further instance of the same morpheme t, derived by analogy with these latter (See Moscati 1962 16:45).

(1) Similarly to APu we assume without formal argument a system of 'person' which is taken to be stable and adherent and to have the structure:

APe = { First, Second }
It becomes apparent then that this group of suffixes may be reduced to the following systems:

```
a
t:  u:  m
  i
```

However since the other suffixes are not further analysable (or only doubtfully so) the present group can contrast with these others only as a unit. That is -at for instance contrasts say only with the string t:u:m, and not with some individual morpheme within it. Thus the above systems must be understood as a type 4 unit (see para. 2.1.4 of chapter 5) forming a part of the dominant type 3 system.

1.3.1.4 The elements introduced above are all those necessary to the generation of the suffixes of set 8. Since the paradigms of sets 9 and 10 are largely distinct from those of set 8 their suffixes are taken to be drawn from a different system to those of the latter.

However there is a sense in which both of these systems are serially equivalent, in that both sets of suffixes are located in immediate succession to the third radical. Therefore, if both systems be designated Vs we may distinguish that introduced in the foregoing paragraphs from that to be discussed below by the prefix a. Hence this first suffix system is taken to have the form:

```
sVs
   /\  
  /   
```

However
1.3.2.0 The system bVs

Consider first of all sets 9, 10:9, 11 (items having a suffix -na) in conjunction with 9, 10:1-3, 5, 13 (items having a suffix in -u (set 9) or -a (set 10).

In set 9 the items in -u contrast with the items in -na; in set 10 the items in -a similarly contrast with those in -na.

Furthermore set 9:1-3, 5, 13 vary from their equivalents in set 10 only on the assignment of -u or -a.

From this we may infer:

a) that there is a morpheme u which contrasts paradigmatically with a morpheme a.

b) that both of these contrast with a further morpheme na.

c) that the system from which they are drawn will be of type 2a and have the part-structure shown below.

\[ \begin{array}{c}
  x \\
  \downarrow \\
  a \\
  \downarrow \\
  u \\
  \downarrow \\
  na \\
  \downarrow \\
  y \\
\end{array} \]

1.3.2.1 The morphemes u and na of set 9 also contrast with the suffixes -Ina (9:4) -āni (9:6, 7, 12) and -āna (9:8, 10). These latter are paralleled by the suffixes -I (10:4) -Ā (10:6, 7, 12) and -ū (10:8, 10) which clearly shows that -Ina should be analysed into the morphemes I:na, and -āni, -āna into ā:ni and ū:na respectively.

The group of morphemes:

\[ \begin{array}{c}
  Ā \\
  ni \\
  I : na \\
  ū \\
\end{array} \]

must then be understood as a type 4 unit inserted into the 'y' arm of the type 2a system. Since these elements are adequate to the generation of all the suffixes of sets 9 and 10 and the system
is serially equivalent to aVs, it is taken to have the structure:

\[
\begin{array}{c}
\text{bVs} \\
\xydiagram
  \node (a) at (0,0) {x} \\
  \node (b) at (0,-1) {a} \\
  \node (c) at (1,-2) {u} \\
  \node (d) at (0,-3) {na} \\
  \node (e) at (1,-4) {i} \\
  \node (f) at (0,-5) {ni} \\
  \node (g) at (1,-6) {m} \\
  \node (h) at (2,-7) {y} \\
\end{array}
\]

1.3.3 Further observations

Certain of the morphemes of bVs are both formally and functionally similar to others in aVs. The most obvious instances are aVsq(na) and bVsy(na), aVs(u) and bVsy1(u), aVsq(a) and bVsy1(a) and it might be asked why the two systems aVs and bVs have not been incorporated into a unified system - especially as they are serially equivalent.

The difficulties attaching to the construction of a unified system should, however, be fairly obvious. The most important of these is that the relationships among the morphemes in the two systems differ - if only in fairly subtle ways. If the analysis underlying these systems is tenable, then in the case of those morphemes which appear in both systems two designations will be required, the first of which will specify their relationship to the one set of morphemes, and the second their relationship to the other.

For instance the relationship of na to the other morphemes is indicated by the designations Vsq and Vsy. If our analysis is sound there is no way of avoiding a statement of the fact that in the one case na stands in a 'q' relationship with the other
morphemes of its paradigm on the one hand, and in a 'y' relationship on the other.

If this is necessary it is then more readily achieved by positing two systems rather than one, and if this is so we are dealing simply with a case of strongly 'motivated' overlapping (for this term see 1.1.1 of chapter 3).

It may be noted that there is perhaps a rather similar motivated overlapping between certain members of aVs and members of Vpa (see 1.2.1 above).

For instance both aVsp1(t) and Vpax(t) are associates of APe(Second), while aVsn(a) and Vpax(n) are both associates of AHu(Plural) and APe(First). In this case of course the syntagmatic correspondences are quite unlike those between aVs and bVs. (1)

1.3.4 Excluded from this discussion are the suffixes attached to participial and masdar measures (sets 3, 6, 7). These suffixes are identical with those attached to Nominal measures and are therefore discussed along with other components of the Nominal series of systems in section 2 (see in particular para. 2.4).

Given below is a selection of the limitation rules relating to the suffix systems outlined above.

111.11 Vpa, Vpb --- aVs Prohibits *tuFa''ilta etc.
111.12 Vpax---bVs " *muFa''ilna etc.
111.13 Vpax (' ,n)---bVsy " *muFa''ilna etc.
111.14 Vpax(y)---bVsyl(i) " *yuFa''ilna etc.
111.15 aVs---Vixx(u) " *Fa'ultu etc.

(1) Note that the evidence of Vpax(n) might tempt one to analyse the morpheme nā as n:ā, rather than as we have done.
The Series of Nominal Systems

2.0.0 Introductory

The Nominal series is defined as that series of systems which permits the generation of all measures declined for "case", except the participial and mašdar measures which, save for their "case" suffixes, are generated in the verbal series.

Excluded by this definition are anaphoric elements, particles, and roots, and of course all verbal measures other than participles and mašdars.

2.0.1 The simple notion of sets of systems prefixed, infixed, or suffixed to radicals exemplified by the Verbal series in section 1 of this chapter, becomes in the present case somewhat blurred.

There is in particular a small number of measures associate with ANu(Plural) for which the vowel pattern is dominant and the radical dummies and consonants are disposed in various ways to interlock with these. For instance the measures maFā'īL and Fawā'īL both have a structure CaCāCīc. But whereas in the case of maFā'īL the first radical is located in the second consonant position, the first radical of Fawā'īL locates in the first consonant position. This situation is somewhat analogous to that of 'iF'ilāL discussed in para. 1.1.4.

2.0.2 Since the great majority of nominal measures are radical based, with rather than as is the case/Fawā'īL, vowel (or consonant) based, analysis will be most conveniently conducted along the following lines.

First the measures without prefixes will be examined, and on this basis a preliminary structure for the infixed systems evolved.

Then measures with prefixes are considered and from these a
set of prefixed systems will be posited. This array of infixed and prefixed systems is then taken to be adequate to the generation of the 'radical based' measures from which it is inferred. Given this we may then incorporate an analysis of 'vowel/consonant based' measures, making any necessary modifications to previously postulated systems.

This is then followed by an analysis of the suffixed systems.

2.1.0 Measures without prefixes

Consider first the set of measures listed below:

(1)

Set 1.  Fa'al(un)  Fa'L  Pu'al
        Fa'il    Fi'L  Pu'uL
        Fa'ul    Pu'L  F'i'al

Only two points need be noted in connection with this list:

a) between the first and second radicals may appear the morphemes a, u, i, but not sukun (see para. 1.1.0)

b) between the second and third radicals may appear a, u, i, or sukun.

From this we may infer that there will be at least two infixed systems and that they will have at least the membership {a, u, i}.

2.1.1 Next there is a group of measures characterised by augmentation of the first vowel - either by lengthening or by diphthongisation. These are:

Set 2.  Fa'il 1  Faw'al 2  Faw'al 3

Item 2:2 varies from 2:3 only on the assignment of w rather than y. Item 2:1 does not contrast directly with the other two, but does on the other hand contrast with Fa'il (1:2). The latter contrasts with Fa'al (1:1) which in turn contrasts with 2:2 and 2:3 above.

On this evidence therefore we may posit a third infixed system which will have at least the membership {:, w, y} and which stands in

(1) For simplicity case endings are omitted at this stage.
immediate succession to the first system \{a,u,i.\}

However, since \(w\) and \(y\) contrast more strongly with each other than they do with \(i\) it seems that we are here treating of a type 2a system, comprising the sub-systems:

\[
x = \{w, y\}
\]
\[
y = \{i\}
\]

2.1.2 Let the first system \{a,u,i\} be temporarily designated \(\text{Ni}1\), the system \{i, w, y\} of 2.1.1 be designated \(\text{Ni}2\) and the second system \{a,u,i\} \(\text{Ni}3\). Then, inserting the first and second radical dummies as appropriate, we will have the part structure for the series shown below:

\[
\begin{array}{ccc}
\text{Ni1} & \text{Ni2} & \text{Ni3} \\
\hline
a & x & a \\
u & w & u \\
\text{A} & \text{i} & \text{B} \\
\text{B} & \text{i} & \text{C} \\
y & \text{\ldots} & y \\
\end{array}
\]

2.1.3 The members of \(\text{Ni}3\) may also be augmented similarly to those of \(\text{Ni}1\), as the following list of measures shows:

\[
\begin{array}{ccc}
\text{Set 3.} & \text{Fu}'\text{UL} 1 & \text{Fa}'\text{IL} 4 \\
 & \text{Fa}'\text{AL} 5 & \text{Fa}'\text{IL} 7 \\
 & \text{Fa}'\text{UL} 6 & \text{Fa}'\text{IL} 8 \\
\end{array}
\]

From these measures it will be seen that each member of \(\text{Ni}3\) may be augmented by a morpheme \(i\).

We therefore posit as a fourth infixed system \(\text{Ni}4 = \{i\}\)

2.1.4 Gemination may be applied to either the second or third radical, as the following lists of measures show:

\[
\begin{array}{ccc}
\text{Set 4.} & \text{Fi}'\text{UL} 1 & \text{Fu}'\text{aL} 5 \\
 & \text{Fa}'\text{UL} 2 & \text{Fi}'\text{IL} 6 \\
 & \text{Fa}'\text{aL} 3 & \text{Fi}'\text{IL} 7 \\
 & \text{Fu}'\text{aL} 4 & \text{Fi}'\text{IL} 8 \\
\end{array}
\]
Set 5. Fu'all 1 Fu'all 2

Since the infixed systems developed thus far are adequate to
the generation of all of these we need only locate optional radical
dummies as appropriate. Therefore, incorporating the system
N14 of 2.1.3, the part structure of Fig. 1 may be expanded to
that given below.

\[
\begin{array}{cccc}
\text{N11} & \text{N12} & \text{N13} & \text{N14} \\
a & x & a & : \\
u & w & u & \\
i & y & i & \\
\end{array}
\]

Fig. 2

2.2.0 Measures with prefixes

Among the measures with prefixes are those with two vowels
and those with three. A set of these having two vowels is listed
below.

Set 5. maF'al 1 miF'āL 5 'aF'āL 9
maF'ūL 2 'aF'al 6 'aF'ūL 10
maF'īL 3 'aF'uL 7 taF'ūL 11
miF'al 4 'aF'āL 8 taF'īL 12

The measures maF'al and 'aF'al vary only on the assignment of an
initial morpheme m or ', as do also maF'ūL and aF'ūL. Similarly,
the measure maF'īL varies from taF'īL only on the assignment of
initial m versus t.

Since the other measures have no morpheme except these in
first position we may assume a first prefixed system Npa = \{m, ', t\}
Similarly, on the basis of such pairs as 5:1 and 5:4, a further
system having the membership \{a, i\} may be assumed in immediate
succession to Npa. Let this system be temporarily designated Np.
An inspection of the infixes of Set 5 will show that the systems Nil-4 outlined above are adequate to their generation.

2.2.1 Consider next the measures:

Set 6. \( \text{maFa'IL 1 maFa'IL 2 'aFa'IL 3 'aFa'IL 4} \)

The measure \( \text{maFa'IL} \) is cognate both semantically and morphologically with set 5:1, 3-5, and the measure \( \text{maFa'IL} \) is similarly cognate with \( \text{maF'UL} \) (5:2).

Since 6:1,2 vary from 6:3,4 only on the assignment of initial \( m \) versus \( \_ \), and since the former two are taken to instance the various elements introduced thus far, we assume - noting the presence of \( \text{Npa}(\_') \), that the existing set of elements are also adequate to the generation of 6:3,4.

2.2.2 The measures of set 6 have the vowel/consonant patterns:

\[ C_1aC_2 \_C_3C_4 \text{ and } C,aC_2\_C_3C_4. \]

These same patterns also occur in the measures:

Set 7. \( \text{Faw'a'IL 1 Faw'a'IL 2 Fa'a'IL 3} \)

In 7:1,2 the morpheme \( w \) fills the slot \( C_2 \), a position which, in 6:1,3 is filled by the first radical. Thus this morpheme may be said to 'factorise' (see para. 1.0.1 of chapter 5) with the dummy radical \( A \) of Fig. 2.

Similarly, the initial radical of set 7 measures factorises with \( \text{Npa}(m) \) and \( \text{Npa}(\_') \) of set 6 measures, while the second radical of 7:3 factorises with the first of set 6.

Thirdly, the morpheme \( _2 \) of 7:3 factorises with the second radical of the set 6 measures.

Therefore, in addition to the systems introduced in 2.2.0 we require the following modifications to the part-structure of Figure 2:
i) a system \{ w \} which in a sense contrasts paradigmatically with the first dummy radical. This will be an infixed system and will immediately precede system N11 of Fig. 2.

ii) a second appearance of the dummy radical A to 'contrast' with the system Npa. Let this new appearance be termed A1 and that of Figure 2 A2.

iii) on the basis of item 7:3 we require a further appearance of the second dummy radical, which contrasts with A2 and the system \{ w \}. Let this appearance be designated B1 and that of Figure 2 B (B)2

iv) again on the basis of 7:3 we require a system \{ \} which contrasts with B(B)2. This will also be an infixed system and is inserted between N12 and N13.

2.2.3 Given these modifications we may now assign permanent designations to our systems.

The system Npa = \{ m, \} retains its existing designation.

The system Nk = \{ a, u, i \} is ambivalent, in that it is a prefixed system in respect of sets 5 and 6 and an infixed system in respect of set 7. Such systems will be termed 'joint' and this particular instance will be designated Nj = \{ a, ui \}

The infixed system \{ w \} introduced above thus becomes the first infixed system and is designated Nia = \{ w \}. Following this the systems N11 and N12 are redesignated Nib and Nic. The infixed system also introduced above then becomes Nid = \{ \} while the systems N13 and N14 are redesignated Nie and Nif.

The part-structure for the series now has the form:

\[ \begin{array}{cccccccc}
Npa & Nj & Nia & Nib & Nic & Nid & Nie & Nif \\
\hline
m & a & w & a & w & v & a & - \\
\hline
u & u & u & u & i & - & - \\
\hline
\hline
A1 & A2 & B(B) & C(C)
\end{array} \]

Fig. 3
2.3.0 Rules for prefixed and infixed systems

The following is a selection of rules relating to the infixed systems.

112:1 \[ A_1 \rightarrow A_2 \]
112:2 \[ B_1 \rightarrow B(B)_2 \]
112:3 \[ A_1 \rightarrow NJ, Nia \]
112:4 \[ A_2 \rightarrow \begin{cases} \text{Prohibit initial consonant clusters.} \\ NJ \\ Nib \end{cases} \]
112:5 \[ \text{Prohibits } Fu'IL \text{ etc.} \]
112:6 \[ \text{Prohibits } Fa'uL \text{ etc.} \]
112:7 \[ \text{Prohibits } Fa'aL \text{ etc.} \]
112:8 \[ \text{Prohibits } Fa'uL \text{ but admits } Fa'ul \text{ etc.} \]
112:9 \[ \text{Prohibits } Fa'aL \text{ etc.} \]

2.3.1 Among the limitation rules relating to the prefixed system are the following:

112:10 \[ \text{Prohibits } 'I'o'AL \text{ etc.} \]
112:11 \[ \text{Prohibits } 'I'o'AL \text{ etc.} \]
112:12 \[ \text{Prohibits } 'I'o'AL \text{ etc.} \]
112:13 \[ \text{Prohibits } 'I'o'AL \text{ etc.} \]
112:14 \[ \text{Prohibits } 'I'o'AL \text{ etc.} \]
112:15 \[ \text{Prohibits } 'I'o'AL \text{ etc.} \]

2.4.0 The suffixed systems

The Nominal series manifests two types of suffixed system. First there are those suffixes which form part of the measure proper, and second, those suffixes which are the associates of sememes of animacy, number, and relation.

2.4.1.0 Suffixes forming part of the measure

Consider the set of measures:
Set 8.

<table>
<thead>
<tr>
<th>Fu'Lā</th>
<th>Fa'La'</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Fu'Lān</td>
<td>Fa'Lā</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Fu'āLā</td>
<td>Fa'āLā</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Fi'Lān</td>
<td>'aF'īLā</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
</tr>
<tr>
<td>Fa'Lā'</td>
<td>'iF'īLā</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

Each of these has an element ā in immediate succession to the third radical. Note further that Fa'Lā (8:7) varies from Fa'La' (8:5) only on the assignment of a final ' versus its absence. Similarly, Fu'Lān (8:2) varies from Fu'Lā (8:1) only on the assignment of final n.

Therefore, bearing in mind that our data provides no warrant for the separation of ā into the elements a and i, we infer that these suffixes are assignments from two systems.

The first of these is designated Nsa = {ā} and the second Nsb = {', n}.

2.4.1.1 Also among the suffixes forming a part of the measure is the morphemism through which the relative adjective: al-ismu l-mansūbu is created.

Let the system of which this is the member be designated

Nsc = {iy}

2.4.1.2 The following is a selection of limitation rules associated with systems Nsa and Nsb.

112:16    Npa(m, t) → Nsa, Nsb Prohibits *maF'īLā* etc.
112:17    A → Nsa, Nsb
112:18    A → Nsa, Nsb

(1) As usual the representation given here is 'morphemic' — Structuralist 'morphophonemic'. Measures such as 8:1 give rise to a rather unusual — for literary Arabic, divergence of phonemic and graphemic representation. Fu'Lā is phonemicised /Fu'Lā/, but is graphemicised Fu'Lay, being an instance of alif maqṣūra: abbreviated alif. (See Wright 1:7 Remb.)
2.4.2.0 Suffixes not forming part of the measure

The sets of items listed below are paradigms of the various suffixes attached to the Nominal series which are not part of the measure. (Note that this is only partly true of the suffix -at):-

<table>
<thead>
<tr>
<th>Set 9</th>
<th>Set 10</th>
<th>Set 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Fa’āLun msna</td>
<td>1-</td>
<td>-u</td>
</tr>
<tr>
<td>2 Fa’āLan msai</td>
<td>-a</td>
<td>msaad</td>
</tr>
<tr>
<td>3 Fa’āLīn msgi</td>
<td>-i</td>
<td>msgd</td>
</tr>
<tr>
<td>4 Fa’āLānī mdn</td>
<td>-āni</td>
<td>mdn</td>
</tr>
<tr>
<td>5 Fa’āLayni mdo</td>
<td>-ayni</td>
<td>mdo</td>
</tr>
<tr>
<td>6 Fa’āLānīna mpn</td>
<td>-āna</td>
<td>mpn</td>
</tr>
<tr>
<td>7 Fa’āLānīna mpn</td>
<td>-āna</td>
<td>mpn</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Set 12</th>
<th>Set 13</th>
<th>Set 14</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Fa’āLātun fsni</td>
<td>1-</td>
<td>-atu</td>
</tr>
<tr>
<td>2 Fa’āLatan fsai</td>
<td>-ata</td>
<td>fsad</td>
</tr>
<tr>
<td>3 Fa’āLātīn fsagi</td>
<td>-ati</td>
<td>fsagd</td>
</tr>
<tr>
<td>4 Fa’āLātānī fdn</td>
<td>-atāni</td>
<td>fdn</td>
</tr>
<tr>
<td>5 Fa’āLātayni fdo</td>
<td>-atayni</td>
<td>fdo</td>
</tr>
<tr>
<td>6 Fa’āLātun fn</td>
<td>-ātu</td>
<td>fn</td>
</tr>
<tr>
<td>7 Fa’āLātīn fp</td>
<td>-āti</td>
<td>fp</td>
</tr>
</tbody>
</table>

(1) The code appended to each item is to be interpreted thus:

1st letter
- m masculine
- f feminine

2nd letter
- s singular
- d dual
- p plural

3rd letter
- n nominative
- a accusative
- g genitive
- o oblique

4th letter
- i indefinite
- d definite
- c construct

All of these terms are to be understood as pre-theoretical.
2.4.2.1 Contrast first of all items 9:1-3. These three vary only on the assignment of u, a, or i in penultimate position.

If now 9:1-3 are contrasted with 10:1-3 and 11:1-3, it will be seen that they vary on the assignment of final n versus its absence, and in the case of 10:1-3 on the assignment of initial l.

From this we infer that there will be one system having at least the membership \{a, u, i\}, and a second system in immediate succession to the first having at least the membership \{n\}.

Contrast next 9:1-3 with 12:1-3. These vary only on the assignment of at immediately behind the final radical. Then, between 12:1-3 and 13:1-3, 14:1-3 is a relationship exactly similar to that between 9:1-3 and 10:11:1-3. Since there is no evidence to suggest that the material at comprises other than one morpheme we infer that there is a further suffix system having at least the membership \{at\}, located immediately in front of our putative system \{a, u, i\}. (1)

The following part-structure for these systems may therefore be set down. The system designations are temporary.

\[
\begin{array}{ccc}
N_a^1 & N_a^2 & N_a^3 \\
\text{at} & a & n \\
u & & i \\
\end{array}
\]

Fig. 4

2.4.2.2 Consider next items 9:6,7 and their equivalents 10,11:6,7.

Set 11:6,7 vary from 9:6,7 only on the assignment of final na.

---

(1) This morpheme overlaps with a\text{asp(at)} discussed in 1.3.1.0 of this chapter. This overlapping is motivated since both are associates of D\text{ha(Fem)}. (See 2.0 of chapter 7).
Since this situation is partly although not fully analogous to that obtaining in respect of 9:1-3 and 10, 11:1-3 we may infer that the n of 9, 10, 6, 7 is an instance of Ns3(n). This being so we must therefore envisage a further system in immediate succession to Ns3 having at least the membership \{a\}. This system is temporarily designated Na4.

Items 11:1-3 vary from 11:6,7 in two respects. First, 11:1,3 vary from the latter only on the assignment of a versus its absence. Second, there is no equivalent to Fa'ala (11:2).

Since members of the system Na2 are associates of those of AGr (see section 3 of chapter 8), and since the elements u and i of 11:6,7 are also associates of this content system, we infer that they form a subset of Na2 which is then taken to have a type 2a structure. The element i is then assumed to be a member of a further system Na5 which stands in immediate succession to Na2.

The part structure of figure 4 is then modified to have the form shown in figure 5:-

```
>  x
| a
|  
<  u
  
\  i
  
\  y
```

Further examination of 11:6,7 and contrast with 11:1,3 shows that the morpheme Na5(i) is an associate of ANu(Plural) (see the footnote to para. 1.3.1.0), since this sole variation across the two groups of expressions is paralleled by a variation of encoding only in respect of the assignment of ANu(Sing) versus ANu(Plural).

A comparison of the equivalent items of set 14 shows a similar state of affairs. Items 14:1,3 vary from 14:6,7 only on
the assignment of an element \( \_ \); the encodings underlying them vary only on the assignment of \( \text{ANu}(\text{Sing}) \) versus \( \text{ANu}(\text{Plural}) \). From this we infer that the final element \( \_ \) of 14:6,7 and cognate items is an associate of \( \text{ANu}(\text{Plural}) \) and hence is a further instance of \( \text{Ns5}(\_). \)

Now since as items 12:6,7 show there are expression encodings which involve all of the systems \( \text{Ns1}, \text{Ns2} \) and \( \text{Ns5} \) at the one time it follows that if in such a case \( \text{Ns5}(\_). \) is to be located in its correct position we require a 'starred' morpheme, in conformity with the discussion in para. 3.1 of chapter 3.

2.4.2.3 The "dual" forms - items 9-14:4,5 are unusual in certain respects. Consider the first items 11,14:4,5 in contrast with 9,12:4,5.

The former group vary from the latter on the assignment of a final element \( \_n \). Since this situation almost exactly parallels that relating to 9:6,7 and 11:6,7, and since we established that the \( n \) of the former is an instance of \( \text{Ns3}(n) \), it seems reasonable to assume that the \( n_i \) of the dual items is composed of an instance of \( \text{Ns3}(n) \) plus a further morpheme \( i \).

A factorisation of say, \( \text{Fa}'\text{Al}^\text{a} \text{n} \text{i} \) (9:4) and \( \text{Fa}'\text{Al}^\text{a} \text{\u00e6} \text{n} \text{a} \) (9:6) then suggests that the morpheme \( i \) of the former should be viewed as a member of the system \( \text{Ns4} \). This then will have the composition \( \{a,i\} \).

Again applying the technique of factorisation we find that the \( \text{Ns} \) of 9-14:4 is best analysed as an instance of \( \text{Ns5}(a) \). Then, since 9-14:4 vary from 9-14:5 solely on the assignment of \( \text{Ns5}(\_). \) versus an element \( y \), we may assume that this latter is also a member of \( \text{Ns5} \).
2.4.2.4 A final point concerns the so-called "diptote" nominal measures, for which a typical paradigm is set out below:

<table>
<thead>
<tr>
<th>Set 15</th>
<th>Set 16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-u</td>
</tr>
<tr>
<td>maP'aLun</td>
<td>msnl</td>
</tr>
<tr>
<td>2</td>
<td>-a</td>
</tr>
<tr>
<td>maP'aLan</td>
<td>msaal</td>
</tr>
<tr>
<td>3</td>
<td>-i</td>
</tr>
<tr>
<td>maP'aLin</td>
<td>magi</td>
</tr>
<tr>
<td>4</td>
<td>-u</td>
</tr>
<tr>
<td>maP'a'ILu</td>
<td>mpni</td>
</tr>
<tr>
<td>5</td>
<td>-a</td>
</tr>
<tr>
<td>maP'a'ILa</td>
<td>mpoi</td>
</tr>
<tr>
<td>6</td>
<td>-i</td>
</tr>
</tbody>
</table>

The rather idiosyncratic behaviour of the plural items in these paradigms prevents us from setting up direct contrasts. However a factorisation of the items in set 15 suggests that the final u and a of 15:4,5 are instances of M2(u, a), an analysis which is borne out by the fact that these like the morphemes of M2 are associates of the system AGr.

From this it follows that we must envisage a further subsystem within M2 comprising the morphemes q and a. This subsystem is analogous to Ns2y of 2.4.2.2 above in that both relate to classes of measures declined (in some sense) for only two "cases". System M2 is now seen to be of type 1a.

---

(1) Codes as per the footnote to para. 2.4.2.3. The codes of 15; 16:4-6 omit, for the sake of simplicity, to point out that these measures form part of class 'y' (see para. 3.4 of chapter 4).

The term "dipote" used by Western grammarians is unsatisfactory on two grounds. On the one hand it does not correspond to the Arabic term ‘gayru munsarif' which refers to measures not having tanwin, rather than, as the English term would imply, measures inflected for two cases. (see Wright 1:308fn).

Secondly, the set of measures declined for only two cases is not co-extensive with the set embraced by the term dipote (see Wright 1:309). For clearly, the 'sound' plurals have only two cases as sets 9-14 show, and yet are classed as dipote.

Moreover, certain of the measures classed by Wright as dipote are undecidable, as for instance dikra:memory (ibid 309b) - although they are gayru munsarif.
In the light of the discussion in 2.4.2.3 and 2.4.2.4 a final structure may be assigned to this series, along with permanent designations for the systems. This segment of the suffix series has then the form shown below.

\[
\begin{array}{cccccc}
\text{Nsd} & \text{Nae} & \text{Nsf} & \text{Nag} & \text{Nah} \\
\text{at} & a & :* & n & a \\
\end{array}
\]

\[
\begin{array}{c}
\text{Fig. 6} \\
\end{array}
\]

\[
(Ns1)(Ns2)(Ns5) (Ns3) (Ns4)
\]

### 2.4.2.5 Among the limitation rules relating to these systems are the following:

112: 21 \( \text{Nsd}(at) \rightarrow \text{Nae} \)

112: 22 \( \text{Nsd}(at) \rightarrow \text{Nae}(\text{Nsf}(i)) \)

112: 23 \( \text{Nae} \rightarrow \text{Nag} \)

112: 24 \( \text{Nae}(u,i) \rightarrow \text{Nsf}(y) \)

112: 25 \( \text{Nae}(u,i) \rightarrow \text{Nsh}(i) \)

112: 26 \( \text{Nsf}(r) \rightarrow /\text{Nsd}(a-t)/ \) (See the discussion in 2.4.2.2)

### 2.4.2.6 The "plural" items listed in sets 15 and 16 (15; 16:4–6) are apparently subject to a rather odd set of limitation rules.

Let us first of all introduce terminology to replace (or rather to combine) the traditional terms "triptote" "diptote" "munšarif" and "gayru munšarif".

As was hinted in the footnote to 2.4.2.4, nominal measures may in this regard be classified along two dimensions. First they may be classified in respect of the number of cases for which they are declined. Measures declined for two cases will be termed 'bicasal' and those declined for three 'tricasal'.
Secondly, they may be classified along a dimension of 'presence of tanwin vs absence of tanwin' (On tanwin: munmatation see Beeston, 1970, chapter 7). Measures having tanwin will be termed 'nunnating' and others 'non-nunnating'. This latter pair of terms are taken to be equivalent to the Arabic terms "munsarif" and "gayru munsarif": the terms triptote and diptote are abandoned.

Thus the following discussion and rules relate to non-nunnating bicasal measures.

The striking feature of non-nunnating bicasality is that it is morphologically conditioned. An examination of the list of measures given in Wright 1:309 shows this. Whereas the content encodings underlying them have little or nothing in common - except in the most trivial sense, it is possible to predict that particular measures will exhibit non-nunnating bicasality - although to this generalisation there are, as ever, exceptions.

In contrast to this, however, when a sense ADt(Def) is assigned to the encoding(1) these measures are tricasal, a clear instance of semantic conditioning.

The relevant rules will then be roughly as follows (for the form of these rules see para. 3.0 of chapter 4):

When ADt(Def) is not assigned

\[ 112:27 \quad \text{AGr}(x) \quad \left[ \text{ADt(Indef)} \right] \quad \text{Nsex}(x) \]

where \( N(x) \) is any measure configuring with non-nunnating bi-casality (Note that in this and other cases of morphologically conditioned assignment of suffix elements Petráček's concept of

---

(1) An adherent, stable system of 'determinacy' is assumed without argument, and is taken to have the structure: ADt =\{Indef(inite), Def(inite)\}
the notion 'discontinuous morpheme' is definitely valid. See paras. 4.2.0 and 4.2.4 of chapter 2).

When ADt(Def) is assigned:

\[
\begin{align*}
112:28 & \quad \text{AGr}(x) \quad \text{[ADt(Def)]} \quad \text{Nsg}(x) \\
\end{align*}
\]

A further variant on this pattern occurs among those measures selecting in Nsgy. In this case also, association is semantically constrained – by the assignment of DHa(Fem) and ANu(Plural). Thus we would require the further rule:

\[
\begin{align*}
112:29 & \quad \text{AGr}(x) \quad \begin{cases} 
\text{DHa(Fem)} \\
\text{ANu(Plural)} 
\end{cases} \quad \text{Nsgy}(x) \\
\end{align*}
\]

2.5 The Morpheme Npp(1)

Implicit in the discussion in the previous paragraph was the assumption that, in synchronic terms, the morpheme Nsg(n) is an associate of ADt(Indef).

Now since the morpheme 1 which commonly precedes Nominal forms is an associate of ADt(Def) there seems to be no good reason for not treating it also as an element in the Nominal series. Let us then, in recognition of its somewhat individual status, regard it as a system of pre-prefixes, located immediately in front of Npa, having the designation Npp and the structure:

\[\text{Npp} = \{1\}\]
Some Association rules of Arabic

0 Introductory

0.0 In this chapter we propose to investigate in rather more detail a subset of the association rules of Arabic.

0.1 This investigation has an additional aim to show that, in the verbal system at least, a statement of association is rendered the more elegant by the rejection of a rigid conception of the notion "discontinuous morpheme". The chapter is thus intended as a partial justification for the approach discussed in paras. 4, 2 of chapter 2, and also of the morphological systems of the expression code identified in chapter 11.

The particular subset of association rules is that pertaining to the verbal measures, excluding measures of the 'third degree' (see the footnote to para. 1.0 of chapter 2). The content systems concerned are DAK, DCm and AAa, while the expression systems are those of series V. (For these content systems see sections 1 and 2 of chapter 6 and section 1 of chapter 10 respectively).

It would seem that the study of any grammatical rule system in any detail is a most complex undertaking and it has become apparent that for present purposes the profitability of an analysis of the association rules for these measures is to some extent inversely proportional to its length.

It is considered therefore that the more illuminating description will result if only a subset of these measures is examined, and to this end we have selected measures II, IV, V and X. These four are chosen for a variety of reasons but principally because:-
a) between them they express almost all the sememes under consideration.
b) measures IV and X, and II with V, are morphemically cognate.
c) many of the rules derived from these four should be relevant also to the remaining measures. (For instance certain of the rules governing the contrast between measures II and V should be appropriate to the very similar III and VI).

0.2 The analysis is carried out in the following way. Each second degree measure is contrasted with others, either within the same measure or without. Material which is common to all measures is left out of consideration - that is, selections from systems \( V_pax, aVs, \) and \( bVs, \) even though these may on occasion have associates in the relevant sememic systems.

Any second degree measure selected for contrast with the one under consideration must fulfil two conditions:

i) the configuration it expresses should vary from that of the measure being examined on only one sememe.

ii) if there is more than one measure conforming to i) the one chosen is that bearing the closer morphemic resemblance to the object measure.

It sometimes arises that there is no measure fulfilling condition i). In such cases associations are derived by analogy with those of the second degree measure in the same first degree measure bearing the closest morphemic resemblance to that under consideration.

The realisation that there may be two measures fulfilling condition i) leads us to recognize that in some cases we will be dealing with degrees of association, along a scale from 'strong' to 'weak'. Given our assumption of the ill-definedness of the
grammatical device this should occasion no surprise.

Associations derived on the basis of conditions i) and ii) will be the strongest available. Whether any one is stronger or weaker than any other will not concern us, since we must also assume that strength and weakness in this context are in the limit inquantifiable.

The procedure assumes that any morphemic distinction between the two measures is to be attributed to the value of the sememes on which they vary, and therefore that an association exists between the particular sememe and the morphemic material which is peculiar to the measure in question.

The results of each analysis of this type are set down in the form of one or more bijective associations.

This process is repeated until each sememe in the configuration - save the predicate, has been separately contrasted and its associations stated.

The set of tentative bijective associations for the measure under investigation is then examined for surjectivity and the result of the analysis - a group of bijective and/or surjective association rules, is stated. (1)

Aside from the question of monophonemic versus discontinuous morphemes, there are two possible ways of presenting the results of the analysis.

(1) Note that in this analysis we are to some extent presupposing the outcome. That is, in certain cases we might - in the absence of other evidence, assume an association between a sememe and a discontinuous morpheme, rather than two or more associations of monophonemic morphemes. However since as the analysis shows there are many purely bijective associations among the rules it seems preferable to adopt a realistic approach at the outset.
The approach adopted here - of listing rules as bijective or surjective as appropriate, is one possibility, or alternatively all associations may be stated bijectively.

On the face of it this latter approach appears to have certain advantages since several of the bijective rules deduced may be seen to form a sub-part of other, surjective rules.

In either case the total number of rules is in fact much the same, as is their complexity. For in the former case the rules themselves are commonly more complex and the contextual constraints more simple, and in the latter the rules are more simple but the statement of constraining context more complex.

The argument against the second approach is tipped by the fact that in a purely bijective rule system the essential surjectivity of many of these associations can only be inferred. For instance let there be some sememe $Sx$ associate with a morpheme $Mx$ in the context of a sememe $Sy$. (Hence $Sx \rightarrow Sy \rightarrow Mx$). Now if $Sy$ and $Sx$ are surjectively associate with $Mx$ then we shall require a further rule:

$$ Sy \rightarrow [Sx] \rightarrow Mx $$

and the fact that these sememes mutually presuppose each other is recovered only with difficulty.

0.4 The contents of this chapter are as follows:-

section 1 Analysis of the IVth measure

" 2 " " Xth measure

" 3 " " Xth measure

" 4 " " Xth measure

1 The IVth measure

1.0 If we ignore morphemes contributing to measures of the third degree the IVth measure may be defined as follows:-
\[
V((\text{pay}(m))): (\text{pbx}(u)): (\text{po}'): (\text{pex}): \text{AB}: \text{icx}(a_i): 0
\]
where the systems in brackets do not participate in all second degree measures.

The principal second degree measures of IV are:

<table>
<thead>
<tr>
<th></th>
<th>pay</th>
<th>pbx</th>
<th>pc</th>
<th>pex</th>
<th>AB</th>
<th>icx</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>IVa</td>
<td></td>
<td></td>
<td>a</td>
<td>F'</td>
<td>a</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IVb</td>
<td></td>
<td></td>
<td>u</td>
<td>F'</td>
<td>i</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IVc</td>
<td>u</td>
<td></td>
<td></td>
<td>F'</td>
<td>i</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IVd</td>
<td></td>
<td></td>
<td></td>
<td>F'</td>
<td>a</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IVe</td>
<td>m</td>
<td>u</td>
<td></td>
<td>F'</td>
<td>i</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IVf</td>
<td>m</td>
<td>u</td>
<td></td>
<td>F'</td>
<td>a</td>
<td>L</td>
<td></td>
</tr>
</tbody>
</table>

The magdar measures - 'i, etc., are not taken into consideration.

1.1

The following is the most common configuration expressed by IVa:

\[\text{AAsh(Comp)} + \text{DCmp(Causn)} \quad \text{(See part 9 of Appendix A)}\]

The associations of AAsh(Comp) are given by:

\[
\begin{array}{ccc}
'a' & F' & a \ L \\
' \ u' & F' & i \ L \\
\end{array}
\]

where IVc varies from IVa only on the assignment of AAs(Dur).

Hence we get:

\[\text{AAsh(Comp)} \leftrightarrow \text{pc}(') \quad \ldots \ 1\]

\[\quad \leftrightarrow \text{pex}(a) \quad \ldots \ 2\]

\[\quad \leftrightarrow \text{icx} (a) \quad \ldots \ 3\]

The associations of DCmp(Causn) are best given by contrasting the second degree measure Fa'aL of 1, as for instance:

\[\text{damaj: enter} (\text{it}) \text{ something} \]

\[\text{vs} \]

\[\text{'admaj: enter something (if) something} \]

where the former varies only on the assignment of DCa(Dyn).

Hence:

\[
\begin{array}{ccc}
'a' & F' & a \ L \\
\text{Fa'} & a \ L \\
\end{array}
\]
which gives:—  
\[
\text{DCmp(Causn)} \iff \text{pc(')}
\]
\[
\text{pex(a)} \iff \text{icx(a)}
\]

From 1-5 the following rules may be written:—

\[
\begin{align*}
\text{AAs(Comp)} & \iff \{ \text{pc(')} \} \\
\text{DCmp(Causn)} & \iff \{ \text{pex(a)} \} \\
\text{AAs(Comp)} & \iff \text{icx(a)}
\end{align*}
\]

(1)

1.2

The most common configuration expressed by IVb is:—

\[
\text{AAs(Comp)} + \text{DCmp(Causn)} + \text{DCmp(E-I-S)}
\]

See as pex IVa and para. 2.3.3 (of chapter 6)

Associations of AAs(Comp) are given by contrasting IVd

which varies only on the assignment of AAs(Dur). Hence:

\[
\begin{array}{cccc}
\text{u} & \text{F} & \text{i} & \text{L} \\
\text{u} & \text{F} & \text{a} & \text{L}
\end{array}
\]

which gives:—

\[
\begin{align*}
\text{AAs(Comp)} & \iff \text{pc(')} \\
\text{pex(u)} & \iff \text{icx(i)}
\end{align*}
\]

Associations of DCmp(Causn) are given by contrasting Pu'il of

1 which varies in not being assigned this sememe. For instance:—

\text{dukir: st. was remembered vs 'udkir: st. was caused to remember}

Hence:

\[
\begin{array}{cccc}
\text{u} & \text{F} & \text{i} & \text{L} \\
\text{u} & \text{i} & \text{L}
\end{array}
\]

which gives:—

\[
\begin{align*}
\text{DCmp(Causn)} & \iff \text{pc(')} \\
\text{pex(u)} & \iff \text{icx(i)}
\end{align*}
\]

(1) Interim or 'working' associations are numbered in a series

1-200. Association rules proper are numbered 500 - 5xx.
Associations of $\text{DCma}(E-I-S)$ are given by contrasting $\text{IVa}$ which varies only on the non-assignment of the above. Hence:

$$
\begin{bmatrix}
u & F & \equiv & I, \\
\alpha & F & \equiv & I, \\
\lambda & F & \equiv & L,
\end{bmatrix}
$$

which gives:

$$
\text{DCma}(E-I-S) \leftrightarrow \text{pex}(u) \quad \ldots 11
$$

" \leftrightarrow \text{ioc}(i) \quad \ldots 12

From 6-12 the following rules may be derived:

$$
\begin{align*}
\text{AAsh(Comp)} & \leftrightarrow \text{pex}(u) \quad \ldots 502 \\
\text{DCnp(Causn)} & \leftrightarrow \text{pex}(u) \quad \ldots 503 \\
\text{AAsh(Comp)} & \leftrightarrow \text{ioc}(i) \quad \ldots 504
\end{align*}
$$

1.3

The most common configuration expressed by $\text{IVs}$ is:

$$
\text{AAs(Dur)} + \text{DCnp(Causn)}
$$

Associations of $\text{AAs(Dur)}$ are given by contrasting $\text{IVa}$, which varies only on the assignment of $\text{AAsh(Comp)}$. Hence from figure 1 we get:

$$
\text{AAs(Dur)} \leftrightarrow \text{pex}(u) \quad \ldots 13
$$

" \leftrightarrow \text{ioc}(i) \quad \ldots 14

Associations of $\text{DCnp(Causn)}$ are given by contrasting $(y)a^FuL$ of 1 which varies only on the assignment of $\text{DCma(Dyn)}$, as instanced by yadmuj vs yudmij (see para. 1.1). Hence:

$$
\begin{bmatrix}
u & F & \equiv & I, \\
\alpha & F & \equiv & L
\end{bmatrix}
$$

which gives

$$
\text{DCnp(Causn)} \leftrightarrow \text{pex}(u) \quad \ldots 15
$$

" \leftrightarrow \text{ioc}(i) \quad \ldots 16

From 13-16 the following rule may be derived:

$$
\begin{align*}
\text{AAs(Dur)} & \leftrightarrow \text{pex}(u) \quad \ldots 505 \\
\text{DCnp(Causn)} & \leftrightarrow \text{ioc}(i)
\end{align*}
$$
The most common configuration expressed by IVd is:

\[ \text{AAs(Dur)} + \text{DCmp}(\text{Causn}) + \text{DCmq}(E-I-S) \]

Associations of AAs(Dur) are given by contrasting Ivb which varies only on the assignment of AAs(Comp). Hence:

\[ \begin{align*}
& \quad uF'aL \\
& \phantom{uF'aL} uF'iL
\end{align*} \]

which gives:

\[ \text{AAs(Dur)} \leftrightarrow \text{icx(a)} \]

Associations of DCmp(Causn) are given by contrasting (y)uF'aL of 1, which varies only on the assignment of DCmq(Dyn). Hence:

\[ \begin{align*}
& \quad uF'aL \\
& \phantom{uF'aL} uF'aL
\end{align*} \]

These measures it will be noted are identical and therefore DCmp(Causn) here has no associates.

Associations of DCmq(E-I-S) are given by contrasting IVc, which varies only on the non-assignment of this sememe. Hence:

\[ \begin{align*}
& \quad uF'aL \\
& \phantom{uF'aL} uF'iL
\end{align*} \]

which gives:

\[ \text{DCmq}(E-I-S) \leftrightarrow \text{icx(a)} \]

From 17 and 18 we derive:

\[ \begin{align*}
\text{AAs(Dur)} & \quad \text{DCmq}(E-I-S) \}\text{icx(a)} \\
\end{align*} \]

The most common configuration expressed by IVe is:

\[ \text{AAs(Prog)} + \text{DCmq}(\text{Causn}) \]

In the case of the associations of AAs(Prog) there are at least two configurations fulfilling condition i) of 0.1, namely, IVa and IVc. However since IVc clearly bears the closer morphological resemblance to IVe by condition ii) of 0.1 it is the one chosen
for contrast. Hence:

\[
\begin{align*}
\mu_f' i L \\
\mu_f' i L
\end{align*}
\]

which gives:

\[
\begin{align*}
AAa(Pro)\longleftrightarrow pay(m) & \quad \ldots \ldots 19 \\
DCmp(Causn)\longleftrightarrow pay(m) & \quad \ldots \ldots 20 \\
" \longleftrightarrow \text{pbx(u)} & \quad \ldots \ldots 21 \\
" \longleftrightarrow \text{imx(i)} & \quad \ldots \ldots 22
\end{align*}
\]

From 19-22 we derive:

\[
\begin{align*}
AAa(Pro) \quad \longleftrightarrow \quad \text{pay(m)} & \quad \ldots \ldots 507 \\
DCmp(Causn) \quad \longleftrightarrow \quad \text{pbx(u)} & \quad \ldots \ldots 508 \\
DCmp(Causn) \quad \longleftrightarrow \quad \text{imx(i)} & \quad \ldots \ldots 508
\end{align*}
\]

1.6 The most common configuration expressed by IVf is:

\[
AAa(Pro) + DCmp(Causn) + DCmp(Dyn) - \ldots \ldots 1 - \ldots \ldots 1 - \ldots \ldots 1
\]

Associations of \(AAa(Pro)\) are given by contrasting IVd which
varies on the non-assignment of \(DCmp(Dyn)\). Hence:

\[
\begin{align*}
\mu_f' a L \\
\mu_f' a L
\end{align*}
\]

which gives:

\[
AAa(Pro) \longleftrightarrow pay(m) \quad \ldots \ldots 23
\]

Condition i) for the analysis of this measure is fulfilled by
\(\mu F' ul\) which is closely associated with measure 1 although taken
not to be in the Verbal series on account of its quite distinct morphology. For the same reason it is not a suitable vehicle for contrast in the present case. Therefore, in accordance with the discussion in 0.1 associations of \textit{DCmp(Causn)} should be inferred by analogy with those of some closely cognate measure.

In this case the closest measure is \textit{IVd} which, as was noted in 1.4 above, gives no associates for this sememe. Hence we assume the same to be the case in the present instance.

Associations of \textit{DCmq(E-I-S)} are given by contrasting \textit{IVe} which varies only on the non-assignment of this sememe. Hence:

\[
\begin{align*}
m & u F ' [a L] \\
m & u F ' [i L]
\end{align*}
\]

which gives:

\[
\text{DCmq(E-I-S)} \leftrightarrow \text{icx(a)} \quad \ldots 24
\]

From 23 and 24 we derive:

\[
\begin{align*}
\text{AAs(Prog)} & \leftrightarrow \text{pay(m)} \quad \ldots 509 \\
\text{DCmq(E-I-S)} & \leftrightarrow \text{icx(a)} \quad \ldots 510
\end{align*}
\]

2 The Xth Measure

2.0 The tenth measure may be defined thus:

\[
V(\text{pay(m)}): (\text{phx}): \text{pc(s)}: \text{pdg}: \text{pex}: \text{AB}: \text{icx(a,i)}: C
\]

As part 14 of appendix A shows, this measure expresses perhaps the widest range of sememes of any of the Verbal measures, and its analysis is therefore correspondingly more complex. The relevant second degree measures are:

<table>
<thead>
<tr>
<th></th>
<th>pay</th>
<th>phx</th>
<th>pc</th>
<th>pdg</th>
<th>pex</th>
<th>AB</th>
<th>icx</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{x}_a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{x}_b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{x}_c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{x}_d</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{x}_e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{x}_f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The most common configurations expressed by Xc are:

1) AAsh(Comp) + DCm(Eff)
2) AAsh(Comp) + DAkp(Bst) + DCm(Eff)
3) AAsh(Comp) + DAkp(Seek) + DCm(Dyn)
4) AAsh(Comp) + DAkp(Ref)
5) AAsh(Comp) + DCmp(Causn)

Associations of AAsh(Comp) are given by contrasting Xc, which varies on the assignment of AAs(Dur). Hence:

\[
\begin{array}{c}
\text{sta} \\
\text{Pi} \\
\text{al} \\
\end{array}
\begin{array}{c}
\text{sta} \\
\text{Pi} \\
\text{al} \\
\end{array}
\begin{array}{c}
13 \\
14 \\
\end{array}
\]

which gives:

AAsh(Comp) \leftrightarrow icx(a) ...25

Associations of DCm(Eff) are given by contrasting Xb, which varies only on the assignment of DCm(E-I-E), as for instance stahaqqi be entitled vs stahmaqq: have so's entitlement upon. (1) Hence:

\[
\begin{array}{c}
\text{sta} \\
\text{Pi} \\
\text{al} \\
\end{array}
\begin{array}{c}
\text{sta} \\
\text{Pi} \\
\text{al} \\
\end{array}
\begin{array}{c}
13 \\
14 \\
\end{array}
\]

which gives:

DCm(Eff) \leftrightarrow pex(a) ...26

" \leftrightarrow icx(a) ...27

Thus for configuration 1) we derive the following:

\[
\begin{array}{c}
\text{AAsh(Comp)} \\
\text{DCm(Eff)} \\
\text{DCm(Eff)} \\
\end{array}
\begin{array}{c}
\leftrightarrow icx(a) \\
\leftrightarrow pex(a) \\
\end{array}
\begin{array}{c}
...511 \\
...512 \\
\end{array}
\]

Associations of DAkp(Bst) are given by contrasting Fa'il of 1, which varies only on the non-assignment of this sememe as for instance ħamiqi: be stupid vs stahmaqq: consider stupid. Hence:

(1) This example is of course slightly irregular in consequence of having a root with geminate second and third radicals. The parallelism between the two measures is anyway not common.
which gives:

\[
\begin{align*}
DAlp(\text{Est}) & \rightarrow \text{pc}(s) \\
\text{"} & \leftarrow \text{pdg}(t) \\
\text{"} & \leftarrow \text{pex}(a) \\
\text{"} & \leftarrow \text{icx}(a)
\end{align*}
\]

...28
...29
...30
...31

Thus from 25–31 we derive the following rules for configuration ii):

\[
\begin{align*}
\text{AAsh(Comp)} & \\
Dcm(\text{Eff}) & \rightarrow \text{icx}(a) \\
DAlp(\text{Est}) & \\
Dcm(\text{Eff}) & \rightarrow \text{pex}(a) \\
DAlp(\text{Est}) & \\
DAlp(\text{Est}) & \rightarrow \text{pc}(s) \\
\text{"} & \leftarrow \text{pdg}(t)
\end{align*}
\]

...513
...514
...515

Associations of DAlp(Seek) are given by contrasting Fa'\text{al} of 1, which varies only on the non-assignment of this sememe, as for instance gafar: forgive vs stagfar: ask forgiveness. Hence:

\[
\begin{align*}
\text{DAlp(Seek)} & \rightarrow \text{pc}(s) \\
\text{"} & \leftarrow \text{pdg}(t) \\
\text{"} & \leftarrow \text{pex}(a) \\
\text{"} & \leftarrow \text{icx}(a)
\end{align*}
\]

...32
...33
...34

Thus from 25, 32–36 we derive the following rules for configuration iii):
Associations of $\text{AAsh(Comp)}$ are given by contrasting $\text{Fa'\text{al}}$ of 1, varying only on the assignment of $\text{DCm(Comp)}$ as instanced by $\text{dapi}$: be warm vs stahla' warm oneself. Hence from figure 15 we get:

$$\text{AAsh(Comp)} \leftrightarrow \text{iex}(a) \quad \ldots 516$$

$$\text{DCm(Dyn)} \leftrightarrow \text{pog}(t) \quad \ldots 517$$

$$\text{DAkna(Seek)} \leftrightarrow \text{pex}(a) \quad \ldots 518$$

$$(\text{instance of 514})$$

Thus from 516, 517, 518 we get the following rules for configuration iv):

$$\text{AAsh(Comp)} \leftrightarrow \text{iex}(a) \quad \ldots 519$$

$$(\text{in 501})$$

Associations of $\text{DCm(Comp)}$ are given by contrasting $\text{Fa'\text{al}}$ of 1 which varies only on the assignment of $\text{DCm(Dyn)}$ as instanced by $\text{halaf}$: swear vs stahla' make swear. Hence from figure 16 we get:

$$\text{DCm(Dyn)} \leftrightarrow \text{pog}(t) \quad \ldots 520$$

$$\text{DAkna(Seek)} \leftrightarrow \text{pex}(a) \quad \ldots 521$$

Thus from 519, 520, 521 we derive the following rules for configuration v):

$$\text{AAsh(Comp)} \leftrightarrow \text{iex}(a) \quad \ldots 522$$

$$(\text{in 501})$$

$$\text{DCm(Dyn)} \leftrightarrow \text{pog}(t) \quad \ldots 523$$

$$\text{DAkna(Seek)} \leftrightarrow \text{pex}(a) \quad \ldots 524$$

Thus from 522, 523, 524 we derive the following rules for configuration v):
2.2 The most common configurations expressed by Xb are:

i) AAsh(Comp) + DAsk(Est) + DCmq(E-I-S)

ii) AAsh(Comp) + DAsk(Seek) + DCmq(E-I-S)

iii) AAsh(Comp) + DCmp(Causn) + DCmq(E-I-S)

Associations of AAsh(Comp) are given by contrasting Xd when varying only on the assignment of AAs(Dur). Hence:

\[
\text{station}_F \text{tall}_L
\]

which gives:

AAsh(Comp) \rightarrow pex(u) \quad \ldots 44

" \leftarrow icx(i) \quad \ldots 45

Associations of DAsk(Est) are given by analogy with those in Xa (28-31 above) since there seems to be no form fulfilling condition i) of 0.1. Hence we get:

DAsk(Est) \rightarrow pc(s) \quad \ldots 46

" \leftarrow pdg(t) \quad \ldots 47

" \leftarrow pex(u) \quad \ldots 48

This group contains no equivalent to expression 31, since that association is warranted only by the fact that the particular measure used for contrast is Pa'il. If there were to be a suitable measure in the present case the likeliest candidate would be Pa'il which would of course not be in contrast with Xb in that particular respect.

Associations of DCmq(E-I-S) are given by contrasting Xa, when varying only on the non-assignment of this sememe. Hence from figure 14 we get:

DCmq(E-I-S) \rightarrow pex(u) \quad \ldots 49

" \leftarrow icx(i) \quad \ldots 50

Thus from 44-50 we have the following rules for configuration i):
Associations of \textit{DAkp}(Seek) are given by contrasting \textit{Fu'i} of 1 when varying only on the non-assignment of this sememe, as instanced by:

\begin{center}
gufirati l-jarīmatu  
the crime was forgiven 
\end{center}

\begin{center}
\textit{vs} 
\end{center}

\begin{center}
stuğfirati l-jarīmatu  
forgiveness was asked for the crime 
\end{center}

Hence:

\begin{center}
\begin{tabular}{ccc}
& stu & \textit{F' i l}  \\
	extit{P' i l} & & 18  \\
\end{tabular} 
\end{center}

which gives:

\begin{align*}
\text{DAkp}(\text{Seek}) & \rightarrow \text{pc}(s) & \text{...51}  \\
\quad & \rightarrow \text{pdx}(t) & \text{...52}  \\
\quad & \rightarrow \text{pex}(u) & \text{...53}  \\
\end{align*}

Thus from 44, 45, 49-53 we have the following rules for configuration ii):-

\begin{align*}
\text{AAsh(Comp)} & \rightarrow \text{pex}(u) & \text{...522}  \\
\text{DCmq}(\text{E-I-S}) & \rightarrow \text{pc}(s) & \text{...522}  \\
\text{DAkp}(\text{Seek}) & \rightarrow \text{pdx}(t) & \text{...515}  \\
\text{AAsh(Comp)} & \rightarrow \text{icx}(i) & \text{...(in 504)}  \\
\text{DCmq}(\text{E-I-S}) & \rightarrow \text{pdx}(t) & \text{...515}  \\
\end{align*}

Associations of \textit{DCmp}(Causn) are also given by contrasting \textit{Fu'i} of 1, when varying only on the non-assignment of this sememe, as for instance hulinif: was sworn vs stuhlinif: was made to be sworn.

Hence from figure 1B we get:
DCmp(Causn) $\leftrightarrow$ pc(s) ...54

Thus from 44, 45, 49, 50, 54-56 we have the following rules for configuration iii):

$$\begin{align*}
AAsh(Comp) & \}
DCmp(E-I-S) & \leftrightarrow pex(u) \quad \ldots \text{(in 502)}
DCmp(Causn) & \}
AAsh(Comp) & \}
DCmp(E-I-S) & \leftrightarrow icx(i) \quad \ldots \text{(in 504)}
DCmp(Causn) & \}
\end{align*}$$

2.3 The most common configurations attaching to Xc are:

- i) AAs(Dur) + DAlhp(Seek) + DCm(Dyn)
- ii) AAs(Dur) + DAkq(Ref1)
- iii) AAs(Dur) + DCmp(Causn)
- iv) AAs(Prog) + DCm(Eff)
- v) AAs(Dur) + DAlhp(Est) + DCm(Eff)

The associates of AAs(Dur) are given by contrasting Xa when varying only on the assignment of AAsh(Comp). Hence from figure 13 we get:

$$\begin{align*}
AAs(Dur) & \leftrightarrow pbx(a) \quad \ldots 57
\end{align*}$$

The associates of DAlhp(Seek) are given by contrasting (say) aF'uL of 1, when varying only on the non-assignment of this sememe. (1)

Hence:

$$\begin{align*}
as & \text{a}^\text{F'} \text{L} \\
as & \text{a}^\text{F'} \text{u} \quad 19
\end{align*}$$

(1) Since the choice of u or i between the second and third radicals of these measures is arbitrary, it is of no import whether we use aF'uL of aF'iL for contrast. As it happens, in the present case the former gives a stronger association than the latter, but this may be neglected for our purposes (see part 1 of appendix A).
which gives:

\[
\begin{align*}
\text{DAkn}(\text{Seek}) & \leftrightarrow \text{pc}(s) & \ldots 59 \\
" & \leftrightarrow \text{pdg}(t) & \ldots 60 \\
" & \leftrightarrow \text{pex}(a) & \ldots 61 \\
" & \leftrightarrow \text{icx}(i) & \ldots 62
\end{align*}
\]

The associates of Dcm(Dyn) are given by contrasting Xd, when varying only on the assignment of Dcm(Eff). Hence:

\[
\begin{align*}
\text{as t a F} & \leftrightarrow \text{i a L} 20 \\
\text{us t a F} & \leftrightarrow \text{a L}
\end{align*}
\]

which gives:

\[
\begin{align*}
\text{Dcm(Dyn)} & \leftrightarrow \text{pbx(a)} & \ldots 63 \\
" & \leftrightarrow \text{icx(i)} & \ldots 64
\end{align*}
\]

Thus from 57-64 we have the following rules for configuration i):

\[
\begin{align*}
\text{Dcm(Dyn)} & \leftrightarrow \text{pbx(a)} & \ldots 524 \\
\text{Dcm(Dyn)} & \leftrightarrow \text{icx(i)} & \ldots 525 \\
\text{Dcm(Dyn)} & \leftrightarrow \text{pc}(s) & \ldots 526 \\
\text{Dcm(Dyn)} & \leftrightarrow \text{pdg}(t) \\
\text{Dcm(Dyn)} & \leftrightarrow \text{pex}(a)
\end{align*}
\]

The associates of DAku(Ref1) are given by contrasting aF'al of 1, when varying only on the assignment of Dcm(Eff), as for instance yadfa': (shall) be warm vs yastadfi': warms himself. Hence from figure 19 by substituting a for u we get:

\[
\begin{align*}
\text{DAku(Ref1)} & \leftrightarrow \text{po}(s) & \ldots 65 \\
" & \leftrightarrow \text{pdg}(t) & \ldots 66 \\
" & \leftrightarrow \text{pex}(a) & \ldots 67 \\
" & \leftrightarrow \text{icx}(i) & \ldots 68
\end{align*}
\]

Thus from 57, 58, 65-68 we derive the following rules for configuration ii):
Thus from 57, 58, 69-72 we derive the following rules for configuration iii):

\[
\begin{align*}
AAs(Dur) & \leftarrow \text{icx}(i) \quad \ldots 529 \\
DCan(Causn) & \leftarrow \text{icx}(i) \\
AAs(Dur) & \leftarrow \text{pbx}(a) \\
DCan(Causn) & \leftarrow \text{icx}(i) \\
AAs(Dur) & \leftarrow \text{pbx}(a) \\
DCan(Causn) & \leftarrow \text{icx}(i) \\
\end{align*}
\]

The associates of \( AAs(Prog) \) are given by contrasting \( \text{Xa} \), when varying only on the assignment of \( AAsh(Comp) \). Hence from figure 13 we get:

\[
\begin{align*}
AAs(Prog) & \leftarrow \text{pbx}(a) \quad \ldots 73 \\
& \quad \leftarrow \text{icx}(i) \quad \ldots 74 \\
\end{align*}
\]

The associates of \( DCM(\text{Eff}) \) are given by contrasting \( \text{Xd} \), when varying only on the assignment of \( DCan(\text{E}-\text{I}-\text{S}) \), as for instance \( yastah\text{iqq}: \) is entitled to vs \( yustahaqq: \) has an entitlement upon. Hence from figure 20 we get:

\[
\begin{align*}
DCM(\text{Eff}) & \leftarrow \text{pbx}(a) \quad \ldots 75 \\
& \quad \leftarrow \text{icx}(i) \quad \ldots 76 \\
\end{align*}
\]
Thus from 73-76 we derive the following rule for configuration iv):

\[
\begin{align*}
\text{AAs(Prog)} & \quad \text{DCm(Eff)} \\
& \leftrightarrow \begin{cases} 
\text{pbx(a)} \\
\text{icx(i)} 
\end{cases} \\
& \quad \text{(530)}
\end{align*}
\]

The associates of \text{DAlm(Est)} are given by contrasting \text{af'\text{al}} of 1, when varying only on assignment of this sememe, as for instance yah\text{maq}: \text{is stupid} vs yastah\text{maq}: \text{considers} stupid. Hence from figure 19 with appropriate modification we get:

\[
\begin{align*}
\text{DAlm(Est)} & \leftrightarrow \text{po}(s) \\
& \quad \text{(77)} \\
& \quad \\
& \quad \text{pdg(t)} \\
& \quad \text{(78)} \\
& \quad \\
& \quad \text{pex(a)} \\
& \quad \text{(79)} \\
& \quad \\
& \quad \text{icx(i)} \\
& \quad \text{(80)}
\end{align*}
\]

Thus from 73-80 we derive the following rules for configuration v):

\[
\begin{align*}
\text{AAs(Prog)} & \quad \text{DCm(Eff)} \\
& \leftrightarrow \begin{cases} 
\text{pbx(a)} \\
\text{icx(i)} 
\end{cases} \\
& \quad \text{(531)} \\
\text{AAs(Prog)} & \quad \text{DAlm(Est)} \\
& \leftrightarrow \begin{cases} 
\text{po}(s) \\
\text{pdg(t)} \\
\text{pex(a)} 
\end{cases} \\
& \quad \text{(532)} \\
\text{DAlm(Est)} & \leftrightarrow \begin{cases} 
\text{po}(s) \\
\text{pdg(t)} \\
\text{pex(a)} 
\end{cases} \\
& \quad \text{(533)}
\end{align*}
\]

2.4 The principal configurations attaching to \text{Xd} are:

i) \text{AAs(Dur)} + \text{DAlm(Seek)} + \text{DCm(F-I-S)}

ii) \text{AAs(Dur)} + \text{DCap(Causn)} + \text{DCm(F-I-S)}

iii) \text{AAs(Prog)} + \text{DCm(F-I-S)}

iv) \text{AAs(Prog)} + \text{DAlm(Est)} + \text{DCm(F-I-S)}

The associates of \text{AAs(Dur)} are given by contrasting \text{Xb}, when varying only on the assignment of \text{AAsh(Comp)}. Hence from figure 17 we get:

\[
\begin{align*}
\text{AAs(Dur)} & \leftrightarrow \text{pbx(u)} \\
& \quad \text{(81)} \\
& \quad \\
& \quad \text{pex(a)} \\
& \quad \text{(82)} \\
& \quad \\
& \quad \text{icx(a)} \\
& \quad \text{(83)}
\end{align*}
\]

The associates of \text{DAlm(Seek)} are given by contrasting \text{af'\text{al}} of 1,
when varying only on the non-assignment of this sememe, as for instance yuğفار: is forgiven vs yustاɡفار: is asked for forgiveness.

Hence:-

\[
\begin{array}{c}
\text{устаға al} \\
\text{устаға al}
\end{array}
\]

which gives:-

\[
\begin{align*}
\text{AKp(Seek)} & \leftrightarrow \text{pc(s)} \quad \ldots 84 \\
" & \leftrightarrow \text{pdg(t)} \quad \ldots 85 \\
" & \leftrightarrow \text{pex(a)} \quad \ldots 86
\end{align*}
\]

Associates of DCpha(Else-S) are given by contrasting Xc when varying only on the assignment of DCm(Dyn). Hence from figure 20 we get:-

\[
\begin{align*}
\text{DCm(Else-S)} & \leftrightarrow \text{pbx(u)} \quad \ldots 87 \\
" & \leftrightarrow \text{icx(a)} \quad \ldots 88
\end{align*}
\]

Thus from 81-88 we derive the following rules for configuration 1):-

\[
\begin{align*}
\text{Aas(Dur)} & \left\{ \begin{array}{c}
\text{pbx(u)} \\
\text{icx(a)}
\end{array} \right\} \quad \ldots 534 \\
\text{DCm(Else-S)} & \left\{ \begin{array}{c}
\text{pbx(u)} \\
\text{icx(a)}
\end{array} \right\} \\
\text{Aas(Dur)} & \left\{ \begin{array}{c}
\text{pex(a)} \\
\text{pc(s)}
\end{array} \right\} \quad \ldots 535 \\
\text{AKp(Seek)} & \left\{ \begin{array}{c}
\text{pdg(t)}
\end{array} \right\}
\end{align*}
\]

Associates of DCpha(Causn) are given by contrasting уFғаL of 1 when varying only on the non-assignment of this sememe, as for instance yuğғaL: is sworn vs yustғaL: is made to be sworn. Hence from figure 21 we get:-

\[
\begin{align*}
\text{DCm(Causn)} & \leftrightarrow \text{pc(s)} \quad \ldots 89 \\
" & \leftrightarrow \text{pdg(t)} \quad \ldots 90 \\
" & \leftrightarrow \text{pex(a)} \quad \ldots 91
\end{align*}
\]
Thus from 81-83, 87-91 we derive the following rules for configuration ii):

\[
\begin{align*}
\text{AAs(Dur)} & \rightarrow \{\text{pbx(u)}\} \\
\text{D}\text{Cmq}(\text{E-I-S}) & \rightarrow \{\text{icx(a)}\} \\
\text{AAs(Dur)} & \rightarrow \{\text{pex(a)}\} \\
\text{D}\text{Cmp} (\text{Causn}) & \rightarrow \{\text{pc(g)}\} \quad \quad \text{(in 534)} \\
\text{AAs(Dur)} & \rightarrow \{\text{pdg(t)}\} \quad \quad \text{(in 536)}
\end{align*}
\]

Associates of \text{AAs(Prog)} are given by contrasting \text{Xb}, when varying only on the assignment of \text{AAsh(Comp)}. Hence from figure 17 we get:

\[
\begin{align*}
\text{AAs(Prog)} & \leftrightarrow \{\text{pbx(u)}\} \\
\text{icx(a)} & \quad \quad \text{...92} \\
\text{pex(a)} & \quad \quad \text{...93} \\
\text{ibx(a)} & \quad \quad \text{...94}
\end{align*}
\]

Thus from 87, 88, 92-94 we derive the following rules for configuration iii):

\[
\begin{align*}
\text{AAs(Prog)} & \rightarrow \{\text{pbx(u)}\} \\
\text{D}\text{Cmq}(\text{E-I-S}) & \rightarrow \{\text{icx(a)}\} \\
\text{AAs(Prog)} & \rightarrow \{\text{pex(a)}\} \\
\text{D}\text{Cmp} (\text{Causn}) & \rightarrow \{\text{pc(g)}\} \quad \quad \text{(in 537)} \\
\text{AAs(Prog)} & \rightarrow \{\text{pdg(t)}\} \quad \quad \text{(in 538)}
\end{align*}
\]

Associates of \text{D}\text{Akn}(\text{Est}) are given by analogy with those of \text{Xc}, in the absence of any measure fulfilling condition i) of 0.1.
That is, the proportion:

\[
\begin{align*}
\text{yahmaq: is stupid} : \text{yasta}\text{hmiq: considers stupid} \\
\text{cannot be paralleled by a second based on} \\
\text{yustahmaq: is considered stupid.}
\end{align*}
\]

Hence expressions 77-79 are considered good for this measure also. Expression 80 is omitted since if a suitable contrasting form were to be found it would most likely be on the measure u\text{F}\text{tal} of 1, which would not of course give 80.

Thus from 77-79, 87, 88, 92-94, we derive the following rules for configuration iv):

\[
\begin{align*}
\text{AAs(Dur)} & \rightarrow \{\text{pbx(u)}\} \\
\text{D}\text{Cmq}(\text{E-I-S}) & \rightarrow \{\text{icx(a)}\} \\
\text{AAs(Dur)} & \rightarrow \{\text{pex(a)}\} \\
\text{D}\text{Cmp} (\text{Causn}) & \rightarrow \{\text{pc(g)}\} \quad \quad \text{(in 534)} \\
\text{AAs(Dur)} & \rightarrow \{\text{pdg(t)}\} \quad \quad \text{(in 536)}
\end{align*}
\]
2.5 The principal configurations attaching to $\text{Xe}$ are:

i) $\text{AAs(Prog)} + \text{DCm(Eff)}$

ii) $\text{AAs(Prog)} + \text{DAkp(Refl)}$

iii) $\text{AAs(Prog)} + \text{DAkp(Seek)} + \text{DCm(Dyn)}$

iv) $\text{AAs(Prog)} + \text{DAkp(Est)} + \text{DCm(Eff)}$

v) $\text{AAs(Prog)} + \text{DCm(Caus)}$

Associates of $\text{AAs(Prog)}$ are given by contrasting $\text{Xe}$ when varying only on the assignment of $\text{Ms(Dur)}$. Hence:

\[
\text{must a F'} il \quad 22
\]

which gives:

\[
\text{AAs(Prog)} \leftrightarrow \text{pay(m)} \quad ...95
\]

\[
\leftrightarrow \text{pbx(u)} \quad ...96
\]

Associates of $\text{DCm(Eff)}$ are given by contrasting $\text{Xf}$ when varying only on the assignment of $\text{DCmq(F-I-S)}$. Hence:

\[
\text{must a F'} il \quad 23
\]

which gives:

\[
\text{DCm(Eff)} \leftrightarrow \text{iox(i)} \quad ...97
\]

Thus from 95-97 we derive the following rules for configuration i):

\[
\text{AAs(Prog)} \begin{cases} \text{pay(m)} \\ \text{pbx(u)} \end{cases} \quad ...540
\]

\[
\text{DCm(Eff)} \leftrightarrow \text{iox(i)} \quad ...541
\]
Associates of $\text{Dak}({\text{Refl}})$ are given by contrasting $\text{Fā'īl}$ of 1, when varying only on the assignment of $\text{Dcm}({\text{Eff}})$, as for instance:-

$kāfīn$: hidden vs $\text{mustākfin}$: hiding oneself

Hence:-

\[
\begin{array}{ccc}
\text{mustāfīl} & \text{Fā'īl} \\
\text{Fā'īl} & 24 \\
\end{array}
\]

which gives:-

\[
\begin{array}{c}
\text{Dak}({\text{Refl}}) \leftrightarrow \text{pay}(m) \\
\text{Dak}({\text{Refl}}) \leftrightarrow \text{pbx}(u) \\
\text{Dak}({\text{Refl}}) \leftrightarrow \text{pc}(s) \\
\text{Dak}({\text{Refl}}) \leftrightarrow \text{pd}(t) \\
\text{Dak}({\text{Refl}}) \leftrightarrow \text{pex}(a) \\
\end{array}
\]

Thus from 95, 96, 98-102 we derive the following rules for configuration ii):-

\[
\begin{array}{c}
\text{Aas}({\text{Prog}}) \\
\text{Dak}({\text{Refl}}) \\
\end{array}
\]

Associates of $\text{Dak}({\text{Seek}})$ are given by contrasting $\text{Fā'īl}$ of 1 when varying only on the non-assignment of this sememe, as for instance:-

$\text{gāfir}$: forgiving (so) vs $\text{mustāfir}$: asking forgiveness

Hence from figure 24 we get:-

\[
\begin{array}{c}
\text{Dak}({\text{Seek}}) \leftrightarrow \text{pay}(m) \\
\text{Dak}({\text{Seek}}) \leftrightarrow \text{pbx}(u) \\
\text{Dak}({\text{Seek}}) \leftrightarrow \text{pc}(s) \\
\text{Dak}({\text{Seek}}) \leftrightarrow \text{pd}(t) \\
\text{Dak}({\text{Seek}}) \leftrightarrow \text{pex}(a) \\
\end{array}
\]

(1) Note that the root is $\text{kfy}$; nomination is purely for convenience.
Associates of $\text{DCm(Dyn)}$ are given by contrasting $Xf$ when varying only on the assignment of $\text{DCm(F-I-S)}$. Hence from figure 23 we get:

\[
\text{DCm(Dyn)} \leftrightarrow \text{icx}(i) \quad \ldots 108
\]

Thus from 95, 96, 103-108 we derive the following rules for configuration iii):

\[
\begin{align*}
\text{As(Prog)} & \leftrightarrow \begin{cases} \text{pay}(m) \\ \text{pbx}(u) \end{cases} \\
\text{DAkp(Seek)} & \leftrightarrow \begin{cases} \text{pc}(s) \\ \text{pdg}(t) \end{cases} \\
\text{DAkp(Seek)} & \leftrightarrow \begin{cases} \text{pcx}(a) \\ \text{pd}(t) \end{cases} \\
\text{DCm(Dyn)} & \leftrightarrow \text{icx}(i) \\
\end{align*}
\]

Associates of $\text{DAkp(Est)}$ are given by contrasting $\text{FS'IL}$ of 1 when varying only on the non-assignment of this sense, as for instance:

\text{ka'\textendash in: treacherous vs mustakwin\textendash trusting} (considering treacherous)

Hence from 24 we get:

\begin{align*}
\text{DAkp(Est)} & \leftrightarrow \text{pay}(m) \quad \ldots 109 \\
\text{pbx}(u) & \leftrightarrow \ldots 110 \\
\text{pc}(s) & \leftrightarrow \ldots 111 \\
\text{pd}(t) & \leftrightarrow \ldots 112 \\
\text{pcx}(a) & \leftrightarrow \ldots 113
\end{align*}

Thus from 95-97, 109-113 we derive the following rules for configuration iv):

\[
\begin{align*}
\text{As(Prog)} & \leftrightarrow \begin{cases} \text{pay}(m) \\ \text{pbx}(u) \end{cases} \\
\text{DAkp(Est)} & \leftrightarrow \begin{cases} \text{pc}(s) \\ \text{pdg}(t) \end{cases} \\
\text{DCm(Eff)} & \leftrightarrow \text{icx}(i) \quad \ldots (in 541) \\
\text{DAkp(Est)} & \leftrightarrow \begin{cases} \text{pcx}(a) \end{cases} \quad \ldots (in 533) \\
\end{align*}
\]

Associates of $\text{DCm(Causn)}$ are given by contrasting $\text{FS'IL}$ of 1...
when varying only on the assignment of DCm(Dyn), as for instance:

\[
\text{hālif: swearing vs mustāhālif: making to swear}
\]

Hence from figure 24 we get:

\[
\begin{align*}
\text{DCmp(Causn)} & \iff \text{pay(m)} \ldots 114 \\
\text{“} & \iff \text{pbx(u)} \ldots 115 \\
\text{“} & \iff \text{po(s)} \ldots 116 \\
\text{“} & \iff \text{pdg(t)} \ldots 117 \\
\text{“} & \iff \text{pex(a)} \ldots 118
\end{align*}
\]

Thus from 95, 96, 114-118 we derive the following rules for configuration \(v\):

\[
\begin{align*}
\text{AAs(Prog)} \begin{cases} \text{pay(m)} \\ \text{pbx(u)} \end{cases} & \ldots 546 \\
\text{DCmp(Causn)} & \iff \text{po(s)} \\
\text{DCmp(Causn)} & \iff \text{pdg(t)} \ldots (in 520) \\
\text{pex(a)}
\end{align*}
\]

2.6 The principal configurations attaching to \(Xf\) are:

i) \(\text{AAs(Prog)} + \text{DAkp(Seek)} + \text{DCm(E-I-S)}\)

ii) \(\text{AAs(Prog)} + \text{DAkp(Est)} + \text{DCm(E-I-S)}\)

iii) \(\text{AAs(Prog)} + \text{DCmp(Causn)} + \text{DCm(E-I-S)}\)

Associates of \(\text{AAs(Prog)}\) are given by contrasting \(Xd\) when varying only on the assignment of \(\text{AAs(Dur)}\). Hence:

\[
\boxed{\text{musta F ' a L}}
\]

\[
\boxed{\text{musta F ' a L}} \quad 25
\]

which gives:

\[
\text{AAs(Prog)} \iff \text{pay(m)} \ldots 119
\]

Condition i) for the investigation of \(\text{DAkp(Seek)}\) is fulfilled by \(\text{maF'UL}\), but since the latter is regarded as unsuitable (compare 1.6) the associates of this sense are best inferred by analogy with the equivalent associations of \(Xd\), this being the measure closest in structure to \(Xf\). Hence expressions 84-86 of 2.4 are taken to be valid here also.
Associates of $\text{DCmq}(E-I-S)$ are given by contrasting $X$ when varying only on the assignment of $\text{DCm}(\text{Dyn})$. Hence from figure 23 we get:

$$\text{DCmq}(E-I-S) \leftrightarrow \text{icx}(a) \quad ...120$$

Thus from 84-86, 119, 120 we derive the following rules for configuration i):

$$\text{DAkn}(\text{Seek}) \leftrightarrow \begin{cases} \text{pc}(s) \\ \text{pdg}(t) \\ \text{pex}(a) \end{cases} \quad \ldots(\text{in } 526)$$

$$\text{AAs}(\text{Prog}) \leftrightarrow \text{pay}(m) \quad \ldots(\text{in } 509)$$

$$\text{DCmq}(E-I-S) \leftrightarrow \text{icx}(a) \quad \ldots(\text{in } 510)$$

The situation in respect of $\text{DAkn}(\text{Est})$ is similar to that of $\text{DAkn}(\text{Seek})$, and its associates are hence inferred by analogy with those of $X_d$ in 2.4. Hence expressions 77-79 are taken to be valid for $X_f$.

Thus from 77-79, 119, 120 we derive the following rules for configuration ii):

$$\text{DAkn}(\text{Est}) \leftrightarrow \begin{cases} \text{pc}(s) \\ \text{pdg}(t) \\ \text{pex}(a) \end{cases} \quad \ldots(\text{in } 533)$$

$$\text{AAs}(\text{Prog}) \leftrightarrow \text{pay}(m) \quad \ldots(\text{in } 509)$$

$$\text{DCmq}(E-I-S) \leftrightarrow \text{icx}(a) \quad \ldots(\text{in } 510)$$

The associates of $\text{DCmq}(\text{Causn})$ are also to be inferred by analogy with $X_d$ and therefore expressions 89-91 are appropriate here.

Thus from 89-91, 119, 120 we derive the following rules for configuration iii):

$$\text{DCmq}(\text{Causn}) \leftrightarrow \begin{cases} \text{pc}(s) \\ \text{pdg}(t) \\ \text{pex}(a) \end{cases} \quad \ldots(\text{in } 520)$$

$$\text{AAs}(\text{Prog}) \leftrightarrow \text{pay}(m) \quad \ldots(\text{in } 509)$$

$$\text{DCmq}(E-I-S) \leftrightarrow \text{icx}(a) \quad \ldots(\text{in } 510)$$
3 The IIInd measure

3.0 The second measure may be defined thus:-

\[ V(\text{pay}(a)) : (\text{pbx}(u)) : A : \text{ia}(a,u) : \text{BB} : \text{icx}(a,i) : C \]

The relevant second degree measures are:

<table>
<thead>
<tr>
<th>pay</th>
<th>pbx</th>
<th>A</th>
<th>ia</th>
<th>BB</th>
<th>icx</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>IIa</td>
<td>F</td>
<td>a</td>
<td>&quot;</td>
<td>a</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IIb</td>
<td>F</td>
<td>u</td>
<td>&quot;</td>
<td>i</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IIc</td>
<td>u</td>
<td>F</td>
<td>a</td>
<td>i</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IID</td>
<td>u</td>
<td>F</td>
<td>a</td>
<td>i</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>IIE</td>
<td>m</td>
<td>u</td>
<td>F</td>
<td>a</td>
<td>i</td>
<td>L</td>
</tr>
<tr>
<td>IIf</td>
<td>m</td>
<td>u</td>
<td>F</td>
<td>a</td>
<td>i</td>
<td>L</td>
</tr>
</tbody>
</table>

The configurations to be studied are based on those given in part 7 of appendix A.

The principal configurations attaching to IIa are:

1) AAsh(Comp) + DCmp(Causn)
2) AAsh(Comp) + DCm(Dyn)

Associates of AAsh(Comp) are given by contrasting IIc, when varying only on the assignment of AAs(Dur). Hence:

\[
\begin{array}{c|c}
F & a' \\
\hline
u & F a' \\
\end{array}
\]

which gives:

AAsh(Comp) → icx(a) ..121

Associates of DCmp(Causn) are given by contrasting Fa'il of I, when varying only on the assignment of DCm(Eff), as for instance:

kaşir: was green vs kaddar: made green (1)

Hence:

\[
\begin{array}{c|c}
F a' & a L \\
\hline
F a' & i L \\
\end{array}
\]

which gives:

(1) It would also be possible to use Fa'il for contrast, as for instance kasa: was humble vs kasa: made humble, but Fa'il gives the stronger set of associations.
Thus from 121-123 we derive the following rules for configuration i):

\[
\text{AAsh(Comp)} \leftrightarrow \text{icx(a)} \quad \ldots \text{124 (1)}
\]

\[
\text{DCmp(Causn)} \leftrightarrow (\text{a}) \quad \ldots 122^1
\]

\[
\rightarrow \text{icx(a)} \quad \ldots 123
\]

Associates of DCm(Dyn) are given by contrasting IIb, when varying only on the assignment of DCmq(E-I-S). Hence:

\[
\begin{align*}
\text{F} & \quad \text{a} \\
\text{F} & \quad \text{u} \\
\text{u} & \quad \text{F} \\
\text{a} & \quad \text{L}
\end{align*}
\]

which gives:

\[
\text{DCm(Dyn)} \leftrightarrow \text{ia(a)} \quad \ldots 124
\]

\[
\rightarrow \text{icx(a)} \quad \ldots 125
\]

Thus from 121, 124, 125 we derive the following rules for configuration ii):

\[
\text{AAsh(Comp)} \leftrightarrow \text{icx(a)} \quad \ldots \text{(in 516)}
\]

\[
\text{DCm(Dyn)} \leftrightarrow \text{ia(a)} \quad \ldots 549
\]

3.2 The principal configurations attaching to IIb are:

1) AAsh(Comp) + DCmp(Causn) + DCmq(E-I-S)

2) AAsh(Comp) + DCmq(E-I-S)

Associates of AAsh(Comp) are given by contrasting IIId, when varying only on the assignment of AAs(Dur). Hence:

\[
\begin{align*}
\text{F} & \quad \text{u} \\
\text{u} & \quad \text{F} \\
\text{F} & \quad \text{a} \\
\text{a} & \quad \text{L}
\end{align*}
\]

which gives:

\[
\text{AAsh(Comp)} \leftrightarrow \text{ia(u)} \quad \ldots 126
\]

\[
\rightarrow \text{icx(i)} \quad \ldots 127
\]

(1) That is, the optional dummy symbol. See para. 1.1.4 of chapter 11.
Associates of $\text{DCmp(Causn)}$ must be inferred by analogy with those of IIa, since there is no configuration fulfilling condition i) of 0.1.6f expressions 122 and 123 of 3.1 only the former is valid here.

Associates of $\text{DCmq(E-I-S)}$ are given by contrasting IIa, when varying only on the non-assignment of this sememe. Hence from figure 28 we get:

\[
\text{DCmq(E-I-S)} \leftrightarrow \text{ia(u)} \quad \ldots 128
\]
\[
\text{icx(i)} \quad \ldots 129
\]

Thus from 122, 126-129 we derive the following rules for configuration i):

\[
\begin{align*}
\text{AAsh(Comp)} & \leftrightarrow \text{ia(u)} \quad \ldots 550 \\
\text{DCmq(E-I-S)} & \leftrightarrow \text{icx(i)} \\
\text{DCmp(Causn)} & \leftrightarrow \text{b} \\
\end{align*}
\]

And for configuration ii) from 126-129 we have:

\[
\begin{align*}
\text{AAsh(Comp)} & \leftrightarrow \text{ia(u)} \quad \ldots (in 550) \\
\text{DCmq(E-I-S)} & \leftrightarrow \text{icx(i)} \\
\end{align*}
\]

3.3 The principal configurations attaching to IIc are:

i) $\text{AAs(Dur)} + \text{DCmp(Causn)}$
ii) $\text{AAs(Dur)} + \text{DCm(Dyn)}$

Associates of $\text{AAs(Dur)}$ are given by contrasting IIa, when varying only on the assignment of $\text{AAsh(Comp)}$. Hence from figure 26 we get:

\[
\begin{align*}
\text{AAs(Dur)} & \leftrightarrow \text{pbx(u)} \quad \ldots 130 \\
\text{icx(i)} & \leftrightarrow \ldots 131 \\
\end{align*}
\]

Associates of $\text{DCmp(Causn)}$ are given by contrasting $\text{aF'aL}$ of I when varying only on the assignment of $\text{DCm(Dyn)}$, as for instance:
aksar: loses vs ukassir: causes loss (1)

Hence:

\[
\begin{array}{cccc}
\mathcal{U} & \mathcal{F} & a & i \\
\mathcal{A} & & & \mathcal{L}
\end{array}
\]

which gives:

\[
\begin{align*}
\text{DCmp(Causn)} & \leftrightarrow \text{pbx}(u) \quad \ldots132 \\
" & \leftrightarrow \text{ia}(a) \quad \ldots133 \\
" & \leftrightarrow (b) \quad \ldots134 \\
" & \leftrightarrow \text{icx}(a) \quad \ldots135 \\
\end{align*}
\]

Thus from 130–135 we derive the following rules for configuration i):

\[
\begin{align*}
\text{AAs(Dur)} & \leftrightarrow \text{pbx}(u) \quad \ldots(\text{in 505}) \\
\text{DCmp(Causn)} & \leftrightarrow \text{icx}(i) \\
\text{DCmp(Causn)} & \leftrightarrow \text{ia}(a) \\
\text{DCmp(Causn)} & \leftrightarrow (b) \\
\end{align*}
\]

Associates of \( \text{DCm(Dyn)} \) are given by contrasting IIId, when varying only on the assignment of \( \text{DCmq(E-I-S)} \). Hence:

\[
\begin{array}{cccc}
\mathcal{U} & \mathcal{F} & a & i \\
\mathcal{A} & & & \mathcal{L}
\end{array}
\]

which gives:

\[
\text{DCm(Dyn)} \leftrightarrow \text{icx}(i) \quad \ldots136
\]

Thus from 130, 131, and 136 we derive the following rules for configuration ii):

\[
\begin{align*}
\text{AAs(Dur)} & \leftrightarrow \text{icx}(i) \quad \ldots552 \\
\text{DCm(Dyn)} & \leftrightarrow \text{icx}(i) \\
\text{AAs(Dur)} & \leftrightarrow \text{pbx}(u) \quad \ldots553 \\
\end{align*}
\]

The principal configurations attaching to IIId are:

i) \( \text{AAs(Dur)} + \text{DCmp(Causn)} + \text{DCmq(E-I-S)} \)

ii) \( \text{AAs(Dur)} + \text{DCmq(E-I-S)} \)

(1) This configuration is perhaps more commonly expressed by \( \mathcal{A}^\mathcal{F}'\mathcal{U} \mathcal{L} \) of I, but since the result of the analysis is the same in either case it is of no importa noe.
Associates of AAsh(Dur) are given by contrasting IIb, when varying only on the assignment of AAsh(Comp). Hence from figure 29 we get:

\[ \text{AAsh}(\text{Comp}) \leftrightarrow \text{pbx}(u) \quad \ldots 137 \]

\[ " \leftrightarrow \text{ia}(a) \quad \ldots 138 \]

\[ " \leftrightarrow \text{iox}(a) \quad \ldots 139 \]

Associates of DCmp(Causn) are given by contrasting uf'aL of I, when varying only on the non-assignment of this sememe, as for instance:

\text{uksar: is lost vs ukassar: is caused to be lost}

Hence:

\[ \text{u F} \begin{array}{c} \text{a} \\ \text{a} \end{array} \text{a L} \quad 32 \]

which gives:

\[ \text{DCmp}(\text{Causn}) \leftrightarrow \text{ia}(a) \quad \ldots 140 \]

\[ " \leftrightarrow (B) \quad \ldots 141 \]

Associates of DCmq(E-I-S) are given by contrasting IIc when varying only on the non-assignment of this sememe. Hence from figure 31 we get:

\[ \text{DCmq}(\text{E-I-S}) \leftrightarrow \text{iox}(a) \quad \ldots 142 \]

Thus from 137-142 we derive the following rules for configuration i):

\[ \text{AAs}(\text{Dur}) \quad \text{DCmp}(\text{Causn}) \leftrightarrow \text{ia}(a) \quad \ldots 554 \]

\[ \text{AAs}(\text{Dur}) \quad \text{DCmq}(\text{E-I-S}) \leftrightarrow \text{iox}(a) \quad \ldots (\text{in 506}) \]

\[ \text{AAs}(\text{Dur}) \leftrightarrow \text{pbx}(u) \quad \ldots (\text{in 553}) \]

\[ \text{DCmp}(\text{Causn}) \leftrightarrow (B) \quad \ldots (\text{in 548}) \]

From 137-139, and 142 we derive the following rules for configuration ii):

\[ \text{AAs}(\text{Dur}) \quad \text{DCmq}(\text{E-I-S}) \leftrightarrow \text{iox}(a) \quad \ldots (\text{in 506}) \]

\[ \text{AAs}(\text{Dur}) \leftrightarrow \text{pbx}(u) \quad \ldots (\text{in 553}) \]

\[ \text{AAs}(\text{Dur}) \leftrightarrow \text{ia}(a) \quad \ldots 555 \]
3.5 The principal configurations attaching to IIe are:

i) AAs(Prog) + DCmp(Causn)

ii) AAs(Prog) + DCm(Dyn)

Associates of AAs(Prog) are given by contrasting IIc, when varying only on the assignment of AAs(Dur). Hence:

\[
\begin{array}{c}
m_\text{u}F_a'i_L \\
F_a'i_L
\end{array}
\]

which gives:

\[\text{AAs(Prog)} \leftrightarrow \text{pay}(m) \quad \ldots 143\]

Associates of DCmp(Causn) are given by contrasting Fa'IL of I, as for instance:

kābi' humble vs mukābī' making humble

Hence:

\[
\begin{array}{c}
m_\text{u}F_a'i_L \\
F_a'i_L
\end{array}
\]

which gives:

\[\text{DCmp(Causn)} \leftrightarrow \text{pay}(m) \quad \ldots 144\]

\[\quad \leftrightarrow \text{pbx}(u) \quad \ldots 145\]

Thus from 143-145 we derive the following rules for configuration i):

\[
\begin{align*}
\text{AAs(Prog)} & \quad \leftrightarrow \text{pay}(m) \quad \ldots (\text{in } 507) \\
\text{DCmp(Causn)} & \quad \leftrightarrow \text{pbx}(u) \quad \ldots (\text{in } 508)
\end{align*}
\]

Associates of DCm(Dyn) are given by contrasting IIIf when varying only on the assignment of DCmq(E-I-S). Hence:

\[
\begin{array}{c}
m_\text{u}F_a'i_L \\
F_a'i_L
\end{array}
\]

which gives:

\[\text{DCm(Dyn)} \leftrightarrow \text{icx}(i) \quad \ldots 146\]

Thus from 143 and 146 we derive the following rules for configuration ii):
3.6 The principal configurations attaching to IIIf are:

i) \( \text{AAs(Prog)} + \text{DCmp(Causn)} + \text{DCmq(E-I-S)} \)

ii) \( \text{AAs(Prog)} + \text{DCmq(E-I-S)} \)

Associates of AAs(Prog) are given by contrasting IIId, when varying only on the assignment of AAs(Dur). Hence:

\[
\begin{array}{c}
u \quad F \quad a \quad ' \quad a \quad L \\
u \quad F \quad a \quad ' \quad a \quad L
\end{array}
\]

which gives:

\[ \text{Aas(Prog)} \iff \text{pay(m)} \quad ...147 \]

Associates of \( \text{DCmp(Causn)} \) must be inferred by analogy with those of IIId. (compare 1.6 and 2.6). Hence, expressions 140 and 141 are taken to be valid for this measure also.

Associates of \( \text{DCmq(E-I-S)} \) are given by contrasting IIe, when varying only on the non-assignment of this sememe. Hence from figure 35 we get:

\[ \text{DCmq(E-I-S)} \iff \text{icx(a)} \quad ...148 \]

Thus from 140, 141, 147 and 148 we derive the following rules for configuration i):

\[ \text{AAs(Prog)} \iff \text{pay(m)} \quad ... \text{(in 509)} \]

\[ \text{DCmp(Causn)} \iff \text{ia(a)} \quad ... \text{(in 551)} \]

\[ \text{DCmq(E-I-S)} \iff \text{icx(a)} \quad ... \text{(in 510)} \]

From 147 and 148 we derive the following rules for configuration ii):

\[ \text{AAs(Prog)} \iff \text{pay(m)} \quad ... \text{(in 509)} \]

\[ \text{DCmq(E-I-S)} \iff \text{icx(a)} \quad ... \text{(in 510)} \]

4 The Vth measure

4.0 The fifth measure may be defined thus:
The relevant second degree measures are:

<table>
<thead>
<tr>
<th></th>
<th>pay</th>
<th>pbx</th>
<th>pdg</th>
<th>pex</th>
<th>A</th>
<th>ia</th>
<th>BB</th>
<th>icx</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Va</td>
<td>t</td>
<td>a</td>
<td>F</td>
<td>a</td>
<td>&quot;</td>
<td>a</td>
<td>L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vb</td>
<td>t</td>
<td>u</td>
<td>F</td>
<td>u</td>
<td>&quot;</td>
<td>i</td>
<td>L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vc</td>
<td>a</td>
<td>t</td>
<td>a</td>
<td>F</td>
<td>&quot;</td>
<td>a</td>
<td>L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vd</td>
<td>u</td>
<td>t</td>
<td>a</td>
<td>F</td>
<td>&quot;</td>
<td>a</td>
<td>L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ve</td>
<td>m</td>
<td>u</td>
<td>t</td>
<td>a</td>
<td>F</td>
<td>&quot;</td>
<td>i</td>
<td>L</td>
<td></td>
</tr>
<tr>
<td>Vf</td>
<td>m</td>
<td>u</td>
<td>t</td>
<td>a</td>
<td>F</td>
<td>&quot;</td>
<td>a</td>
<td>L</td>
<td></td>
</tr>
</tbody>
</table>

The configurations to be studied are based on those given in part I of appendix A.

4.1 The principal configurations attaching to Va are:

i) AAsh(Comp) + DCm(O-E)

ii) AAs. h(Comp) + DCm(Eff)

iii) AAs h(Comp) + DAsk(Ref1)

Associates of AAsh(Comp) are given by contrasting Vc, when varying only on the assignment of AAs(Dur). Hence:

```
[ t a F a " a L ]
```

It will be seen that the second degree measure gives no associates for this sememe. Functional load in this case is borne entirely by the (pronominal) morphemes of system aVe.

Associates of DCm(O-E) are given by contrasting F a"aL of II, when varying only on the assignment of DCmp(Causn), as for instance:

```
[ t a F a " a L ]
```

which gives:
Thus from 149 and 150 we derive the following rules for configuration i):

\[
\begin{align*}
\text{DCm}(C-E) & \leftrightarrow \text{pdg}(t) \quad \ldots 149 \\
" & \leftrightarrow \text{pex}(a) \quad \ldots 150
\end{align*}
\]

Associates of \text{DCm}(Eff) are given by contrasting either \text{Vb}, when varying only on the assignment of \text{DCmq}(E-I-S), or \text{Fa''aL} of II, when varying on the assignment of \text{DCmp}(Causn). Since both of these give associates of equivalent strength both analyses are included - which in most respects overlap. Hence:

\[
\begin{bmatrix}
t \\ a \\ F \\ a' \\ i \\ L
\end{bmatrix} \quad 39
\]

which gives:

\[
\begin{align*}
\text{DCm}(Eff) & \leftrightarrow \text{pex}(a) \quad \ldots 151 \\
" & \leftrightarrow \text{ia}(a) \quad \ldots 152 \\
" & \leftrightarrow \text{iox}(a) \quad \ldots 153
\end{align*}
\]

From figure 38 we also get:

\[
\begin{align*}
\text{DCm}(Eff) & \leftrightarrow \text{pdg}(t) \quad \ldots 154
\end{align*}
\]

Thus from 151-154 we derive the following rules for configuration ii):

\[
\begin{align*}
\text{DCm}(Eff) & \leftrightarrow \begin{bmatrix}
\text{pex}(a) \\
\text{pdg}(t) \\
\text{ia}(a) \\
\text{iox}(a)
\end{bmatrix} \quad \ldots 557
\end{align*}
\]

Associates of \text{DAkq}(Ref1) are given by contrasting \text{Fa''aL} of II when varying only on the assignment of \text{DCmp}(Causn), as for instance:

\text{samman: poisoned vs tasamman: poisoned himself}

Hence from figure 38 we get:
Thus from 155 and 156 we derive the following rules for configuration iii):

\[
\begin{align*}
&\text{DAkq(Ref1) } \leftarrow \text{ pdg(t)} \quad \ldots 155 \\
&\quad \leftarrow \text{ pex(a)} \quad \ldots 156
\end{align*}
\]

The principal configuration attaching to measure Vb is:

\[
\text{AAsh(Comp) + DCMq(E-I-S)}
\]

Associates of AAsh(Comp) are given by contrasting Vd, when varying only on the assignment of AAs(Dur). Hence:

\[
\begin{array}{cccc}
\text{u} & \text{F} & \text{u} & \text{i} \\
\text{u} & \text{a} & \text{F} & \text{a} & \text{i} \\
\end{array}
\]

which gives:

\[
\begin{align*}
&\text{AAsh(Comp) } \leftarrow \text{ pex(u)} \quad \ldots 157 \\
&\quad \leftarrow \text{ ia(u)} \quad \ldots 158 \\
&\quad \leftarrow \text{ icx(i)} \quad \ldots 159
\end{align*}
\]

Associates of DCMq(E-I-S) are given by contrasting Va, when varying only on the assignment of DCM(Eff). Hence from figure 39 we get:

\[
\begin{align*}
&\text{DCmq(E-I-S) } \leftarrow \text{ pex(u)} \quad \ldots 160 \\
&\quad \leftarrow \text{ ia(u)} \quad \ldots 161 \\
&\quad \leftarrow \text{ icx(i)} \quad \ldots 162
\end{align*}
\]

Thus from 157-162 we derive the following rules for the configuration:

\[
\begin{align*}
&\text{AAsh(Comp) } \leftarrow \begin{cases} 
\text{pex(u)} \\
\text{ia(u)} \\
\text{icx(i)}
\end{cases} \quad \ldots 559 \\
&\text{DCmq(E-I-S) } \leftarrow \begin{cases} 
\text{pex(u)} \\
\text{ia(u)} \\
\text{icx(i)}
\end{cases}
\end{align*}
\]

The principal configurations attaching to Vc are:

1) AAs(Dur) + DCM(C-E)
2) AAs(Dur) + DAKq(Ref1)
3) AAs(Prog) + DCM(Eff)
Associates of AAs(Dur) are given by contrasting Va, when varying only on the assignment of AAsh(Comp). Hence from figure 37 we get:

\[ \text{AAs(Dur)} \iff \text{pbx(a)} \quad \ldots 163 \]

Associates of DCm(0-E) are given by contrasting uFa''iL of II when varying only on the assignment of DCmp(Causn). Hence:

\[
\begin{array}{cccc}
\text{a} & \text{t} & \text{a} & \text{L} \\
\text{u} & \text{F} & \text{a} & \text{i} \\
\end{array}
\]

which gives:

\[
\begin{align*}
\text{DCm(0-E)} & \iff \text{pbx(a)} \quad \ldots 164 \\
& \iff \text{pdg(t)} \quad \ldots 165 \\
& \iff \text{pex(a)} \quad \ldots 166 \\
& \iff \text{icx(a)} \quad \ldots 167
\end{align*}
\]

Thus from 163-167 we derive the following rules for configuration i):

\[
\begin{align*}
\text{AAs(Dur)} & \iff \text{pbx(a)} \quad \ldots 560 \\
\text{DCm(0-E)} & \iff \text{pdg(t)} \quad \ldots 561
\end{align*}
\]

Associates of DAkq(Refl) are given by contrasting uFa''iL of II, when varying only on the assignment of DCmp(Causn), as for instance:

usammim: poisons vs atasammam: poisons himself

Hence from figure 41 we get:

\[
\begin{align*}
\text{DAkq(Refl)} & \iff \text{pbx(a)} \quad \ldots 168 \\
& \iff \text{pdg(t)} \quad \ldots 169 \\
& \iff \text{pex(a)} \quad \ldots 170 \\
& \iff \text{icx(a)} \quad \ldots 171
\end{align*}
\]

Thus from 163, 168-171 we derive the following rules for configuration ii):
Associates of $\text{AAs(Prog)}$ are given by contrasting $V_a$, when varying only on the assignment of $\text{AAsh(Comp)}$. Hence from figure 37 we get:

$$\text{AAs(Prog)} \leftrightarrow \text{pbx}(a) \quad \ldots 172$$

Associates of $\text{DCm(Eff)}$ are given by contrasting $V_d$, when varying only on the assignment of $\text{DCm(E-I-S)}$. Hence:

$$\text{DCm(Eff)} \leftrightarrow \text{pbx}(a) \quad \ldots 173$$

which gives:

$$\text{DCm(Eff)} \leftrightarrow \text{pbx}(a) \quad \ldots 173$$

Thus from 172 and 173 we derive the following rule for configuration iii):

$$\text{AAs(Prog) } \leftrightarrow \text{pbx}(a) \quad \ldots \text{(in 531)}$$

4.4 The principal configuration attaching to $V_d$ is:

$$\text{AAs(Dur) } + \text{DCm(E-I-S)}$$

Associates of $\text{AAs(Dur)}$ are given by contrasting $V_b$, when varying only on the assignment of $\text{AAsh(Comp)}$. Hence from figure 40 we get:

$$\text{AAs(Dur)} \leftrightarrow \text{pbx}(u) \quad \ldots 174$$

$$\text{pex}(a) \quad \ldots 175$$

$$\text{ia}(a) \quad \ldots 176$$

$$\text{iox}(a) \quad \ldots 177$$

Associates of $\text{DCm(E-I-S)}$ are given by contrasting $V_c$, when varying only on the assignment of $\text{DCm(Eff)}$. Hence from figure 42 we get:

$$\text{DCm(E-I-S)} \leftrightarrow \text{pbx}(u) \quad \ldots 178$$
Thus from 174-178 we derive the following rules for the configuration:-

\[
\begin{align*}
\text{AAs(Dur)} & \quad \leftarrow \text{pbx(u)} \quad \text{...564} \\
\text{DCmq(E-I-S)} & \quad \leftarrow \text{pex(a)} \\
\text{AAs(Dur)} & \quad \leftarrow \text{is(a)} \\
& \quad \leftarrow \text{icx(a)} \quad \text{...565}
\end{align*}
\]

4.5 The principal configurations attaching to Ve are:-

i) \text{AAs(Prog) + DCm(O-E)}

ii) \text{AAs(Prog) + DCm(Eff)}

iii) \text{AAs(Prog) + DAmq(Ref1)}

Associates of AAs(Prog) are given by contrasting Ve, when varying only on the assignment of AAs(Dur). Hence:

\[
\begin{align*}
\text{mut} & \quad \text{Pa'':'} \quad \text{IL} \\
\text{atu} & \quad \text{Pa'':'} \quad \text{aL}
\end{align*}
\]

which gives:

\[
\begin{align*}
\text{AAs(Prog)} & \quad \leftarrow \text{pay(m)} \quad \text{...179} \\
& \quad \leftarrow \text{pbx(u)} \quad \text{...180} \\
& \quad \leftarrow \text{icx(i)} \quad \text{...181}
\end{align*}
\]

Associates of DCm(O-E) are given by contrasting muFa’':iL of II, when varying only on the assignment of DCmp(Causen). Hence:

\[
\begin{align*}
\text{mut} & \quad \text{Pa'':'} \quad \text{IL} \\
\text{mu} & \quad \text{Pa'':'} \quad \text{iL}
\end{align*}
\]

which gives:

\[
\begin{align*}
\text{DCm(O-E)} & \quad \leftarrow \text{pdg(t)} \quad \text{...182} \\
& \quad \leftarrow \text{pex(a)} \quad \text{...183}
\end{align*}
\]

Thus from 179-183 we derive the following rules for configuration i):

\[
\begin{align*}
\text{AAs(Prog)} & \quad \leftarrow \begin{cases} \text{pay(m)} \\ \text{pbx(u)} \\ \text{icx(i)} \end{cases} \quad \text{...566} \\
\text{DCm(O-E)} & \quad \leftarrow \begin{cases} \text{pdg(t)} \\ \text{pex(a)} \end{cases} \quad \text{...(in 556)}
\end{align*}
\]
Associates of $\text{DCm}(\text{Eff})$ are given by contrasting $V_f$, when varying only on the assignment of $\text{DCmq}(\text{E-I-S})$. Hence:

$$\begin{array}{c}
\text{mut a F a ' ' a L} \\
\text{mut a F a ' ' i L}
\end{array}$$

which gives:

$$\text{DCm}(\text{Eff}) \leftrightarrow \text{icx}(i) \quad ...184$$

Thus from 179-181 and 184 we derive the following rules for configuration ii):

$$\begin{array}{c}
\text{AAs(Prog)} \\
\text{DCm}(\text{Eff})
\end{array} \leftrightarrow \begin{cases} 
\text{icx}(i) \\
\text{pay}(m) \\
\text{pbx}(u)
\end{cases} \quad ...567$$

Associates of $\text{DAkq}(\text{Ref1})$ are given by contrasting $\text{muFa'}'iL$ of II, when varying only on the assignment of $\text{DCmp}(\text{Causn})$. Hence from 44 we get:

$$\begin{array}{c}
\text{DAkq}(\text{Ref1})
\end{array} \leftrightarrow \begin{cases} 
\text{pdg}(t) \\
\text{pex}(a)
\end{cases} \quad ...185$$

Thus from 179-181 and 185, 186 we derive the following rules for configuration iii):

$$\begin{array}{c}
\text{AAs(Prog)} \\
\text{DAkq}(\text{Ref1})
\end{array} \leftrightarrow \begin{cases} 
\text{icx}(i) \\
\text{pbx}(u) \\
\text{pdg}(t) \\
\text{pex}(a)
\end{cases} \quad \begin{cases} 
\text{(in 566)} \\
\text{(in 558)}
\end{cases}$$

4.6 The principal configuration attaching to $V_f$ is:

$$\text{AAs(Prog)} + \text{DCmq}(\text{E-I-S})$$

Associates of $\text{AAs(Prog)}$ are given by contrasting $V_d$, when varying only on the assignment of $\text{AAs(Dur)}$. Hence:

$$\begin{array}{c}
\text{mut a F a ' ' a L} \\
\text{mut a F a ' ' a L}
\end{array}$$

which gives:
As (Prog) \leftrightarrow \text{pay}(m) \quad \text{(in 509)}

Associates of DCmq(E-I-S) are given by contrasting Ve, when varying only on the assignment of DCm(Bff). Hence from figure 45 we get:

DCmq(E-I-S) \leftrightarrow \text{icx}(a) \quad \text{(in 510)}

Thus from 187 and 188 we derive the following rules for the configuration:

AAs(Prog) \leftrightarrow \text{pay}(m) \quad \text{(in 509)}

DCmq(E-I-S) \leftrightarrow \text{icx}(a) \quad \text{(in 510)}
Chapter 13

The Systems of Syntactic Templates

0 Introductory

0.0 This chapter complements the theoretical discussion in section 4 of chapter 3.

As an account of the syntactic systems it is for the most part rather less precise than are the accounts of the majority of systems discussed in this study.

It is less precise for this reason. Our analysis of the morphological component of the expression code was for the most part taxonomic. That this is so is evident from the largely Structuralist methodology employed in setting up the various systems and series.

The situation in respect of the systems of syntactic templates is rather different. By relying on substitution and other essentially classificatory techniques we may identify a perfectly respectable set of templates, bearing a fairly close resemblance to those which might be isolated by other phrase structure models.

However it seems not unlikely that the acceptance of these more traditional analyses would lead to unnecessary complexity in the rule scheme, and perhaps - although this cannot be ascertained at the present time, a diminution of predictive power in the grammar.

Now in this study no attempt has been made to provide an exhaustive account of the rule system - even assuming that such a thing were possible, and it follows therefore that the classification of syntactic templates provided in the following pages cannot be but highly tentative, since we lack the apparatus.
1 Form classes

1.0 In para. 4.2 of chapter 3 we distinguished two types of syntactic template to which were attached the designations 'primary' and 'secondary'. Secondary templates are taken to be permissible combinations of form classes without exception, being composed as they are of units below the size of the phrase. Primary templates are rather different. Certain of their dummy symbols are found to be replaced directly by forms generated in the morphological component, while the majority are replaced by secondary templates and the forms inserted into them.

It will be apparent therefore that prior to giving an account of the templates of Arabic we must offer some characterisation of the set of form classes.

Each of these classes would in a more thoroughgoing analysis be set up on strict distributional criteria (see Lyons 1968 4.2.8 and 4.2.9) but it will suffice for our present purposes to rely on intuition, in the belief that the classification so produced would be validated by a formal distributional analysis.

1.1.0 First we identify a class:

\[ F = \{ \text{rajul}, \text{nisa' }, \text{kabur}, \text{wuzaraz'}, \text{madina}, \text{hujra}, \ldots \text{walad} \} \]

Translated, these are respectively: man, women, news, ministers, city, room, boy.

Note that in Arabic, "singular", "plural", "masculine" and "feminine" nouns may appear in the same substitution frame far more readily than in English. Moreover for the limited purpose of setting up syntactic templates a broader rather than narrower classification is to be desired.

1.1.1 Totally distinct in all environments from class F is the
class:-

\[ G = \{ \text{sami'at, labisna, hazinna, kana, 'aka'da, ... takam} \} \]

Translated:— she heard, they(f) dressed, they(f) were sad, he was, he took, you will (ms)

Once again the Structuralist would require a narrower classification.

Classes \( F \) and \( G \) do of course correspond to the traditional classes of "noun" and "verb". A dummy symbol \( F \) may be replaced either by a form generated in series \( N \) (see section 2 of chapter 11) or, less commonly, out of series \( V \) (see section 1 of chapter 11), in traditional terms these latter are "participles" become "nouns". A dummy symbol \( G \) may be replaced only by a form generated in series \( V \).

1.1.2 Having a distribution partly overlapping those of classes \( F \) and \( G \) is the class:-

\[ H = \{ \text{ka'lira, jadida, duwal'ya, tulptit, ..., sawda'} \} \]

Translated:— many(f), new(f), international (f), firm (m), black (f).

The members of this class are in the limit distinguishable from those of classes \( F \) and \( G \) by their appearing in an attributive position, as for instance:-

1) waqa'a l-hajar\( \_ \) t-\( \tau \)aqill\( \_ \) (1)

where no member of \( F \) or \( G \) could substitute for \( \tau \)aqill .

A dummy symbol \( H \) may — as is the case with \( F \), be replaced by forms generated in series \( N \) and \( V \). More or less exactly the same range of measures is found in both classes, which is of course one of the reasons that prompted the Eastern grammarians

(1) fall (3fs-act-comp): the - stone: the - heavy: "The heavy stone fell".
to place both types under the one classification. (Note that each of the classes F, G and H are closed sets (Lyons 1968 9.5.2). The number of forms - both actual and theoretical, is finite).

1.1.3 Also having a distribution partly overlapping that of F is the class:

\[ I = \{ 'ana, 'anta, ... hunna \} \]

They are distinct from F in that they cannot be substituted for the F-class form in such constructions as:

1-bābu ṭ-tālītu: the chapter the third

1.1.4 Associate with more or less exactly the same set of sememes as the forms of I but distributionally distinct from them is the class:

\[ J = \{ hu, hā, ... hunna \} \]

Class I is the set of independent pronominal forms associate with Agr(Suj) while class J associate with Agr(Oj) (On both of these sememes see section 3 of chapter 8. Traditionally the "subject" and "object" pronouns).

1.1.5 Next we have the class which is in tradition that of "demonstrative pronouns". This we designate

\[ K = \{ hādā, hādīḥ, ... 'ulā'ika \} \]

The distinctness of their distribution derives from the existence of such constructions as:

\[ \begin{align*}
\text{ia)} & \quad \text{hādīḥi l-buyūt:} \\
\text{ib)} & \quad \text{buyūtu l-wazīrī hādīhi}
\end{align*} \]

1.1.6 Finally we set up the classes:

\[ a) \quad L = \{ \text{man, law, l-laḏ, ... hal}\} \]

\[(1) \quad a) \quad \text{this (fs): the-houses. "These houses".} \\
b) \quad \text{houses: the-minister: this(fs) "The houses of the minister".}\]
In terms of their associations this is a rather eclectic set. They are defined by their capacity for substitution in frames such as:

\[ '\text{\textasciitilde asdara man\textbar uran} \]

For instance:

iii) \( \text{man '\textbar asdara man\textbar uran:} \)

iiib) \( \text{l\textbar aw \textbar asdara man\textbar uran:} \)

iiic) \( \text{hal '\textbar asdara man\textbar uran:} \)

b) \( M = \{\text{\textbar f\textbar, \textbar al\textbar, \textbar bi, \ldots \textbar min\textbar} \} \) of prepositions

1.1.7 Given this reasonably complete classification we next consider the templates into which they may be formed— in the case of secondary templates, and those in which these secondary templates may be set.

2. The System of Primary Templates

2.0 Among the simplest and unmarked syntactic structures of Arabic is that instanced by:

iv) \( '\text{\textbar asdara l\textbar wa\textbar z\textbar iru man\textbar uran} \)

In terms of the classification introduced above it has the structure:

\( (G:F:F) \)

Note first that the F-form \( l\textbar wa\textbar z\textbar iru \) may be interchanged not only with another F-form but also say, with such constructions as:

va) \( l\textbar wa\textbar z\textbar iru l\textbar jad\textbar du \)

vb) \( \text{wa\textbar z\textbar iru z\textbar z\textbar ir\textbar\textbar ati} \)

(1) a) \( \text{\textbar who\textbar issue(3ms\textbar act\textbar com): circular.} \) Meaning either \( \text{"Who issued a circular"} \) or \( \text{"Whoever issues a circular"} \)

b) \( \text{If(hyp): (remainder as above).} \) Meaning either \( \text{"If he were to issue..."} \) or \( \text{"If he had issued..."} \)

c) \( \text{(int): (remainder as for a)}. \) \( \text{"Did he issue..."} \)

(2) \( \text{Issue(3ms\textbar act\textbar com): the\textbar minister\textbar circular.} \) \( \text{"The minister issued a circular"} \)

(3) a) \( \text{the\textbar minister\textbar the\textbar new.} \) \( \text{"The new minister"} \)

b) \( \text{minister\textbar the\textbar agriculture.} \) \( \text{"The minister of agriculture"} \)
Much the same is true for the second F-form manṣūran. It is obvious therefore that the template into which these forms are replaced is rather more abstract than is suggested by the above formula. Expressed more traditionally, the relationship is not merely between the noun-subject and the verb, but between the noun-phrase-subject and verb.

Let the noun-phrase dummy symbol be then designated A. The structure given above is now rewritten: - (G:A:A)

The majority of 'constituent structure' analyses would agree in complementing the noun-phrase dummy or "slot" by a corresponding verb-phrase dummy. Such an analysis is not adopted here for the following reasons.

First, in the light of the (unmarked) ordering: Verb-Subject-Object the distinction "subject vs predicate" is taken to be, grammatically if not philosophically, irrelevant to Arabic.

Second, such a dummy even so might be justified on the grounds that "adverbial" phrases should be seen as more closely associated with the verb. Semantically this is of course true. However against this is the fact that Arabic is for the most part devoid of adverbs as the term is usually understood. Adverbial notions are expressed - in pre-theoretical terms, either by placing some indefinite abstract noun in the "accusative" case or by prefixing it an appropriate preposition.

For instance the English "The minister issued a circular quickly" might be rendered in either of the following ways: -

via) 'adara l-wazlru manṣūran sur'atun sarf't'an
vib) 'adara l-wazlru manṣūran bisur'atun (1)

(1) a) (First three items as per (iv)): quickness
b) (First three items as per (iv)): with: quickness

On the evidence of such pairs (vi) we might then argue that approximately "adverbial" constructions in Arabic have - once again on a 'broad' analysis, a distribution much the same as that of preposition-phrases, and so long as the latter are not incorporated in a "verb-phrase" neither should the former.

In "interpretative" T-C studies it has been customary to develop preposition phrases from the VP symbol, a procedure which is taken to have certain advantages for the sub-categorisation of verbs. (see Chomsky 1965 p101 ff). However since this sub-categorisation is conceived on the premise of a "syntactic" or "grammatical" level of description, and since we have assumed from the outset that this is not to be our concern, it is clear that it cannot constitute a sufficient argument for the adoption of a "verb phrase" dummy in the present case.

Therefore, given our first point and the fact that the "subject-predicate" dichotomy has also been rejected by such grammarians as Fillmore(1968) we assume that there will be no dummy symbol of this nature.

The necessity for a dummy symbol equivalent to the traditional preposition-phrase has not been in question in the foregoing discussion, rather, we have been concerned merely to decide whether it should be incorporated as a component of a primary template.

Having decided that it should form part of primary templates it must now be established what form its incorporation should take.

Let the dummy symbol corresponding to "preposition-phrase" be denoted by B. Then, since the number of preposition phrases in any utterance is fairly flexible, it follows that we must make provision for recursive assignment of B to various primary templates.
Furthermore, not only is the number of such appearances liable to quite wide variation but so also is the position in the template in which they occur, these being in practice determined by a variety of factors including thematic structure, style and anaphora.

There are thus two descriptive possibilities open to us. On the one hand we might attempt to state every possible combination of B symbols. Alternatively we might introduce a generalised B symbol, with recursive properties and capable of being inserted at various points in the template.

Since we assume that there can be no "longest representation", and hence no longest sentence, it follows that there can be no set of primary templates since, for example, there is no limit to the number of preposition phrases which can occur. Moreover, even if the reverse were to be shown it is to be doubted that a mere listing of all possible templates would prove particularly illuminating.

Thus it would appear that the second solution offered is to be preferred, even though in adopting it we rather tend to breach the notion 'syntactic template' and incline somewhat to a 'transformational' solution.

Let us therefore introduce two further conventions. Let any dummy symbol having the property of recursion be denoted thus: B...

Further, let any symbol - recursive or otherwise, which is variable as to position be placed behind the brackets enclosing the 'kernel' template.

Hence our tentative template \((G:A:A)\) will be modified thus: \((G:A:A)B...\)
The number of appearances of B will be governed by the composition of the encoding. Their position will be dictated by a variety of parameters such as thematic structure and style.

Examples (vi) then are taken to be based on an actual template \( (G:A:A:B) \), while an expression such as:

\[ \text{vii) talaba minhum, l-wazîru manâurun} \]

would be based on:\[ (G:B:A:A) \]

2.2 Example (iv) may be contrasted with:

\[ \text{viii) ha'âsdara l-wazîru manâurun} \]

which varies from the former only on the assignment of the initial interrogative morpheme hal. Syntactically there are two ways of viewing (viii). First we may assume that it instances a primary template distinct from that of (iv) or on the other hand, we might choose to regard them as instances of the one template where the latter reflects the assignment of an optional dummy symbol into which are inserted such particles as hal, law, etc.

Since the former solution appears to offer no advantage over the latter it will not be adopted.

However since it would appear that any dummy symbol, or template may in certain contexts be replaced by a member of the appropriate form class plus a particle of some kind, rather than assign optional dummy symbols to all of these, it will be assumed by convention that any such particle will appear as the first item in the replacement of some template or individual symbol.

2.3 As a final modification to our notation any two or more instances of the same dummy symbol in some template are distinguished by attaching subscripts.

Therefore the template standing behind example (iv) has the form:\[ (G:Aa:Ab)B... \]
Given an appropriate descriptive apparatus we may now proceed to enumerate other primary templates.

2.4 Consider the following examples:

ixa) karaja
ixb) karaja l-wazIru
ixc) 'asdras mansuran
ixd) 'asdarahu l-wazIru

That standing behind (ixa) is the simplest primary template, and is presumed to have the structure:

\[(G)B...\] (a)

Notwithstanding the fact that the nouns of (ixb) and (ixc) are functionally distinct both are taken to instance the one template:

\[(G:A)B...\] (b)

Similarly, although the order of subject and object in (ixd) is the reverse of that of (iv) the template instanced by both is taken to be:

\[(G:A:A)B...(c)\]

However note that from a formal point of view template (c) can be regarded as the 'sum' of two instances of template (b), since the latter is taken to be valid both for the verb-subject and for the verb-object relationship, and the former is incorporated in a string comprising both of these.

In addition to the reduction in the number of templates permitted by this assumption it has the additional advantage that the statement of associations between the sememes AGr(Suj,Oj) and syntactic templates is somewhat simplified. (See for instance para. 3.1.0 of chapter 14).

The ordering of the strings inserted into these dummy symbols A will then be constrained principally by considerations of

A) go out (3ms-act-com). "He went out".
B) " " " : the-minister. "The minister went out".
C) issue " " : circular. "He issued a circular".
D) " " " - him:the-minister. "The minister issued it."
thematic structure (See table 7 in para. 3.1.6 of chapter 14).

2.5 Slightly more complex are the templates lying behind the following:

xa) kāna l-waṣīru yuṣdīru maṇšūran

xb) kāna yakruju

(1)

Behind (xa) and by analogy with templates (b) and (c) above, we take to be the two templates

\[ m(Ga:A:G)B... \] \( \ldots(d) \)

and

\[ m(Ga:G:A)B... \] \( \ldots(e) \)

Similarly behind example (xb) we assume a template

\[ m(Ga:G)B... \] \( \ldots(f) \)

2.6 Parallel to the templates listed above is a further group characterised in general by the setting of symbol A as the first element in the template. The commonest of these are instanced by the following examples:

xia) *inna l-waṣīra yuṣdīru maṇšūran

xib) *inna l-waṣīra yakruju

xic) al-waṣīru maridun

(2)

Example (xia) may be analysed as an instance of the template (G:A)B... introduced above plus a further having the structure: (A:G)B...

By inspection it will be seen that examples (xib) and (xic) are also based on this latter template. Arguments for the equivalence of these last two will be found in 1.6 of chapter 10.

(1) a) be(3ms-act-comp): the-minister: issue(3ms-act-incom):circular. "The minister used to issue a circular".

b) be(3ms-act-comp): go out(3ms-act-incom). "He used to go out"


b) (n-f): the-minister: go out (3ms-act-incom) "The minister goes out".

c) the-minister:sick. "The minister is sick".
Analogous both to the examples given above and those discussed in para. 2.5 are the following:

xiia) 'inna l-wazira lam yakum yakrju

xiib) 'inna l-wazira lam yakum yaadurum man sûra

Behind both of these is presumed to lie a template \((A:Ga:C)B\ldots\), where (xiib) also instances template (c) of 2.5.

2.7 The series of templates introduced above is not intended to be comprehensive but rather as illustrative of the form a more thoroughgoing syntax might take.

Let this set of primary templates be denoted \(S_a\). Then, assuming for the system a stable structure it will have a composition something after that shown below.

\[
\begin{align*}
S_a \\
(Gc)B\ldots \\
(GcA)B\ldots \\
(Ga: A: G)B\ldots \\
(Ga: G: A)B\ldots \\
(Ga:G)B\ldots \\
(A:G)B\ldots \\
(A: Ga: G) B\ldots
\end{align*}
\]

3 Secondary Templates

3.0 Secondary templates are those which, with their accompanying strings of morphemes replace the dummy symbols of primary templates. They are apparently rather fewer in number than the latter (See the discussion in 4.2 of chapter 3).

3.1.0 Consider the following examples:-

xiia) 'as dara l-waziru l-jadidu man sûra

xiiib) 'as dara wasiru s-zir'atu man sûra

\(\text{(1) a(n-f) the-minister: (neg) : be (3ms-apx) : go-out (3ms-act-incor)}\).

"The minister did not use to go out".

\(\text{b(n-f) the-minister: (neg) : bo (3ms-apx) : issue (3ms-act-incor) : circular: "The minister did not use to issue a circular".}\)

\(\text{(2) a) issue (3ms-act-inc): the-minister: the-new: circular.}

"The new minister issued a circular".

\(\text{b) issue (3ms-act-inc): minister: the-agriculture: circular}

"The minister of agriculture issued a circular".
Behind both of these stand a summation of two instances of the primary template $Sa(G:A)B$...(See para. 2.3 above). The first symbol $A$ is replaced by the strings $l$-wazīru $l$-jadīdu and wazīru $z$-zirā'āti.

These latter have an internal structure of extremely common occurrence (compare paras. 3.2 of chapter 8). In the first the item $l$-wazīru is an example of form class $F$, and $l$-jadīdu of form class $H$. In the second both items are of class $F$.

From this we may infer that among the secondary templates of Arabic are $(F:H)$ and $(Fa:Fb)$.

3.1.1 These formulae as they stand are in no way adequate for the reason that there is no theoretical restriction either on the number of $H$ forms which may appear in the first template, or in the number of $F$ forms which may occur in the second.

Among constructions of the former kind we might for instance find

\begin{itemize}
  \item[(xiva)] $l$-wazīru $l$-jadīdu $l$-'atrašu
  \item[(xivb)] tamā waḏ'ū maḥrū'ī tanzīmi wizāratī $l$-idārati $l$-māhāllyāti (1)
\end{itemize}

Note in passing that constructions involving extension of the first term of these templates are not permitted.

Examples (xiv) make it clear then that we must allow the second symbol in each of the above templates to be recursive. However since they are restricted as to position of occurrence they may be kept within the bracket, unlike the $B$ symbol of the primary templates.

---

(1) (a) the-minister: the-new: the-deaf: "The deaf new minister"
(b) complete(3ms-act-com): set up(mas): project: organise(mas) ministry: the-administration: the-local. "The setting up of the project for organising the ministry of local administration has been completed".

Example (xivb) is cited in Nahmad's grammar out of al-ʻahram
Thus our two templates will have the form:— (F:H...) and (Fa:Fb...)

3.1.2 As is the case with primary templates the secondary templates may be combined into the one structure, as for instance:—

   xv)  karaja l-wazîru l-qâlîlu l-'aqli (1)

But the distinguishing feature of this particular construction is that the two templates are not strictly speaking combined. Rather, the construction containing the template (Fa:Fb...) stands in its entirety as an "attribute" of the string l-wazîru.

This suggests that it is not correct merely to see the first template as a combination of F and H classes, but that the second component should be understood as something more abstract — as a general dummy symbol of attribution that is, for which the form class H is only one possible replacement (Compare the discussion of the A symbol in para. 2.0 above).

If then this more abstract symbol be designated C our first secondary template will have the structure (F:C...). The symbol of recursion remains because it is the attribution rather than the actual mode of attribution which is recursive.

3.1.3 Examples (iv) and (xiiia) should be contrasted with:

   xvi)  'âsdara hâdâ l-wazîru l-jadîdu manšîran

The string hâdâ is a member of class K (see para. 1.1.5) the distinctness of which resides precisely in the ability of its elements to occur in the position occupied by hâdâ in this example. Since (xvi) also contrasts with:

   xvii)  'âsdara hâdâ l-wazîru manšîran

we infer that the subject phrase of (xvi) reflects a summation of (F:C...) and a further template (K:F), giving in this case the compound template (K:F:C).

On the basis of the foregoing discussion let us then set up a system $S_b$ of secondary templates. Like those of $S_a$ each member of $S_b$ may either stand in direct paradigmatic contrast with the others or may blend with them to form a compound template.

In view of the fact that $(F_a:F_b)_{..}$ is taken to replace the symbol $C$ of $(F:C_{..})$ in (xv) one might argue that the relationship between them should be seen as 'secondary' to 'tertiary'. However the situation is not quite the same as that of primary and secondary templates since the former in all other respects behaves like the remaining templates.

The system therefore is understood to have the structure shown below:

$$\begin{align*}
\text{Sb} \\
(\text{F:C}_{..}) \\
(F_a:F_b_{..}) \quad \text{Fig. 2} \\
(K:F)
\end{align*}$$

3.2.1 Example (xiiiia) should be contrasted with:

xviii) 'asāra l-wāżiru l-[label 'alqā kitāban mānsūran$^{(1)}$]

In this case the symbol $C$ is replaced by the primary template $S_a(\text{(G:A)B}_{..})$. The overall structure of this particular syntax will then be as shown below:

$$\begin{align*}
&\text{Sa(\text{(G:A)B}_{..})} - \text{Sa(\text{(G:A)B}_{..})} \\
&\text{(G:As:Ab)} \\
&\text{Sb(\text{(F:C}_{..})} \\
&\text{Sa(\text{(G:A)B}_{..})}
\end{align*}$$

where the structure $(G:A:Ab)$ is the sum of the pair of structures listed immediately above.

To this extent then our dichotomy of primary and secondary structures is somewhat misleading. However since recursion of this kind has received attention from T-G theoreticians there seems little need to discuss the question in depth.

4 An illustrative example

4.0 By way of complementing the discussion in sections 2 and 3 the structure of a rather more complex and more typical utterance is given below.

The example is:-

1 'a'llana wasīru l-kārijīyati fl l-mu'tamari ʂ-suḥifiyi l-laḏī
8 'aqadahu l-yawma bil-'ibṭirākī ma'a wasīrī l-kārijīyati l-'almanīyi
15 bdā tawqīlī l-ittifaqiyati l-latī 'aqādat bayna miṣra
22 wa'almanīya l-ğarbiyati 'anna miṣra ta'lamu min 'ajli s-salāni
30 laṣṣarrif(§) wa'ḏilī wa'anna miṣra lam tataraddad fī d-dahābi
38 'ilā Geneve...

The following is a word by word analysis of this sentence.

1) announce (3ms-act-com: main verb)
2) minister (part subject)
3) the-external affairs (part suj)
4) in
5) the-conference (governed by 4)
6) the-press (qualifying 4)
7) which (governed by 4)
8) give (here) (3ms-act-com: verb of relative clause, plus; it: object of verb)
9) to-day
10) in-unison (comprising a preposition bi and a maṣdar 'ibṭirāk)
11) with
12) minister
That is:— "The minister of foreign affairs announced in the news conference which he held to-day jointly with the German foreign minister, after the signing of agreements concluded between Egypt and West Germany, that Egypt would work for an honourable and just peace, and that she had not hesitated in going to Geneva..."
There are four main components of this sentence, namely, the main verb (item 1), the subject (items 2 and 3), a prepositional phrase (items 4 to 23) and a two-part complement (items 24 to 31) and 32 to 39).

Since the ordering of the first, second and fourth of these is verb-subject-complement it is apparent that the sentence is based on two occurrences of the primary template Sa( (G:A)B...

As we remarked above at para. 2.1 the factors governing the location of any B-symbol in a structure are varied. Certain of these (e.g. thematic structuring) are presumed to be semantically governed, others are taken to be syntactically constrained. A third factor, namely location dictated by stylistic criteria is of influence only late in the generative process.

Now in the present instance what we are concerned to illustrate is syntactic structure prior to phonemicisation and omitting the complexities of syntactic and stylistically governed positioning. Thus for present purposes we will assume that the location of every B-symbol is thematically - i.e. semantically, conditioned.

Therefore, 'summing' the two templates given above and inserting the B-symbol appropriately between the two A symbols we have:

\[(G:Aa:B:Ab) \ldots (a)\]

Each of the constructions replacing the symbols Aa, B, and Ab is complex and therefore is based on one or more secondary templates.

Consider first the Aa-symbol. The unit waziru l-karijyati is clearly based on Sb ( (Fa:Fb...)) (compare xiiiib above) in the precise form:

\[(Fa: Fb) \ldots (b)\]
The construction replacing the B-symbol is the most complex in terms of length but has a comparatively simple basic structure, comprising in fact an F and two C-symbols. It is therefore an instance of Sb (F:C...) in the precise form
\[(F:Ca:Cb) \quad ...\]
(Compare examples (xiiia) and (xviii)).

As was noted above the Ab-symbol is replaced by a two-part structure. An inspection of these (items 24 to 31 and 32 to 39) shows that at this level they each have exactly the same structure, which derives from the template Sa( (A:C)B...) (compare example (xib)). The first of these has the precise form:
\[(A:G:B) \quad ...\]
and the second:
\[(A:G:Ba:Bb) \quad ...(e)\]

4.2

The complexity of the B-symbol in a derives from the structure of the constituents of the Cb-symbol of c. The construction replacing this symbol is based on Sa( (G:A)B...) and in the precise form:
\[(G:A:Ba:Bb:Bo:Bd) \quad ...\]

Replacing Bo of f is the construction "ma'a wazīri l-kārijiyati l-'al-mānīyl" which derives from the pair of secondary templates Sb( (Fa:Fb...) and Sb( (F:C...) in the precise form:
\[(Fa:Fb:C) \quad ...\]

Replacing Bd of f are items 15 to 23 which are also based on the templates Sb( (Fa:Fb) and Sb( (F:C...), and once again in the precise form:
\[(Fa:Fb:C) \quad ...(h)\]

The C-symbol of h is constituted by the "relative clause" comprising items 18 to 23 which is based on Sb ( (C)B...) in the
The B-symbol of $i$ is constituted by a simple F-form (item 21) and a further structure based on $\text{Sb}(\ F:C\ldots)$ in the precise form:

$\text{(F:C)} \quad \ldots(\text{j})$

4.3 The B-symbol of $d$ (constituted by items 27 to 31) is replaced by a construction deriving from $\text{Sb} (\text{Fa:Fb}\ldots) \text{ plus } \text{Sb} (\ (\text{F:C}\ldots)$ in the precise form:

$\text{(Fa: Fb: Ca:Cb)} \quad \ldots(\text{k})$

4.4 Diagrammatically this structure will have the form:

![Diagram](image-url)
Some Generative Properties of Arabic

0 Introductory

In this chapter we examine, albeit in preliminary fashion, some of the different ways Arabic may express a given representation.

The sum of these different modes of expression taken together will be termed the 'generative properties' of the language with respect to the representation concerned.

Such a concept does of course broadly correspond to the notion of the various "uses" of forms and constructions identified by the traditional grammarian. (See briefly 4.0 of chapter 3).

It will be obvious that the study of the generative properties of any language is an enormous if not endless task, and that the few observations offered below do not even scratch the surface of the topic. Our justification for its inclusion is merely that any model of description - whether in the final analysis adequate or inadequate, should at least be shown able to describe the limited corpus to which it has been exposed, and from which it has been developed.

The chapter comprises the following components. In section 1 we outline the representation, and then, in section 2 we assign various encodings to this. Finally in section 3 these encodings are expanded to give a selection of utterances appropriate to the representation.

1 The representation

The situation envisaged is of a hungry man - by profession a perhaps not very successful beggar, picking up the remains of a
loaf of bread which a woman has thrown away, and eating it.

There are thus two main components of the situation - a woman throwing away a loaf of bread, and a man eating same. The representation of this event will therefore comprise two main components - a more recent event and an earlier event which stands as an attribute of a participant in the later.

Let us further assume that - not having occasion to observe the manners of polite society, he is inclined to gnaw at this loaf and to employ in doing so a set of teeth rather the worse for wear.

Thus as participants in the 'superordinate' representation we have a man, a loaf and the teeth viewed separately from the man. As attribute to the loaf stands a subordinate representation whose participants are this same loaf and a woman.

Hence the first representation will be of the form:--

\[ R_1(P.A): R_2(R.A): R_3(P.A): C \]

...1

and the second:--

\[ R_1(P.A.): R_2(P.A): C \]

...2

Then since being a beggar is an alienable attribute (see para 1.2 of chapter 4) we should envisage a second subordinate representation of the form:--

\[ R_1(P.A.): C \]

...3

Taken together we will have the composite representation:--

\[ R_1(P.A.): R_2(P.A): R_3(P.A): C \]

(see expressions 5 and 6 of chapter 4, para. 1.4 and also 1.7).

To these elements are assigned the following values:--
The relationships of these participants to their circumstances are as follows:—

Since the man is gnawing the loaf he is the agent of the event and hence $R_1$ of the superordinate representation will have the value [agentive]. Since the loaf is the locus of the action and the teeth the instrument through which the action is carried out $R_3$ of this representation will have the value [objective] and $R_2$ instrument.

In the larger subordinate representation the woman is the agent and the loaf once again the locus of the event. $R_1$ of (2) therefore has the value [agentive] and $R_2$ [objective].

In representation (3) the man is again the agent and hence $R_1$ has the value [agentive].
As was mentioned in para. 1.5 of chapter 4 it is not claimed that these feature bundles constitute an adequate representation of the objects and events they purport to describe. They should however be adequate to our grammatical concerns.

2 Some possible encodings

2.0 The structure of any encoding assigned to this representation will be a function of two variables, namely, the particular features of the bundles selected for encoding, and any 'judgements' imposed on the representation as a whole. The range of possible judgements is taken to be constrained by the nature of the particular systems of content available to the user and their membership.

The types of judgement which will be taken into consideration in this chapter are those made available by the systems ADt (see the footnote to para. 2.4.2.6 of chapter 11), DCm and the system(s) of thematic sememes.

This latter is a most important system for our present purposes. However since the determination of its structure is a matter of much complexity, the better course seemed to be to omit it completely from a study of this kind. Therefore for present purposes only we will assume without argument that, save for the case where AAs(Prog) is assigned as part of the encoding of the circumstance, (i.e. where the verb is a participle having 'progressive' function - see para. 1.5 of chapter 10) the 'unmarked theme' (U-T) of any utterance will be that component which immediately follows the verb. Any component which precedes the verb when the latter does not express AAs(Proc) - be it subject or no, will be termed the 'marked theme' (M-T). In our terms such structures will be understood to express the sememes (U-T) and (M-T). (1)

We will further assume that any participant of a superordinate representation may express \((M-T)\), although it is not clear that any participant may express \((U-T)\). (Neither is it clear whether the verb may be the theme).

Let us now investigate the consequences of assigning to one or other of the participants of expression 1 the sememes \((M-T)\) and \((U-T)\).

### 2.1.0

If \(P(R_1)\) is selected - i.e. the beggar, there are no problems. If \((M-T)\) is assigned the expression of \(P(R_1)\) will precede that of the circumstance "gnawing". If \((U-T)\) the reverse will be the case. Thus we might have in the former case:

\[\text{ia) } \text{'imma l-mutasawila qajama r-raḡifa bi'asmānihi}\]

and in the latter:

\[\text{ib) } qajama l-mutasawilu r-raḡifa}\]

### 2.1.1

The most complicated case is that where \(P(R_2)\) is assigned \((M-T)\). A typical expression might then be:

\[\text{iiia) } \text{'asmā 'asnāmūhu fāsta'malahā liqadmi r-raḡifi}\]

If assigned \((U-T)\) we might have:

\[\text{iiib) } \text{stu'milat 'asnāmūhu liqadmi r-raḡifi}\]

The following points should be noted in regard to these:

a) The assignment of a thematic sememe to a participant

having \([\text{R[Instrument]}]\) requires the addition to the encoding of the lexeme \(L_p\) \((10'ml: \text{use})\) or some similar.

b) The encoding of the feature \([\text{past time}]\) of \(C\) is assigned to this element rather than to the segment encoding \(C\).

---

(1) a) \((n-P)\): the-beggar: gnaw(3ms-act-com): the-loaf: with-

- teeth-him. "The beggar gnawed the loaf with his teeth."

b) "The beggar gnawed the loaf".

(2) a) as for: teeth-him: use(3ms-act-com)-then: to-gnaw(mas): the-loaf: "His teeth he used to gnaw the loaf".

b) use(3fs-pass-com): (as a). "His teeth were used to gnaw the loaf".
c) Causal modality is in general assigned to any predicate in configuration with a sememe from AAs and hence also attaches to \( Lp(10^\text{ml}) \).

d) This lexeme is compatible only with \( DCm(Dyn) \) and \( DCmq(E-I-S) \).

e) The circumstance and the participant having \( R[^{\text{objective}}] \) are encoded under the government of \( DAx(Purp) \).

f) \( R_3[^{\text{objective}}] \) is encoded by \( AGr(Ann) \).

2.1.2 If \( P(R_3) \) - the loaf, is assigned \( (M-T) \) the ensuing construction is much the same as (ia), the only difference being that it will have an anaphoric "copy" suffixed to the verb. The beggar is assumed to be assigned \( (U-T) \). Thus:

\text{iia) } '\text{inna n-r-aq}\text{f}\text{a qa}\text{d}\text{amah m-}\text{mutasawwilu}

If on the other hand this participant is assigned \( (U-T') \) the consequences are rather different. Let us assume that the predicate sememe assigned to \( C \) is \( DBp \) \( (\text{qdm: gnaw}) \) then, within the system \( DCm \) it is compatible only with \( DCm(Dyn) \) and \( DCmq(E-I-S) \). In traditional terms the verb may be active or passive but not for instance inchoative.

If \( (U-T) \) is assigned the circumstance \( C \) will be assigned, by rule of addition, \( DCmq(E-I-S) \). However if this latter is present any participant having \( R[^{\text{agentive}}] \) - i.e. \( P(R_4) \), is commonly given no encoding. Thus we might have the string:

\text{iiib) } qu\text{dima n-r-aq}\text{f}\text{u (1)}

This implies that there must be at least some ordering of the encoding rules (compare para. 3.9 of chapter 4). In particular, the assignment of thematic sememes should precede all other, and that of members of \( DCm \) should precede the encoding of participants.

(1) \text{gnaw(3ms-pass-com): the-loaf. "The loaf was gnawed"}.
This latter entails that the circumstance should also be encoded before the participants.

2.2.0 Let us now work through these various possibilities in rather more detail, beginning with $P(R_1)$. Thematic sememes are assigned by the rules:

$$
(P.A)R_x \xrightarrow{y} (U-T) \quad \ldots 5
$$

That is, in some (discourse) context 'y' thematic sememes are added to the item given on the left.

2.2.1 Assignment of either of these to $(P.A)R_1$ gives the expressions:

$$
R[agentic] \xrightarrow{(U-T)} AGr(Suj) \quad \ldots 7
$$

$$
R[objective] \xrightarrow{R[ag]} T AGr(oj) \quad \ldots 8
$$

$$
R[Instrument] \xrightarrow{R[ag]} T \mathcal{DL}(Inst) \quad \ldots 9
$$

That is, if a participant in an agentive relationship is assigned a thematic sememe it is encoded as $AGr(Suj)$ and eventually becomes the subject of the sentence. Expressions 8 and 9 are not in fact the only possibilities but they are the ones which will be considered here. ($T$ = theme).

2.2.2 The assignment of thematic sememes to an agentive participant also has consequences for the value of the element assigned from the system of causal modality. However since this value depends in addition on the predicate assigned to the circumstance the latter should be dealt with first.

Maintaining the assumption that it is the gnawing of the loaf rather than its mere consumption that is highlighted we will have:

$$
C \xrightarrow{\text{past time}} DBp(qdm: gnaw) \quad \ldots 10
$$

That is, all features of $C$ except past time are encoded by $DBp(qdm)$. Then:

$$
C \xrightarrow{\text{past time}} AAsh(Comp) \quad \ldots 11
$$
Since DBp (qdm) is compatible only with DCm(Dyn) and DCmq(E-I-S) of the system 'causal modality' we now get:

\[
(C) \begin{bmatrix} \text{5.6} \\ \text{10} \end{bmatrix} \quad \text{DCm(Dyn)} \quad \ldots \ldots 12
\]

That is, in the context of an agentive participant as theme (expressions 5 and 6) and the predicate DBp(qdm)(expn.10) the sememe DCm(Dyn) is added to the encoding of C.

Since this predicate is but one of many that would impose the same restriction, 12 could clearly be made more general.

Expressions 10-12 then give the encoding segment:

\[
\text{DBp(qdm)} + \text{DCm(Dyn)} + \text{AAsh(Comp)} \quad \ldots \ldots 13
\]

2.3 The next case is that where (P.A)R₁ is assigned thematic sememes. If assigned (M-T) we have:

\[
\text{R} \quad \begin{bmatrix} \text{instrument} \\ \text{(M-T)} \end{bmatrix} \quad \emptyset \quad \ldots \ldots 14
\]

That is, an 'instrument' participant assigned (M-T) will appear first in the sentence, typically preceded by the particle 'amnā, and is taken to be neither subject nor object.\(^{(1)}\)

If (U-T) is assigned we get:

\[
\text{R} \quad \begin{bmatrix} \text{instrument} \\ \text{(U-T)} \end{bmatrix} \quad \text{AGx(Suj)} \quad \ldots \ldots 15
\]

It was noted above (para. 2.1.2 point a) that where an instrumental participant is thematised a predicate such as Lp (10'tml: use) must be added. Hence:

\[
\text{R} \quad \begin{bmatrix} \text{in} \rightarrow \text{T} \end{bmatrix} \quad \text{Lp (10'tml)} \quad \ldots \ldots 16
\]

Then (point b) the feature C [past time] is encoded as per expn.11 but is assigned to the segment of the encoding containing Lp(10'tml) by:

\[
(Lp(10'tml)) \quad \text{R} \quad \begin{bmatrix} \text{in} \rightarrow \text{T} \end{bmatrix} \quad \text{AASH(Comp)} \quad \ldots \ldots 17
\]

As in the case of DBp(qdm), only DCm(Dyn) and DCmq(E-I-S) of system

\(^{(1)}\) In this respect we may perhaps be accused of inconsistency. If (M-T) is assigned to (P.A)R₁ (expn.7) either of the constructions 'inna l-mutasawwila...or al-mutasawwila...is possible. By analogy with the latter it seems better to regard the former as subject - despite being in the "accusative case". Since the latter construction seems inappropriate in the present case 'amnā, anāmhu... or 'inna 'anāmhu... are not regarded as subject.
DCm are compatible with $L_p(10^\text{ml})$. If $(M-T)$ is assigned either of these sememes may be added. (That is, we may have either 'annā 'asnānuhū fasta'malāhā... (active) or 'imma 'asnānuhū stu'milat... (passive). If $(U-T)$ is assigned then only the latter sense is admissible (i.e. stu'milat 'asnānuhū...). Hence:

(C) $\begin{align*}
R & \in (M-T) \\
L_p(10^\text{ml}) & \rightarrow \\
DCm(Dyn) & \rightarrow
\end{align*}$ ...18

(C) $\begin{align*}
R & \in (U-T) \\
L_p(10^\text{ml}) & \rightarrow \\
DCm(E-I-S) & \rightarrow
\end{align*}$ ...19

If $DCm(Dyn)$ is assigned then, in the case where the agentive participant becomes unmarked theme, we have:

$\begin{align*}
R & [\text{agentive}] \\
\in (M-T) & \\
DCm(Dyn) & \rightarrow \\
AGr(Suj) & ...20
\end{align*}$

If $DCm(E-I-S)$ is assigned:

$(P.A)R_1 \in DCm(E-I-S) \emptyset$ ...21

That is, if expn. 20 applies we would get "'annā 'asnānuhū fasta'malāhā l-mutasawwilu...", but if expn. 21 the agentive participant receives no encoding (compare para. 2.1.1).

If expn. 17 applies then, to take the simplest case, we will have:

$(C;(P.A) R_3) \in L_p(10^\text{ml}) \rightarrow DAr(Purp)$ ...22

Then:

$\begin{align*}
R & [\text{objective}] \\
(P.A)R_3 & \\
DAr(Purp) & \rightarrow \\
AGr(Ann) & ...23
\end{align*}$

See points (e) and (f) of para. 2.1.2. In other words we will get something of the order of "...liqādārī k-ruqīfī".

2.4 The third case is where $(P.A)R_3$ is assigned thematic sememes. This part of the encoding differs from that of $(P.A)R_2$ principally
in the non-assignment of $Lp(10^\text{ml})$. If therefore in expns. 14, 15, 18-20 we substitute 'objective' for 'instrument' and $DBp(qdm)$ for $Lp(10^\text{ml})$, expressions for the encoding of $(P,A)R_3$ will be given. To these should then be added:

$$R \left[ \text{instrument} \right] \left[ R \left[ a \right] \rightarrow T \right] \text{DML Inst}$$

(See the remark in 2.2.1 regarding expn. 9).

2.5 In summary there will be (in addition to that of expn. 13) the following encodings of $C$ and $Lp(10^\text{ml})$:

<table>
<thead>
<tr>
<th>Expression</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>$DBp(qdm) + DCm(E-I-S) + AAsh(Comp)$</td>
<td>25</td>
</tr>
<tr>
<td>$DBp(qdm) + DAr(Purp)$</td>
<td>26</td>
</tr>
<tr>
<td>$Lp(10^\text{ml}) + DCm(Dyn) + AAsh(Comp)$</td>
<td>27</td>
</tr>
<tr>
<td>$Lp(10^\text{ml}) + DCm(E-I-S) + AAsh(Comp)$</td>
<td>28</td>
</tr>
</tbody>
</table>

Note finally that to the whole of this network of relational and thematic sememes will be added - in the present case, the sememe $Cm(\text{Dec})$; (See expression 42 of chapter 4, para. 2.4).

2.6.0 We turn next to the encoding of the three participants of this representation and we will assume first of all that none of these receives an anaphoric encoding.

2.6.1 Consider first the items $(P,A)R_4$. If in the judgement of the user the attribute of some participant is 'habitual' or in the nature of an 'occupation' - and yet cannot properly be regarded as inalienable, the attribute is encoded by a sememe which is commonly included within a lexeme. If he does not so judge then participant and attribute are encoded separately.

If we assume that the former is the case we have:

$$\begin{align*}
(P,A)R_4 \left[ \text{one} \right] & \rightarrow Lp \ (\text{matasawwil: beggar}) \quad \ldots 29 \\
P(R_4) & \rightarrow ISu(\text{Indiv})/ \quad \ldots 30 \\
P(A(R_4)) & \rightarrow ISu(\text{Indiv})/ \quad \ldots 30 \\
C(A(R_4)) & \rightarrow /DBp(5\text{swl: beg})/ \\
& \quad /\text{DML(0ccp)}/ \quad \ldots 31(1)
\end{align*}$$

(1) For lexemes of this type see para. 3.2.1.1 of chapter 9.

(i) The verb (5swl) is diachronically related to (5s1) but for present purposes is presumed to be synchronically distinct.

(ii) For rules of the type of 30 and 31 see para. 2.3 of chapter 4.
Where the above encoding is applied so also will be:

\[
P(R_1) \rightarrow [\text{male}] \xrightarrow{\text{Lsp (mutassawwil)}} \text{DHa (Male)} \]

\[
P(R_1) \rightarrow [\text{one}] \rightarrow \text{ANu(Sing)} \]

By rule of addition we will have:

\[
\left( \begin{array}{c}
P(R_1) \\
\text{A(R} \end{array} \right) \rightarrow \text{ADt(Def)} \]

Ignoring relational sememes we now have the following encoding segment:

\[
\text{Lsp (mutassawwil)} + \text{DHa(Male)} + \text{ANu(Sing)} + \text{ADt(Def)} \]

2.6.2

(P.A)\(R_2\) may be encoded in a variety of ways. Let us assume first of all that its ultimate expression mode will be those of examples iii) and iv). Hence:

\[
P(R_2) \rightarrow \text{DHa(sinn:tooth)} \]

\[
P(R_2) \rightarrow \text{DSu(Indiv)} \]

\[
P(R_2) \rightarrow \text{DHa (Male)} \]

\[
P(R_2) \rightarrow \text{ANu (Sing)} \]

Since rules 37-9 relate to features encoded outside the main bundle, and since rule 37 assigns a member of DSu, the feature [belonging to] is encoded as 'annexation' (Compare expression 35 of chapter 4, para. 2.4). Hence:

\[
P(R_2) \rightarrow \text{P[f] DSu(Indiv)} \rightarrow \text{AGr(Ann)} \]

Since DSu(Indiv) is a substantive sememe there will be the rule of addition:

\[
(P(R_2)) \rightarrow \text{ADt(Def)} \]

(1) A consideration of the circumstances governing the assignment of anaphoric encodings is omitted from this study.

(2) Expressions 37-9, 41 constitute an anaphoric encoding — and in particular one having expansion as a "personal pronoun". These are considered to comprise a deictic element (DSu(Indiv)) a sememe of determination (ADt), of human animacy (DHa) — here, and one of number (ANu).
Finally for the participant:

\[ P(R_2) \stackrel{\text{[twelve]}}{\rightarrow} \text{ANu(Plural)} \]  
\[ (P(R_2)) \stackrel{\text{[DBs]}}{\rightarrow} \text{ADt(Def)} \]  

Rules 36-43 then give the following encoding segments - once again omitting relational sememes (with the exception of AGr(Ann)).

\[
\begin{align*}
\text{DBs(simm) + ANu(Plural) + ADt(Def)} & & \cdots 42 \\
\text{DBs(Indiv) + DHa(Male) + ANu(Sing) + ADt(Def)} & & \text{AGr(Ann)} \\
\end{align*}
\]

2.6.3 Participant P(R_3) may also be encoded in a variety of ways.

Assuming the simplest of these we will have:

\[
\begin{align*}
P(R_3) \rightarrow & \text{DBs ([one] loaf)} & 45 \\
P(R_3) \rightarrow & \text{ANu(Sing)} & 46 \\
(P(R_3)) \rightarrow & \text{ADt(Def)} & 47 \\
\end{align*}
\]

2.7.0 We now have materials adequate to the construction of complete encodings for the expressions of examples i) to iii) of para. 2.1.

Consider first that of example ia), where the agentive participant is assigned (M-T). From 5, 7 and 35 comes the segment:

\[
\begin{align*}
\text{Lsp(mutasawwil) + DHa(Male) + ANu(Sing) + ADt(Def)} & & \text{AGr(Suj) + (M-T)} \\
\end{align*}
\]

From 9 and 44 comes:

\[
\begin{align*}
\text{DBs(simm) + ANu(Plural) + ADt(Def)} & & \text{MTx(Inst)} \\
\text{DBs(Indiv) + DHa(Male) + ANu(Sing) + ADt(Def)} & & \text{AGr(Ann)} \\
\end{align*}
\]

Expressions 8, 45-7 give:

\[
\begin{align*}
\text{DBs ([ra\'gI f: loaf]) + ANu(Sing) + ADt(Def)} & & \text{AGr(0j)} \\
\end{align*}
\]

Encodings of the circumstance will be as per 13.

2.7.1 The encoding underlying example ib) is exactly the same as that given above save that sememe (M-T) of segment 1 is replaced by (U-T).

The next encoding is that underlying example iia), namely:

\[
\begin{align*}
\text{Lsp(mutasawwil) + DHa(Male) + ANu(Sing) + ADt(Def)} & & \text{AGr(Suj) + (U-T)} \\
\text{DBs([ra\'gI f: loaf]) + ANu(Sing) + ADt(Def)} & & \text{(U-T)} \\
\text{DBs(qdm) + AAsh(Comp) + Dm(Dyn)} & & \text{} \\
\end{align*}
\]
Segment 1 derives from 20 and 35, segment 2 from 5, 45-7, and segment 3 from 10, 11 and 18.

2.7.2 Next, the encoding underlying example iiiia) – that is, the case where (P.A)R$_2$ of expression 4 is assigned (N-T).

<table>
<thead>
<tr>
<th></th>
<th>DB$_a$(simn) + AN$_u$(Plural) + AD$_t$(Def)</th>
<th>(M-T)</th>
<th>(U-T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1b</td>
<td>DB$_u$(Indiv) + DH$_a$(Male) + AN$_u$(Sing) + AD$_t$(Def)</td>
<td>AGR(Ann)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>LP$_a$(masasawwil) + DH$_a$(Male) + AN$_u$(Sing) + AD$_t$(Def)</td>
<td>AGR(Suj) + (U-T)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>LP$_a$(10'ml) + AASH(Comp) + DCM(llyn)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4a</td>
<td>DB$_a$(qdm)</td>
<td>DAr(Purp)</td>
<td>52</td>
</tr>
<tr>
<td>4b</td>
<td>DB$_a$(raqif) + AN$_u$(Sing) + AD$_t$(Def)</td>
<td>AGR(Ann)</td>
<td></td>
</tr>
</tbody>
</table>

2.7.3 Finally, the encoding which underlies the expression:

(iv) qu'dima r-raqifu bi'asnamihi

This of course is the case where (P.A)R$_3$ of expression 4 is assigned (U-T). Hence:

|   | DB$_a$(raqif) + AN$_u$(Sing) + AD$_t$(Def) | AGR(Suj) + (U-T) | (M-T) | (U-T) |
|---|--------------------------------------|-------|-------|
| 1 | | | |
| 2 | (as per 49) | | |
| 3 | DB$_u$(qdm) + AASH(Comp) + DCMq (B-I-S) | | |

Segment 1 derives from 6, 15, 45-7, and segment 3 from 10, 11, and 19. Segments 1a and 1b derive from 5 and 44 (in turn deriving from expressions 36-43), segment 2 from 24 (see para. 2.4) and 35, segment 3 instances 27, and segments 4a and 4b from 26 and 45-7 respectively.

2.8.0 In this paragraph certain other anaphoric encodings are examined. First, however, it is necessary to repeat that the simple pattern of thematisation assumed for the purposes of this chapter is not claimed as a satisfactory account of the phenomena. (Consider again example iiiia) (para. 2.1.2):

'amn. 'asnamuha fasta'mahala liqaqmi r-raqif

What we appear to have here is a marked theme 'asnamuha and an unmarked theme the third masculine singular pronoun incorporated in the verb sta'mala. The question then arises, since the

(1) gnaw(3ms-pass-comp): the-loaf with-teeth-him. "The loaf was/ had been gnawed by his teeth".
referent of the pronoun of the verb and of the -hu of 'asnāmuhu is the same does it make sense to regard the relevant participant as assigned (M-T) and (U-T) in the one utterance?

The nature of such phenomena being not at all clear the following discussion will be confined to those cases where as single theme is encoded anaphorically. (The pronoun -hā of sta'malāhā we take to be syntactically conditioned and hence without functional load).

2.8.1.0  Let us then consider the encodings underlying the following expressions:

va) quḍima bi'asnānihi
vb) qaḍama raḡifan bi'asnānihi (1)

Example va) should be compared with iv) of para. 2.7.3 and vb) with ib) of para. 2.1.0.

2.8.1.1 In va) the loaf- (P.A)R₁ is assigned (U-T) and hence its encoding will be:

\[ P(R₁) \left[ \text{object} \right] \xrightarrow{x} DSu(Indiv) \]

The feature \( F(R₁) \) [object] is encoded as per 46. The encoding otherwise conforms to that of 53.

2.8.1.2 In vb) the beggar -(P.A)e,j, is assigned (U-T) but since the participant is a human animate we have:-

\[ P(R₂) \left[ \text{adult} \right] \xrightarrow{x} DSu(Indiv) \]

(1) a) gnaw(3ms-pass-comp) - it: by-teeth-him. "It was gnawed by his teeth".

b) gnaw(3ms-act-comp)-he: loaf: with-teeth-him. "He gnawed a loaf with his teeth."
These expressions should be compared with 37-9, 41 which encode precisely the same features in a different context. (For discussion of the difference between anaphoric encoding of human animates and others see section 2 of chapter 7).

2.9.0 To conclude this section let us examine two cases of encoding as an attribute, arising from \((P\cdot A)R_3\). The first of these will concern an attribute as part of the encoding of \(P(R_3)\) and the other the case where \(A(R_3)\) of the representation set out as 4 is assigned an encoding. In the first case the resulting expression might be:

\(vi) \quad \text{qadama ra\=g\=ifa l-\=kubzi (1)}\)

The "object" of \(vi)\) is taken to expand the encodings:

\[
P(R_3) \quad \underline{\text{one}} \rightarrow \text{[De:ra\=g\=ifa: loaf]} \quad \ldots \quad 60
\]

\[
P(R_3) \quad \underline{\text{bread}} \rightarrow \text{[De:kubzi: bread]}
\]

\[
P(R_3) \quad \underline{\text{one}} \rightarrow \text{[Anu(Sing)]}
\]

\[
(\text{De}_2) \quad \underline{[P \rightarrow \text{De}_1 + \text{De}_2]} \quad \left\{ \begin{array}{l}
\text{AGr (Ann)} \\
\text{ADt (Def)}
\end{array} \right. \quad \ldots \quad 63
\]

With 63 compare expression 35 of chapter 4 para. 2.4. The present case is of course one of an attribute in the form of a substantive.

2.9.1 A typical expression resulting from the second case of attribution might be (See the representation attached to \(A(R_3)\) in expression 4):

\(vii) \quad \text{qadama l- mutasawwilu r-ra\=g\=ifa l-\=ladi\=x ramat bihi l-mar\=fatu (2)}\)

(1) gnaw(3ms-act-comp): loaf: the-bread "he gnawed the loaf of bread"
(2) " the-beggar: the-loaf: which: throw(3fs-act-comp):it: the-woman. "The beggar gnawed the loaf which the woman had thrown away".
The theme of any "relative clause" will obviously be the material to which it is attributed, in this case the loaf, which is moreover the marked theme with respect to this clause. Hence the encoding will proceed as per the case where $R_{2}(A(R_3))$ in the superordinate representation is assigned $(M-T)$, with the difference that the constraining factor is the relationship of attribution, rather than the assignment of this sense.

Thus:

$$R_2(A(R_3)) \begin{cases} \text{objective} \\ \text{subjective} \end{cases} \frac{P(R_2(A(R_3)) = P(R_3))}{\emptyset} \quad \ldots64$$

With this compare expression 14. Next the circumstance $C(A(R_3))$ is encoded:

$$C(A(R_3)) \begin{cases} \text{past time} \end{cases} \rightarrow \text{DIP} \quad (\text{may: throw}) \quad \ldots65$$

$$C(A(R_3)) \begin{cases} \text{past time} \end{cases} \rightarrow \text{Aash} \quad \ldots66$$

With these compare expressions 10 and 11. This predicate also is one of those compatible only with $\text{DCm}(\text{Dyn})$ and $\text{DCmg}(\text{E-I-S})$.

It will be recalled (see expression 18) that either of these may be assigned if an 'objective' participant is assigned $(M-T)$. Since as we have noted the situation here is analogous we may write:

$$(\text{DIP}) \begin{cases} \text{P}(R_2(A(R_3)) = P(R_3)) \end{cases} \begin{cases} \text{DCm}(\text{Dyn}) \end{cases} \begin{cases} \text{DCmg}(\text{E-I-S}) \end{cases} \quad \ldots67$$

Example vii) presupposes the assignment of $\text{DCm}(\text{Dyn})$ and hence:

$$R_1(A(R_3)) \begin{cases} \text{agentive} \end{cases} \begin{cases} R_2(A(R_3)) \begin{cases} \text{objective} \end{cases} \end{cases} \begin{cases} \text{Agr}(\text{S}) \end{cases} \quad \ldots68$$

That is, in the context where $R_2(A(R_3)$ has the value $\text{objective}$, the participants $P(R_2(A(R_3))$ and $P(R_3)$ have the same value, and $\text{DCm}(\text{Dyn})$ is assigned, a participant in an 'agentive' relationship is assigned $\text{Agr}(\text{S})$. Finally, encoding $P(R_1(A(R_3))$ we get:
Expressions 69 and 70 should be compared with 26 of chapter 4, para. 2.4. In the present example we have the case where [female] is encoded separately from the main bundle, and in the latter a case where [male] is encoded in the substantive DBs(rajul). We will also have the expression:

\[(A) \quad [O(A) \rightarrow DBs] \quad Agr(Att)\]

That is, wherever some term A of a representation is given a distinct encoding (compare 29) the sememe Agr(Att) is assigned automatically. Thus the encodings underlying the attributive portion of examples vi) and vii) will be:

| 1a | DBs(rajul) + Anu(Sing) | Agr(Ann) | Agr(Oj) |
| 1b | DBs(ubz) + Anu(Sing) + Adt(Def) | Agr(Ann) | Agr(Oj) |

deriving from 60-63, and:

| 1a | DBs(rajul) + Anu(Sing) + Adt(Def) |
| 1b | DBs(rajul) + Anu(Sing) + Anu(Ann) + Adt(Def) |
| 1bb | DBs(rajul) + Ash(Comp) + Dom(Dyn) |

Segment 1a derives from 45-7, segment 1ba from 69-72 and segment 1bb from 65-7. Relational sememes are given by 8 and 73. Note that in 74 the assignment of Agr(Ann) implies the definiteness of sub-segment 1a, thus rendering the assignment of Adt(Def) unnecessary.

3 Expansions

3.0 The process of expansion follows closely that outlined in section 3 of chapter 4, save that expansion of the relational sememes
will precede that of other elements.

3.1.0 Let us first of all consider the encoding segments 13, 48-50, i.e. that underlying example ia). Taken together these give:

<table>
<thead>
<tr>
<th></th>
<th>Lsp (mutasawwil) + DHa(Male) + ANu(Sing) + ADt(Def)</th>
<th>AGr(Suj) + (M-T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>DBs(simn) + ANu(Plural) + ADt(Def)</td>
<td>DTr(Inst)</td>
</tr>
<tr>
<td>2b</td>
<td>DSu(Indiv) + DHa(Male) + ANu(Sing) + ADt(Def)</td>
<td>AGr(Ann)</td>
</tr>
<tr>
<td>3</td>
<td>DBs(regf) + ANu(Sing) + ADt(Def)</td>
<td>AGr(0j)</td>
</tr>
<tr>
<td>4</td>
<td>DBp(qdm) + AAsh(Comp) + Cm(Dyn)</td>
<td></td>
</tr>
</tbody>
</table>

Among syntactic associates of AGr(Suj) are

\[ Sa((G:A)B...) \text{ and } Sa((A:C)B...) \]

(see paras. 2.4 and 2.6 of chapter 13). Which of these is appropriate in any particular case depends on the one hand on whether a thematic sememe is assigned to the segment under consideration, and on the other on the value of this sememe.

In this case (M-T) is assigned to segment 1 which determines that the relevant association is

\[ AGr(Suj) \underbrace{(M-T)}_{Sa((A:C)B...)} \]

Since AGr(0j) of segment 3 configures with no thematic sememe, which is in effect the 'unmarked' case, we will have:

\[ AGr(0j) \rightarrow Sa((G:A)B...) \]

AGr(Ann) of segment 2b is associate only with Sb(Fa:Fb...) (see paras. 3.1.0 and 3.1.1 of chapter 13). Hence:

\[ AGr(Ann) \leftrightarrow Sb(Fa:Fb...) \]

DTlr(Inst) has no discrete syntactic expansion; the whole of the expansion of segment 2 simply replaces a dummy symbol B (see para. 2.1 of chapter 13). The sememe Cm(Dec) similarly has no associate among syntactic templates - and neither, unless we accept the claim of the particle 'inna, among the morphological systems. Its presence in the encoding is inferred from the structural unmarkedness of the expression.
Having exhausted all elements having syntactic associate the templates of 77-79 may be 'summed'. Taking first 77 and 78 we get (compare table 5 of chapter 4, para. 3.6):

\[
\begin{array}{ccc}
A & G & B \\
G & A & B
\end{array}
\]

Table 1

which gives the compound template (Aa:G:Ab:B...). Adding 79 to this:

\[
\begin{array}{cccc}
Aa & G & AB & B \\
Fa & Fb & & 
\end{array}
\]

Table 2
giving (Aa:G:Ab:(Fa:Fb...)B...) Note that since the symbol B is recursive it is not simply replaced by 79. The structure (Fa:Fb...) is merely an instance of B.

3.1.1 Turning next to the morphological section of this expansion, we see that segment 1 contains a lexeme, and as noted in para. 3.8 of chapter 4 these associate typically both with a root and a morphological template. Hence:

\[
\text{Lsp(mutasawwil)} \rightarrow \begin{cases} 
R(sw1) \\
V(\text{pay(m)} \\
\text{pbx(u)} \\
\text{pdg(t)} \\
\text{pex(a)} \\
\text{ia(a)} \\
\text{iox(i)} 
\end{cases}
\]

...80(1)

Since the contrast ANu(Sing) vs ANu(Plural) is expressed in this measure by the morphological contrast mutasawwilun vs mutasawwil-una, it follows that the former in this case has no expansion. Similarly, the contrast DEa(Male) vs DEa(Fem) is reflected by the pair mutasawwil vs mutasawwilat, and hence here again the former has no expansion.

The other segment 1 sememes are expanded:

\[
\text{ADt(Def)} \rightarrow \text{Npp(1)}
\]

...82

(1) We assume without argument a set of triliteral roots R.
Expression 83 states in effect that $AGr(Suj)$ is also expressed by the "agreement" for number, gender, and person between verb and subject. In Arabic these patterns of agreement are constrained by whether the subject precedes or follows the verb (reflecting assignment of thematic sememes), and by the human animacy of the subject or otherwise (compare para.1.1. of chapter 9).

For the morphological systems concerned in these associations see for expression 81 paras. 1.1 and 1.2 of chapter 11. For those concerned in 82 and 83 see paras. 2.5 and 1.3 respectively of chapter 11.

Since the summation of 80-2 is self-evident we may simply write:

\[ \text{Imutasawwil} \]

3.1.2 Segment 2a has the following expansions:

- $DBg(simn) \rightarrow R(simn)$
- $ANu(\text{Plural}) \left[ DBg(simn) \right] N \{ \text{pa(')} \} \text{is(a)} \text{if(i)}$

and segment 2b:

- $DB(\text{Indiv}) \rightarrow \text{Pa(h)}$
- $ADt(\text{Def})$
- $DMg(\text{Male}) \rightarrow \text{Fb(u)}$
- $ANu(\text{Sing}) \rightarrow P \{ a(h) \} \text{b(u)}$

(1) The structure of the systems giving pronouns of various kinds is rather complex. Since these are not dealt with in this study the designations $Pa$ and $Fb$ are pre-theoretical only.
There are in fact two possible associations of ANu(Sing) here. Either by analogy with the "feminine" form -hā we may regard the sememe as being directly expressed by the whole suffix or, by analogy with the "masculine plural" form -hum we may see -hu as the unmarked partner in the contrast and hence - from the point of view of 'strong association', assume no expansion for ANu(Sing). The former solution is the one preferred here.

AGr(Ann) is expressed by the selection of a pronominal suffix rather than an independent pronoun.

The expansion of DTLr(Inst) is given by the association:

\[ DTLr(Inst) \leftrightarrow Ma(bi) \]

assuming a pre-theoretical system Ma, of prepositions standing outside the root system.

On the morphemes of 86 see paras. 2.1 and 2.2 of chapter 11.

3.1.3 The expansion of segment 3 is given by association 82 plus:

\[ DBs(ra\bar{I}f) \leftrightarrow R(\bar{r}\bar{f}) \]
\[ DBs(ra\bar{I}f) \leftrightarrow Nie(i) \]
\[ ANu(Sing) \left\{ \begin{array}{c} DBs(ra\bar{I}f) \\ \end{array} \right\} \leftrightarrow \text{ir}(a) \]
\[ AGr(Oj) \left\{ \begin{array}{c} K-T \\ \end{array} \right\} \leftrightarrow Nsex(a) \]

The context of rule 94 indicates that we are dealing with a nunminating tri-casal measure. (See para.2.4.2.6 of chapter 11).

That of segment 4 is given by

\[ DBn(qd\bar{m}) \leftrightarrow R(qd\bar{m}) \]
\[ A\bar{A}sh(Comp) \left\{ \begin{array}{c} DBn(qd\bar{m}) \\ \end{array} \right\} \left\{ \begin{array}{c} ia(a) \\ \end{array} \right\} \]
\[ DCm(Dyn) \left\{ \begin{array}{c} ia(a) \\ \end{array} \right\} \left\{ \begin{array}{c} ic(a) \\ \end{array} \right\} \]

3.1.4 From 85-96 the following tables may be constructed:

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>(85)</td>
<td></td>
<td></td>
<td>S</td>
<td>n</td>
</tr>
<tr>
<td>(86)</td>
<td></td>
<td></td>
<td>a</td>
<td>a :</td>
</tr>
</tbody>
</table>
Table 4

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>i</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th></th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>f</td>
</tr>
</tbody>
</table>

Table 6

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
</tbody>
</table>

Summation of Tables 3–6 gives the strings:

i) Table 3:  l  *  a  s  n  a  :  n

ii) Table 4:  h  u

iii) Table 5:  l  r  a  Ñ  i  :  f  a

iv) Table 6:  q  a  ã  a  m  a

Substitution of these for the dummy symbols of the compound syntactic template given by Table 2 proceeds thus:

\[
\text{I m u t a s a w w i l} \left[ \begin{array}{c}
\text{(M-T)} \\
\text{Aa}
\end{array} \right] \\
\left( \begin{array}{c}
\text{(iii)} \\
\text{AGr(O3)} \\
\text{Ab}
\end{array} \right)
\]

\[
\text{(i)} \\
\text{DTIr(Instr)} \\
\text{Fa}
\]

\[
\text{Ma(bi)} \left[ \begin{array}{c}
\text{(90)} \\
\text{(Fa:Gb...)}
\end{array} \right]
\]

\[
\text{(iv)} \rightarrow G
\]

With 97–102 should be compared the expressions of chapter 4, para. 3.7. Although not explicitly stated each string is presumed to be a member of the class represented by the dummy symbol. This point is stressed since the syntactic associate of AGr(Suj) say,
contains two symbols A and G, and without the assumption of such a correspondence we lack a formal means of replacing the right symbol by the right string.

Closing the gaps between the phonemes we get:

1-mutasawwil qadama 1-ragīfa bi'asna:n hu

3.1.5 It will be seen that in particular this expression is deficient in "case" suffixes. These must be introduced by rule of addition. In the case of 'asnān there is no problem since, when preceded by bi or any other member of the system Ma, all forms on the measure 'asf' āl are assigned Nsey(i): (1)

The conditions governing the assignment of a case suffix to mutasawwil are more elusive. Either the morpheme Nse(u) may be added or we may preface the whole utterance by the particle 'inna, in which case Nsex(a) is added. For present purposes let us assume first, that 'inna is to be assigned, second, that the factors governing its assignment are stylistic - and hence beyond our terms of reference, and third, that 'inna is a member of a further pre-theoretical system of particles Mb. Then:

\[
\begin{align*}
\text{[x]} & \quad \text{Mb ('inna)} \\
\text{[inna]} & \quad \text{Nsex(a)} \\
\text{[N-T/B]} & \quad \text{ANu(Sing)} \\
\text{[N-T]} & \quad \text{Ma} \\
\text{[N-T]} & \quad \text{Nsey(i)}
\end{align*}
\]

Context 'x' of 104 represents unstated stylistic criteria. The symbol N-T/B of 105 signifies the context of a nominal measure which is nunnating and both bi- and tri-casal. (The presence of ANu(Sing) in the encoding determines that the measure is in fact tri-casal). The symbol N-T of 106 indicates a measure which is

(1) Traditionally, all nouns governed by a preposition are in the genitive case. The rather tortuous specification given above is necessary since not all nouns have a genitive form.
nunnating tricasal. (See para. 2, of chapter 11).

The utterance is now ready for phonemicisation. Note that the u of -hu becomes i by vowel harmony with the preceding Nsey(i).

3.1.6 If (U-T) were present in segment 1 rather than (M-T) - that is, if the output desired had been analogous to example 1b) rather than ia), the expansion would vary in the following ways. Instead of expression 77 we would have:

\[
\text{AGr(Suj) [\text{U-T}] Sa(G:A)B...}
\]

Summing of the primary templates would then given the compound template (G:Aa:Ab:B...).

Then, in addition to the association of 83, expansion of this sememe would also be given by:

\[
\text{AGr(Suj) [\text{U-T}] Nse(u)}
\]

Replacement of the dummy symbol Aa would then be given by:

\[
\text{lmutasawwilu [\text{U-T}] Aa}
\]

3.2.0 Turning next to the expansion of encoding 51 (example iia) we note that only segment 1 is assigned a relational sememe (AGr(Suj)), the expansion of which is given by the associations of 107, 83, and 108.

The remainder of the expansion is given by the following associations:

Segment 1: 80, 81, 82
Segment 2: 82, 91, 92, 93
Segment 3: 95, 96

Substituting the strings given by these expansions into the template of 107 and closing gaps we get:

\[
\text{qada} \text{ma l - mutasawwilu}
\]

Then, it is assumed that where a segment containing (M-T) has no relational sememe the string expanding that segment is located in
front of the remainder of the expression. Therefore, locating the string of segment 2 we get:

\[ l\text{-ra}\dot{g}\text{i}f \text{ qa}\dot{d}\text{ama} \quad l\text{-mutasawwilu} \]

In this case the addition of Mb('inna) is obligatory (compare 104).

Hence:

\[
\begin{align*}
\text{Ag}(\text{Suj}) & \quad \text{Mb('inna)} \\
\text{N-T} & \quad \text{Nsex(a)}
\end{align*}
\]

and

That is, Mb('inna) is added where (M-T) is not in configuration with Ag(Suj). Expression 113 appears since Fa'IL(ra\dot{g}\dot{if}) is a nunnating tricasal measure.

Finally, where a segment having (M-T) does not also have Ag(Suj) a suffix, corresponding to the class (x or y) of the measure (see para. 3.4 of chapter 4) is added to the verb form. This classification may of course be overridden by sememes of DHa. Thus:

\[
\begin{align*}
\text{Ag}(\text{Suj}) & \quad \text{P a(h)} \\
\text{N-x} & \quad \text{b(u)}
\end{align*}
\]

However, since we require a dummy symbol into which to replace the string of 113 we shall also require the rule of addition:

\[
\begin{align*}
\text{Ag}(\text{Suj}) & \quad \text{Sa}((G:A)B...)
\end{align*}
\]

giving the prephonemicised utterance:

'\text{inna} \quad l\text{-ra}\dot{g}\text{i}f:fa \text{ qa}\dot{d}\text{amahu} \quad l\text{-mutasawwilu}

3.2.1 In the case of encoding 53 (example iv) para. 2.7.3) segment 1
is again the only one containing arelational sememe. Since (U-T)
is also assigned the syntactic expansion of AGr(Suj) is given by
107 and the morphological by 83 and 108. The remainder of the
expansion is given by the following associations:

Segment 1: 82, 91, 92, 93
Segment 2: 85-90
Segment 3 is given by 95 plus:

AAsh(Comp) \[ \begin{array}{c}
\text{ICm}(E-I-S) \\
\hline
\end{array} \]
\[ \begin{array}{c}
\text{ia(u)} \\
\text{icy(i)} \\
\end{array} \] ...

Replacement of the dummy symbols is quite straightforward.

3.3.0 We turn now to encoding 52 (para. 2.7.2 and example iii).
The syntactic expansions of the relational sememes of segments 1b,
2 and 4b are as follows:

AGr(Suj): 107  AGr(Ann): 79 (two instances)

Since one of the instances of AGr(Ann) - that of 1b, forms part of
a segment having (M-T) not in configuration with a relational
sememe, its expansion is set at the head of the utterance
(compare expression 111). Therefore, replacing one of the dummy
symbols B of 107 by the second instance of 79 we get the compound
template:

((Fa:Fb...a)G:A:(Fa:Fb...b): B...)

The remaining expansions are given by the following associations:

Segment 1: 85-89
Segment 2: 80-83, 108
Segment 3:

\[ \text{LP}(10'm1) \leftarrow \text{R'(ml)} \]
\[ \text{LP}(10'm1) \leftarrow \text{V}_{\text{pdg}(t)} \]
\[ \text{LP}(10'm1) \leftarrow \text{V}_{\text{pe}} \]
\[ \text{LP}(10'm1) \leftarrow \text{V}_{\text{icx}} \]

...118

...119
AAsh(Comp) \{ \begin{align*} \text{DScm(Dyn)} & \quad \left[ \text{Ip}(10^9 \text{mI}) \right] \quad \text{V} \quad \{ \text{pex}(a) \} \\ \text{DCm(Dyn)} & \quad \text{V} \quad \{ \text{icx}(a) \} \end{align*} \}

Segment 4a: 95, plus:
\[ \text{DBp(qdm)} [\text{As}] \text{Mib}(a) \]

Segment 4b: 82, 91-3, plus:
\[ \text{AGr(Ann)} [\text{N-T}] \text{Nsey}(i) \]

The expansion of \( \text{DAr(Purp)} \) of segment 4 is given by the association
\[ \text{DAr(Purp)} \rightarrow \text{Ma}(li) \]

Summing of the expansions relating to the root 'ml is as follows:

\[
\begin{array}{c|ccc}
\text{state} & A & B & C \\
\hline
119 & a & a & a \\
119 & a & a & a \\
120 & & A & B & C \\
119 & & & & \\
116 & & & & \\
83 & & A & B & C \\
\end{array}
\]

Table 7

Replacement of the strings into the syntactic dummies proceeds thus:

(Segment 1a) 'as na : n [\text{(M-T)}] Faa

(Segment 1b) hu [\text{(M-T)}] Fba

(Segment 2) li mutasawwilu [\text{AGr(Suj)}] A

(Segment 3) sta'mala C

(Segment 4) li [\text{DAr(Purp)}] (Fa:Fb...b)

(Segment 4a) qadm [\text{DAr(Purp)}] Fab

(Segment 4b) lragifi [\text{DAr(Purp)}] Fab

from which we get:

'as na : n hu sta'mala l-mutasawwil liqadm l-raqifi
The case suffix of qaḍm is given by the association of expression 106. Since segment 1 has no relational sememe in configuration with (M-T) the following rules will also be relevant:

\[
\begin{align*}
(M-T) & \quad \text{Mb (} \text{‘ammā} \text{)} \\
\text{AGr(Suř)} & \quad \{\text{Mb(} \text{fa}) \text{)} \\
\text{‘ammā} & \quad \{\text{Nṣe(u)} \text{)}
\end{align*}
\]

Note that we make no attempt to establish the conditions under which 131 is applicable rather than 112. Also:

\[
\text{fa}(M-T) \rightarrow (\text{Fa;Fb...}a) \quad \text{GiA}(\text{Fa;Fb...b:B...})
\]

That is, fa is inserted at the head of the material not expressing (M-T).

Analogous to the situation in respect of encoding 51 we require a suffix to be attached to sta‘mala (compare 114). This is introduced by the rule:

\[
\begin{align*}
(M-T) & \quad \text{P} \{a(h) b(a) \text{)} \\
\text{AGr(Suř)} & \quad \text{Ny}
\end{align*}
\]

Then, given a further application of the association of 115 we get the pre-phonemicised utterance:

‘ammā ‘asna‘mahu faṣta‘malahā liqaḍmī l-rāṯi‘fī

3.4.0 The most noteworthy feature of the ‘anaphoric’ encoding segments introduced by the group of expressions 54-59 (paras. 2.8.1, example v)) is that in both cases the segments concerned also contain AGR(Suř), but because of their context neither is given a syntactic expansion.
This of course is because in Semitic if the subject of a verb is a pronoun it is incorporated in the verb form itself, and hence no syntactic dummy corresponding to the subject position is required. This restriction is expressed in the rule:

\[
AGr(Suj) \begin{array}{c} \text{DBs/L(a)} \\ \text{Sa} \end{array} \]

of which the rules of 77 and 107 are particular instances. In other words these rules may apply only when a lexeme or base substantive is present in the encoding segment. In consequence of this the appropriate syntactic template must be introduced by rule of addition. Thus:

\[
\begin{array}{c} \text{AGr(Suj)} \\ \text{DBs/L(a)} \end{array} \rightarrow \text{Sa((Q) B...)} \]

3.4.1 The encoding of example va) is as per encoding 53 save that segment 1 of the latter is replaced by:

\[
1 \text{DSu(Indiv) + ANu(Sing) + ADt(Def)} \rightarrow \text{AGr(Suj + (U-T))} \]

All of these sememes are surjectively associate with the morpheme aVs(a), hence:

\[
\{ \begin{array}{c} \text{DSu(Indiv)} \\ \text{ANu(Sing)} \\ \text{ADt(Def)} \\ \text{AGr(Suj)} \\ (U-T) \end{array} \rightarrow Nx \rightarrow aVs(a) \}
\]

Note that the application of this rule presupposes the possibility of examining the full encoding of P(R'') - that is access to the rules of expressions 45, 91-3. Bearing in mind that an anaphoric encoding must presuppose a full encoding such an operation would not be formally difficult.

3.4.2 The anaphoric encoding underlying example vb) of para. 2.8.1.0 differs from that of va) only in the assignment of DHa(Male).
Hence analogous to 137 the following rule will apply:

\[
\begin{align*}
\text{DSu(Indiv)} & \\
\text{DHa(Male)} & \\
\text{ANu(Sing)} & \xrightarrow{\text{AVs(a)}} \\
\text{ADt(Def)} & \\
\text{AGr(Suj)} & \\
\text{(U-T)} & \\
\end{align*}
\]

The encoding segment underlying rag\text{fan} is given by expressions 45 and 46 plus:

\[
(P(R_3)) \begin{bmatrix} \text{DSu} \end{bmatrix} \xrightarrow{\text{Adt(Indef)}} \]

Then:

\[
\begin{align*}
\text{Adt(Indef)} \begin{bmatrix} \text{N-T} \end{bmatrix} & \xrightarrow{\text{Nag(n)}} \\
\end{align*}
\]

Compare expression 94 etc.

3.5.0 Finally we consider the expansion of the encodings derived in para. 2.9, and taken to underlie examples vi) and vii). The complete encoding underlying the former is (see encoding 74):

<table>
<thead>
<tr>
<th>1</th>
<th>DSu(Indiv) + DHa(Male) + ANu(Sing) + ADt(Def)</th>
<th>AGr(Suj) + (U-T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>DBa(rag\text{fan}) + ANu(Sing)</td>
<td>AGr(Cj)</td>
</tr>
<tr>
<td>2b</td>
<td>DBa(kuba) + ANu(Sing) + ADt(Def)</td>
<td>AGr(Ann)</td>
</tr>
<tr>
<td>3</td>
<td>DBp(qda) + AAsh(Comp) + DBm(Dyn)</td>
<td>CM(Dec)</td>
</tr>
</tbody>
</table>

The syntactic expansion is determined by the relational sememes AGr(Cj) and AGr(Ann) alone since, in the absence from segment 1 of a lexeme or member of DBa, AGr(Suj) has no syntactic expansion (compare 135). Hence, the syntactic expansions are given by the associations:

AGr(Cj): 78

AGr(Ann): 79

which when summed give the compound template:

\[
(G: (Fa:Fb...): B...)
\]
Morphological expansions are given by:

Segment 1: 138
Segment 2: (AGr(oj)): 94
Segment 2a: 91-93
Segment 2b: 82 and,

\[ \text{DBs(kubz)} \rightarrow \text{R(kubz)} \]
\[ \text{ANu(Sing)} \left[ \text{DBs(kubz)} \right] \rightarrow \text{Mib(u)} \]
\[ \text{AGr(Ann)} \left[ \text{N-T} \right] \rightarrow \text{Naey(i)} \]

Segment 3: 95, 96.

Replacement of these strings into the template of 142 is fairly straightforward.

3.5.1.0 The complete encoding underlying example vii) is (see encoding 75):

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lap (mutasawwil) + DBs(Male) + ANu(Sing) + ADt(Def)</td>
<td>AGr(Suj) (U-T)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2a</td>
<td>DBs(xa:w) + ANu(Sing) + ADt(Def)</td>
<td>AGr(oj) (Dec)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2ba</td>
<td>DBs(mir') + DBs(Fem) + ANu(Sing) + ADt(Def)</td>
<td>AGr(Suj)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2bb</td>
<td>DBp(1rlay) + AAsh(Comp) + DCm(Dyn)</td>
<td>AGr(Suj)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>DBp(qda) + AAsh(Comp) + DCm(Dyn)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Syntactic expansions of 146 are given by the associations in the following expressions:

Segment 1: 107

AGr(Suj)

Segment 2ba:

AGr(Suj) \[ \text{AAsh(Prog)} \rightarrow \text{Sa((G:A)B)} \] ...

That is, if the segment containing AGr(Suj) is not also assigned a thematic sememe, and if AAs(Prog) is not assigned, the former is expanded by the template shown:

AGr(oj): 78

The expansion of AGr(Att) is given by the rule:

AGr(Att) \[ \rightarrow \text{Sb(F: G)} \] ...

Summing 78 and 107 we get the compound template \((G:Aa:Ab:B\ldots)\).
Adding 148 we get \((G:A(F:C\ldots):B\ldots)\), and finally, with the addition of 147 we have:
\[(G:Aa:(F:(G:Ab:Ba\ldots)c\ldots):Bb\ldots)\]

3.5.1.1 Morphological expansions are given by:
Segment 1: 80-3, 108
Segment 2: \((Agr(0j))\): 94
Segment 2a: 82, 91-3
Segment 2b: Assuming a pre-theoretical series "D" of demonstrative pronouns we get:

\[
\begin{align*}
&\text{Agr(Att)} \quad \text{AAsh(Comp)} \quad \text{Adt(Def)} \quad \text{Npp(1)} \\
&\text{Agr(Att)} \quad \text{AAsh(Comp)} \quad \text{Adt(Def)} \quad \text{Dc(a)} \\
&\text{Agr(Att)} \quad \text{AAsh(Comp)} \quad \text{Adt(Def)} \quad \text{Db(a)} \\
&\text{Agr(Att)} \quad \text{AAsh(Comp)} \quad \text{Adt(Def)} \quad \text{Nx} \\
\end{align*}
\]

Segment 2ba:

\[
\begin{align*}
&\text{Dh}(mr^r) \quad \text{Adt(Def)} \quad \text{R(mr^r)} \\
&\text{Agr(Suj)} \quad \text{Agr(Att)} \quad \text{Nse(u)} \\
&\text{Agr(Suj)} \quad \text{Dh}(Fem) \quad \text{avsp(at)} \\
\end{align*}
\]

plus an instance of the association given by 82. The rule of 155 states that if the segment governed by Agr(Suj) itself forms part of a group governed by Agr(Att), the subject will be marked by

\[\text{(1)}\quad \text{Note that the expansion of these sememes is } mr^r \text{ in the context Adt(Def) and } 'imra' \text{ in the context Adt(Indef).}\]
the nominative case (i.e. 'inna or some such particle cannot be added).

Segment 2bb:

\[
\text{DBp}(\text{rmy}) \iff \text{R}(\text{rmy})
\]

Segment 3: 95, 96

From 150-8 the following tables may be constructed:

<table>
<thead>
<tr>
<th>(153)</th>
<th>m</th>
<th>r</th>
<th>\text{A}</th>
<th>\text{B}</th>
<th>\text{C}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(154)</td>
<td>a</td>
<td>at</td>
<td>u</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(155)</td>
<td>l</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9

<table>
<thead>
<tr>
<th>(156)</th>
<th>r</th>
<th>m</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>(157)</td>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>(158)</td>
<td>a</td>
<td>a</td>
<td>at</td>
</tr>
</tbody>
</table>

Table 10

3.5.2.0 Following on summation of the various morphological expansions and replacement of the syntactic dummies of 149 by the resulting strings we derive:

qadama l-mutasawwilu l-rağiřa l-ladIl ramyat l-mar'atu

This is an acceptable pre-phonemicised expression save for a pronoun which, in the case of "thematisation" of some R objective in a subordinate representation, must be added to the verb of the resulting subordinate clause.

\[
\begin{align*}
\text{P}(R_2) & \left[ \text{a}(h) \right] = \text{P}(R_3) \\
\text{b}(u)
\end{align*}
\]

(1) Note that ramyat becomes reassigned on phonemicisation.
There are many predicate sememes, of which DBp(1my:throw) is one, which require a preposition as part of the expansion of any AGr(0j) occurring in the same encoding or sub-encoding (e.g. segment 2b of 146). Since our pronoun -hu appears in the position which would normally be occupied by a string expanding a segment containing AGr(0j) the appropriate preposition must be added – although in this case it is of course syntactically conditioned. Hence:

\[
\begin{array}{c}
\text{DBp(1my)} \\
159 \\
\text{Ma(bi)} \\
\text{hu [160] Ba} \\
\text{bi -- -- -- (Ba)}
\end{array}
\]

Expression 161 states that since a preposition has been assigned in conjunction with the pronoun, the latter replaces Ba of template 149. (This of course implies that unfilled positions in a template are discarded when phonemicisation begins). Had 160 not applied the pronoun would have occurred in "direct object" position, thus requiring the addition of a further primary syntactic template.

3.5.2.1 The structure of template 149 requires that bihu appear after l-mar'atu, which would not give an acceptable utterance. To be acceptable it should occur after ramayati.

Since the string bihu is syntactically conditioned its position in the utterance will likewise be syntactically conditioned and therefore we require a further rule something like:

\[
\text{(M} J) \begin{array}{c}
159 \\
160
\end{array} G
\]

That is, any string consisting only of a member of form class M and one of form class J is located immediately behind the verb in the case where their introduction is syntactically conditioned (see paras. 1.1.4 and 1.1.6 of chapter 13).
The complexity of the foregoing outline is unfortunate but necessary if we are to indicate in a reasonable space how the model handles a variety of descriptive phenomena. However, one would anticipate that investigations carried out within this framework - as any other, would normally concentrate on one particular group of generative properties while holding other phenomena constant. While this would make for a certain simplification, it must nonetheless be recognized that in the limit grammatical rule schema are highly complex and therefore resistant to generalization.
Preface to appendices A-D

The analyses given in these appendices are compiled on the basis of a largely impressionistic methodology. Since this is consistent with our assumption of ill-definedness in the structure of language it is taken to be theoretically respectable even though it seems clear that a greater precision would be possible.

Any particular analysis is considered to have validity to the extent that it is supported by similar analyses of the same measure. Conversely given some analysis of a fairly clear case this may on occasion be permitted to sway the analysis of a less clear case on the same measure. While this latter procedure at times has the result of legitimising a sememe which would otherwise not have the necessary degree of significance this is in practice exceptionally the case.

The samples of verbs collocating with prepositions given in appendix C are exceptional in that the senses expressed by these prepositions are rather elusive - especially in regard to the distinction between abstract local senses and abstract sense proper and also in their tendency to function as part of a phrasal verb.

In addition to those mentioned above the following principles have been loosely adhered to in compiling these latter analyses.

First if a verb may collocate with a pair of prepositions distinct as to local sense we may suspect - but cannot be certain, that we are dealing with a third sense distinct from the local senses.

Similarly if the object of a verb may either be direct or governed by a preposition it may be suspected that the local sense has withered and been replaced simply by the sense 'objective' (AGR(Oj)).
Note that aspectual sememes are omitted from these analyses, even where appropriate.
Appendix A — To chapter 6

Part 1. A sample of verbs on the measure Fa‘al.

Table a

Forms analysable into the configuration: \( \text{DBp}(x) + \text{DCm}(\text{Dyn}) \)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʰtְm(i)</td>
<td>Decree(t)</td>
<td>ʰtְw(u)</td>
<td>Strew(t)</td>
<td>ʰhְb(u)</td>
<td>Veil(t)</td>
<td>ʰhְr(u)</td>
<td>Deny access</td>
</tr>
<tr>
<td>ʰhְs(ᵘi)</td>
<td>Restrain(t)</td>
<td>ʰhְl(u)</td>
<td>Hop(i)</td>
<td>ʰhְm(u)</td>
<td>Cup(t)</td>
<td>ʰhְn(u)</td>
<td>Bend(t)</td>
</tr>
<tr>
<td>ʰhְd(u)</td>
<td>Happen(i)</td>
<td>ʰhְj(i)</td>
<td>Stare(t)</td>
<td>ʰhְr(u)</td>
<td>Lower(t)</td>
<td>ʰhְs(ᵘi)</td>
<td>Surround(t)</td>
</tr>
<tr>
<td>ʰhְd(ⁱ)</td>
<td>Surround(i)</td>
<td>ʰhְl(i)</td>
<td>Flatten(t)</td>
<td>ʰhְw(u)</td>
<td>Urge(t)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְf(i)</td>
<td>Shorten(t)</td>
<td>ʰhְc(u)</td>
<td>Turn sour(i)</td>
<td>ʰhְw(u)</td>
<td>Imitate(t)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְr(ᵘi)</td>
<td>Plough(t)</td>
<td>ʰhְz(u)</td>
<td>Protect(t)</td>
<td>ʰhְr(u)</td>
<td>Oversee(t)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְz(i)</td>
<td>Scratch(t)</td>
<td>ʰhְz(i)</td>
<td>Desire(i)(2)</td>
<td>ʰhְq(i)</td>
<td>Burn(ti)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְb(u)</td>
<td>Befall(t)</td>
<td>ʰhְr(u)</td>
<td>Assess(t)</td>
<td>ʰhְm(i)</td>
<td>Tie up(t)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְn(u)</td>
<td>Sadden(t)(3)</td>
<td>ʰhְs(ᵘi)</td>
<td>Cut(t)</td>
<td>ʰhְd(u)</td>
<td>Gather(t)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְr(ᵘi)</td>
<td>Pull away(t)</td>
<td>ʰhְm(i)</td>
<td>Cut(t)</td>
<td>ʰhְs(i)</td>
<td>Shame(t)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְz(ᵘi)</td>
<td>Gather(t)</td>
<td>ʰhְs(i)</td>
<td>Cram(t)</td>
<td>ʰhְr(u)</td>
<td>Surround</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְw(u)</td>
<td>Stuff(t)</td>
<td>ʰhְd(u)</td>
<td>Harvest(t)</td>
<td>ʰhְz(ᵘi)</td>
<td>Surround</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰhְl(u)</td>
<td>Come about(i)</td>
<td>ʰhְr(u)</td>
<td>Attend(t)</td>
<td>ʰhְn(u)</td>
<td>Embrace(t)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Forms analysable into the configuration: \( \text{DBp}(x) + \text{DCm}(\text{Eff}) \)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʰhְd(u)</td>
<td>Thickness(1)</td>
<td>ʰhְc(i)</td>
<td>Skilful(ti)(2)</td>
<td>ʰhְn(u)</td>
<td>Obstinate(1)</td>
</tr>
</tbody>
</table>

Table c

Forms analysable into the configuration: \( \text{Lp}(x)/**/ + \text{DCm}(\text{Dyn}) \)

Note that where, as in this table, two values are given for 'x', xa refers to the superordinate lexeme and xb, xo, etc. to included lexemes or sememes.

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>ʰhְb(ᵘi)</td>
<td>Strew with pebbles(³)</td>
<td>ʰhְb(i)</td>
<td>Gather firewood</td>
<td>ʰhְb(i)</td>
<td>Gather firewood</td>
</tr>
<tr>
<td>ʰhְa(i)</td>
<td>Strew with pebbles(³)</td>
<td>ʰhְb(i)</td>
<td>Gather firewood</td>
<td>ʰhְa(i)</td>
<td>Strew with pebbles(³)</td>
</tr>
</tbody>
</table>

This, which is morphologically the simplest of the verbal measures, serves overwhelmingly to indicate an event or emotion viewed 'dynamically' (91.1%). (For a discussion of alternative analyses see para. 2.1.0 of chapter 6).
Largely by virtue of the fact that there is in the limit no boundary between dynamism when taking the form of a process—as for instance had or had in table (a) above, we tentatively suggest a barely significant incidence of DCM(Eff). (6.6%—table b).

Not, strictly speaking, significant at 4.4% is a "redicatising" function (table c), which is of course more typical of the IIInd and IVth measures. (See parts 7 and 9 of this appendix).

"Transitive" verbs are marked (t) and comprise 78.2% of the sample. "Intransitive" verbs are marked (i) and comprise 28.2%.

This result is somewhat against Fleisch 1957, p156.

Forms marked (1) have an alternative in Fa'uiL

" " (2) " " " Fa'iiL

" " (3) " 'effective' counterpart in Fa'iiL

Of forms whose mu'dari' counterpart is on the measure aFa'iiL some 88.8% are taken to express DCM(Dyn).

---

Part 2. A sample of forms on the measure Fa'iiL

Table a

Forms analysable into the configuration: DHP(x) + DCM(Eff)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
</table>
| 'tm  | Sin | 'wd  | B
dentness | tb' | Follow |
| 'hn  | Hate| 'bk | Niggardliness | tkm | (Indigestion) |
| 'dn  | Hear| 'br | Leprous | (2) trb | Dust covered |
| 'dy  | Harm| 'br | Ugliness | trh | Sadness |
| 'rb  | Skilfulness| 'b | See(2) trh | Luxury |
| 'rj  | Fragrance| 'b | Wildness | trh | Concerned with |
| 'rq  | Sleeplessness| 'b | Odious(2) trf | trifes |
| 'af  | Regret| 'b | Stay | br' | Freedom |
| 'sy  | Sadness| 'b | Dumbness | bmr | Weariness |
| 'lf  | Familiarity| 'b | Stupidity | bly | Worn |
| 'lm  | Pain| 'b | Astonishment | tr' | Fullness |
| 'ns  | Sociability(2)| 'b | Gladness | (2) t'b | Tiredness |
| 'nf  | Disdain| 'b | Beauty | b's | Misery |
| 'nj  | Neatness| 'b | | bj | Rejoice |
Table 1

Forms analysable into the configuration: \( DBp(x) + DCm(Dyn) \)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>'zf</td>
<td>approach</td>
<td>'fk</td>
<td>Lie</td>
<td>bl'</td>
<td>Swallow(1)</td>
</tr>
<tr>
<td>'br</td>
<td>File</td>
<td>brh</td>
<td>Leave</td>
<td>t's</td>
<td>Misery(1)</td>
</tr>
</tbody>
</table>

As table (a) shows this measure serves mainly to express a state or event in an 'effective' rather than a 'causative' mode, and should be compared with the sample of forms on the IInd measure given in part 7 of this appendix.

In addition to the 86.9\% of the sample taken to express \( DCm(Eff) \) a 13.1\% incidence of \( DCm(Dyn) \) may also be detected. In this connection the forms ba'is and ta'is are of interest. Despite having the same value for \( DBp(x) \) they are analysed differently. This is because the former may be translated into English either as "be" or as "become" "miserable", whereas - according to Wehr, ta'is has only the latter sense. For argument in support of this analysis see para. 1.3 of chapter 10. (Note that ta'is has an equivalent on the measure Fa'aL).

Forms marked (1) have an alternative in Fa'aL

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Part 3. A sample of forms on the measure Fa'uL**

Table 2

Forms analysable into the configuration: \( DBp(x) + DCm(Eff) \)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>'db</td>
<td>Sophistication</td>
<td>'bga</td>
<td>Odious(1)</td>
<td>jhr</td>
<td>Loudness</td>
</tr>
<tr>
<td>'sl</td>
<td>Firmly rooted</td>
<td>bkm</td>
<td>Silence</td>
<td>jhm</td>
<td>Frown</td>
</tr>
<tr>
<td>'sm</td>
<td>Faithfulness</td>
<td>bld</td>
<td>Stupidity</td>
<td>hdr</td>
<td>Thickness(2)</td>
</tr>
<tr>
<td>'nt</td>
<td>Feminity</td>
<td>bht</td>
<td>Astonishment(1)</td>
<td>hsz</td>
<td>Impregnability</td>
</tr>
<tr>
<td>'ns</td>
<td>Sociability(1)</td>
<td>bhj</td>
<td>Beauty</td>
<td>hnm</td>
<td>Forbidden(1)</td>
</tr>
<tr>
<td>'b's</td>
<td>Strength</td>
<td>jkn</td>
<td>Thickness</td>
<td>hmn</td>
<td>Obstinacy(2)</td>
</tr>
<tr>
<td>'bgl</td>
<td>Niggardliness(1)</td>
<td>jtl</td>
<td>Heaviness</td>
<td>hsm</td>
<td>Handsomness</td>
</tr>
<tr>
<td>'bdn</td>
<td>Fatness(2)</td>
<td>jbl</td>
<td>Cowardice</td>
<td>hsgf</td>
<td>Judicious</td>
</tr>
<tr>
<td>'brd</td>
<td>Coldness(2)</td>
<td>jdb</td>
<td>Dryness</td>
<td>hsgn</td>
<td>Inaccessibility</td>
</tr>
<tr>
<td>'b'sl</td>
<td>Bravery</td>
<td>jdr</td>
<td>Suitability</td>
<td>hlnw</td>
<td>Sweetness(12)</td>
</tr>
<tr>
<td>'b'sr</td>
<td>See(1)</td>
<td>jzl</td>
<td>Abundance</td>
<td>hmd</td>
<td>Sourness</td>
</tr>
<tr>
<td>'bt'</td>
<td>Slowness</td>
<td>jsm</td>
<td>Bulkiness</td>
<td>hmq</td>
<td>Stupidity(1)</td>
</tr>
<tr>
<td>'b'tl</td>
<td>Bravery</td>
<td>j'q</td>
<td>Curniness</td>
<td>kbi</td>
<td>Badness</td>
</tr>
<tr>
<td>'b'tn</td>
<td>Paunchiness</td>
<td>jmd</td>
<td>Freeze(2)</td>
<td>kbr</td>
<td>Know thoroughly</td>
</tr>
<tr>
<td>'b'd</td>
<td>Distance</td>
<td>jml</td>
<td>Beauty</td>
<td>kr'</td>
<td>Limpness(1)</td>
</tr>
</tbody>
</table>
Table b

Forms analysable into the configuration: $DBp(x) + DCm(Dyn)$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>jr'</td>
<td>dare</td>
</tr>
</tbody>
</table>

Functionally this measure differs from Fa'IL mainly in the non-significance of the sememe $DCm(Dyn)$. To this extent the claim that Fa'uL expresses "a permanent state, or a naturally inherent quality" (Wright, 1.38) finds some support. Otherwise there appears to be no principled basis for distinguishing the functions of the two in a synchronic description.

Forms marked (1) have an alternative in Fa'aL

" " (2) " " " Fa'iL

Part 4. A sample of forms on the measures aFHL and aFIL

Table a

Forms analysable into the configuration: $DBp(x) + DCm(Dyn)$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>ĝwr</td>
<td>Penetrate deeply</td>
<td>fwh</td>
<td>Utter</td>
</tr>
<tr>
<td>ĝwr (ua)</td>
<td>Sink in</td>
<td>fy'</td>
<td>Return</td>
</tr>
<tr>
<td>ĝwš</td>
<td>Plunge into</td>
<td>fyd</td>
<td>Overflow</td>
</tr>
<tr>
<td>ĝwl</td>
<td>Grab</td>
<td>qwb</td>
<td>Dig</td>
</tr>
<tr>
<td>ĝyť</td>
<td>Water with rain</td>
<td>qwt</td>
<td>Feed</td>
</tr>
<tr>
<td>ĝyđ</td>
<td>Diminish</td>
<td>qwh</td>
<td>Fester</td>
</tr>
<tr>
<td>ĝyς</td>
<td>Anger</td>
<td>qwd</td>
<td>Lead</td>
</tr>
<tr>
<td>ĝya</td>
<td>Cloudiness</td>
<td>qwd</td>
<td>Demolish</td>
</tr>
<tr>
<td>fwť</td>
<td>Vanish</td>
<td>qwl</td>
<td>Say</td>
</tr>
<tr>
<td>fwȟ</td>
<td>Diffuse an aroma</td>
<td>qwm</td>
<td>Stand up</td>
</tr>
<tr>
<td>/fwř</td>
<td>Boil</td>
<td>qy'</td>
<td>Vomit</td>
</tr>
<tr>
<td>/fwž</td>
<td>Triumph</td>
<td>qyḥ</td>
<td>Fester</td>
</tr>
<tr>
<td>fwq</td>
<td>Surpass</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table b

Forms analysable into the configuration: DBp(x) + DCm(Eff)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>gyb</td>
<td>Absence</td>
<td>kwad(a)</td>
<td>On the point of</td>
<td>kys</td>
<td>Smartness</td>
</tr>
<tr>
<td>gyr</td>
<td>Jealousy</td>
<td>kwn</td>
<td>Existence</td>
<td>lw'</td>
<td>Restive</td>
</tr>
<tr>
<td>fyl</td>
<td>Error</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table c

Forms analysable into the configuration: DBp(x) + DAkg(Refl)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>kyn</td>
<td>Humility</td>
</tr>
</tbody>
</table>

This sample is listed merely by way of contrast with those on the measures aFULL and aFILL in parts 5 and 6 of this appendix, and is intended to show that the medial vowel of these forms - like those of the measures aF'uL and aF'iL (see part 1), has no semantic significance. (See the discussion in para. 2.4.1 of chapter 6).

Of the forms on aF'uL 24 are taken to express the sememe DCm(Dyn), and of those on aF'iL thirteen (68.3% and 72.2% respectively).

Part 5. A sample of forms on the measure aFULL

Table a

Forms analysable into the configuration: DBp(x) + DCm(Dyn)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>qbb</td>
<td>Cut off</td>
<td>krr</td>
<td>Return</td>
<td>lkk</td>
<td>Buffet</td>
</tr>
<tr>
<td>qtt</td>
<td>Misrepresent</td>
<td>kzz</td>
<td>Shrivell</td>
<td>lmm</td>
<td>Gather</td>
</tr>
<tr>
<td>qdd</td>
<td>Cut off</td>
<td>kzs</td>
<td>Overfill</td>
<td>mtt</td>
<td>Spread</td>
</tr>
<tr>
<td>qzz</td>
<td>Loathe</td>
<td>kff</td>
<td>Desist</td>
<td>mjj</td>
<td>Spit out</td>
</tr>
<tr>
<td>qss</td>
<td>Pursue</td>
<td>kmm</td>
<td>Conceal</td>
<td>mdd</td>
<td>Extend</td>
</tr>
<tr>
<td>qSs</td>
<td>Collect(1)</td>
<td>kmm</td>
<td>Conceal</td>
<td>mrr</td>
<td>Pass</td>
</tr>
<tr>
<td>qss</td>
<td>Cut off</td>
<td>lbb</td>
<td>Remain</td>
<td>mzz</td>
<td>Suck</td>
</tr>
<tr>
<td>qdd</td>
<td>Pierce</td>
<td>ltt</td>
<td>Crush</td>
<td>mss</td>
<td>Macerate</td>
</tr>
<tr>
<td>qtt</td>
<td>Cut</td>
<td>ldd</td>
<td>Dispute violently</td>
<td>msS</td>
<td>Absorb</td>
</tr>
<tr>
<td>qmm</td>
<td>Sweep</td>
<td>lzz</td>
<td>Tie</td>
<td>mdS</td>
<td>Hurt</td>
</tr>
<tr>
<td>kbb</td>
<td>Topple</td>
<td>lss</td>
<td>Do stealthily</td>
<td>mtt</td>
<td>Stretch</td>
</tr>
<tr>
<td>kdd</td>
<td>Work hard</td>
<td>lff</td>
<td>Wrap up</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table b

Forms analysable into the configuration: $DBp(x) + DCm(Eff)$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>qff</th>
<th>Dryness</th>
</tr>
</thead>
</table>

This sample is intended to show the correlation between aFILL and the sememe $DCm(Dyn)$. It should be compared on the one hand with the sample on aFILL in part 6 and on the other with that on aFIL and aFIL in part 4, and the reference to aFIL in part 1.

The incidence of the 'dynamic' sense is here 94.4%. The form marked (1) has an alternative in aFILL.

Part 6. A sample of forms on the measure aFILL

Table a

Forms analysable into the configuration: $DBp(x) + DCm(Eff)$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>qxx</td>
<td>Settled</td>
<td>brr</td>
<td>Reverence(1)</td>
<td>hqq</td>
<td>Truth(1)</td>
</tr>
<tr>
<td>qll</td>
<td>Littleness</td>
<td>bss</td>
<td>Glow</td>
<td>hll</td>
<td>Admissibility</td>
</tr>
<tr>
<td>ktt</td>
<td>Run softly</td>
<td>tbb</td>
<td>Destruction</td>
<td>hnn</td>
<td>Crave</td>
</tr>
<tr>
<td>kţţ</td>
<td>Thickness(2)</td>
<td>tmm</td>
<td>Completion</td>
<td>krr</td>
<td>Murmur(1)</td>
</tr>
<tr>
<td>kll</td>
<td>Tiredness</td>
<td>jdd</td>
<td>Newness</td>
<td>kff</td>
<td>Lightness</td>
</tr>
<tr>
<td>&quot;ţţ&quot;</td>
<td>Luxuriant(12)</td>
<td>jll</td>
<td>Greatness</td>
<td>kua</td>
<td>Smell foul(1)</td>
</tr>
<tr>
<td>&quot;jj&quot;</td>
<td>Burn(1)</td>
<td>hbb</td>
<td>Love</td>
<td>ljj</td>
<td>Stubbornness(2)</td>
</tr>
<tr>
<td>&quot;zz&quot;</td>
<td>Simmer(1)</td>
<td>hrr</td>
<td>Heat(1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Forms analysable into the configuration: $DBp(x) + DCm(Dyn)$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>qâšš</td>
<td>Collect</td>
<td>btt</td>
<td>Sever</td>
<td>jmm</td>
<td>Gather</td>
</tr>
<tr>
<td>kšš</td>
<td>Recoil</td>
<td>bll</td>
<td>Recover</td>
<td>hll</td>
<td>Dismount</td>
</tr>
<tr>
<td>'đđ'</td>
<td>Befall</td>
<td>jff</td>
<td>Dryness</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A comparison of this sample with that given in part 5 shows clearly their tendency towards distinct functions. Some 74.2% of this sample may be regarded as expressing an 'effective' sense,
compared with only one form (qfL) in part 5. This does of course leave a not insignificant incidence of 25.6% of forms taken to express the sememe DCm(Dyn).

However the difference in distribution of functions between this measure and the measures aFul and aFlL (parts 1 and 4) is still striking, and is more comparable to that between Fa'âL and Fa'iL (parts 1 and 2).

Forms marked (1) have an alternative in aFul

"  " (2) "  "  " aFaLL

Part 7. A sample of forms on the IIInd measure

Table a

Forms analysable into the configuration: DBp(x) + DCm(Dyn)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>kdb</td>
<td>Colour(1)</td>
<td>kms</td>
<td>Scratch(1)</td>
<td>dbr</td>
<td>Make plans</td>
</tr>
<tr>
<td>kfr</td>
<td>Protect(1)</td>
<td>kwl</td>
<td>Grant</td>
<td>djl</td>
<td>Deceive(1)</td>
</tr>
<tr>
<td>k'l'</td>
<td>Remove(1)</td>
<td>dbj</td>
<td>Embellish</td>
<td>kmn</td>
<td>Stock</td>
</tr>
</tbody>
</table>

Table b

Forms analysable into the configuration: DBp(x) + DCmp(Causn)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>ksr</td>
<td>Lose</td>
<td>kl1</td>
<td>Wetness</td>
<td>knf</td>
<td>Fear</td>
</tr>
<tr>
<td>k's</td>
<td>Humbleness</td>
<td>kl</td>
<td>Eternal</td>
<td>djn</td>
<td>Domesticate</td>
</tr>
<tr>
<td>ksn</td>
<td>Roughness</td>
<td>kl</td>
<td>Purity</td>
<td>kyd</td>
<td>Failure</td>
</tr>
<tr>
<td>kyl</td>
<td>Fear</td>
<td>kl</td>
<td>Mix(1)</td>
<td>kyr</td>
<td>Choose</td>
</tr>
<tr>
<td>ksb</td>
<td>Fertility</td>
<td>klf</td>
<td>Appoint as successor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kdr</td>
<td>Greenness</td>
<td>klw</td>
<td>Emptiness</td>
<td>kyl</td>
<td>Belief</td>
</tr>
<tr>
<td>k'l'</td>
<td>Humbleness</td>
<td>km</td>
<td>Five</td>
<td>dbb</td>
<td>Sharpness</td>
</tr>
</tbody>
</table>

Table c

Forms analysable into the configuration: Lps(x)/.../ + DCm(Dyn)

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>gSb</td>
<td>Panel</td>
<td>Wood</td>
<td>kll</td>
<td>Soursness</td>
<td>Vinegar</td>
</tr>
<tr>
<td>dbq</td>
<td>Catch with birdlime</td>
<td>Birdline</td>
<td>kyt</td>
<td>Sew</td>
<td>Thread</td>
</tr>
<tr>
<td>kfq</td>
<td>Plaster</td>
<td>Plaster</td>
<td>kyl</td>
<td>Gallop</td>
<td>Horses</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>kya</td>
<td>Pitch a tent</td>
<td>Tent</td>
</tr>
</tbody>
</table>
Forms having other configurations, namely:

a) \( L_{ps}(x)/\ldots/ + DC_{m}(Dyn) \)
   \( h/DB_{p}(x) \sim DC_{mp}(Causn)/ \)

b) \( L_{pp}(x)/\ldots/ + DC_{m}(Dyn) \)
   \( h/DB_{p}(x) \sim DC_{mp}(Causn)/ \)

c) \( L_{n}(x)/\ldots/ + DC_{m}(Dyn) \)
   \( h/DB_{p}(x)/ \)

d) \( L_{pp}(x)/\ldots/ + DC_{m}(Dyn) \)
   \( h/DB_{p}(x) \sim MM_{k}(Extren)/ \)

<table>
<thead>
<tr>
<th>Root</th>
<th>x ( a )</th>
<th>x ( b )</th>
<th>Root</th>
<th>x ( a )</th>
<th>x ( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{ll}(a) )</td>
<td>Sourness</td>
<td>Vinegar</td>
<td>( l_{mr}(a) )</td>
<td>Ferment</td>
<td>Wine</td>
</tr>
<tr>
<td>( k_{sb}(a) )</td>
<td>Lignify</td>
<td>Wood</td>
<td>( k_{fd}(b) )</td>
<td>Make lower</td>
<td>Lowness</td>
</tr>
<tr>
<td>( k_{ff}(b) )</td>
<td>Make lighter</td>
<td>Lightness</td>
<td>( d_{tr}(b) )</td>
<td>Destroy</td>
<td>Forgotten</td>
</tr>
<tr>
<td>( k_{t}(c) )</td>
<td>Declare</td>
<td>Error</td>
<td>( k_{wn}(c) )</td>
<td>Declare</td>
<td>Faithlessness</td>
</tr>
<tr>
<td></td>
<td>guilty</td>
<td></td>
<td>( k_{tw}(d) )</td>
<td>Overstep</td>
<td>Step</td>
</tr>
</tbody>
</table>

Some 57.7% of the sample are taken to express a 'causative' sense, either in an adherent relationship with the predicate (table b), or included in some lexeme (table d configurations a and b).

Also strongly significant is a 'dynamic' sense where 'causation' is not also present (42.4% - see tables a, c and table d configurations c and d). Certain of these (i.e. those forms marked (1) in table a) have an alternative on the measure Fa'aL.

Note also the significance of the 'predicatising' function of this measure (24.4% - see tables c and d configuration a).

Note also that the analysis lying behind table d configuration d and especially the introduction of the element MM\(k(Extren)\), is justified by analogy with analyses of forms on the
measure Fa'āl. (See part 1 of Appendix B and para. 1.0 of chapter 6).

Part 8. Sample of forms on the 3rd measure

Table a

Forms having the configuration: \( Lp(x)/\ldots/ + D_{cm}(D_{yn}) \)
\[ h/{DBp}(x) = DAkp(D_{ir})/ \]

<table>
<thead>
<tr>
<th>Root</th>
<th>( xa )</th>
<th>( xb )</th>
<th>Root</th>
<th>( xa )</th>
<th>( xb )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_{gr} )</td>
<td>Dispute</td>
<td>Consider(1)</td>
<td>( m_{wb} )</td>
<td>Alternate</td>
<td>Substitute</td>
</tr>
<tr>
<td>( n_{fr} )</td>
<td>Avoid</td>
<td>Flee</td>
<td>( m_{wl} )</td>
<td>Pass</td>
<td>Give</td>
</tr>
<tr>
<td>( n_{fw} )</td>
<td>Pursue</td>
<td>Expel</td>
<td>( m_{wy} )</td>
<td>Fall out</td>
<td>Go away</td>
</tr>
<tr>
<td>( n_{qd} )</td>
<td>Call to account</td>
<td>Criticize</td>
<td>( h_{jr} )</td>
<td>Emigrate</td>
<td>Part</td>
</tr>
<tr>
<td>( n_{qr} )</td>
<td>Quarrel</td>
<td>Insult</td>
<td>( h_{wy} )</td>
<td>Flatter</td>
<td>Like</td>
</tr>
<tr>
<td>( n_{qz} )</td>
<td>Dispute</td>
<td>Argue</td>
<td>( w_{jb} )</td>
<td>Pounce</td>
<td>Leap</td>
</tr>
<tr>
<td>( n_{ql} )</td>
<td>Direct glances at</td>
<td>Transmit</td>
<td>( w_{jq} )</td>
<td>Make treaty</td>
<td>Faith</td>
</tr>
<tr>
<td>( n_{kd} )</td>
<td>Pester</td>
<td>Difficult</td>
<td>( w_{dd} )</td>
<td>Make friends</td>
<td>Friendliness</td>
</tr>
<tr>
<td>( n_{kr} )</td>
<td>Disapprove</td>
<td>Not-know</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( n_{ms} )</td>
<td>Confide a secret</td>
<td>Conceal</td>
<td>( w_{rb} )</td>
<td>Dupe</td>
<td>Obliqueness</td>
</tr>
<tr>
<td>( n_{hd} )</td>
<td>Oppose</td>
<td>Rise-up</td>
<td>( w_{zr} )</td>
<td>Aid</td>
<td>Take upon os.</td>
</tr>
</tbody>
</table>

Table b

Forms having the configuration: \( L_{p}(x)/\ldots/ + D_{cm}(D_{yn}) \)
\[ h/{DAkp}(D_{ir})/ \]

<table>
<thead>
<tr>
<th>Root</th>
<th>( x )</th>
<th>Root</th>
<th>( x )</th>
<th>Root</th>
<th>( x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_{gr} )</td>
<td>Compete</td>
<td>( n_{ws} )</td>
<td>Skimish</td>
<td>( h_{rs} )</td>
<td>Quarrel</td>
</tr>
<tr>
<td>( n_{gs} )</td>
<td>Tease</td>
<td>( h_{tr} )</td>
<td>Insult</td>
<td>&quot;</td>
<td>Joke</td>
</tr>
<tr>
<td>( n_{fh} )</td>
<td>Defend</td>
<td>( h_{jm} )</td>
<td>Attack</td>
<td>( h_{nf} )</td>
<td>Snee</td>
</tr>
<tr>
<td>( n_{fs} )</td>
<td>Compete</td>
<td>( h_{jw} )</td>
<td>Lampoon</td>
<td>( h_{wd} )</td>
<td>Considerateness(2)</td>
</tr>
<tr>
<td>( n_{qb} )</td>
<td>Vie in virtue</td>
<td>( h_{dn} )</td>
<td>Make truce</td>
<td>( h_{ws} )</td>
<td>Annoy by barking</td>
</tr>
<tr>
<td>( n_{w} )</td>
<td>Oppose</td>
<td>( w_{'m} )</td>
<td>Agree</td>
<td>( h_{y} )</td>
<td>Agree(2)</td>
</tr>
<tr>
<td>( w_{ty} )</td>
<td>Favourable (2)</td>
<td>( n_{kf} )</td>
<td>Pester</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table c

Forms having the configuration: \( DB_{p}(x) + D_{cm}(D_{yn}) \)

<table>
<thead>
<tr>
<th>Root</th>
<th>( x )</th>
<th>Root</th>
<th>( x )</th>
<th>Root</th>
<th>( x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_{gr} )</td>
<td>Make equal</td>
<td>( n_{qs} )</td>
<td>Invite bids</td>
<td>( h_{nf} )</td>
<td>Sib</td>
</tr>
<tr>
<td>( n_{fq} )</td>
<td>Disssemble</td>
<td>( n_{kh} )</td>
<td>Related by marriage</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 6
Forms having the configuration: $DBp(x) + DAKp(\text{Dir}) + DCm(\text{Eff})$

<table>
<thead>
<tr>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$nxf$</td>
<td>Equality</td>
<td>$nqf$</td>
<td>Contrariness</td>
<td>$wzn$</td>
<td>Equality in weight</td>
</tr>
</tbody>
</table>

Table 7
Forms having other configurations, namely:

a) $DBp(x) + DAKp(\text{Ref})$

b) $Lsp(x)/.../ + DAKp(\text{Recip})$

= $Lsp(x)/$

c) $Lp(x)/.../ + DCm(\text{Dyn})$

= $Lp(x)/$

d) $DBp(x) + DAKp(\text{Seek}) + DCm(\text{Dyn})$

e) $Lp(x) + DAKp(\text{Seek}) + DCm(\text{Dyn})$

f) $Lps(x)/.../ + DCm(\text{Dyn})$

= $Lps(x)/$

g) $Lp(x)/.../ + DCm(\text{Dyn})$

= $Lp(x)/$

The patterns of sense typically expressed by this measure are not easily determined. A traditional account, such as that of Wright 1.43 offers little assistance since, where the generalisations made are not at odds with the evidence provided by this sample - as for instance at 1.43a, they are inclined to be secondary.

In Wright 1.43b we read "When the first or fourth form denotes an act, the relation of which to an object is expressed by means of a preposition (indirect object), the third form converts that indirect object into the immediate or direct object.
of the act". Then (1.43c) "When Fa'aLa denotes a quality or state, Fa'aLa indicates that one person makes use of that quality towards another and affects him thereby..."

These two statements provide the basis for a possible solution to our problem. First, if we may assume that in some cases at least the above mentioned prepositions express local relational sememes (see section 1 of chapter 8) then the equivalence of the two expression modes is perhaps best understood by postulating the incorporation of what might be termed a sememe of 'directionality' into the appropriate configuration, the external logical value of which must be learned or inferred from context.

The quotation from 1.43c supports this interpretation since the notion of using a quality towards some person is clearly consistent with the more general sense of directionality.

From this we would argue that the phenomenon of "transivity" highlighted by Wright (See also Beeston 1970, p74) is in fact secondary to and contingent upon directionality.

Note that on the basis of the sample offered here the sense of 'trying' to do something is less common that might be supposed from Wright, 1.43a(3.5°). For a justification of its inclusion see para. 1.3 of chapter 6.

Forms marked (1) in table (a) are those where \( Lp(x) \) should be read for \( DBp(x) \). Forms marked (2) in table (b) are those where \( DBp(x) \) should be read for \( Lp(x) \).
Part 9. A sample of forms on the 4th measure

Table a
Forms having the configuration $DBp(x) + DCmd(Causn)$:

<table>
<thead>
<tr>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dkn$</td>
<td>Smokiness</td>
<td>$dlw$</td>
<td>Ascendency</td>
<td>$dhl$</td>
<td>Bafflement</td>
</tr>
<tr>
<td>$drr$</td>
<td>Flow</td>
<td>$dwm$</td>
<td>Endure</td>
<td>$dwb$</td>
<td>Dissolve</td>
</tr>
<tr>
<td>$df'$</td>
<td>Warmness</td>
<td>$dyn$</td>
<td>Indebtedness</td>
<td>$dwq$</td>
<td>Taste</td>
</tr>
<tr>
<td>$dq$</td>
<td>Fineness</td>
<td>$d'$r</td>
<td>Fear</td>
<td>$r'$y</td>
<td>See</td>
</tr>
<tr>
<td>$dmj$</td>
<td>Enter</td>
<td>$dkr$</td>
<td>Remember</td>
<td>$rbh$</td>
<td>Profit</td>
</tr>
<tr>
<td>$dny$</td>
<td>Bleed</td>
<td>$dkw$</td>
<td>Blaze</td>
<td>$rbw$</td>
<td>Grow</td>
</tr>
<tr>
<td>$dny$</td>
<td>Nearness</td>
<td>$dll$</td>
<td>Lowness</td>
<td>$ru'$</td>
<td>Pasture</td>
</tr>
<tr>
<td>$dh$h</td>
<td>Astonishment</td>
<td>$dgb$</td>
<td>Go away</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b
Forms having the configuration: $DBp(x) + DCmd(Dyn)$

<table>
<thead>
<tr>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$drj$</td>
<td>Include</td>
<td>$dg$m</td>
<td>Incorporate</td>
<td>$dmm$</td>
<td>Devote os.</td>
</tr>
<tr>
<td>$drk$</td>
<td>Attain</td>
<td>$dlj$</td>
<td>Set out at nightfall</td>
<td>$drw$</td>
<td>Scatter</td>
</tr>
<tr>
<td>$d'g$s</td>
<td>darkness</td>
<td>$dyn$</td>
<td>Convict</td>
<td>$d'g$n</td>
<td>Submit</td>
</tr>
<tr>
<td>$dgb$</td>
<td>Gob darkness</td>
<td>$d'g$l</td>
<td>Trample underfoot Dust</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table c
Forms having the configuration: $Lps(x)/.../ + DCmd(Dyn)$

<table>
<thead>
<tr>
<th>Root</th>
<th>$xa$</th>
<th>$xb$</th>
<th>Root</th>
<th>$xa$</th>
<th>$xb$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dlw$</td>
<td>Lower</td>
<td>Bucket</td>
<td>$dm'$</td>
<td>Cause to weep</td>
<td>Tears</td>
</tr>
<tr>
<td>$dnb$</td>
<td>Do wrong</td>
<td>Sin(s)</td>
<td>$d'g$l</td>
<td>Trample underfoot</td>
<td>Dust</td>
</tr>
</tbody>
</table>

Table d
Forms having other configurations, namely:

a) $Lpp(x)/.../ + DCmd(Dyn)$

b) $DBp(x) + DCmd(Eff)$

<table>
<thead>
<tr>
<th>Root</th>
<th>$xa$</th>
<th>$xb$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dry$</td>
<td>Let know</td>
<td>Know</td>
<td>$dq'$</td>
<td>Misery</td>
</tr>
<tr>
<td>$dy'$</td>
<td>Disseminate Spread</td>
<td>$dnf$</td>
<td>Very ill</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$dnw$</td>
<td>Nearness</td>
</tr>
</tbody>
</table>
Along with the 2nd measure the 4th bears a major part of the burden of expressing 'causation' in Arabic. In this case we detect an incidence of 69.9% compared with 57.7% in the former. However 'dynamism' unaccompanied by 'causation' is here not so prominent, comprising 23.5% of the sample as against 42.4% in the 2nd measure.

Significant also at 9.3% is the 'predicatising' function, although this again is less prominent than for the 2nd measure.

Barely significant (at 6.9%) is the incidence of Dcm(Eff).

Part 10. A sample of forms on the 5th measure

Table a

Forms expressing the configuration: $\text{DBp}(x) + \text{Dcm}(\text{O-E})$

<table>
<thead>
<tr>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{rm}$ Mend</td>
<td></td>
<td>$\text{rq}$ Softness</td>
<td>zld</td>
<td>Withdraw</td>
<td></td>
</tr>
<tr>
<td>$\text{rdy}$ Decline</td>
<td></td>
<td>$\text{rr}$ Repair</td>
<td>$\text{rz}$</td>
<td>Marry</td>
<td></td>
</tr>
<tr>
<td>$\text{rsb}$ Settle</td>
<td></td>
<td>$\text{rw}$ Fear</td>
<td>$\text{zy}$</td>
<td>Increase</td>
<td></td>
</tr>
<tr>
<td>$\text{rhz}$ Bring up</td>
<td></td>
<td>$\text{zhr}$ Swell</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{rjb}$ Moistern</td>
<td></td>
<td>$\text{zkw}$ Purify</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Forms expressing the configuration: $\text{DBp}(x) + \text{Dcm}(\text{Eff})$

<table>
<thead>
<tr>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{rs}$ Length</td>
<td></td>
<td>$\text{rmq}$ Wait</td>
<td></td>
<td>$\text{rwy}$ Ponder</td>
<td></td>
</tr>
<tr>
<td>$\text{rnm}$ Follow</td>
<td></td>
<td>$\text{rrh}$ Stagger</td>
<td></td>
<td>$\text{ryb}$ Doubt</td>
<td></td>
</tr>
<tr>
<td>$\text{r$'$s}$ Writhe</td>
<td></td>
<td>$\text{rma}$ Sing</td>
<td></td>
<td>$\text{ryt}$ Hesitate</td>
<td></td>
</tr>
<tr>
<td>$\text{r$q$}$ Await</td>
<td></td>
<td>$\text{rhl}$ Flabbiness</td>
<td>$\text{zlq}$</td>
<td>Slide</td>
<td></td>
</tr>
<tr>
<td>$\text{rkc}$ Compose</td>
<td></td>
<td>$\text{zmt}$ Prissness</td>
<td>$\text{zyn}$</td>
<td>Adorn</td>
<td></td>
</tr>
</tbody>
</table>

Table c

Forms expressing the configuration: $\text{DBu}(x) + \text{Dcm}(\text{Dyn})$

<table>
<thead>
<tr>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{rsm}$ Mend</td>
<td></td>
<td>$\text{rsf}$ Sip</td>
<td></td>
<td>$\text{rzy}$ Rebuke</td>
<td></td>
</tr>
<tr>
<td>$\text{rwy}$ Ascend</td>
<td></td>
<td>$\text{rz}$ Concentrate</td>
<td>$\text{rwy}$</td>
<td>Obtain</td>
<td></td>
</tr>
</tbody>
</table>
Table 4
Forms expressing the sense \( \text{DAk}\text{a}(\text{Refl}) \) in their configuration, namely:

\[
\begin{align*}
\text{a)} & \quad \text{DEp}(x) + \text{DAk}\text{a}(\text{Refl}) \\
\text{b)} & \quad \text{DEp}(x) + \text{DAk}\text{p}(\text{Ext}) + \text{DAk}\text{a}(\text{Refl}) \\
\text{c)} & \quad \text{Lnp}(x)/.../ + \text{DAk}\text{a}(\text{Refl}) \\
& \quad h/\text{Bar}(x)/ \\
\text{d)} & \quad \text{Lnp}(x)/.../ + \text{DAk}\text{a}(\text{Refl}) \\
& \quad h/\text{Bnp}(x)/ \\
\text{e)} & \quad \text{Lnp}(x)/.../ + \text{DAk}\text{a}(\text{Refl}) \\
& \quad h/\text{Lnp}(x)/
\end{align*}
\]

Note that \( p = \text{predicate}, \ s = \text{substantive} \)

<table>
<thead>
<tr>
<th>Root</th>
<th>( x_a )</th>
<th>( x_b )</th>
<th>Root</th>
<th>( x )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{rwh}(c) )</td>
<td>Fan</td>
<td>Wind</td>
<td>( \text{rul}(a) )</td>
<td>Proceed leisurely</td>
</tr>
<tr>
<td>( \text{ryd}(c) )</td>
<td>Exercise(p)</td>
<td>Exercise(s)</td>
<td>( \text{zyn}(a) )</td>
<td>Adorn</td>
</tr>
<tr>
<td>( \text{zwy}(c) )</td>
<td>Dress</td>
<td>Clothing</td>
<td>( \text{zlj}(a) )</td>
<td>Glide along</td>
</tr>
<tr>
<td>( \text{rwh}(d) )</td>
<td>Exercise</td>
<td>Train</td>
<td>( \text{zlt}(a) )</td>
<td>Undress</td>
</tr>
<tr>
<td>( \text{zly}(d) )</td>
<td>Ingratiate</td>
<td>Approach</td>
<td>( \text{rf}'(b) )</td>
<td>Above</td>
</tr>
<tr>
<td>( \text{zwy}(e) )</td>
<td>Withdraw</td>
<td>Corner(s)</td>
<td>into a corner</td>
<td></td>
</tr>
</tbody>
</table>

Table 5
Forms expressing other configurations, namely:

\[
\begin{align*}
\text{a)} & \quad \text{DEp}(x) + \text{DAk}(\text{Bvin}) \\
\text{b)} & \quad \text{DEp}(x) + \text{DAk}(\text{Seek}) + \text{DCm}(\text{Dyn}) \\
\text{c)} & \quad \text{Lnp}(x)/.../ + \text{DCm}(\text{Eff}) \\
& \quad h/\text{Lnp}(x)/ \\
\text{d)} & \quad \text{Lnp}(x)/.../ + \text{DCm}(\text{O-B}) \\
& \quad h/\text{Lnp}(x)/ \\
\text{e)} & \quad \text{Lnp}(x)/.../ + \text{DCm}(\text{O-B}) \\
& \quad h/\text{Lnp}(x)/ \\
\text{f)} & \quad \text{Lnp}(x)/.../ + \text{DAk}(\text{Bvin}) \\
& \quad h/\text{Lnp}(x)/
\end{align*}
\]
Prominent among the senses expressed by this sample are 'oncoming-effect' (27.7%) and 'effect' (29.6%).

For 20.5% of the sample we detect a 'reflexive' sense. However this analysis is not without problems. While it is not to our purpose to offer a diachronic account of the 7th measure it does not seem improbable that 'reflexiveness' in Arabic is a secondary phenomenon, deriving from the application of an "inchoated" predicate - that is, a predicate assigned the sense 1RCm(0-3), to a 'circumstance' having a human being in an 'objective' relationship.

This presents a problem to the investigator in that many of these apparently 'reflexive' forms can be analysed as "inchoatives" demanding a reflexive interpretation in the particular context. On the other hand that an element 'reflexive' is relevant can hardly be doubted, since there are many forms which have only one sense or the other even when viewed from an external logical point of view.

The crux of the problem appears to be that the non-native speaking investigator is handicapped in that the internal logical structure of his own language is inclined to intrude into his analysis of Arabic. One can have no doubt that a French speaking linguist for instance would detect a higher incidence of reflexivity in the above sample than we have chosen to do.
Part 11. A sample of forms on the 6th measure

Table a

Forms expressing the configuration: $Lp(x)/.../ + \text{DAkq(Recip)}$

<table>
<thead>
<tr>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>by'</td>
<td>Make contract</td>
<td>jwb</td>
<td>Reply</td>
<td>'sw</td>
<td>Assist</td>
</tr>
<tr>
<td>byn</td>
<td>Differ</td>
<td>hdw</td>
<td>Opposite</td>
<td>mr</td>
<td>Consult</td>
</tr>
<tr>
<td>&quot;</td>
<td>Vary</td>
<td>wkl</td>
<td>Trust</td>
<td>bt</td>
<td>Discuss</td>
</tr>
<tr>
<td>jdl</td>
<td>Quarrel</td>
<td>bry</td>
<td>Compete</td>
<td>hw</td>
<td>&quot;</td>
</tr>
<tr>
<td>jns</td>
<td>Akin</td>
<td>'zr</td>
<td>Help</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Other configurations containing $\text{DAkq(Recip)}$ namely:

a) $DBp(x) + \text{DAkq(Recip)}$
b) $DBp(x) + \text{DAkq(Dir)} + \text{DAkq(Recip)}$
c) $Lp(x)/.../ + \text{DAkq(Recip)}$
d) $Lp(x)/.../
\text{h/DBp(x)}$
e) $Lp(x)/.../ + \text{DAkq(Recip)}$
d) $Lp(x)/.../
\text{h/DBp(x)}$
e) $Lp(x)/.../ + \text{DAkq(Recip)}$
d) $Lp(x)/.../
\text{h/DBp(x)}$
e) $Lp(x)/.../ + \text{DAkq(Recip)}$
d) $Lpp(x)/.../
\text{h/DBp(x)}$
e) $Lpp(x)/.../ + \text{DAkq(Recip)}$
d) $Lpp(x)/.../
\text{h/DBp(x)}$
e) $Lpp(x)/.../ + \text{DAkq(Recip)}$
d) $h/Lp(x)/...// + \text{DAkq(Recip)}$
e) $h/Lp(x)/...// + \text{DAkq(Recip)}$
d) $h/Lp(x)/...// + \text{DAkq(Recip)}$
e) $h/Lp(x)/...// + \text{DAkq(Recip)}$
d) $h/Lp(x)/...// + \text{DAkq(Recip)}$
e) $h/Lp(x)/...// + \text{DAkq(Recip)}$
d) $h/Lp(x)/...// + \text{DAkq(Recip)}$
e) $h/Lp(x)/...// + \text{DAkq(Recip)}$
d) $h/Lp(x)/...// + \text{DAkq(Recip)}$
e) $h/Lp(x)/...// + \text{DAkq(Recip)}$
d) $h/Lp(x)/...// + \text{DAkq(Recip)}$
e) $h/Lp(x)/...// + \text{DAkq(Recip)}$

d) $h/Lp(x)/...// + \text{DAkq(Recip)}$

Table c

Forms expressing other configurations, namely:
a) $DBp(x) + \text{DAk(Itn)}$
b) $DBp(x) + \text{DAk(Evin)}$
By the Eastern grammarians the 6th measure is termed the mutāwī or "reflex" of the 3rd. While there is indeed a strong morphological parallelism between these two, especially when compared with the 2nd and 5th measures, the semantic correspondences between the former pair are to some extent different from those between the latter.
In particular the sememes DCm(0-E) and DCm(Ref), the expression of which might be regarded as the defining function of the true muṯāwi*, and which are typical of the 5th and 7th measures, are not common, as the sample shows. (The former in fact we take to be entirely absent).

The most common sense expressed by the 6th measure is 'reciprocity' which is detected in 50.8% of the sample given above. The way in which this element typically interlocks with the remainder of the configuration offers further evidence for the conclusion that we are not here treating of a true muṯāwi* relationship.

In para. 2.2 of chapter 6 it is argued that the element DCm(0-E), when expressed in the 5th measure, can be said to supplant the sememe/DCm(Causn) expressed by the 2nd measure. This we would suggest is the true muṯāwi* relationship. On the other hand where DAK(Recip) may be detected, in some 70% of its occurrences it is seen to supplement some other element from system DAK.

Among other noteworthy incidences in this sample are those of DAK(Evtn) and DAK(Itn), both at 10.2%.

Part 12. A sample of forms on the 7th Measure

Table a

Forms expressing the configuration: DAK(x) + DCm(0-E)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evtn</td>
<td>Open</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Divn</td>
<td>Divide</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Bqtn</td>
<td>Busy</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Lktn</td>
<td>Lane</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Pfrd</td>
<td>Pour forth</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Cmpt</td>
<td>Come apart</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Evdnt</td>
<td>Evident</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Mdnns</td>
<td>Madness</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Pssn</td>
<td>Pass</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Strkn</td>
<td>Strike by</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Ltnng</td>
<td>lightning</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Slcnsn</td>
<td>Smoothness</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
</tr>
<tr>
<td>Crrct</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Hlt</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Dtnsn</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Dmgs</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Prss</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Cnsnsn</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Tynssn</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Add</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Cknssn</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Impcss</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Cbr</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Fvr</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Flng</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Extnshng</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Fr</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Insdnt</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Effcse</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Scnr</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Fold</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Injstsns</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Infct</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
<tr>
<td>Bnd</td>
<td>Evtn</td>
<td>Split</td>
<td>DAK</td>
<td>DAK</td>
<td></td>
</tr>
</tbody>
</table>
Table b
Forms expressing other configurations, namely:

a) $\text{DB}(x) + \text{DC}(\text{Eff})$

b) $\text{DB}(x) + \text{DAlk}(\text{Refl})$

c) $\text{DB}(x) + \text{DC}(\text{Dyn})$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{sgf}(a)$</td>
<td>Infatuation</td>
<td>$\text{dj}^*(b)$</td>
<td>Lie down</td>
<td>$\text{sw}^*(a)$</td>
<td>Obedience</td>
</tr>
<tr>
<td>$\text{sgl}(b)$</td>
<td>Occupy</td>
<td>$\text{dww}(b)$</td>
<td>Attach</td>
<td>$\text{tlb}(a)$</td>
<td>Seek</td>
</tr>
<tr>
<td>$\text{sgf}(c)$</td>
<td>Abandon</td>
<td>$\text{trh}(b)$</td>
<td>Fling</td>
<td>$\text{dm}(a)$</td>
<td>Seek</td>
</tr>
<tr>
<td>$\text{sgl}(b)$</td>
<td>Devote</td>
<td>$\text{tlb}(a)$</td>
<td>Seek</td>
<td>$\text{jm}(a)$</td>
<td>Obscurity</td>
</tr>
<tr>
<td>$\text{sw}^*(b)$</td>
<td>Submit</td>
<td>$\text{nj}(a)$</td>
<td>Involvement</td>
<td>$\text{ml}$</td>
<td>Active ness</td>
</tr>
<tr>
<td>$\text{tb}$</td>
<td>Destruction(1)</td>
<td>$\text{trh}(b)$</td>
<td>Concern</td>
<td>$\text{dm}(a)$</td>
<td>Seek</td>
</tr>
<tr>
<td>$\text{qd}$</td>
<td>Believe</td>
<td>$\text{wd}$</td>
<td>Accustomed</td>
<td>$\text{ma}$</td>
<td>Viciousness</td>
</tr>
<tr>
<td>$\text{lj}$</td>
<td>Agitation</td>
<td>$\text{ma}$</td>
<td>Difficult(1)</td>
<td>$\text{zm}$</td>
<td>Resolution</td>
</tr>
<tr>
<td>$\text{ln}$</td>
<td>Knowledge (1)</td>
<td>$\text{ml}$</td>
<td>Injustice</td>
<td>$\text{gb}$</td>
<td>Group(p)</td>
</tr>
</tbody>
</table>

This measure differs from the functionally analogous 5th principally in the greater significance of the sense 'oncoming-effect' (71.7% as against 27.7%).

On the other hand the element 'effect' is rather less prominent at 10.8% as against 29.6%, as also is the sense 'reflexive' at 15.2% as against 20.7%.

Part 13. A sample of forms on the 8th measure

Table a
Forms expressing the configuration: $\text{DB}(x) + \text{DC}(\text{Eff})$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{gy}$</td>
<td>Involvement</td>
<td>$\text{ml}$</td>
<td>Active ness</td>
<td>$\text{br}$</td>
<td>Teach</td>
</tr>
<tr>
<td>$\text{gby}$</td>
<td>Destruction(1)</td>
<td>$\text{trh}(b)$</td>
<td>Concern</td>
<td>$\text{dl}$</td>
<td>Straightness</td>
</tr>
<tr>
<td>$\text{qd}$</td>
<td>Believe</td>
<td>$\text{wd}$</td>
<td>Accustomed</td>
<td>$\text{ma}$</td>
<td>Viciousness</td>
</tr>
<tr>
<td>$\text{lj}$</td>
<td>Agitation</td>
<td>$\text{ma}$</td>
<td>Difficult(1)</td>
<td>$\text{zm}$</td>
<td>Resolution</td>
</tr>
<tr>
<td>$\text{ln}$</td>
<td>Knowledge (1)</td>
<td>$\text{ml}$</td>
<td>Injustice</td>
<td>$\text{gb}$</td>
<td>Group(p)</td>
</tr>
</tbody>
</table>

Table b
Forms whose configuration contains the element $\text{DC}(\text{Dyn})$ only.

These are:

a) $\text{DB}(x) + \text{DC}(\text{Dyn})$

b) $\text{L}(x)/.../ + \text{DC}(\text{Dyn})$

  $h/\text{DB}(x)/$

c) $\text{L}(x)/.../ + \text{DC}(\text{Dyn})$

  $h/\text{DB}(x)/$
Table c
Forms expressing other configurations. These are:

a) \( DBp(x) + DaKq(\text{Refi}) \)

b) \( DBp(x) + DaKq(\text{Recip}) \)

c) \( Lp/(x) + DaM(Dyn) \)

\( h/DBp(x) + DaKq(\text{Refi}) \)

d) \( Lp/(x) + DaM(Dyn) \)

\( h/DBp(x) + DaM(\text{Eff}) \)

e) \( DBp(x) + DaK(Itn) + DaM(\text{O-E}) \)

f) \( Lp/(x) + DaKq(\text{Refi}) \)

\( h/DBp(x) + DaKp(\text{Dir}) \)

g) \( Lp/(x) + DaM(\text{Eff}) \)

\( h/DBp(x) / \)

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>'kf(a)</td>
<td>Isolate</td>
<td></td>
<td>'md(d)</td>
<td>Depend</td>
<td>Support</td>
</tr>
<tr>
<td>'dr(a)</td>
<td>Excuse</td>
<td></td>
<td>'wr(e)</td>
<td>Befall</td>
<td></td>
</tr>
<tr>
<td>'z1(a)</td>
<td>Isolate</td>
<td></td>
<td>'rk(f)</td>
<td>Fight</td>
<td></td>
</tr>
<tr>
<td>'lj(b)</td>
<td>Struggle</td>
<td></td>
<td>'sm(d)</td>
<td>Adhere</td>
<td></td>
</tr>
<tr>
<td>'lw(c)</td>
<td>Scale</td>
<td>Height</td>
<td>'zz(g)</td>
<td>Feel strong</td>
<td>Strength</td>
</tr>
</tbody>
</table>

Significant among the senses attaching to this measure are

'effect'(35.5%), 'dynamic' (42.2%) and 'reflexive' (8.8%).

The relatively high incidence of \( DaM(Dyn) \) perhaps requires

comment since the 8th measure is commonly regarded as 'reflexive'

or "middle" in signification. (See Wright 1.55 and Beeston 1970, p74).
How it is indeed possible that certain of the forms we have
analysed in 'dynamic' terms should be regarded rather as
'reflexive' - and might well be so by an investigator having
Arabic as first language, or some language more sensitive
to notions of reflexiveness than is English. However we suggest that
such a re-analysis would not seriously affect the balance of sense
patterns detected in our analysis, given the considerable difference
between the results obtained for the 'dynamic' and 'reflexive'
senses.

Part 14. A sample of forms on the 10th measure
Table a
Forms expressing the configuration: $\mathbb{D} \mathbb{B}(x) + \mathbb{C} \mathbb{M}(\text{Eff})$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>365</td>
<td>366</td>
<td>368</td>
<td>368</td>
<td>368</td>
<td>368</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mathbb{H} \mathbb{M}$</th>
<th>Ripeness</th>
<th>$\mathbb{H} \mathbb{Y}$</th>
<th>Shame</th>
<th>$\mathbb{D} \mathbb{W}$</th>
<th>Roundness</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{H} \mathbb{K}$</td>
<td>Strength</td>
<td>$\mathbb{H} \mathbb{Y}$</td>
<td>Shame</td>
<td>$\mathbb{H} \mathbb{F}$</td>
<td>Hide</td>
</tr>
<tr>
<td>$\mathbb{H} \mathbb{W}$</td>
<td>Change</td>
<td>$\mathbb{D} \mathbb{W}$</td>
<td>Thinness</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b
Forms expressing the configuration: $\mathbb{D} \mathbb{B}(x) + \mathbb{C} \mathbb{M}(\text{Dyn})$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>365</td>
<td>366</td>
<td>368</td>
<td>368</td>
<td>368</td>
<td>368</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mathbb{H} \mathbb{Q}$</th>
<th>Claim</th>
<th>$\mathbb{D} \mathbb{X}$</th>
<th>Correct</th>
<th>$\mathbb{D} \mathbb{X}$</th>
<th>Remember</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{H} \mathbb{W}$</td>
<td>Overwhelm</td>
<td>$\mathbb{D} \mathbb{W}$</td>
<td>Spin</td>
<td>$\mathbb{D} \mathbb{W}$</td>
<td>Flame up</td>
</tr>
<tr>
<td>$\mathbb{K} \mathbb{S}$</td>
<td>Envy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table c
Forms expressing the configurations: a) $\mathbb{D} \mathbb{B}(x) + \mathbb{C} \mathbb{M}(\text{Causn})$
b) $\mathbb{L}(x)/... + \mathbb{C} \mathbb{M}(\text{Dyn})$

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>365</td>
<td>366</td>
<td>368</td>
<td>368</td>
<td>368</td>
<td>368</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mathbb{K} \mathbb{S} \mathbb{L}$</th>
<th>Acquire</th>
<th>Come</th>
<th>$\mathbb{K} \mathbb{S} \mathbb{L}$</th>
<th>Extract</th>
<th>Freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{H} \mathbb{D} \mathbb{R}$</td>
<td>Send for</td>
<td>Present(a)</td>
<td>$\mathbb{K} \mathbb{L} \mathbb{F}$</td>
<td>Succeed</td>
<td></td>
</tr>
<tr>
<td>$\mathbb{H} \mathbb{L} \mathbb{F}$</td>
<td>Swear</td>
<td></td>
<td>$\mathbb{D} \mathbb{X}$</td>
<td>Flow copiously</td>
<td></td>
</tr>
<tr>
<td>$\mathbb{H} \mathbb{Y} \mathbb{R}$</td>
<td>Let live</td>
<td>Live</td>
<td>$\mathbb{D} \mathbb{R}$</td>
<td>Advance gradually</td>
<td></td>
</tr>
<tr>
<td>$\mathbb{K} \mathbb{D} \mathbb{M}$</td>
<td>Employ</td>
<td>Serve</td>
<td>$\mathbb{D} \mathbb{M}$</td>
<td>Endure</td>
<td></td>
</tr>
<tr>
<td>$\mathbb{K} \mathbb{R} \mathbb{J}$</td>
<td>Remove</td>
<td>Depart</td>
<td>$\mathbb{D} \mathbb{X}$</td>
<td>Flow</td>
<td></td>
</tr>
</tbody>
</table>
Table d

Forms expressing the configurations:

\[ \begin{align*}
\text{a)} & \quad DBp(x) + DAkp(Refl) \\
\text{b)} & \quad Lp(x)/.../ + DCm(Dyn)
\end{align*} \]

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>kd'(a)\</td>
<td></td>
<td>Submit</td>
<td>df'(a)\</td>
<td></td>
<td>Warmth</td>
</tr>
<tr>
<td>kdm(a)\</td>
<td></td>
<td>&quot;</td>
<td>dwx(a)\</td>
<td></td>
<td>Turn round</td>
</tr>
<tr>
<td>kfy(a)\</td>
<td></td>
<td>Hide</td>
<td>dry(b)\</td>
<td></td>
<td>Take refuge</td>
</tr>
</tbody>
</table>

Table e

Forms whose configuration contains the element DAkp(Seek).

These latter are:

\[ \begin{align*}
\text{a)} & \quad DBp(x) + DAkp(Seek) + DCm(Dyn) \\
\text{b)} & \quad DBp(x) + DAkp(Seek) + DCm(Cauan) \\
\text{c)} & \quad Lp(x)/.../ + DAkp(Seek) + DCm(Dyn) \\
\text{d)} & \quad Lp(x)/.../ + DCm(Dyn)
\end{align*} \]

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>hq(a)\</td>
<td></td>
<td>Protection</td>
<td>df(c)\</td>
<td></td>
<td>Stave off</td>
</tr>
<tr>
<td>kbr(a)\</td>
<td></td>
<td>Knowledge</td>
<td>dll(a)\</td>
<td></td>
<td>Show</td>
</tr>
<tr>
<td>kyr(d)\</td>
<td></td>
<td>Best</td>
<td>dmw(d)\</td>
<td></td>
<td>Nearness</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Goodness</td>
<td>rj(b)\</td>
<td></td>
<td>Return</td>
</tr>
</tbody>
</table>

Table f

Forms expressing the configuration: DBp(x) + DAkp(Est) + DCm(Eff)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>hqr\</td>
<td></td>
<td>Contemptible</td>
<td></td>
<td>hmq\</td>
<td></td>
</tr>
<tr>
<td>h11\</td>
<td></td>
<td>Lawful</td>
<td></td>
<td>kff\</td>
<td></td>
</tr>
<tr>
<td>h1w\</td>
<td></td>
<td>Sweetness</td>
<td></td>
<td>lwm\</td>
<td></td>
</tr>
</tbody>
</table>

Table g

Forms expressing other configurations. These latter are:

\[ \begin{align*}
\text{a)} & \quad DBp(x) + DAkp(Est) + DCm(0-E) \\
\text{b)} & \quad Lp(x)/.../ + DCm(Eff) \\
\text{c)} & \quad Lp(x)/.../ + DCm(Eff) \\
\text{d)} & \quad Lp(x)/.../ + DCm(Dyn)
\end{align*} \]
Speaking for the moment in diachronic terms the 10th measure is commonly regarded as having been the "reflex" of a measure characterised by having prefixed s alone (i.e. saF'aL etc. See Wright 1.65, Rem C and Moscati, 1969, paras. 16.10/11/21).

The significance of this observation in the present context resides in the possibility of viewing the earlier function of the 10th measure not as the expression of "reflexive" or "middle" (as for instance Wright 1.61 - see also Fleisch, 1956, p93) but, in a manner analogous to the 5th, 7th and 8th measures, as the expression of 'effective' senses of one sort or another.

Viewed in this way it is then not necessary to posit the sort of convoluted literalisation found in Wright in justification of the assumption of an original and synchronically basic reflexive function.

This is not to deny the significance of this latter function, which can be detected in at least 10.5% of the above sample, but merely to suggest that the better analysis follows if we allow the two types of sense to stand side by side. In so doing we find a 19.3% incidence of the sense 'effect'.
Less predictable on the assumption of an earlier 'effective' function for this measure is the 21% incidence of the sense 'causation' - not accompanied by 'effect'. However given that the prefix does not appear elsewhere in the Arabic verbal system, we might suspect a loss of motivation and hence the onset of semantic fragmentation. (This measure is "still freely productive of new verbs" - Beeston, 1970, p75).

Also significant (both at 12.2%) are the senses 'seeking' and 'estimating'.
Appendix B — To chapters 6 and 7

Part 1. A sample of forms on the measure Fa'il

Table a

Forms expressing the configuration: \( DBp(x) + DCm(Eff) \)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>d'b</td>
<td>jcoose</td>
<td>ndj</td>
<td>Ripeness(2)</td>
<td>wdh</td>
<td>Clearness</td>
<td>djn</td>
<td>Tameness</td>
</tr>
<tr>
<td>d'r</td>
<td>Lewdness</td>
<td>ndr</td>
<td>Blooming(2,3)</td>
<td>wt'</td>
<td>Lowness(2)</td>
<td>&quot;Gloom</td>
<td></td>
</tr>
<tr>
<td>dkn</td>
<td>Darkness</td>
<td>wzn</td>
<td>Drunkenness</td>
<td>wfr</td>
<td>Abundant</td>
<td>drs</td>
<td>Obliterated</td>
</tr>
<tr>
<td>ngs</td>
<td>Wearisome</td>
<td>ws'</td>
<td>Wideness(2)</td>
<td>wfy</td>
<td>Complete-dr'</td>
<td>Armoured</td>
<td></td>
</tr>
<tr>
<td>ngs</td>
<td>Sincerity(1,2)</td>
<td>wsb</td>
<td>Lasting</td>
<td>dbr</td>
<td>Past</td>
<td>w'y</td>
<td>Attentiveness</td>
</tr>
<tr>
<td>ns'</td>
<td>Purity(2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Forms expressing a sense 'individuation'. The configurations concerned are taken to be:

a) \( Lsp(x)/.../\)
\( \frac{H/DBp(x)}{\frac{H/Lp(x)}{/.../}} \frac{DCm(Dyn)}{-} \frac{DSu(Indiv)}{-} /\)
b) \( Lsp(x)/.../ + DHa(Male)\)
\( \frac{H/Lp(x)}{/.../} \frac{DCm(Dyn)}{-} \frac{DSu(Indiv)}{-} /\)
c) \( Lsp(x)/.../ + DHa(Male)\)
\( \frac{H/DBp(x)}{\frac{H/Lp(x)}{/.../}} \frac{DCm(Dyn)}{-} \frac{DSu(Indiv)}{-} /\)
d) \( Lsp(x)/.../ + DHa(Male)\)
\( \frac{H/DBp(x)}{\frac{H/Lp(x)}{/.../}} \frac{DAk(Occpn)}{-} \frac{DSu(Indiv)}{-} /\)

Table c

Forms expressing other configurations. These are:

a) \( Lp(x)/.../ + DCm(Eff)\)
\( \frac{H/DBp(x)}{/} /\)
b) \( DBp(x) + DCm(Dyn)\)
The items in this sample are in one sense atypical since, being drawn from Wehr, they include few whose function— in traditional terms, is purely "verbal" as opposed to "adjectival".

Bearing this point in mind we note a 72.2% incidence of an 'effective' sense and a 22.2% incidence of an 'individuating' function. All except one of the forms in the latter group also express a sense of 'male human animacy', and of these two, (or a barely significant 5.5%) indicate an 'occupation'.

Forms marked (1) in table a) have a variant on the measure Fa'IL

Forms expressing the configuration: Lep(x)/.../

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>df' (a)</td>
<td>Repellent</td>
<td>Push</td>
<td>dfq (b)</td>
</tr>
<tr>
<td>mqb (a)</td>
<td>Dryness</td>
<td>Seep away</td>
<td>mql (b)</td>
</tr>
<tr>
<td>drr (a)</td>
<td>Lucrative</td>
<td>Flow</td>
<td></td>
</tr>
<tr>
<td>drj (a)</td>
<td>Circulate</td>
<td>Move</td>
<td></td>
</tr>
</tbody>
</table>

Part 2. A sample of forms on the measure FE'ILA

Table a

Forms expressing the configuration: Lep(x)/.../

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>sry</td>
<td>Atmosphere</td>
<td>Pervade</td>
<td>dwq</td>
<td>Sense of taste</td>
<td>Taste</td>
</tr>
<tr>
<td>dw</td>
<td>Motive</td>
<td>Call</td>
<td>rw'</td>
<td>Impressing thing</td>
<td>Startle</td>
</tr>
<tr>
<td>sqy</td>
<td>Rivulet</td>
<td>Give to drink</td>
<td>zjr</td>
<td>Restriction</td>
<td>Restrain</td>
</tr>
<tr>
<td>dkr</td>
<td>Memory</td>
<td>Remember</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dwr</td>
<td>Perimeter</td>
<td>Go round</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Other configurations having a lexeme in Lep. These are:

a) Lep(x)/.../

<table>
<thead>
<tr>
<th>Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>h/ln(x)</td>
</tr>
</tbody>
</table>

b) Lep(x)/.../ + DHa(Fem)

<table>
<thead>
<tr>
<th>Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>h/DBp(x)</td>
</tr>
</tbody>
</table>

c) Lep(x)/.../

<table>
<thead>
<tr>
<th>Root</th>
</tr>
</thead>
<tbody>
<tr>
<td>h/DBp(x)</td>
</tr>
</tbody>
</table>
d) \(\text{Lsp}(x)/.../\h/\text{DBp}(x)\ \\text{DSu (Inst)}/\)
e) \(\text{Lsp}(x)/.../\h/\text{DBp}(x)\ \\text{DSu (Indiv)}/\)
f) \(\text{Lsp}(x)/.../ + \ \text{An}n(\text{Fem})\h/\text{DBp}(x)\ \\text{DAk (Extent)}/\ \\text{DSu (Indiv)}/\)
g) \(\text{Lsp}(x)/.../\h/\text{DBp}(x)\ \\text{DCm (Eff)}/\ \\text{DSu (Indiv)}/\)

<table>
<thead>
<tr>
<th>Root</th>
<th>(xa)</th>
<th>(xb)</th>
<th>Root</th>
<th>(xa)</th>
<th>(xb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sq́f(a)</td>
<td>Scrap</td>
<td>Forget</td>
<td>rfd(c)</td>
<td>Renegades</td>
<td>Reject</td>
</tr>
<tr>
<td>sq́y(b)</td>
<td>Barmaid</td>
<td>Water</td>
<td>d'w(c)</td>
<td>One who calls</td>
<td>Call</td>
</tr>
<tr>
<td>sny(b)</td>
<td>Where</td>
<td>Fornicate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rqs(b)</td>
<td>Dancer</td>
<td>Dance</td>
<td>r'y(d)</td>
<td>Viewfinder</td>
<td>See</td>
</tr>
<tr>
<td>shr(b)</td>
<td>Witch</td>
<td>Bewitch</td>
<td>rb́t(d)</td>
<td>Bond</td>
<td>Bind</td>
</tr>
<tr>
<td>sq́f(g)</td>
<td>Harlot</td>
<td>Fall</td>
<td>rgd(d)</td>
<td>Telescope</td>
<td>Observe</td>
</tr>
<tr>
<td>dhy(g)</td>
<td>Smart fellow</td>
<td>Cleverness</td>
<td></td>
<td>Prop</td>
<td>Support</td>
</tr>
<tr>
<td>rbw(e)</td>
<td>Hill</td>
<td>Increase</td>
<td>r'x(d)</td>
<td>Lifting apparatus</td>
<td>Raise</td>
</tr>
<tr>
<td>zyd(e)</td>
<td>Appendage</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rhl(f)</td>
<td>Female camel</td>
<td>Journey</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>sbh(d)</td>
<td>Glider</td>
<td>Float</td>
</tr>
</tbody>
</table>

### Table e

Other configurations, namely:

a) \(\text{DBs}(x)\)
b) \(\text{Lsp}(x)\h/\text{DBs}(x)\ \\text{DSu (Indiv)}/\)
c) \(\text{Lsp}(x)/.../ + \ \text{Dh}a(\text{Fem})\h/\text{DAk (Occpn)}/\)
d) \(\text{DBp}(x)\)

<table>
<thead>
<tr>
<th>Root</th>
<th>(xa)</th>
<th>(xb)</th>
<th>Root</th>
<th>(x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>s'́d(b)</td>
<td>Tributary(1)</td>
<td>Forearm</td>
<td>rhb(c)</td>
<td>Mum</td>
</tr>
<tr>
<td>dlw(b)</td>
<td>Waterwheel</td>
<td>Bucket</td>
<td>ary(a)</td>
<td>Column</td>
</tr>
<tr>
<td>s'́y(b)</td>
<td>Odour</td>
<td>Wind</td>
<td>s'd(a)</td>
<td>Tributary(1)</td>
</tr>
<tr>
<td>sb́l(b)</td>
<td>Passers by</td>
<td>Way</td>
<td>d̄g(a)</td>
<td>Knee-cap</td>
</tr>
<tr>
<td>sbq(d)</td>
<td>Precedence</td>
<td></td>
<td>rqs(a)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arh(a)</td>
<td>Reptile</td>
</tr>
</tbody>
</table>

As with other measures having the tā' markāṭa the principal function of this measure - when not denoting an animate creature, is considered to be the expressing of 'individuation'. (see para. 1.5 of chapter 7).
The concept 'female animacy' occurs less frequently than might be expected (15.3%). This however derives largely from the fact that Wehr does not list instances of Fa'il unless their sense is not predictable from that of their counterpart Fa'il.

The senses 'occupation' (10.2%), 'extensive' (7.6%), and 'instrument' (15.4%) are also significant.

Concepts which are independently attested elsewhere tend to overlap in a rather confusing fashion when applied to the analysis of forms on this measure and Fa'il of part 1. Consider for instance the form kātib. When having the sense writing it is taken to express the configuration:

\[ \text{Dm(Iktb: write)} + \text{Dm(Dyn)} + \text{AAs(Prog)} \]

When expressing the sense writer which (diachronically) is secondary to writing one is initially tempted to analyse its underlying configuration thus:

\[ \text{Lm(kātib: writer)} /.../ + \text{Dm(Male)} + \text{Dm(Dyn)} + \text{AAs(Prog)} + \text{Dm(Indiv)} / \]

Intuitively however it is fairly clear that we are here concerned with the concept 'occupation' which is independently attested for the measure Fa''l (see part 4 of this appendix) and that the better analysis of this form when bearing the second sense is as per part 1, table b, configuration d.

Since, as we have argued in para. 1.1 of chapter 6 'occupation' is but a specialised form of 'habituation', and since the concepts 'dynamicty' and 'progressive' both imply a certain 'ongoingness' the cause of this overlapping is not far to seek.

Therefore since we have assumed that 'habituation' is, in the internal logic of Arabic, but a variant interpretation of the concept 'extensive' (see para.1.0 of chapter 6) one is not surprised to find forms on this measure analysed as per the configuration of table a, and configurations b and c of table b (notwithstanding the analysis of Lm (kātib) above the assignment of aspect to a substantive is taken to be counter-intuitive).

Similarly, following the argument in para. 1.6.0 of chapter 10 configurations having the structure of g in table b are predictable also. Note that for the purposes of configuration (f) in table (b) we assume without argument an adherent system of
non-human animacy, designated An, and having the members (Male) and (Female).

Part 3. A sample of forms on the measure Pa'ul

Table a

Configurations containing a substantivization, namely:

| a | Lep(x)/.../ h/DEp(x) + DCm(Eff) - DSu(Indiv) |
| b | Lep(x) h/DEp(x) + DAl(Extent) - DSu(Indiv) |
| c | Lep(x)/.../ + DHa(Male) h/DEp(x) + DAl(Extent) - DSu(Indiv) |
| d | Lep(x)/.../ h/DEp(x)/.../ + DCm(Eff) - DSu(Indiv) |
| e | Lep(x)/.../ + DHa(Male) h/DEp(x) + DCm(E-I-S) - DSu(Indiv) |

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>xoa(a)</td>
<td>Unweaned female camel</td>
<td>Suckle</td>
<td>zff(b)</td>
<td>Ostrich</td>
<td>Hurry</td>
</tr>
<tr>
<td>xoa(b)</td>
<td>Mount</td>
<td>Ride</td>
<td>shh(c)</td>
<td>Good</td>
<td>Swim</td>
</tr>
<tr>
<td>dxr(a)</td>
<td>Powder</td>
<td>Sprinkle</td>
<td>shr(d)</td>
<td>Meal before</td>
<td>Swim before</td>
</tr>
<tr>
<td>dlk(a)</td>
<td>Liniment</td>
<td>Rub</td>
<td>rsl(e)</td>
<td>Messenger</td>
<td>Send</td>
</tr>
<tr>
<td>wd'a(a)</td>
<td>Water for ritual ablution</td>
<td>Purity</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Configurations containing a predicatisation, namely:

| a | Lp(x)/.../ + DCm(Eff) |
| b | Lp(x)/.../ + DCm(Eff) |
| c | Lp(x)/.../ + DCm(Eff) |

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>xka(a)</td>
<td>Swift</td>
<td>Race</td>
<td>dI1(b)</td>
<td>Docility</td>
<td>Lowliness</td>
</tr>
<tr>
<td>zff(a)</td>
<td>&quot;</td>
<td>Hurry</td>
<td>dI4(c)</td>
<td>Watering</td>
<td>Tears</td>
</tr>
<tr>
<td>s'm(b)</td>
<td>Disgust</td>
<td>Weariness</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table a

Configurations having only a base predicate or substantive, namely:

a) $DBg(x)$
b) $DBp(x) + DAK(Exten) + DCm(Eff)$
c) $DBp(x) + DCm(Dyn)$
d) $DBp(x) + DCm(Eff)$

<table>
<thead>
<tr>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>zff(a)</td>
<td>Ostrich(1)</td>
<td>dhh(a)</td>
<td>Water laden</td>
<td>zhq(c)</td>
<td>Die</td>
</tr>
<tr>
<td>s't(a)</td>
<td>Snuff</td>
<td>s'1(b)</td>
<td>Inquisitive</td>
<td>msh(d)</td>
<td>Sincerity(3)</td>
</tr>
<tr>
<td>sff(a)</td>
<td>Medicinal powder</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The principal sense expressed by this measure is 'effective' (39.5%) either in an included or in an adherent relationship. The next most common is 'individuation' (34.8%). If this group is taken with those forms expressing a 'base substantive' we find that 52.1% of the sample expresses a substantive of some kind. Thirdly, there is the 'extensive' sense, detected in 30.4% of the sample (see Wright 1.232, rem d).

Although the sample is small the results are probably not too misleading since the measure is not particularly common.

Notes:
1) Alternative analyses
2) Form having a parallel in Fa"ål
3) " " " " " Fål

Part 4. A sample of forms on the measure Fa"ål.

Table a

Configurations containing $DAK(Exten)$, namely:

a) $DBp(x) + DAK(Exten) + DSu(Indiv) + DHm(Male)$
b) $DBp(x) + DAK(Exten) + DCm(Eff)$
c) $Lp(x)/.../
   h/DBn(x) + DAK(Exten) + DSu(Indiv)/$
d) $Lp(x)/.../ + DCm(Eff)$
   h/DAK(Exten)/
Table b

Configurations containing DAk(OoCopn), namely:

a) Lsp(x)/.../ + DHa(Male)
   h/Lsp(x)/.../ DAk(OoCopn) DSu(Indiv)/

b) Lsp(x)/.../ + DHa(Male)
   h/Lsp(x)/.../ DAk(OoCopn) DSu(Indiv)/

c) Lsp(x)/.../ + DHa(Male)
   h/Lsp(x)/.../ DAk(OoCopn) DSu(Indiv)/

Table:

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>nsb(a)</td>
<td>Cheat</td>
<td>nt(c)</td>
</tr>
<tr>
<td>kdb(a)</td>
<td>Lie</td>
<td>kbs(c)</td>
</tr>
<tr>
<td>kfr(a)</td>
<td>Disbelieve</td>
<td>mid(c)</td>
</tr>
<tr>
<td>nth(b)</td>
<td>Butt</td>
<td>qhr(d)</td>
</tr>
<tr>
<td>wdh(f)</td>
<td>Brilliance</td>
<td>lmh(d)</td>
</tr>
<tr>
<td>qwl(f)</td>
<td>Garrulous</td>
<td>lwh(d)</td>
</tr>
<tr>
<td>ld'(f)</td>
<td>Scorch</td>
<td>kw'(a)</td>
</tr>
<tr>
<td>mjn(f)</td>
<td>Insolence</td>
<td></td>
</tr>
</tbody>
</table>

(continued on page 380)
<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>wgy(a)</td>
<td>Seller of embroidered fabrics</td>
<td>Embroidered fabric</td>
<td>klf(f)</td>
<td>Hostler</td>
</tr>
<tr>
<td>qwd(c)</td>
<td>Pimp</td>
<td>Procure</td>
<td>qwm(h)</td>
<td>Manager</td>
</tr>
<tr>
<td>lym(c)</td>
<td>Weld</td>
<td>Hemp</td>
<td>kms(h)</td>
<td>Sweep</td>
</tr>
<tr>
<td>kdf(g)</td>
<td>Discoverer</td>
<td>Pull away</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mgl(d)</td>
<td>Sculptor</td>
<td>Represent</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qws(e)</td>
<td>Bowmaker</td>
<td>Bow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qws(e)</td>
<td>Archer</td>
<td>Bow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kyl(e)</td>
<td>Oculist</td>
<td>Kuhl</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lbd(e)</td>
<td>Feltmaker</td>
<td>Felt</td>
<td>wpf(b)</td>
<td>Depictor</td>
</tr>
<tr>
<td>lbn(e)</td>
<td>Brickmaker</td>
<td>Brick</td>
<td>qys(b)</td>
<td>Surveyor</td>
</tr>
<tr>
<td>lbn(e)</td>
<td>Milkman</td>
<td>Milk</td>
<td>kyl(b)</td>
<td>Corn measurer</td>
</tr>
<tr>
<td>lbd(e)</td>
<td>Gravedigger</td>
<td>Grave</td>
<td>kw(b)</td>
<td>Sear</td>
</tr>
<tr>
<td>krm(c)</td>
<td>Winegrower</td>
<td>Vine</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lym(e)</td>
<td>Butcher</td>
<td>Meat</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table c**

Forms having the configuration: DBs

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>kbd</td>
<td>Citrus</td>
<td>kr7</td>
<td>Leek</td>
<td>ly</td>
<td>Wryneck</td>
</tr>
<tr>
<td>lbd</td>
<td>Felt</td>
<td>lnm</td>
<td>Wild thyme</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From the above list it will be seen that in 21 instances (48.3%) a sense 'occupation' is detected. Diachronically this would seem to be derivable from the more general sense 'extensive' in its 'habituation' interpretation (see the notes to part 2 above) and this is detected in 39.5% of the sample (see Wright 1.233 and Howell para. 243).

For some forms the distinction between 'occupation' and 'extensiveness' is difficult, if not almost impossible, to draw – a problem rendered the more difficult by the fact that one's analysis tends to be coloured by an anglocentric conception of what does or does not constitute an occupation. However since there are many clear instances the distinction in itself seems legitimate.

Also of interest are the three forms of table c denoting plants of various kinds. Since these comprise 7.1% of the sample they are taken to constitute evidence for a morphologically motivated subdivision within system DBs. (Compare para. 1.1 of chapter 9). Note
that in contrast to the forms of table c the form kalläF: hostler
is assigned the analysis (f) by analogy with other forms having
DAk(coopm), despite its lack of internal structure.

Part 5. A sample of forms on the measure Fa'älA

Table a

Configurations containing DSu(Inst), namely:

| a) | Lsp(x)/.../ h/\DBp(x) ~ DSu(Inst) |
| b) | Ls(x)/.../ h/DSu(Inst) |
| c) | Lsp(x)/.../ h/Lsp(x)/.../ ~ DSu(Inst) |
| d) | Lsp(x)/.../ h/Lsp(x)/.../ ~ DSu(Inst) |

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>mlp(a)</td>
<td>Sprinkler</td>
<td>Sprinkle</td>
<td>ns1(a)</td>
<td>Ravelling</td>
<td>Unravel</td>
</tr>
<tr>
<td>fth(a)</td>
<td>Can opener</td>
<td>Open</td>
<td>ma1(a)</td>
<td>Blotter</td>
<td>Absorb</td>
</tr>
<tr>
<td>qtr(a)</td>
<td>Pipette</td>
<td>Trickle</td>
<td>mb1(a)</td>
<td>Nozzle</td>
<td>Spurt</td>
</tr>
<tr>
<td>qlb(a)</td>
<td>Agitator</td>
<td>Turn about</td>
<td>db1(a)</td>
<td>Telephone</td>
<td>Exchange(1)</td>
</tr>
<tr>
<td>qly(a)</td>
<td>Frying pan</td>
<td>Fry</td>
<td>bx1(a)</td>
<td>Fridge</td>
<td>Coolness</td>
</tr>
<tr>
<td>ksr(a)</td>
<td>Nutcracker</td>
<td>Break</td>
<td>bxr(a)</td>
<td>Drilling</td>
<td>Twist</td>
</tr>
<tr>
<td>km1(a)</td>
<td>Pincers</td>
<td>Grasp</td>
<td>bxm(a)</td>
<td>Machine</td>
<td></td>
</tr>
<tr>
<td>mk1(a)</td>
<td>Churn</td>
<td>Churn</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tf1(a)</td>
<td>Spitton</td>
<td>Spit</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>jrf(a)</td>
<td>Rake</td>
<td>Remove</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tlj(c)</td>
<td>Fridge</td>
<td>Freeze</td>
<td>Ic/ce/on</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bry(d)</td>
<td>Pencil</td>
<td>Sharpen</td>
<td>Trim</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Configurations containing DSu(Place) and DSu(Veh), namely:

| a) | Lsp(x)/.../ h/\DBp(x) ~ DSu(Veh) |
| b) |                                    |
| c) |                                    |
### Table a

<table>
<thead>
<tr>
<th>Root (a)</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>gws</td>
<td>Submarine</td>
<td>Submerge</td>
</tr>
<tr>
<td>jrr</td>
<td>Tractor</td>
<td>Draw</td>
</tr>
<tr>
<td>fwr</td>
<td>Fountain</td>
<td>Guash</td>
</tr>
<tr>
<td>krk</td>
<td>Dredge</td>
<td></td>
</tr>
<tr>
<td>&quot;(d)</td>
<td>Prison</td>
<td></td>
</tr>
<tr>
<td>kls</td>
<td>Lime kiln</td>
<td>Lime</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Root (b)</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>nsf</td>
<td>Torpedo boat</td>
<td>Torpedo</td>
</tr>
<tr>
<td>jwl</td>
<td>Motor cycle</td>
<td>Wander</td>
</tr>
<tr>
<td>bd1</td>
<td>Telephone</td>
<td>Exchange</td>
</tr>
<tr>
<td>jbn</td>
<td>Cemetery</td>
<td></td>
</tr>
<tr>
<td>jbs</td>
<td>Gypsum quarry</td>
<td>Gypsum</td>
</tr>
<tr>
<td>&quot;(e)</td>
<td>Plaster kiln</td>
<td></td>
</tr>
</tbody>
</table>

#### Table c

**Configurations containing** $\text{DAk(Exten)}$ **and** $\text{DAk(Occpn)}$, **namely:**

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>bzt</td>
<td>Cobra</td>
<td>Spit</td>
</tr>
<tr>
<td>&quot;(c)</td>
<td>Snail</td>
<td></td>
</tr>
<tr>
<td>kwy</td>
<td>Ironing woman</td>
<td>Sear</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>jwl</td>
<td>Wanderer</td>
<td>Wander</td>
</tr>
<tr>
<td>trl</td>
<td>Iceberg</td>
<td>Ice/snow</td>
</tr>
<tr>
<td>ndb</td>
<td>Hired mourner</td>
<td>Mourm</td>
</tr>
</tbody>
</table>

### Table d

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>xoc</th>
</tr>
</thead>
<tbody>
<tr>
<td>qrd</td>
<td>Clothes moth</td>
<td>Gnaw</td>
<td>Sever</td>
</tr>
<tr>
<td>bht</td>
<td>Eminent scholar</td>
<td>Investigate</td>
<td>Seek</td>
</tr>
</tbody>
</table>

**Other configurations, namely:**
a) $\text{Lepy}(x)/\ldots/ \text{DBp}(x) + \text{DCmp}($Cause$) + \text{DSu}($Indiv$)/$

b) $\text{DBs}(x)$

c) $\text{DBp}(x)$

<table>
<thead>
<tr>
<th>Root</th>
<th>$x_a$</th>
<th>$x_b$</th>
<th>Root</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>fza*(a)</td>
<td>One inspiring fear Fright</td>
<td>bdl(b)</td>
<td>Culvert</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>jxx(b)</td>
<td>Scorpion</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>kfr(c)</td>
<td>Penance</td>
</tr>
</tbody>
</table>

The most common augmentive sense detected in this sample was 'instrument' (47.7%). Overlapping this but in certain cases distinct is a sense 'vehicle' (11.3%). Also significant is 'place' (15.9%).

Predictably perhaps $\text{Fa'Al}$ shares with $\text{Fa'AL}$ the function of expressing the sense 'extensive' which however is less significant here than for the latter (15.9% as against 39.5%).

In Wright 1.233 Rem C the measure $\text{Fa'Al}$ is listed as one of those admitting of "being strengthened in their meaning by the addition of the termination (ta' marbuṭa), which is ...used, as the grammarians say lil-mubālağati: to signify intensiveness, or lit-ta'kidi l-mubālağati: to strengthen the intensiveness".

However the analogy of $\text{Fa'Al}$ might suggest that "intensiveness" is signalled by gemination of the second radical, with the ta' marbuṭa tending to mark 'individuation'. On the other hand the concept "strengthen the idea of intensiveness" seems meaningless on the basis of this sample.

Part 6. A sample of forms on the measure $\text{Fa'AL}$

Table 6

Forms having the configuration DBs.
### Table b

Forms having other configurations, namely:

a) \[ Lsp(x)/.../ \]
   \[ h/DBp(x) \sim DSu(Indiv) / \]

b) \[ Lsp(x)/.../ \]
   \[ h/DBp(x) \sim DAK(Exten) \sim DSu(Indiv) / \]

c) \[ Lp(x)/.../ \]
   \[ h/DBp(x) / \]

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>jlb</td>
<td>Rose water</td>
<td>dxh</td>
<td>Spanish fly</td>
<td>krt</td>
<td>Leek</td>
</tr>
<tr>
<td>kbz</td>
<td>Mallow</td>
<td>xh</td>
<td>Monkey</td>
<td>kzb</td>
<td>Hook</td>
</tr>
<tr>
<td>ktf</td>
<td>Swift</td>
<td>xmn</td>
<td>Pomegranate</td>
<td>&quot;</td>
<td>Cramp</td>
</tr>
<tr>
<td>kfn</td>
<td>Pumice stone (1)</td>
<td>znr</td>
<td>Belt</td>
<td>kfs</td>
<td>Scrapbook</td>
</tr>
<tr>
<td>drj</td>
<td>Francolin</td>
<td>skn</td>
<td>Rudder</td>
<td>tfh</td>
<td>Mandrake</td>
</tr>
<tr>
<td>dkn</td>
<td>Shop</td>
<td>kbd</td>
<td>Citrus</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>jm'(a)</td>
<td>Aggregate</td>
<td>Gather</td>
<td>hrq(b)</td>
<td>Tinder</td>
<td>Burn</td>
</tr>
<tr>
<td>jnz(a)</td>
<td>Requiem</td>
<td>Conduct function</td>
<td>ktf(a)</td>
<td>Hook</td>
<td>Snatch</td>
</tr>
<tr>
<td>kfs(b)</td>
<td>Bat</td>
<td>Day blindness</td>
<td>wd'(c)</td>
<td>Brilliance</td>
<td>Purity</td>
</tr>
<tr>
<td>ktb(a)</td>
<td>School</td>
<td>Write</td>
<td>dkn(c)</td>
<td>Bench</td>
<td>Flatten</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>kds(a)</td>
<td>Heap</td>
<td></td>
</tr>
</tbody>
</table>

All except one of the forms in this sample express substantive senses. The exception ruj'db': brilliant, conforms to the statement in Wright 1.233 Rem b, but since this appears to be the only reference to the measure in the whole work we are left with a distinctly misleading impression of its functions.

Being a measure with geminate second radical a 13.3% incidence of the sense 'extensive' is not unexpected.

### Part 7. A sample of forms on the measure maF'bo

#### Table a

Configurations containing DSug(Place), namely:

a) \[ Lsp(x)/.../ \]
   \[ h/DBp(x) \sim DSug(Place) / \]
b) \( \text{Log}(x)/.../ \\text{h/DMa}(x) \sim \text{D Sug}(\text{Place})/ \)

c) \( \text{Log}(x)/.../ \\text{h/D Sug}(\text{Place})/ \)

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>tbn(b)</td>
<td>Straw stack</td>
<td>Straw</td>
<td>thf(b)</td>
<td>Museum</td>
<td>Curiosity</td>
</tr>
<tr>
<td>nbt(a)</td>
<td>Source</td>
<td>Grow</td>
<td>njm(c)</td>
<td>Mine</td>
<td></td>
</tr>
<tr>
<td>nhf(a)</td>
<td>Dieting</td>
<td>resort</td>
<td>mly(a)</td>
<td>Corridor</td>
<td>Walk</td>
</tr>
<tr>
<td>ny'(a)</td>
<td>Distant place</td>
<td>Distance</td>
<td>nja(a)</td>
<td>Weaving mill</td>
<td>Weave</td>
</tr>
<tr>
<td>nS'(a)</td>
<td>Place of origin</td>
<td>Emerge</td>
<td>'ty(a)</td>
<td>Place from/ Come to which one comes</td>
<td></td>
</tr>
<tr>
<td>'wy(a)</td>
<td>Place of refuge</td>
<td>Take refuge</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tred(b)</td>
<td>Rampart</td>
<td>Shield</td>
<td>tlf(a)</td>
<td>Desert</td>
<td>Destruction</td>
</tr>
<tr>
<td>nb'(a)</td>
<td>Source</td>
<td>Issue</td>
<td>njm(a)</td>
<td>Source</td>
<td>Appear</td>
</tr>
<tr>
<td>nhr(a)</td>
<td>Throat</td>
<td>Slaughter</td>
<td>nhl(b)</td>
<td>Beehive</td>
<td>Bees</td>
</tr>
<tr>
<td>nhw(a)</td>
<td>Coal</td>
<td>Go</td>
<td>nhf(a)</td>
<td>Nostril</td>
<td>Snort</td>
</tr>
<tr>
<td>wj'(a)</td>
<td>Foothold</td>
<td>Tread underfoot</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Configurations containing \( \text{DShu}(\text{Loc}) \), namely:

a) \( \text{Lay}(x)/.../ \\text{h/DShu}(\text{Loc})/ \)

b) \( \text{Lay}(x)/.../ \\text{h/D Shu}(\text{Loc})/ \)

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>mst(a)</td>
<td>Death/Place of Die death</td>
<td></td>
<td>'tm(b)</td>
<td>Funeral ceremony</td>
<td></td>
</tr>
<tr>
<td>nz'(a)</td>
<td>Aim</td>
<td>Desire</td>
<td>tm'(a)</td>
<td>Coveted object</td>
<td>Covet</td>
</tr>
<tr>
<td>'rb(b)</td>
<td>Coal</td>
<td></td>
<td>mfs(a)</td>
<td>Pleasant thing</td>
<td>Animation</td>
</tr>
<tr>
<td>tjr(a)</td>
<td>Business</td>
<td>Trade</td>
<td>bht(a)</td>
<td>Field of investigation</td>
<td></td>
</tr>
</tbody>
</table>

Table c

Other configurations, namely:

a) \( \text{Lay}(x)/.../ \\text{h/DShu}(\text{Indiv})/ \)

b) \( \text{DShu}(x) \)

c) \( \text{DShu}(x) \)
This measure is one of the principal through which the sense 'place' is expressed, the sample producing an incidence of 54.2%.

The rather more abstract sense 'locus' is taken to be present in 22.8% of the sample. Not uncommonly it may be interpreted either spatially or temporally - as for instance "\(\text{mam}^\text{a}t\) or \(\text{ma'\text{t}am}\). One may speculate whether this is not an earlier function of the measure, remaining now as a trace -along with certain of the prepositions (see section 1 of chapter 8), of a stage in Semitic or pre-Semitic intellectual development when these two categories were not distinguished.

However this may be, the assumption of a concept neutral between time and space allows us to describe a number of forms which cannot be said to express either of these categories - as for instance "\(\text{man}^\text{a}z\) or \(\text{man}^\text{a}\), although these might equally be analysed as abstract extensions of the notion 'place' rather akin to those occurring with prepositions (see para. 1.0.2 of chapter 8).

There are no forms expressing only a sense of time.

Part 8. A sample of forms on the measure \(\text{maF'\text{a}l}\)

Table a

<table>
<thead>
<tr>
<th>(\text{Root})</th>
<th>(\text{xa})</th>
<th>(\text{xb})</th>
<th>(\text{Root})</th>
<th>(\text{x})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{\text{'m}l(a)})</td>
<td>(\text{Hope(a)})</td>
<td>(\text{Hope(p)})</td>
<td>(\text{\text{'m}n(c)})</td>
<td>(\text{Remorse})</td>
</tr>
<tr>
<td>(\text{\text{'m}n(b)})</td>
<td>(\text{Sin})</td>
<td>(\text{brq(c)})</td>
<td>(\text{Glitter})</td>
<td></td>
</tr>
<tr>
<td>(\text{\text{'r}e(b)})</td>
<td>(\text{Broil})</td>
<td>(\text{njw(c)})</td>
<td>(\text{Safety})</td>
<td></td>
</tr>
<tr>
<td>(\text{\text{\text{'d}h(a)}})</td>
<td>(\text{Lamentation})</td>
<td>(\text{Lament})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Configurations containing \(\text{DSug(Place)}\), namely:

a) \(\text{La}w(x) / ... / \text{h/DBp(x)} / \text{DSug(Place)} /\)
b) \( \text{Lsp}(x)/.../ \text{h/Dir}(x)/.../ \text{DSuh}(\text{Place})/ \text{h/DBn}(x)/ \)

c) \( \text{DBp}(x) + \text{DSuh}(\text{Place}) \)

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>xc</th>
</tr>
</thead>
<tbody>
<tr>
<td>sq(_z)(b)</td>
<td>Landing place</td>
<td>Sink down</td>
<td>Fall</td>
</tr>
<tr>
<td>skn(b)</td>
<td>Dwelling</td>
<td>Dwell</td>
<td>Repose</td>
</tr>
</tbody>
</table>

Table b

Configurations containing \( \text{DSuh}(\text{Loc}) \), namely:

a) \( \text{Lsp}(x)/.../ \text{h/DBp}(x) \wedge \text{DSuh}(\text{Loc})/ \)

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{hml}(a) )</td>
<td>Camel borne</td>
<td>Carry</td>
<td>( \text{nsb}(c) )</td>
<td>Place of planting</td>
<td>Plant</td>
</tr>
<tr>
<td>( \text{hys}(a) )</td>
<td>Sanctuary</td>
<td>Flee</td>
<td>( \text{sjd}(a) )</td>
<td>Mosque</td>
<td>Bow down</td>
</tr>
<tr>
<td>( \text{wtn}(a) )</td>
<td>Domicile</td>
<td>Dwell</td>
<td>( \text{nbq}(a) )</td>
<td>Pulse</td>
<td>Throb</td>
</tr>
<tr>
<td>( \text{nsn}(b) )</td>
<td>Stopping place</td>
<td>Descend</td>
<td>( \text{nsh}(a) )</td>
<td>Hermitage</td>
<td>Ascetism</td>
</tr>
</tbody>
</table>

Table c

Other configurations, namely:

a) \( \text{DBn}(x) \)
b) \( \text{DBp}(x) \)

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{hyd}(a) )</td>
<td>Avoidance</td>
<td>( \text{nsm}(b) )</td>
<td>Sole/hoof</td>
<td>( \text{hjr}(b) )</td>
<td>Rye socket</td>
</tr>
<tr>
<td>( \text{hys}(a) )</td>
<td>Flight</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this measure the sense 'place' is detected in 57.3% of the sample and 'locus' in 21%.

There is in this sample one instance of a form expressing "time" only (mahill: due date). Since however it occurs in a rather small sample of 19 forms it is not regarded as significant, despite comprising 5.2%.
## Part 2. A sample of forms on the measure miF'al

### Table a

Forms having the configuration: \( Ls(x)/.../h/Mb(x) \rightarrow DSu(Inst)/ \)

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>jqb</td>
<td>Drill</td>
<td>Boxe</td>
</tr>
<tr>
<td>jza</td>
<td>Wool shears</td>
<td>Shear</td>
</tr>
<tr>
<td>jkr</td>
<td>Microscope</td>
<td>Bring to light</td>
</tr>
<tr>
<td>hjm</td>
<td>Cupping glass Cup</td>
<td></td>
</tr>
<tr>
<td>jjn</td>
<td>Staff</td>
<td>Crookedness</td>
</tr>
<tr>
<td>hsd</td>
<td>Sickle</td>
<td>Reap</td>
</tr>
<tr>
<td>hkk</td>
<td>Touchstone</td>
<td>Rub</td>
</tr>
<tr>
<td>nas</td>
<td>Dust cloth</td>
<td>Wipe</td>
</tr>
<tr>
<td>nbr</td>
<td>Pulpi</td>
<td>Raise</td>
</tr>
<tr>
<td>nhf</td>
<td>Chisel</td>
<td>Dress</td>
</tr>
<tr>
<td>ndf</td>
<td>Cotton carder</td>
<td>Comb</td>
</tr>
<tr>
<td>nsj</td>
<td>Loom</td>
<td>Weave</td>
</tr>
<tr>
<td>ndh</td>
<td>Shower</td>
<td>Sprinkle</td>
</tr>
<tr>
<td>jnx</td>
<td>Trace</td>
<td>Pull</td>
</tr>
<tr>
<td>jrd</td>
<td>Scraper</td>
<td>Strip</td>
</tr>
<tr>
<td>jnn</td>
<td>Shield</td>
<td>Conceal</td>
</tr>
<tr>
<td>hbs</td>
<td>Device for Obstruct shutting system</td>
<td></td>
</tr>
<tr>
<td>hrr</td>
<td>Heating Heat</td>
<td></td>
</tr>
<tr>
<td>hfr</td>
<td>Spade</td>
<td>Dig</td>
</tr>
<tr>
<td>hlj</td>
<td>Cotton gin</td>
<td>Gin</td>
</tr>
<tr>
<td>mgs</td>
<td>Sucker</td>
<td>Suck</td>
</tr>
<tr>
<td>nz</td>
<td>Arrow</td>
<td>Aim</td>
</tr>
<tr>
<td>nas</td>
<td>Winnow</td>
<td>Scatter</td>
</tr>
</tbody>
</table>

### Table b

Other configurations containing \( DSu(Inst) \), namely:

- a) \( Mb(x) + DSu(Inst) \)
- b) \( Ls(x)/.../h/Mb(x) \rightarrow DSu(Inst)/ \)
- c) \( Ls(x)/.../h/DSu(Inst)/ \)
- d) \( Ls(x)/.../h/Lp(x)/...// \rightarrow DSu(Inst)/h/Mb(x)/ // \)
- e) \( Ls(x)/.../h/Lp(x)/...// \rightarrow DSu(Inst)/h/Mb(x)/ // \)
Table 6

Other configurations, namely:

a) $\text{IMn}(x) + \text{LCm}(\text{Eff})$

b) $\text{LBr}(x)$

Table 7

Forms having the configuration: $\text{IMn}(x) + \text{LCm}(\text{Eff})$
Other configurations, namely:

a) \( \text{L}_{n}(x)/\...// + \text{DCm}(\text{Eff}) \)
   \( \text{h}/\text{DBp}(x)/ \)

b) \( \text{L}_{n}(x)/\...// + \text{DCm}(\text{Eff}) \)
   \( \text{h}/\text{DBp}(x)/ \)
   \( \text{DSu}(\text{Indiv})// \)

c) \( \text{L}_{n}(x)/\...// + \text{DCm}(\text{Eff}) \)
   \( \text{h}/\text{DBs}(x)/ \)

<table>
<thead>
<tr>
<th>Root</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>'dd(a)</td>
<td>Numerable</td>
<td>Count</td>
<td>g(n)'(b)</td>
<td>Produce</td>
</tr>
<tr>
<td>db(b)</td>
<td>Fix</td>
<td>Beat</td>
<td>gw(n)(b)</td>
<td>Jewelry</td>
</tr>
<tr>
<td>s(\text{nn})(a)</td>
<td>Suspicion</td>
<td>Belief</td>
<td>( \text{lb}(b) )</td>
<td>Desire</td>
</tr>
<tr>
<td>( \text{db}) (a)</td>
<td>Precision</td>
<td>Seize</td>
<td>( \text{dr}) (c)</td>
<td>Moth-ridden Moth</td>
</tr>
<tr>
<td>( \text{j}) (b)</td>
<td>Paste</td>
<td>Knead</td>
<td>sdr(\text{dr})(c)</td>
<td>Affliction</td>
</tr>
<tr>
<td>s(\text{bb})(b)</td>
<td>Lead</td>
<td>Pour forth</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{bd}) (b)</td>
<td>Deity</td>
<td>Worship</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{tr}) (c)</td>
<td>Much frequented Road</td>
<td>th(\text{l}) (c)</td>
<td>Splenetic</td>
<td>Spleen</td>
</tr>
<tr>
<td>( \text{t}) (n) (c)</td>
<td>Plague stricken</td>
<td>Plague</td>
<td>sh(n)(c)</td>
<td>Crush</td>
</tr>
<tr>
<td>s(\text{wn})(a)</td>
<td>Well protected</td>
<td>Conserve</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each of the above forms expresses an 'effective' sense, not uncommonly accompanied by semantic shift from the base predicate (16.2\%). Substantives are rather less common than in the parallel measure Fā'il - comprising 13.5\% here as against 24.3\% for the latter, and all of them are "inanimate" (see part 1 of this appendix).

Part 11. A sample of forms on the measure muFā'il

Table a

Configurations containing \( \text{DAk}(\text{Copn}) \), namely:

a) \( \text{L}_{n}(x)/\...// + \text{DHa}(\text{Male}) \)
   \( \text{h}/\text{ln}(x)/\...// + \text{DAk}(\text{Copn}) \)
   \( \text{h}/\text{DBp}(x)/ \)
   \( \text{Dcm}(\text{Causn})// \)

b) \( \text{L}_{n}(x)/\...// + \text{DHa}(\text{Male}) \)
   \( \text{h}/\text{ln}(x)/\...// + \text{DAk}(\text{Copn}) \)
   \( \text{h}/\text{DBp}(x)/ \)
   \( \text{Dcm}(\text{Causn})// \)

e) Len(x)/.../ + DHa(Male)
   h/Lpb(x)/.../ ~ DAK(Occpn) ~ DSu(Indiv)/

f) Len(x)/.../ + DHa(Male)
   h/Lpb(x) ~ DAK(Occpn) ~ DSu(Indiv)/

e) Len(x)/.../ + DHa(Male)
   h/Lpb(x)/.../ ~ DAK(Occpn) ~ DSu(Indiv)/
   h/DBp(x)/

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>xs</th>
<th>xd</th>
</tr>
</thead>
<tbody>
<tr>
<td>snf(c)</td>
<td>Author</td>
<td>Compose</td>
<td>Classify</td>
<td>Kind</td>
</tr>
<tr>
<td>sdr(a)</td>
<td>Exporter</td>
<td>Export</td>
<td>Go out</td>
<td></td>
</tr>
<tr>
<td>sfw(a)</td>
<td>Official receiver</td>
<td>Liquidate</td>
<td>Clarity</td>
<td></td>
</tr>
<tr>
<td>swr(c)</td>
<td>Creator</td>
<td>Fashion</td>
<td>Form</td>
<td></td>
</tr>
<tr>
<td>ñkg(o)</td>
<td>Actor</td>
<td>Personify</td>
<td>Individual</td>
<td></td>
</tr>
<tr>
<td>ñr*(c)</td>
<td>Legislator</td>
<td>Legislate</td>
<td>Law</td>
<td></td>
</tr>
<tr>
<td>ñwf(e)</td>
<td>Guide for circumambulate</td>
<td>Go about</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ñzh(d)</td>
<td>Anatomist</td>
<td>Dissect</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b
Configurations containing DCmp(Causn), namely (see also configuration (a) in table (a)):

a) Lpp(x)/.../
   h/DBp(x) ~ DCmp(Causn)/

b) DBp(x) + DCmp(Causn)

c) Len(x)/.../
   h/DBp(x) ~ DCmp(Causn) ~ DSu(Indiv)/

d) Len(x)/.../
   h/DBp(x) ~ DCmp(Causn) ~ DSu(Inst)/

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>ssm(a)</td>
<td>Determination</td>
<td>Deafness</td>
<td>ñdd(a)</td>
<td>Aggravate</td>
<td>Intensity</td>
</tr>
<tr>
<td>trå(c)</td>
<td>Emetic</td>
<td>Vomit</td>
<td>ñhw(a)</td>
<td>Arouse the Desire</td>
<td>appetite</td>
</tr>
<tr>
<td>thv(c)</td>
<td>Disinfectant</td>
<td>Vomit</td>
<td>ñwh(a)</td>
<td>Arouse the Desire</td>
<td>appetite</td>
</tr>
<tr>
<td>d̄l̄l(b)</td>
<td>Go astray</td>
<td>Purity</td>
<td>ñw(a)</td>
<td>Arouse</td>
<td>the</td>
</tr>
<tr>
<td>s̄jw(b)</td>
<td>Distress</td>
<td>Vomit</td>
<td>sl̄l̄(d)</td>
<td>Vernier</td>
<td>Rightness</td>
</tr>
<tr>
<td>d̄l̄m(d)</td>
<td>Amplifier</td>
<td>Bigness</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The measure muFa'IL being a member of the 2nd measure, this sample should be compared with that given in part 7 of Appendix A. Prominent among these forms is the sense 'occupation' which is detected in 32% of the sample.

Bearing in mind the distortion introduced by adhering to Wehr's lexical criteria it will be seen that some 64% of the sample are substantives of varying structure. This is more than for the functionally not dissimilar Fa'il where only 24.3% of the sample were substantives (see part 1 of this appendix).

Part 12. A sample of forms on the measure muFa'IL

Table a.

Forms having the configuration: DBp(x) + DCM(Eff)
Table b
Configurations containing \( \text{DSug(Place)} \), namely:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lps}(x) )</td>
<td>Represent and ( \text{DSug(Place)} )</td>
</tr>
<tr>
<td>b) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>Represent and ( \text{DSug(Place)} )</td>
</tr>
<tr>
<td>c) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>Represent and ( \text{DSug(Place)} )</td>
</tr>
<tr>
<td>d) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>Represent and ( \text{DSug(Place)} )</td>
</tr>
</tbody>
</table>

Table c
Other configurations, namely:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DCm(Eff)</td>
</tr>
<tr>
<td>( h/\text{Lps}(x) )</td>
<td></td>
</tr>
<tr>
<td>b) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DCm(Eff) and DSu(Indiv)</td>
</tr>
<tr>
<td>c) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DCm(Eff)</td>
</tr>
<tr>
<td>( h/\text{Lps}(x) )</td>
<td></td>
</tr>
<tr>
<td>d) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DNa(Male)</td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DCm(Eff) and DSu(Indiv)</td>
</tr>
<tr>
<td>( h/\text{Lps}(x) )</td>
<td></td>
</tr>
<tr>
<td>e) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DCm(Eff)</td>
</tr>
<tr>
<td>( h/\text{Lps}(x) )</td>
<td></td>
</tr>
<tr>
<td>f) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DCm(Eff)</td>
</tr>
<tr>
<td>( h/\text{Lps}(x) )</td>
<td></td>
</tr>
<tr>
<td>g) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DCm(Eff) and DSu(Indiv)</td>
</tr>
<tr>
<td>( h/\text{Lps}(x) )</td>
<td></td>
</tr>
<tr>
<td>h) ( \text{Lsp}_p(x) )</td>
<td></td>
</tr>
<tr>
<td>( h/\text{Lpp}(x) )</td>
<td>+ DCm(Eff)</td>
</tr>
</tbody>
</table>

\[ \text{Table c} \]
Forms expressing substantive senses comprise 33.3% of the sample of which 19.4% have the sense 'place' (cf Wright 1.227). Note that in contrast to the measure maP*aL and maP*IL (parts 7 and 8 above) the sense 'locus' is entirely absent.

Substantive senses are rather more common to this measure than the functionally analogous maP*IL (13.5%) (part 10 above).

Part 13. A sample of forms on the measure Fa'ILa

Table a

Configurations containing DCm(Eff) and DSu(Indiv), namely:

a) \( Lep(x) \ldots / + DCm(Eff) / DLp(x) / \)

b) \( Lep(x) \ldots / + DHa(Fem) / DLp(x) / DCm(Eff) / DSu(Indiv) / \)

c) \( Lep(x) \ldots / DLp(x) / DCm(Eff) / DLp(x) / DSu(Indiv) / \)

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>xc</th>
<th>xd</th>
</tr>
</thead>
<tbody>
<tr>
<td>d^f(a)</td>
<td>Double</td>
<td>Double</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d'l'(a)</td>
<td>Rib</td>
<td>Rib</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bjr(a)</td>
<td>Figured with plant designs</td>
<td>Plant</td>
<td></td>
<td></td>
</tr>
<tr>
<td>jmn(a)</td>
<td>Include</td>
<td>Inside</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bhr(a)</td>
<td>Sootiness</td>
<td>Soot</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sbk(b)</td>
<td>Lattice window</td>
<td>Lattice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sbk(b)</td>
<td>Preserved foods</td>
<td>Preserve</td>
<td></td>
<td></td>
</tr>
<tr>
<td>s^r(c)</td>
<td>Diminution</td>
<td>Smallness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>srd(d)</td>
<td>Fugitive</td>
<td>Drive away</td>
<td>Flee</td>
<td></td>
</tr>
<tr>
<td>s^l(d)</td>
<td>Employee</td>
<td>Employ</td>
<td>Occupy</td>
<td></td>
</tr>
<tr>
<td>srd(e)</td>
<td>Neglect</td>
<td>Drive away</td>
<td>Flee</td>
<td></td>
</tr>
<tr>
<td>&quot;m'(f)</td>
<td>Waterproof</td>
<td>Rub with wax</td>
<td>Wax</td>
<td></td>
</tr>
<tr>
<td>snf(g)</td>
<td>Literary work</td>
<td>Compose</td>
<td>Classify</td>
<td>Sort</td>
</tr>
<tr>
<td>swr(h)</td>
<td>Illustrated</td>
<td>Represent</td>
<td>Fashion</td>
<td>Form</td>
</tr>
<tr>
<td>s^d(i)</td>
<td>Loftiness</td>
<td>Rectness</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
d) \[ \text{Lap}(x)/\ldots/ + \text{DHa}(\text{Fem}) \]
\[ h/\text{Lp}(x)/\ldots/ \sim \text{Dm}(\text{Eff}) \sim \text{DSu}(\text{Indiv})/ h/\text{DBs}(x)/ \]

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>rjw(a)</td>
<td>St. hoped for</td>
<td>Hope</td>
<td>rgl(a)</td>
<td>Vice</td>
<td>Baseness</td>
</tr>
<tr>
<td>rz'(a)</td>
<td>Heavy loss</td>
<td>Deprive</td>
<td>rdk(a)</td>
<td>Small gift</td>
<td>Gift</td>
</tr>
<tr>
<td>r'y(a)</td>
<td>Here</td>
<td>Tend</td>
<td>rgb(a)</td>
<td>Object of desire</td>
<td></td>
</tr>
<tr>
<td>nq'd(a)</td>
<td>Cushion</td>
<td>Arrange in layers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>w²'(a)</td>
<td>St. put down</td>
<td>Place</td>
<td>kar(a)</td>
<td>Leaven</td>
<td>Leaven</td>
</tr>
<tr>
<td>dqI(a)</td>
<td>Inner self</td>
<td>Enter</td>
<td>dgn(a)</td>
<td>Cigarette</td>
<td>Smokiness</td>
</tr>
<tr>
<td>dss(a)</td>
<td>Intrigue</td>
<td>Intrigue</td>
<td>dfn(a)</td>
<td>Hidden</td>
<td>Bury</td>
</tr>
<tr>
<td>dqq(a)</td>
<td>Particle</td>
<td>Fineness</td>
<td>dnw(a)</td>
<td>Base quality Baseness</td>
<td></td>
</tr>
<tr>
<td>dhh(a)</td>
<td>Sacrificial victim</td>
<td>Sacrifice</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>drr(a)</td>
<td>Stores</td>
<td>Store</td>
<td>drr(a)</td>
<td>Fragrant Strew</td>
<td></td>
</tr>
<tr>
<td>dsm(a)</td>
<td>Censure</td>
<td>Blame</td>
<td>rso(a)</td>
<td>Colleague</td>
<td>Join</td>
</tr>
<tr>
<td>rbb(b)</td>
<td>Foster daughter</td>
<td>Possess</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>nsh(c)</td>
<td>Sincere advice</td>
<td>Advise</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sincerely</td>
</tr>
<tr>
<td>r's(d)</td>
<td>Ma nageress</td>
<td>Head</td>
</tr>
</tbody>
</table>

Table b

Forms having the configuration: DBs

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>rb'</td>
<td>Guard</td>
<td>wst</td>
<td>Means</td>
<td>wsl</td>
<td>Means</td>
</tr>
<tr>
<td>wh'</td>
<td>Reel</td>
<td>wsm</td>
<td>Hostility</td>
<td>wsf</td>
<td>Position</td>
</tr>
<tr>
<td>wf'</td>
<td>Penwiper</td>
<td>lkal</td>
<td>Place of luxurious vegetation</td>
<td>dr'</td>
<td>Target</td>
</tr>
<tr>
<td>dgg'</td>
<td>Darkness</td>
<td>wpy</td>
<td>Directive</td>
<td>dhn</td>
<td>Pomade</td>
</tr>
</tbody>
</table>

Every form in this list expresses a substantive, commonly including the sense 'individuation', which of course is predictable in a measure having the tã' marbûtā.(Compare the sample on Fâ'ilA in part 2).
Being cognate to Fa'IL (see para. 1.6.0 of chapter 10) the conjoining of 'effective' with 'individuation' is also predictable.

On the basis of this sample the claim in Wright 1.233 Rem c regarding the "intensifying" function of this measure must be considered an overstatement.
Appendix C

Samples of verbs closely associating with prepositions, and a context based sample of the preposition li.

Part 1. Verbs associating with the preposition bi

Table a

Cases where bi is taken to express $DF_{1x}(At)$ only

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nk1</td>
<td>Make an example of</td>
<td></td>
</tr>
<tr>
<td>4nwk</td>
<td>Remain at</td>
<td>1nw</td>
</tr>
<tr>
<td>1hd'</td>
<td>Remain at</td>
<td>1hym</td>
</tr>
<tr>
<td>1wtq</td>
<td>Place one's confidence in</td>
<td>4wtq</td>
</tr>
<tr>
<td>2wrd</td>
<td>Make st. reach</td>
<td>2wry</td>
</tr>
<tr>
<td>1wam</td>
<td>Stamp st. as</td>
<td></td>
</tr>
</tbody>
</table>

Table b

Verbs expressing the configuration: $Lop(x)/\ldots/H/DBp(x)/DF_{1x}(At)/$

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inky</td>
<td>Offend</td>
<td>Harm</td>
<td>1hqd</td>
<td>Lift</td>
<td>Rise</td>
</tr>
<tr>
<td>8nhy</td>
<td>End with</td>
<td>Terminate</td>
<td>1wdy</td>
<td>Betray</td>
<td>Slander</td>
</tr>
</tbody>
</table>

Certain of the analyses in tables (a) and (b) are tentative to say the least, and presuppose an abstract interpretation of the locative sememe. Note that in the case of the forms of table (b) and similar configurations elsewhere the preposition is assumed to be surjectively associate with the lexeme, along with the verb form.

Table c

Cases where bi is taken to express $MAX(Reason)$:

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1nw' Break down because of</td>
<td>1hn' Laugh at</td>
<td>1hn' Be worried about</td>
</tr>
<tr>
<td>1hn'</td>
<td>Take pleasure in</td>
<td></td>
</tr>
</tbody>
</table>
Table d
Cases where bi is taken to express AGr(Oj):

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1nv1 Give st.</td>
<td>10mm Entrust to so.</td>
<td>1htf Applaud</td>
</tr>
<tr>
<td>1hdr Blare out</td>
<td>1hdr Blurt out</td>
<td>1hxf Praise excessively</td>
</tr>
<tr>
<td>1hzz Shake</td>
<td>1hfx Induce so.</td>
<td></td>
</tr>
<tr>
<td>5hkm Make fun of</td>
<td>4hll Offer up</td>
<td>1hms Whisper</td>
</tr>
<tr>
<td>2hnt Congratulate</td>
<td>6hwn Consider easy</td>
<td>1hwy Overthrow</td>
</tr>
<tr>
<td>4hwy Drop</td>
<td>4hyl Shout to</td>
<td>5hwd Perform by so.</td>
</tr>
<tr>
<td>5sw1 Ask for help</td>
<td>5sw2 Put on</td>
<td></td>
</tr>
</tbody>
</table>

Table e
Cases where bi is taken to express DA(R-I-R-O):

In an adherent relationship we have: (1h*: laugh at (compare table e))
(6hwn): be careless in

In an included relationship:
\[
\text{LmP}(10\text{htx} + \text{bi}: \text{make light of})/\ldots/
\text{h/MBp}(10\text{htx}: \text{negligence}) \wedge \text{AR(I-R-O)}
\]

Table f
Configurations containing DTrx(Inst), namely:

a) In an adherent relationship
b) Lmx(x)/\ldots/
\[\text{h/MBp}(x) \land \text{TRx(Inst)}/\]

<table>
<thead>
<tr>
<th>Verb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>2hdd Threaten so. with</td>
<td>8hdy Take as model Right guidance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10hll Introduce st. by</td>
<td>2hwl Scare so. with</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4hwy Fall upon st. w/-</td>
<td>7hyl Shower so. w/-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1why Inspire so. w/-</td>
<td>2why Allude to st. w/-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1why Defame so w/-</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Part 2. Verbs associating with the preposition li
Table a
Cases where li is taken to express DTrx(Ben):

<table>
<thead>
<tr>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1qgy Pass judgement in favour of</td>
</tr>
<tr>
<td>5hms Request st. for so</td>
</tr>
<tr>
<td>2hmd Clear the way for so.</td>
</tr>
<tr>
<td>5mtr Stand up for so.</td>
</tr>
</tbody>
</table>
### Table b
Cases where li expresses DIIr(To) in an adherent relationship:

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>2q1s Bow to</td>
<td>7kif Be manifest to</td>
<td>11kif Be kind to so.</td>
</tr>
<tr>
<td>1qyq Say to</td>
<td>1kif Guarantee st. to.</td>
<td>11wq Be visible to so.</td>
</tr>
<tr>
<td>1qyq Credit st. to</td>
<td>1kmm Lie in wait for</td>
<td>21wq Wave to so.</td>
</tr>
<tr>
<td>2qyq Destine st for so</td>
<td>1kmm Have friendship for</td>
<td>5wqh Devote os.to.</td>
</tr>
<tr>
<td>1kth Bequeath st.to so</td>
<td>1kmm Tell the fortune of</td>
<td>2kmm Give a firm position to so.</td>
</tr>
<tr>
<td>4kfr Give frequently to so.</td>
<td>1kyq Lay snares for</td>
<td>5alq Flatter so.</td>
</tr>
<tr>
<td>2krs Devote st.to.</td>
<td>21zq Point st.onto so.</td>
<td>8wppf Be justice to</td>
</tr>
<tr>
<td>1nbh Observe st.</td>
<td>1nsfr Be in the mood for</td>
<td>1nsfr Hasten to</td>
</tr>
<tr>
<td>5shw Lean on st.</td>
<td>1nsfr Show enmity towards</td>
<td>5nsfr Be alienated from</td>
</tr>
<tr>
<td>1ndb Appoint so. to an office</td>
<td>4nsfr Listen to</td>
<td>8nsfr Come to so’s aid</td>
</tr>
<tr>
<td>6nal Cede st. to so.</td>
<td>1nsfr Give so.sincere advice</td>
<td></td>
</tr>
<tr>
<td>1nsb Ascribe st.to so.</td>
<td>8nsfr Take care of Lock</td>
<td></td>
</tr>
</tbody>
</table>

### Table c
Cases where li expresses DIIr(To) in an included relationship, namely:

\[
\frac{Lpp(x)}{\ast /} \frac{h/DBp(x)}{DIIr(To)}/
\]

<table>
<thead>
<tr>
<th>Root</th>
<th>xa</th>
<th>xb</th>
<th>Root</th>
<th>xa</th>
<th>xb</th>
</tr>
</thead>
<tbody>
<tr>
<td>7qf' Apply os to</td>
<td></td>
<td>Be cut off</td>
<td>7qwd Submit to</td>
<td></td>
<td>Be led</td>
</tr>
<tr>
<td>1q'd Lie in wait for</td>
<td></td>
<td>Remain</td>
<td>1nsfr Take care of Lock</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verb</td>
<td>Verb</td>
<td>Verb</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1k‘b(a) Be sad because of</td>
<td>2kf(b) Forgive so for</td>
<td>5mjl(b) Advertise artfully</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sktb(d) Subscribe for</td>
<td>2rst(c) Exemplify st.</td>
<td>1mww(c) Find by good luck</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skrt(b) Pay attention to</td>
<td></td>
<td>1nt'(c) Serve for st.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Part 3. A context-based sample of the preposition li**

### a) Instances expressing **Jam(Purp)**

1) ...majma‘i fu‘ādu l‘awmalu lil-luqati
   "The Fuad the first academy for language"

2) ...li‘aqdiya fihi l-ḥalqyata li min...hayati
   "...in order to spend in it what is left of...my life"

3) nā katahtu ... li‘ujadida bika ‘ahdan...
   "I have not written ...in order to renew contact with you 'ākara

4) waḥina jā‘ati l-bayta/marratin liqa‘ālī ‘uṭlāti 1-‘Idi...
   "When she came to the house again in order to spend the festival holiday..."

5) ...‘aqadat tatāwassalū ‘ilayhi bi‘anma yaghabaha lit-taftīdī anī l-‘attālī
   "...she began imploring him to go with her in order to look for the porter"

6) laqad sa‘ala 'anka ... 'addata marratin liqa‘li l-‘akyāsi
   "He has inquired for you...several times in order to carry some sacks"

7) waft ba‘di ziya‘rātihi libayrūta limustarā ḥājētihā...
   "On one of her trips to Beirut in order to buy things she needed"...

8) waṭāharrakā r-rūkkābu lin-musālī
   "The passengers moved in order to get off"

### b) Instances expressing **Dm(x To)**

1) faqultu lahu ... "And I said to him..."

2) wastabāna li... "And it became clear to me..."
3) ...yuhūwilūna 'an yubaddilūhu bisā yatara'ā lahum
   "...trying to change it 'into what seemed fit to them''
4) ...a'lan tu liman yu'gūnnāf
   "...I used to inform (to) those who irritated me..."
5) ...ya'tahīrūna ḍalila tahqīran lahum
   "...they consider that 'a disparagement to them'"
6) ...illā bīl'lī'ūzin līd-dīwānī
   "...except by a hinting to the office"
7) waluwa 'aswālu man 'arṣada ḳhayātah...lidirāsāti t-ta'rikhi
   "He was the first one to devote his life to the study of Islamic history"
8) ...bīl-ma'nā l-faranṣī līhādā l-'ībārati
   "...in the French meaning 'to' that expression"
9) yuqayyūlu īn-nāẓirī 'ilayhi...
   "It appears to one who looks at it..."
10) fasatahaq bī fātatahun...
    "A girl opened (the door) 'to' me..."
11) fasafarata zahīrata kāda yanqāți'u lahā qalbuhā
    "She sighed a sigh which almost broke 'to her' heart
12) waluwa ḍalika mā ṭaraqta bī bāban
    "Had it not been for that you would not have knocked 'to me' a door (i.e. 'a door of mine')"
13) wadādā tarna lahu ba'da ḍalika
    "What happened to him after that"
14) wastasaqat li'afkārihā
    "She yielded herself to her thoughts"
15) wafī ba'di ziyārātihā libayyātā...
    "On one of her trips to Beyrut..."
16) wasahara lahā 'alā biq'āti 'amārin...
    "There appeared to her some metres away..."
17) ...lī'ama mā māhālātihā mā kāna mina r-xalāqāti
    "...because the name of our quarter was not so elegant that I would allow 'to myself that...""
18) ...yuqyuṣuha 'an takūna līḥayātihā qīmatun mustaqillatun...
    "...she lacked 'that there should be to her life' an independent value"
c) **Instances expressing DTR(POS)**

1) ...l-ṣaqī kāna lī barạfi l-‘iđiμmãi ʿilayhi... 
   "...which there has been to me the honour of belonging to it..."

2) ...alā nāhwa mā faʿalat jarridatu ʿnībhāju ʿl-ḥarqī līl-muwaṣṣliḥi
   "...rather as Mwaṣṣliḥi’s newspaper "the Lamp of the East" did"

3) wakāna ʿinajāḥi Taha Husseyn ʿqāmatun raṣmiyātun
   "There was to the success of Taha Hussein a symbolic value"

4) ...yāsun bijańskibu jiṣun ḫanā
   "...by the side of which lived a neighbour of ours"

5) katabtu ʿilayka liʿanna ḫaṣaʾa ḫinl wādiʿatun...
   "I have written to you because I have a charge of yours..."

6) ...wahīya kullu mā tabqī ʿahā min ʿamali ʿkaṣiṣi sānaṣātīn
   "...and that was all that remained to her of five years work"

d) **Instances expressing DṭR(I-P-0)**

1) wahādiḥi l-kutubu tuʿaddu mina ṭ-ṭalāʾiʿi liḥādiḥi d-dirsātī
   "These books are reckoned among the earliest in respect of such studies"

2) ...waqad waḍaʿa muʿjaman līl-ḥayawānātī
   "...and he had compiled a dictionary on animals"

3) ...liʿanna muʿya ʿl-ʿistiqlālī līl-ʿarabi ḫan takun qad taqṣarṣarāt...
   "...because the dream of Arab independence (independence in respect of the Arabs) had not taken shape..."

4) wakāna l-faraḥu ʿāman...liḥādā l-ʿazhāriyyīn n-nājiḥī
   "There was general rejoicing...about this successful Azhari"

5) ...falām ṭaqīf ḫahu ʿalā ʿṣāṭarīn
   "...but she could not see any sign of him"
e) **Instances expressing **PaR**(Reason)**

1) waqad tanabbaha dakh'ihā kāṭiran 16'īktīlātihā bihā'ulā'1/2-duyūfi...
   "Her intellect had become much sharpened in consequence of her mixing with these guests..."
2) qa'at lil-muṣādarafi bi'an yakanā 'ārālīya t-tartīyati
   "It was determined by chance that he should be Eastern educated"  
3) kānā 11 ṣadīqūn 'uḥbbuhu līfāqdi hi...  
   "I had a friend whom I liked for his merit..."
4) ...waḍāka lil-gawfi mina l-mustaqaṁli
   "...and that was through fear of the future"
5) wasā 'uḥbbu muṣalhīnā 'illa ḫimmān lilīfāqdi
   "...and I attribute their death solely to sorrow at losing me"
6) fasā'atu lihmālī mā ra'māyytu...  
   "I was stunned by the horror of what I had seen"

f) **Instances expressing HMl**(Ben)**

1) ...l-'istiqlālu l-maz'ūmu lihādīhi d-duwāli
   "...the independence claimed for these states"
2) ihāl 11 hādīhi t-tarṣītāti
   "Carry this suitcase for me"
3) ...fa ʿaqāt līmāsilīhā tarjīqan baynāhum...
   "and pushed 'for herself away' among them"

c) **Instance expressing **AGr**(Ca)**

...wakānū jāmā'ahum kūrihīnā 111- ḥukmī l-'uṭṣānliyyī
   "...and they all disliked the Ottoman regime"

*Part 4. Verbs associating with the preposition min*

**Table a**

Cases where min expresses **EMl**(From) in an adherent relationship:

(Please see page 404.)
<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1nik Shrink from</td>
<td>6nw1 Take st out of</td>
<td>1hbb Get up from</td>
</tr>
<tr>
<td>1hrb Escape from</td>
<td>10w# write Have an aversion to</td>
<td>1why Give an impression of</td>
</tr>
<tr>
<td>1wtr Inherit st.from</td>
<td>10wrd Procure st from</td>
<td>1wrd Procure st from</td>
</tr>
<tr>
<td>5wld Be descended fa.</td>
<td>1br' Be cleared of</td>
<td>7br' (originate in</td>
</tr>
<tr>
<td>7br' Be cleared of</td>
<td>7wtd Be descended fa.</td>
<td>1tyh Escape so.</td>
</tr>
<tr>
<td>1byh Escape so.</td>
<td>1tyh Escape so.</td>
<td>10jum Seek recreation fa.</td>
</tr>
<tr>
<td>1hdd Mark off st.2a.</td>
<td>1juy Derive profit fa.</td>
<td>1hdd Mark off st.2a.</td>
</tr>
<tr>
<td>5htrj Abstain fa.</td>
<td>5htrj Be wary of</td>
<td>5htrj Be liberated fa.</td>
</tr>
</tbody>
</table>

The verb (1nknf) is taken to express the configuration:

\[
\text{Lm} = (1nknf + min: scorn) /.../
\]

h/\text{Lm} = (1nknf: pride) D\text{Lmx}(\text{From})/

where the preposition is taken to express both the lexeme (subjectively with the verb) and \text{AGn}(0j).

**Table b**

Cases where min is taken to express \text{AGn}(0j):

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1bd'</td>
<td>Ruin</td>
<td>2hd' Placate</td>
</tr>
<tr>
<td>10wq</td>
<td>Make sure of</td>
<td>1wy' Humiliate</td>
</tr>
<tr>
<td>4wly</td>
<td>Weaken</td>
<td>1y's Renounce</td>
</tr>
<tr>
<td>1blg</td>
<td>Wear out</td>
<td>1bdr' Shorten</td>
</tr>
</tbody>
</table>

**Table c**

Cases where min is taken to express \text{Dmr} (Reason)

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1hz' Laugh at</td>
<td>1hmx Be sick and tired of</td>
<td>1hmx Be disgusted by</td>
</tr>
<tr>
<td>1t'b Be weary of</td>
<td>1h'rz Avenge on for</td>
<td>1jz Be sad about</td>
</tr>
</tbody>
</table>

When accompanying the verb (2w'ly): warn so against min is taken to express \text{Dmr}(I-N-0), and when accompanying (iny1): accomplish, the sense \text{Dm}lx (With).
Part 5. Verbs associating with the preposition 'ala

Table a
Cases where 'ala is taken to express MSl.$x(Upon) in an
adherent relationship:

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>4nkr Deny st. to so.</td>
<td>1nkha Breathe in so's</td>
<td>1mwa Mourn</td>
</tr>
<tr>
<td>1nw$ Make st. conditional</td>
<td>6nft Rush onto</td>
<td>1hm$ Make for</td>
</tr>
<tr>
<td>upon</td>
<td></td>
<td>7hkx Give as. up to</td>
</tr>
<tr>
<td>2hn$ Incite so against</td>
<td>2hwa Scare so.</td>
<td>1hm$ Be easy for</td>
</tr>
<tr>
<td>1hwa Pounce upon</td>
<td>2hyl Intimiate</td>
<td>1hyl Sprinkle st. on</td>
</tr>
<tr>
<td>1hwa Guard so.</td>
<td>1whb Dash at so.</td>
<td>1wjb Be enjoined on so.</td>
</tr>
<tr>
<td>1wjd Be angry with so.</td>
<td>4wjd Compel so. to</td>
<td>1wrd Be received by so.</td>
</tr>
<tr>
<td>1wrd Interfere with</td>
<td>2wa Distribute among</td>
<td>2wa Be generous towards</td>
</tr>
<tr>
<td>1w fr Impose st. on so</td>
<td>6w fr Agree on</td>
<td>2wfr Assign st. to so.</td>
</tr>
<tr>
<td>1wfr Intrude on</td>
<td>4wfr Approach</td>
<td>6wfr Decide in favour of</td>
</tr>
</tbody>
</table>

Table b
Cases where 'ala is taken to express AGx(Oj):

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1mmh Indicate st.</td>
<td>1nwa Exceed st.</td>
<td>5dha Make fun of</td>
</tr>
<tr>
<td>4wsk Be about to do</td>
<td>1wgb Do regularly</td>
<td></td>
</tr>
</tbody>
</table>

Table c
Cases where 'ala is taken to express DAX(I-R-O):

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1mmh Report libellously about</td>
<td>6nwb Take turns in</td>
<td>6mfr Encourage one another in</td>
</tr>
<tr>
<td>10hwa Mock</td>
<td>2m$ Congratulate on</td>
<td></td>
</tr>
<tr>
<td>3w$ Agree with so.con</td>
<td>1hyj Be furious about</td>
<td>3wfr Help so.in</td>
</tr>
<tr>
<td>6hwa Fight desperately for</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

When accompanying (5dha): be annoyed by and (2wgb): reprimand for
this preposition expresses DAX(Reason);

When accompanying (1nha): rebel against and (1hbb): (same) we have
the configurations:

\[ Lxy(1nha + ala)/.../ \]
\[ h/\Box(1nha; ala) - DSl.$x(Upon)/ \]

(continued)
and \[\text{Ldp}(1\text{hbb} + '\text{alā}')/.../\]
\[\text{h/DEP}(1\text{hbb}: \text{move}) \sim \text{Mlwx}(	ext{Upon})/\]
where the proposition is taken to express both the lexeme (surjectively) and AGr(0j).

Part 6. Verbs associating with the preposition \(\text{fi}\)

**Table a**

Cases where \(\text{fi}\) is taken to express DElr(In):

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>5htk</td>
<td>7thl</td>
<td>7thk</td>
</tr>
<tr>
<td>Give ss. over to ss.</td>
<td>Begin with</td>
<td>Be engrossed in</td>
</tr>
<tr>
<td>1wrq</td>
<td>2wrq</td>
<td></td>
</tr>
<tr>
<td>Be found in a book</td>
<td>Involve so.in</td>
<td>comfortable in</td>
</tr>
<tr>
<td>1wrq'</td>
<td>4wrq'</td>
<td></td>
</tr>
<tr>
<td>Put ss. into</td>
<td>Take an active part</td>
<td></td>
</tr>
<tr>
<td>1wql</td>
<td>2wq'</td>
<td></td>
</tr>
<tr>
<td>Penetrate deeply into</td>
<td>Register ss.in</td>
<td></td>
</tr>
<tr>
<td>4wql</td>
<td>1wql</td>
<td></td>
</tr>
<tr>
<td>Insert ss.into</td>
<td>Defile so's honour</td>
<td></td>
</tr>
<tr>
<td>1bd'</td>
<td>1bd'</td>
<td></td>
</tr>
<tr>
<td>Begin with</td>
<td>Fall upon so.</td>
<td></td>
</tr>
</tbody>
</table>

The verb (1wrq'): be divided into is analysable into the configuration:

\[\text{Ldp}(1\text{wrq'} + \text{fi}: \text{divide into})/.../\]
\[\text{h/DEP}(1\text{wrq'}: \text{fall}) \sim \text{DElr(In)}/\]

**Table b**

Cases where \(\text{fi}\) is taken to express DMr(I-R-O):

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1nwq</td>
<td>6nwq</td>
<td>5nwq</td>
</tr>
<tr>
<td>Be covetous of</td>
<td>Take turns in</td>
<td>Be choosy in</td>
</tr>
<tr>
<td>2hrj</td>
<td>6hlik</td>
<td>6nwq</td>
</tr>
<tr>
<td>Jest about</td>
<td>Do one's utmost in</td>
<td>Be careless in</td>
</tr>
<tr>
<td>3hy'</td>
<td>5wst</td>
<td>5wq'</td>
</tr>
<tr>
<td>Agree with so.</td>
<td>Mediate in</td>
<td>Proceed with</td>
</tr>
<tr>
<td>5wq'd</td>
<td>Have doubts about</td>
<td>confidence in</td>
</tr>
<tr>
<td>Agree with so.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4wjs</td>
<td>Mediate in</td>
<td></td>
</tr>
<tr>
<td>Be concise in</td>
<td>1wql</td>
<td></td>
</tr>
<tr>
<td>3wq</td>
<td>Have doubts about</td>
<td></td>
</tr>
<tr>
<td>Agree with so.in</td>
<td>1wql</td>
<td></td>
</tr>
<tr>
<td>6mny</td>
<td>Lack strength for</td>
<td></td>
</tr>
<tr>
<td>Waver in</td>
<td>4bd'</td>
<td></td>
</tr>
<tr>
<td>2hrq</td>
<td>Be outstanding in</td>
<td></td>
</tr>
<tr>
<td>Surpass so.in</td>
<td>5ber</td>
<td></td>
</tr>
<tr>
<td>5bt'</td>
<td>Speak at length about</td>
<td></td>
</tr>
<tr>
<td>Be tardy in</td>
<td>1bd'</td>
<td></td>
</tr>
</tbody>
</table>
The verb (1b(bt): investigate) is analysable into the configuration:

\[ \text{Lpp}(1b(bt + 'I': \text{investigate})/\ldots/\text{h/Deb}(1b(bt: \text{seek}) \sim \text{Dilr}(In))/ \]

Table 6

Cases where 'I' is taken to express AGx(Oj):

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1nk* Hurt</td>
<td>5wrh Pounce upon</td>
<td>3wml Continue</td>
</tr>
<tr>
<td>4wr* Intimate st.</td>
<td>1btt Decide on</td>
<td>2bxxk Bless</td>
</tr>
</tbody>
</table>

Part 7: Verbs associating with the preposition 'an':

Table 7

Cases where 'an' is taken to express Dlr(From)

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1nk* Shrink from</td>
<td>1nwq Get up from</td>
<td>1nwq Avoid st.</td>
</tr>
<tr>
<td>1mwf Exceed</td>
<td>1wrq Inherit from</td>
<td>1wq' Take st.from</td>
</tr>
<tr>
<td>2wly Turn away from</td>
<td>7bfr Enamate from</td>
<td>1b'd Keep one's distance from</td>
</tr>
<tr>
<td>trjm Translate from</td>
<td>1tuy Divert so from</td>
<td>6jfw Withdraw from</td>
</tr>
<tr>
<td>5jrd Get rid of</td>
<td>5jz' Be separable from</td>
<td></td>
</tr>
<tr>
<td>1jlw Dislodge from</td>
<td>1jmz Depart from</td>
<td>1hbs Hold back st. from</td>
</tr>
<tr>
<td>1hjb Hide from</td>
<td>1hjz Restraining st. from</td>
<td></td>
</tr>
<tr>
<td>5prf Depart from</td>
<td>1hfr Pull st.away from</td>
<td></td>
</tr>
</tbody>
</table>

When occurring with (1hd') we have the configuration:

\[ \text{Lpp}(1hd' + 'an: stop doing)/\ldots/\text{h/Deb}(1hd': \text{calmness}) \sim \text{Dilr}(From)/ \]

Table 8

Cases where 'an' is taken to express AGx(Oj)

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1nkf Scream</td>
<td>1wmm Indicate</td>
<td>1wmb Represent</td>
</tr>
<tr>
<td>2wmb Mention</td>
<td>10wq Investigate</td>
<td>1bht Look for</td>
</tr>
<tr>
<td>6bkl Give greedingly to</td>
<td>4jsw Replace</td>
<td>4jsw Answer(question)</td>
</tr>
<tr>
<td>3hwr Pass over</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table e
Cases where 'an is taken to express \( \text{AN}(I-R-0) \) alone

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb</th>
<th>Verb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1nhw: Forbid so. to do st.</td>
<td>2wr: Equivocate about</td>
<td>5wr': Be cautious about</td>
</tr>
<tr>
<td>2wr: Allude to st.</td>
<td>1w': Warn so. of</td>
<td>2wr1 Engage as</td>
</tr>
<tr>
<td>1bkl: Be stingy in</td>
<td>4br: Be late for</td>
<td>counsel in</td>
</tr>
<tr>
<td>2bkl: Report about</td>
<td>2dh: Tell so. about</td>
<td>respect of</td>
</tr>
</tbody>
</table>

Table d
The following verbs express the configuration:

\[
\frac{\text{Lp}(x)}{\text{h/Ilbp}(x) \text{ (or Lp}(x)) \cdot \text{AN}(I-R-0) /}
\]

<table>
<thead>
<tr>
<th>Verb</th>
<th>xa</th>
<th>xb</th>
<th>(Lpₜ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1mm</td>
<td>Overlook</td>
<td>Sleepiness</td>
<td></td>
</tr>
<tr>
<td>1bwb</td>
<td>Renounce</td>
<td>Repent</td>
<td></td>
</tr>
<tr>
<td>1tql</td>
<td>Too dull for</td>
<td>Dullness*</td>
<td></td>
</tr>
<tr>
<td>1jbn</td>
<td>Too cowardly for</td>
<td>Cowardice</td>
<td></td>
</tr>
<tr>
<td>1j1l</td>
<td>Too great for</td>
<td>Greatness</td>
<td></td>
</tr>
<tr>
<td>5phry</td>
<td>Inquire into</td>
<td>Pursue</td>
<td></td>
</tr>
<tr>
<td>5phm</td>
<td>Ashamed to face</td>
<td>Shame</td>
<td></td>
</tr>
</tbody>
</table>
Part 1. A sample of forms on the measure 'af' to, excluding elatives

Table a

Forms expressing predicates of colour, on the configuration: $\text{Hea(x)} + \text{Heb(x)}$

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{sh}_m$</td>
<td>Blackness</td>
<td>$\text{af}'$</td>
<td>Dark brownness</td>
<td>$\text{sm}_r$</td>
<td>Brownness</td>
</tr>
<tr>
<td>$\text{sw}_d$</td>
<td>&quot;</td>
<td>$\text{sh}_b$</td>
<td>Greyness</td>
<td>$\text{sh}_r$</td>
<td>Desert coloured</td>
</tr>
<tr>
<td>$\text{sf}_r$</td>
<td>Yellowness</td>
<td>$\text{sh}_b$</td>
<td>Reddish</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table b

Forms expressing predicates of physical characteristics.

Configuration as above.

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{w}_t$</td>
<td>Bushy eyebrowed</td>
<td>$\text{sk}$</td>
<td>Deafness</td>
<td>$\text{sj}'$</td>
<td>Bravery (?)</td>
</tr>
<tr>
<td>$\text{q}_d$</td>
<td>Large mouthed</td>
<td>$\text{q}'_t$</td>
<td>Having matted hair</td>
<td>$\text{q}'_r$</td>
<td>Hirsute</td>
</tr>
<tr>
<td>$\text{q}_r$</td>
<td>Fair complexioned</td>
<td>$\text{sm}_r$</td>
<td>Having a sensitive nose</td>
<td>$\text{sm}_t$</td>
<td>Grey haired</td>
</tr>
<tr>
<td>$\text{sw}_s$</td>
<td>Boldness (?)</td>
<td>$\text{sw}_w$</td>
<td>Malformedness</td>
<td>$\text{sb}_b$</td>
<td>Aged</td>
</tr>
<tr>
<td>$\text{q}_l$</td>
<td>Bald headed</td>
<td>$\text{qm}_m$</td>
<td>Deafness</td>
<td>$\text{tr}_s$</td>
<td>Deafness</td>
</tr>
<tr>
<td>$\text{jm}$</td>
<td>Speechless</td>
<td>$\text{tr}_j$</td>
<td>Lameness</td>
<td>$\text{sb}_b$</td>
<td>Celibate (?)</td>
</tr>
<tr>
<td>$\text{sr}$</td>
<td>Left-handedness</td>
<td>$\text{sw}_s$</td>
<td>Dissighted</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table c

Forms expressing substantives (a) and other predicates (b).

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{sh}_m(a)$</td>
<td>Spermatic duct</td>
<td>$\text{sh}_m(b)$</td>
<td>Inauspicious</td>
<td>$\text{sh}_r(x)(b)$</td>
<td>Wooded</td>
</tr>
<tr>
<td>$\text{sm}_n(b)$</td>
<td>Abominable</td>
<td>$\text{sf}_r(b)$</td>
<td>Baptistness</td>
<td>$\text{sm}_m(b)$</td>
<td>Hardness</td>
</tr>
<tr>
<td>$\text{bl}(a)$</td>
<td>Granite</td>
<td>$\text{bl}(b)$</td>
<td>Defencelessness</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Colour predicates comprise 25% of the sample and physical characteristics 49% or 57% according as how the concept is defined.

Part 2. A small sample of forms on the 9th measure

<table>
<thead>
<tr>
<th>Root</th>
<th>x</th>
<th>Root</th>
<th>x</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{sm}_r$</td>
<td>Brownness</td>
<td>$\text{sw}_d$</td>
<td>Blackness</td>
</tr>
<tr>
<td>$\text{sf}_r$</td>
<td>Yellowness</td>
<td>$\text{sh}_b$</td>
<td>Reddish</td>
</tr>
</tbody>
</table>
Part 1. A sample of stative verbs admitting 'translative' interpretation

1) 'araftu...ma'assise "l-ḥilāli" qabla 'an yamūta bisanatayni 'aw ṭalātin
   "I got to know...the founder of "al-ḥilāl" two or three years before he died"

2) wama hiya 'illā 'ayyāmin qalā'ila ḥattā 'araftu 'anna...
   "It was only a few days before I learned that..."

3) 'araftu fi 1-ayami 1-lāḏī kumā naltaqī fihi ma'an...
   "I got to know her on the day when we were meeting..."

4) law kāna fi 'ūrūbā...la'araftu kayfa yantafi'ūna bis-samā'i
   "If in Europe there were...they would know how to make use of the sky"

5) ja'a jaddi...masakana doṣaqa
   "My grandfather came...and settled in Damascus"

6) faša'artu ka'anna...wa'ālimtu 'annū qad 'atartu biqāllati
   "I felt as if...and realised that I had stumbled across what I had been looking for"

7) ḥādā 'amarun iktafat fihi l-'ara'ū
   "This is a matter on which opinions differ"

8) wakawwām d-dawlata l-‘akkādiyata l-lāti statā'at...”an tuwalīhida l-‘irāqa
   "They set up the Akkadian state which was able...to unite Iraq"

9) ...l-latī kaṭīrat fi l-'iḥrīna 'aw ्-ṭalāṭīna sanatīn l-‘akīratī
   "...which have proliferated in the last twenty or thirty years"
10) waba'da samīna... 'indamā kaburtn, 'araftu l-ladī kuntu
*āstāqī 'ilayhi

"After some years... when I had grown up, I realised
what it was I yearned for"

Part 2. A sample of stative verbs admitting 'static' interpretation

1) famī labita ba'du man 'arai'īnī ḥattā...

"Some of those who knew me lost no time in..."

2) famī wasa'ānī 'illa 'an 'ataytu bikhuqādin'uddūlin min
kibāri rījāli d-dawlati 'araftūnī fī dāka d-dīwāni mūndu
'sawali naḥ'atī

"I could do nothing but bring forward reliable
witnesses from among eminent statesmen who had known
me in that department from the first"

3) 'innaka 'arafta ḥina taraktanī...

"You knew when you left me..."

4) laqad 'araftuha bilahmiha wadamiha

"I knew her intimately"

5) 'innahā... min 'aftaki l-'aqā'idī l-latī 'araftahā ta'riqu
l-'insāniyyati

"It is...among the most destructive creeds known to
human history"

6) fī l-'iraqi šabābun... 'urifa bismaylihi... 'ilā ṭalabi l-'ilmī

"In Iraq is a younger generation... known for its
taste... for the pursuit of knowledge"

7) laqad şamna ḥukkāmnū... 'annahun 'ašāma šāhirahīn 'ādiyatan

"Our rulers thought... that they were faced with a
run of the mill phenomenon"
Part 3: A sample of contexts containing lagad

1) lagad kāna l-qasā́nun ḫum...  
   "It was thought that..."

2) "lagad 'aṣqala 'ajfānī l-kalī yā 'umāh"  
   "Sleep has made my eyelids heavy mother"

3) waLastu 'anī mā ḫayitu 'anṣānahu lagad kānāt kāl-jamarātī l-lāmī'ātī...  
   "I shall not forget his teeth as long as I live.  
   They were like red-hot coals"

4) hunālika qultu "lagad"'ṣfilqa l-ḥayawānī n-nāṣiqū min jamī'i qaydīhi  
   "I said there "The talking animal has been freed from  
   his bonds""

5) bal lagad qila 'inna l-jayla l-miṣrīya wal-jayla l-birītānīya ṣtabakā...  
   "However, it was said that the Egyptian army and the  
   British army had clashed..."
Appendix F

Part 1. A glossary of technical terms peculiar to this study

Words underlined in any definition are themselves defined elsewhere in the glossary. References are to chapter and paragraph.

Adherent. Applied to a system which does not have the possibility of inclusion in a lexeme. (2:4.0)

Association. The relationship between one or more elements of the content code and one or more elements of the expression code (2:2.0)
  -Bijective: The case where some element of content or expression is associate with only one element of the partner code. (2:2.1)
  -Surjective. The case where some element of content or expression is associate with more than one element of the partner code. (2:2.1)
  -Impure. An association where the elements involved - whether of content of expression or both, are drawn from more than one system (2:2.2)
  -Pure. A surjective association where the elements involved - whether of content or expression or both, are drawn from only one system. (2:2.2)

Augmentive. Used of any system whose members may be included in a lexeme, excluding the systems of base substantives and predicates (see part 2 of this appendix) and those of lexemes. (9:3.10)

Bijective language. A language where the tendency is for one sememe or lexeme only to be associate with each morpheme (3:0.0)

Circumstance. A state of affairs or an event in the perceived real world, linking a number of participants in a representation (4:1.2)

Configuration. An unordered array of sememes and or lexemes
in an encoding or an ordered array of morphemes in an
expansion. (2:5.11)

Content Code. The set of systems of content and the set of rules
governing the possible collocations of their members
with each other. (2:1.2, 1.3)

Dual. Applied to a system of content whose members may stand
either in an included or adherent relationship. (2:4.0)

Dummy symbol. An element of the Nominal and Verbal series of the
morphological component of the expression code,
and of a template generated from those series, or an
element of a syntactic template. The former is replaced
by a phoneme of a triradical root, the latter by a
form. (2:4.23)

Encoding. Applied either to the process of assigning a set of
sememes and lexemes to some representation, or to the
result of that process. (2:5.11 and 4:2)

Encoding rules. A set of rules enabling the assignment to any
representation of an array of content elements
adequate to the expression of that representation (4:2.0)

Expansion. Applied either to the process of assigning morphemes
and syntactic structures to an encoding or to the
result of that process. (2:5.11 and 4:3)

- Primary. Applied to the equivalent of a morphophonemic level
of representation. (3:2.4)

Expression code. The set of systems of morphemes and syntactic
templates and the set of rules governing the possible
collocations of their members with each other.
(2:1.2, 1.3)

External logic. An ideal language-neutral apparatus for analysing
or characterising the nature of events, states and
objects in the real world. The concepts of the
representation are intended as a crude approximation
to this ideal. (2:5.11)

Form. Any token of the types designated by the term measure.
Any string of morphemes - e.g. the pronouns of Arabic, not
conforming to a measure. (2:1.0fn)

Inclusion. The relationship between (typically) a sememe and lexeme where the former is understood to form part of the latter. (2:4.0)

Internal logic. A cover term for the structure of the content and expression codes. Used in particular to indicate the way in which a language analyses reality, and as such is equivalent to "Weltanschauung". It should be contrasted with external logic. (2:4.10)

Lexeme. A semantic unit which includes one or more lexemes and or sememes. (2:4.0, 4.10)

- of the nth degree.
  A lexeme formed by 'n' successive processes of substantivisation or predicatisation (9:3.00)

Limitation rule. A rule stating a collocational restriction between two or more elements in the content code, or morphemes in the expression code. (2:5.11 and 3:1.3)

Measure - Third degree. A set of forms each varying only on the value of the triradical root.

- Second degree. A set of third degree measures sharing certain morphological characteristics.

- First degree. A set of second degree measures sharing rather more abstract morphological characteristics. (2:1.0fn).

Morpheme. A unit of segmentation equivalent to the Structuralist morphophoneme. (3:2)

Overlapping.

- Arbitrary The case where there is no apparent diachronic or synchronic relationship between identical members of two systems.

- Motivated. The case where there is an apparent diachronic relationship between identical members of two different systems (3:1.11)

Paradigmatic contrast.

- Strong. The case where two elements of some system contrast in many if not all environments in which one of them occurs.
- Weak. The case where two elements of some system have only restricted opportunities for contrast. This restriction may derive from the nature of the elements themselves, or from the nature of the elements with which they stand in configuration. (8:2.0)

Participant: Typically but not necessarily an object or person in the perceived real world concerned in some event or state. (4:1.2)

Representation. A portrayal of some event or state in the real world; an instance of external logical analysis. In practice an approximation to both of these. (2:5.11 and 4:1)

Rule.
- Addition A rule, usually of encoding, which adds to an encoding segment or expansion an element for which there is neither (in the case of an encoding segment) an input from the representation, nor (in the case of an expansion) an association. (4:2.1)
- Association A statement of association between elements of content and expression.
- Encoding (See under Encoding)
- Limitation (See under Limitation)

Segment. Any part of an encoding governed by a relational sememe. (4:2.0)

Sememe. The minimum semantic unit of the content code. (2:4.0, 4.10)

Series. An ordered set of morphological systems and dummy symbols. (3:1.2)

Surjective language. A language where the tendency is for more than one sememe or lexeme to be associate with each morpheme.

Syntactic template.
- Primary A template which may be replaced either by
forms or by a secondary syntactic template. A string of dummy symbols representing distribution classes. (3:4.2)

- Secondary. A template consisting of a string of dummy symbols which may be replaced only by forms. (3:4.2)

System. The designation of any set of elements of content or expression which stand in stronger or weaker paradigmatic contrast with each other. (2:4.0)

Stable. Applied to a system whose members and the rules in which they participate may be characterised in a well defined way (2:2.3.2.4)

Unstable. A system where two or more elements and the rules in which they participate may not be characterised in well defined way (2:2.3.2.4)

Template. A pattern consisting either of an ordered set of morphemes and dummy symbols (morphological template) or of dummy symbols alone (syntactic template) (2:4.23)

Part 2. A glossary of abbreviations used in the translation of examples.

Note that all of these are pre-theoretical.

<table>
<thead>
<tr>
<th>Number</th>
<th>Voice</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>act</td>
</tr>
<tr>
<td>d</td>
<td>pass</td>
</tr>
<tr>
<td>p</td>
<td>passive</td>
</tr>
</tbody>
</table>

Aspect

<table>
<thead>
<tr>
<th>comp</th>
<th>complete</th>
</tr>
</thead>
<tbody>
<tr>
<td>incompl</td>
<td>incomplete</td>
</tr>
</tbody>
</table>

Other terms

<table>
<thead>
<tr>
<th>hyp</th>
<th>marker of a hypothetical clause</th>
</tr>
</thead>
<tbody>
<tr>
<td>int</td>
<td>marker of an interrogative clause</td>
</tr>
<tr>
<td>n-f</td>
<td>a morpheme or morpheme string having 'no-function'</td>
</tr>
<tr>
<td>neg</td>
<td>negative</td>
</tr>
</tbody>
</table>
Other terms (continued)
apoo an apocopate verb form
mas a mašdar or verbal noun
ap active participle
pp passive participle
subj subjunctive

Part 3. A glossary of Content systems
1 Dual systems
a. Ak The system of ἀktionsart or quasi-adverbial Predicate
   augments comprising:
   (Dir) Indicating broadly that an event is accompanied
   by a certain directionality or motion away from
   its source
   (El) Indicating that some attribute is manifested
   elatively, that is in a comparative or super¬
   lative degree.
   (Est) Indicates that someone estimates or considers
   that some other person or thing is possessed
   of some attribute.
   (Evin) Indicating that some person or thing evinces
   some attribute, whether genuinely or feigned.
   (Exten) Indicating that an attribute is manifested or
   action performed extensively, be it habitually
   or with a certain intensity, or to some high
   degree.
   (Itn) Indicating that some event is iterated.
   (Occpn) Indicating that someone is engaged by way of
   occupation with some activity or thing.
   (Recip) Indicating that some action is performed
   reciprocally.
(Refl) Indicating that some action is performed reflexively, or state is (usually estimated to be) attributable to oneself.

(Seek) Indicating that some person or thing seeks or tries to bring about some event or state.

b. Ar (8:2) The system of abstract relations comprising:

(Reason) Indicating the reason for or source of some event or state.

(I-R-O) Indicating in respect of what some event occurs or quality is attributed.

(Purp) Indicating the purpose of some event or state.

c. Bp (9:2) The system of base predicates or predicates which are not further analysable into sememes in internal logical terms.

d. Bs (9:1) The system of base substantives or substantives which are not further analysable into sememes in internal logical terms.

e. Cm (6:2) The system of causal modality, related to but wider ranging than the traditional category of "voice". Comprising:

(Causn) Indicating that some event or state is caused or brought about.

(Dyn) Indicating that some event or state is perceived dynamically. Related to the traditional "active".

(Eff) Indicating an effect (as opposed to a cause), in other words a state in existence.
(B-I-S) Indicating an effect augmented by an implication of some source for that effect. Equivalent to the traditional "passive".

(0-E) Indicating an oncoming effect or the entering into some state.

**f. Dr** The system of dynamic local relations, that is, elements indicating motion to or from a point, whether conceived concretely or abstractly, spatially or temporally.

Comprising:

(From) Motion from a point

(To) Motion away from the point of origin but neutral as to arrival at some second point.

(Upt to) Motion away from the point of origin with implication of arrival at a second point.

**g. Ha** The system of human animacy, comprising:

(Male) Indicating a male person concerned in some way with an event or state, or with some object.

(Fem) Indicating a female person concerned in some way with an event or state, or with some object.

**h. Sr** The system of static local relations, conceived spatially or temporally, concretely or abstractly.

Comprising:

(Above) Indicating location above a point.

(After) Indicating temporal location after some point in time.

(At) Indicating spatial or temporal location neutral as to precise location.
(Before) Indicating temporal location before some point in time.

(Below) Indicating spatial location below a point.

(By) Indicating spatial location adjacent to a point.

(In) Indicating spatial or temporal location in an area

(Inside) Indicating spatial location inside an object.

(Since) Indicating continual temporal location since or subsequent to some point in time.

(Upon) Indicating spatial location upon or on top of a point.

Su  The system through which substantives are created, comprising:

(Indiv) Indicating some individual instance of some event, state or object, or person or thing concerned in some event or state.

(Inst) Indicating the instrument through which some event occurs or state obtains, or the instrument used in connection with some object.

(Locus) Indicating the locus in time or space of some event, state, or set of objects.

(Place) Indicating the place where some event habitually occurs or state obtains, or where some set of objects are to be found.

(Veh) Indicating the vehicle used to perform some action.

Tlr  The system of tertiary local relations, or local relations having no precise location in space.
Comprising:

(Ag) Indicating the agent of some action.

(Ben) Indicating the beneficiary of some action.

(Inst) Indicating the instrument of some action.

(Pos) Indicating the possessor of some object or attribute.

2 Adherent systems

a. As The system of aspect, comprising:

(Comp) Indicating that an event or state is complete, interpretable either as a translation from one state to another or as having reached the second state often, in the case of a state, with an implication of past time.

(Dur) Indicating an event or state which endures, interpretable in the former case as iteration and in the latter as continuing existence.

(Perf) Indicating that an event or state is complete without specific temporal implication.

(Prog) Indicating an event or dynamic state in progress.

(Trans) Indicating a translation from one state to another but without implication of iteration.

b. Dt The system of determinacy comprising:

(Def) Indicating a definite or particular instance of some predicate or substantive.

(Indef) Indicating an indefinite instance of some predicate or substantive.
c. Gr The system of grammatical relations, comprising:
   (8:3) (Ann) Indicating a relationship of annexation
       between two or more substantives or predicates.
   (Att) Indicating a relationship of attribution between
       a predicate or more complex encoding segment
       and a substantive.
   (O;) Indicating the object of some event or state.
   (Suj) Indicating the subject of some event or state.

d. Maa A first system of modifiers of aspect, comprising:
   (10:2) (for the purposes of this study)
   (Next) Indicating that some event or state occurs
       next or subsequent to some other event or state.

e. Mab A second system of modifiers of aspect, comprising:
   (10:2) (Displ) Indicating a displacement either of sequence
       of events or states or, of a predicate marked
       for completive aspect, from the translative to
       the static interpretation.
   (N-D) Indicating that some event or state marked for
       durative aspect is non-definite, that is, may
       occur or exist, or tends to or does sometimes.

f. Mac A third system of modifiers of aspect, comprising:
   (10:2) (Past) Indicating that some event or state has occurred
       in past time.
   (Put) Indicating that some event or state occurs in
       future time.

g. Nu The system of number comprising:
   (11:1:3)
(Sing) Indicating a substantive or predicate conceived as an individual - including collectives.

(Dual) Indicating a substantive or predicate conceived as a pair.

(Plural) Indicating a substantive or predicate conceived in groups of more than two.

h. Po (First) Indicating that self is referred to.
   (Second) Indicating that the person(s) addressed is referred to.
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