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Abstract

Discrimination of lithology and sedimentary facies from well logs in any hydrocarbon reservoir is an important requirement in both exploration and production. Traditionally such predictions have been made graphically from log cross-plots by hand or, more recently, by some statistical methods (such as discriminant analysis or fuzzy logic). In the past decade however, neural networks have been used as an alternative technique. The acquired knowledge of any so called 'supervised' neural network is self-generated from given examples, and therefore any interpretation based on this type of network should be consistent and unambiguous. The emphasis of previous studies involving neural networks has been on improving facies classification rather than analysis of factors affecting the data that subsequently influence the results. Also the data incorporated has always been traditional log data, modern image data is rarely incorporated. Moreover, the limitations of using the neural network as a predictive tool are not fully documented, and the actual controls on the outcome are poorly understood.

This PhD study uses two data sets to investigate lithofacies predictions via neural network analysis. A neural network model is developed to predict lithofacies in the Palaeocene submarine fan deposits of the Lomond Field in the Central North Sea. When the results from the optimum model are compared directly to core in many cases a close match is found, even in intervals where the model interpretation does not match the 'human' interpretation. In wells where predictions do not match the core this is shown to be a consequence not of the methodology itself but because of characteristics of the data collected in the training wells. This is due to variations in tool type, interval depth and fluid saturation. When this occurs, prior calibration of logs to the training data, for example through making a correction for fluid saturation, can improve performance. In all cases the observation of the activation levels of all output nodes in the network can qualitatively describe any uncertainty in the results, thus aiding interpretation.

Using a second data set of wells from the deep marine West Delta Deep Concession area, Nile delta, Egypt more neural network models are developed to predict 'image' facies. Model inputs consist of conventional logs and derived logs from statistical and power spectral analysis of the pad data from the Fullbore Formation Microlmager (FMI) tool. Although results are similar, slight improvement is seen if separate networks are trained to predict image facies that belong to specific lithological groups, rather than a single network trained to predict all facies. Where sandy thin beds (<1cm in thickness) occur within thicker shale units further neural networks are needed to discriminate these, trained with different inputs from previous networks. Where there are multiple inputs (which is common when image derived components are incorporated into the methodology) the backpropagation algorithm is able to use the training phase to promote the most useful inputs to be more important in the analysis; inputs that have little discriminatory power are relegated so that they are of lesser importance in the network's decisions. The ranking of inputs in this way can aid future neural network model development and understanding.
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Notations & conventions

This thesis contains a number of log acronyms, lithofacies colours, and sedimentary facies codes. Although these are introduced in the main body of the thesis this section contains a summary of these, and relevant keys. They are also listed as two enclosures that should also be used as reference.

Chapters 3 & 4

Log acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR</td>
<td>gamma ray log</td>
</tr>
<tr>
<td>DT</td>
<td>sonic log</td>
</tr>
<tr>
<td>DT4P</td>
<td>p-sonic (as DT)</td>
</tr>
<tr>
<td>ILD</td>
<td>deep induction log (resistivity)</td>
</tr>
<tr>
<td>ILM</td>
<td>medium induction log (resistivity)</td>
</tr>
<tr>
<td>AHT90</td>
<td>deep resistivity (from Array Tool)</td>
</tr>
<tr>
<td>RHOB</td>
<td>density log</td>
</tr>
<tr>
<td>NPHI</td>
<td>neutron log</td>
</tr>
<tr>
<td>PORCOR</td>
<td>laboratory measured core plug porosity value</td>
</tr>
<tr>
<td>KAH (cor)</td>
<td>laboratory measured core plug horizontal permeability value</td>
</tr>
<tr>
<td>NDSEP</td>
<td>neutron density separation (see Appendix 1)</td>
</tr>
<tr>
<td>PORLOGT</td>
<td>calculated total porosity (see Appendix)</td>
</tr>
<tr>
<td>DTgas</td>
<td>sonic log corrected to represent a full gas reservoir</td>
</tr>
<tr>
<td>RHOBgas</td>
<td>density log corrected to represent a full gas reservoir</td>
</tr>
<tr>
<td>NPHIgas</td>
<td>neutron log corrected to represent a full gas reservoir</td>
</tr>
<tr>
<td>P-Train</td>
<td>interval in primary training set (always shown as black flag/bar)</td>
</tr>
<tr>
<td>Train</td>
<td>interval in primary training set (always shown as black flag/bar)</td>
</tr>
<tr>
<td>ACT_1 - ACT_5</td>
<td>activation of output node representing lithofacies 1-5 (from optimum network)</td>
</tr>
<tr>
<td>ACT_1n - ACT_5n</td>
<td>activation of output node representing lithofacies 1-5 (input data calibrated to training set)</td>
</tr>
</tbody>
</table>
### ACT_1a - ACT_5a
Activation of output node representing lithofacies 1-5 (model not trained with resistivity log)

### ACT_1G - ACT_5G
Activation of output node representing lithofacies 1-5 (when trained with gas corrected logs and no resistivity)

### Lithofacies columns

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithofacies</td>
<td>Core defined lithofacies</td>
</tr>
<tr>
<td>B</td>
<td>Best performing network from topological experiments</td>
</tr>
<tr>
<td>C</td>
<td>Best performing network from experiments with different learning rates and momentum parameters</td>
</tr>
<tr>
<td>D</td>
<td>Best performing network from experiments with pruning algorithm starting with 23 nodes</td>
</tr>
<tr>
<td>E</td>
<td>Best performing network from experiments with pruning algorithm starting with 14 nodes</td>
</tr>
<tr>
<td>F</td>
<td>Best performing network from experiments with unbalanced data</td>
</tr>
<tr>
<td>G</td>
<td>Best performing network from experiments with unbalanced data and lithofacies 1 reduced further</td>
</tr>
<tr>
<td>H</td>
<td>Best performing network from training without derivative logs</td>
</tr>
<tr>
<td>I</td>
<td>Best performing network from training with Training Set 2</td>
</tr>
<tr>
<td>J</td>
<td>Best performing network from training with Training Set 3</td>
</tr>
<tr>
<td>LF_PR</td>
<td>Best performing of all networks ‘optimum network’ (actually same as ‘B’)</td>
</tr>
<tr>
<td>PLF_Rep3</td>
<td>LF.PR after application of thin-bed repair program (with thin-bed defined as 1.5ft)</td>
</tr>
<tr>
<td>PLF_Rep4</td>
<td>LF.PR after application of thin-bed repair program (with thin-bed defined as 2ft)</td>
</tr>
<tr>
<td>PLF_Repair</td>
<td>LF.PR after application of thin-bed repair program (with thin-bed defined as 1.5ft)</td>
</tr>
<tr>
<td>LF_PRmax</td>
<td>Raw lithofacies predictions with maximum activation taken as the output</td>
</tr>
<tr>
<td>PLF_Rep_m</td>
<td>LF.PRmax but after application of thin-bed repair program</td>
</tr>
<tr>
<td>LF_PRn</td>
<td>Raw lithofacies predicted from normalised data</td>
</tr>
</tbody>
</table>
LF_PRmaxn raw lithofacies predicted from normalised data with maximum activation taken as the output

LF_PRmaxnR LF_PRmaxn but after application of the thin-bed repair program

LF_PRa lithofacies output from model trained with no resistivity log and the highest activated node as the prediction

LF_PRg lithofacies output from model trained with gas corrected logs and no resistivity log with the highest activated node taken as the prediction

**Keys**

**Lithofacies colour-code**

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
</table>

**Sedimentary facies codes (Figures 4.8 - 4.12)**

- **Sandstone**
- **Claystone / mudstone**
- **Siltstone**
- **Calcite cemented**
- **Mud clasts**
- **Calcareous**
- **Dolomitic**
- **Massive / structureless**
- **Horizontal lamination**
- **Cross stratification**

- **Trough cross stratification**
- **Climbing ripple lamination**
- **Current ripple lamination**
- **Contorted / deformed bedding**
- **Dish structures**
- **Water escape pipes**
- **Fractures**
- **Plant fragments / rootlets**
Chapters 5 & 6

Log acronyms

GR gamma ray log
RHOB density log
RHOZ density log
NPHI neutron log
PHIN neutron log
FMriimage microresistivity image log, unprocessed
FMriimage_P microresistivity image log, processed (steps described in Chapter 5)
C1 first caliper curve from image tool
C2 second caliper curve from image tool
S-PAD Single pad of data used for analysis
AVsp continuous vertical average of resistivity button responses over a single pad of data
A2 vertical moving average of all button data over 2"
A2sp vertical moving average of a single pad of data over 2"
A6sp vertical moving average of a single pad of data over 6"
CV05sp moving coefficient of variation of a single pad of data over 0.5"
CV6 moving coefficient of variation of all button data over 6"
CV6sp moving coefficient of variation of a single pad of data over 6"
Sk6sp moving skewness of a single pad of data over 6"
Kur6sp moving kurtosis of a single pad of data over 6"
Stack_ssp stacked button response over a single pad of data
ARRAY-H synthetic vertical stripes that can be identified by a horizontal spectral analysis
ARRAY-V synthetic horizontal stripes that can be identified by a vertical spectral analysis
POWER-V or V-POWER spectral power from the vertical power spectral analysis, wavelength decreases to the right
POWER-H or H-POWER  
- spectral power from the horizontal power spectral analysis, wavelength decreases to the right

FAS2 – FAS12  
- individual horizontal power spectral curves; the 2nd lowest frequency sampled – 12th lowest frequency sampled

FSP128_2 – FSP128_64  
- individual vertical power spectral curves; the 2nd lowest frequency 64th lowest frequency

TRAIN_1  
- sections from well Simian 1 used for training (black bar)

Train2a  
- sections from well Simian 2 used for training (black bar)

Train3a  
- sections from well Simian 3 used for training (black bar)

ACT F1 – ACT F7  
- activation levels for image lithofacies 1-7 (activation levels come from module 1 for image lithofacies 7, from module 2 for other facies)

thin_bed  
- raw prediction of type-II thin-beds (packages)

T-BED  
- as for thin_bed except filtered to leave only packages of thin-beds greater than 2ft thickness and those occurring in image lithofacies 1 and 2

---

**Log acronyms - Baker Atlas (in Figure 6.18 only)**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TNLW</td>
<td>neutron log</td>
</tr>
<tr>
<td>RHOB</td>
<td>density log</td>
</tr>
<tr>
<td>RHOZ</td>
<td>density log</td>
</tr>
<tr>
<td>AT10 – AT90</td>
<td>Array resistivity tool (with depth of investigation shown in cm)</td>
</tr>
<tr>
<td>HLLS</td>
<td>high resolution laterolog shallow</td>
</tr>
<tr>
<td>HLLD</td>
<td>high resolution laterolog deep</td>
</tr>
</tbody>
</table>

---

**Lithofacies columns**

<table>
<thead>
<tr>
<th>Column</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imfacds or Image_fa</td>
<td>image facies defined by Baker Atlas (2000 &amp; 2001) – see key below</td>
</tr>
<tr>
<td>IMFACIESr</td>
<td>facies scheme that the neural networks were trained to predict, this is a simplified version of the Baker Atlas scheme – see key below</td>
</tr>
<tr>
<td>Mod1_com</td>
<td>raw results of module 1, used to predict sand, shale and cemented lithofacies</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Mod1_comb</td>
<td>results of module 1, used to predict sand, shale and cemented lithofacies after thin-bed repair</td>
</tr>
<tr>
<td>IM_FACall</td>
<td>results from modular system when the shale network in module 2 utilised both conventional and image derived logs as inputs</td>
</tr>
<tr>
<td>IM_FACal2b</td>
<td>as IM_FACall but after thin-bed repair</td>
</tr>
<tr>
<td>IM_FACim</td>
<td>results from modular system when the shale network in module 2 utilised only image derived logs as inputs</td>
</tr>
<tr>
<td>IMFACim2b</td>
<td>as IM_FACim but after thin-bed repair</td>
</tr>
<tr>
<td>IM_FAC_S</td>
<td>results from a single network trained to predict all 7 image lithofacies at once (non-modular system)</td>
</tr>
<tr>
<td>IMFAC_S2</td>
<td>as IM_FAC_S but after thin-bed repair</td>
</tr>
<tr>
<td>IMFACal2p</td>
<td>as IMFACal2b but with type-I thin-beds added</td>
</tr>
<tr>
<td>IMFACal2q</td>
<td>as IMFACal2p but with type-I thin-beds taken out if caliper curves are above a specific threshold – these are the final results shown in Chapter 6</td>
</tr>
</tbody>
</table>

**Keys**

**Key - Baker Atlas image facies scheme (Baker Atlas 2000 & 2001) defined in Table 5.1 [Imfacds or Image_fa columns]**

- Laminated shale
- Bioturbated shale
- Slumped shale
- Chaotic shale
- Debris flow
- Structureless sand
- Laminated sand
- Irregular sand
- Slumped sand
- Structureless and intraclastic sand
- Conglomerate
- Cross-bedded sand
### Key - simplified image lithofacies scheme defined in Table 5.3

<table>
<thead>
<tr>
<th>Column</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Laminated shale</td>
</tr>
<tr>
<td>2</td>
<td>Bioturbated shale</td>
</tr>
<tr>
<td>3</td>
<td>Slumped and chaotic shale</td>
</tr>
<tr>
<td>4</td>
<td>Shaly SST, debris flow</td>
</tr>
<tr>
<td>5</td>
<td>Resistive sand (structureless sand)</td>
</tr>
<tr>
<td>6</td>
<td>Conductive sand (irregular, slumped, intraclastic)</td>
</tr>
<tr>
<td>7</td>
<td>Cemented intervals / conglomerate</td>
</tr>
</tbody>
</table>

[IMFACIESr column]
Chapter 1: Introduction

1.1 Rationale and background

Discrimination of lithology and sedimentary facies in any hydrocarbon reservoir is a requirement in both exploration and production. At the exploration stage lithological knowledge allows quantification of net reservoir, assisting in economic appraisal; a sedimentary facies interpretation allows prediction of further reservoir and therefore aids future well emplacement. At the production stage both lithology and facies data are the building blocks of field-wide static geological models. In many cases specific lithologies have distinct petrophysical characteristics allowing the data to also contribute to any dynamic model. In today’s environment of targeting very deep sub-sea reservoirs and drilling horizontal wells the coring of wells is very expensive. Therefore only the first few wells drilled in a field are usually cored. Wells logs however are nearly always run in every well drilled. For this reason it is very common to estimate lithology from logs and, by initially correlating log signatures with any available core, to then go on to estimate sedimentary facies from the logs alone.

Traditionally lithology interpretation involves close inspection of all measured wireline logs together with the mud-log (which records descriptions of the drill cuttings). Interpretation is then carried out manually. Certain lithologies such as salt or coal have a specific density and velocity, and are therefore straightforward to interpret. More common lithologies such as shale, sandstone, or limestone have a far greater variety of log readings that are dependent on rock parameters such as porosity, a product of the rock’s burial depth and diagenetic history. Thus this type of interpretation requires an experienced geologist, and even then the interpretation can be ambiguous. The use of computers has allowed other methods to complement manual interpretation. By far the most commonly used technique is that of cross-plotting various logs. If the matrix material is known, the neutron-density plot (Figure 1.1a) may distinguish mineral and porosity percentages (Rider 1996). If a shale point can be estimated then fields of sand-shale-porosity or limestone-shale-porosity can be defined, and the percentages of each evaluated. More sophisticated plots exist including the M-N plot (Burke et al. 1969), (Figure 1.1b), and the MID plot (for Mineral IDentification) (Clavier & Rust 1976). Both use the density, neutron and sonic logs, but algebraically reduce the three
variables to two, effectively eliminating porosity (and therefore fluid). The resulting plots define ‘lithology triangles’ that can be used to evaluate various matrix components.

Figure 1.1 Cross-plotting logs to determine lithology.
(a) Neutron-density plot with defined areas of sandstone (SST), limestone (LMST), dolomite (DOL) and their respective porosities (produced from Interactive Petrophysics software).
(b) The M-N plot (redrawn from Rider (1996), after Burke et al. (1969)). M and N are two algebraically derived quantities from the density, neutron and sonic logs.

Although some of these cross-plots have specific disadvantages (such as the co-linear nature of the density and sonic logs), they all suffer from the problem of dimensionality. It is only realistically possible to plot two logs together; three or four can be difficult to visualise. Today many more types of logs are run than in the past and these logs sample the borehole at an ever-increasing resolution. Data is now recorded digitally and any modern technique for lithology or facies prediction from logs must attempt to utilise all data in an efficient manner. In this way lithological-log relationships that previously may not have been known (and could be field specific) may reveal themselves. So-called ‘multi-mineral’ analysis using simultaneous equations can be used to evaluate more components in the rock matrix, and can utilise as many logs. In fact this type of analysis usually comes as standard in most petrophysical software. The procedure is well known by log analysts, and was used as far back as 1963 (Savre, 1963).
Rider (1996) though, criticises these types of analyses for lithology as being dependent on artificially defined absolutes that have little relation to lithology in the usual sense. A sandstone is not defined solely by its quartz percentage but by its composition and texture, and so ‘lithology’ defined by the above methods does not always represent true geological ‘lithology’.

A different approach for lithology or facies evaluation from logs is via statistical means. These are all classed as ‘multivariate’ because the data they evaluate is from multiple sources (multiple logs). Doveton (1994) devotes a whole chapter of his book to this type of analysis and Moss (1997) also provides a useful overview. Essentially there are two techniques. The first is where the method is required to discriminate between certain user defined groups (supervised classification); the second is designed to find groups that intrinsically exist within the data (unsupervised classification). These methods represent a completely different philosophy to the cross-plot method. If (in the case of supervised classification) the user defines a class as being ‘a mid-channel fluvial sandstone’ then that is what it is, and the methodology will try to predict sedimentary facies rather than simply mineralogy. In this case the user should be working within some constraints: he/she should have reasonable confidence that the log signatures of a particular facies enable it to be distinguished from the other defined facies, and that no other facies are expected to be encountered. Therefore these techniques are more specific (e.g. to a particular field or sedimentary environment), whereas the cross-plot and multi-mineral analysis methods are more universal. Discriminant function analysis (for example Doveton (1986)) mathematically defines ellipsoids in n-dimensional space from n histograms (where n is the number of logs) and the resulting equation may classify previously defined populations (Figure 1.2a). Principal component analysis projects logs in dimensional space to axes that account for most variation in the logs (the principal component axes). This is a method of dimensionality reduction, and when data are plotted with respect to the principal component axes specific populations can often be defined more easily. In Figure 1.2b the two principal component axes are shown. By comparison with Figure 1.1a it can be seen that PC1 aligns with porosity and PC2 with grain density. Fuzzy logic (Cuddy 2000) (Figure 1.2c) uses training data to assign statistical distributions to previously defined populations. New data can then be presented and the probability calculated for each log and for each population. The probabilities for all the logs for a single population are combined, and the population with the highest probability is then the assigned class.
Gamma ray readings relating to...

Wireline well logs such as the gamma ray (GR), are correlated with core descriptions. A statistical distribution (here a normal distribution) is then fitted.

Then in wells where core doesn't exist the pre-defined distributions can be used to assign a description. If more than 1 well log is used probabilities can be combined.

Figure 1.2 Statistical methods for predicting lithology and facies from well logs.

(a) Discriminant Function Analysis. Two groups, when plotted with respect to a single variable, commonly show overlap in their distributions and thus ambiguity in interpretation. When plotted with two variables separability may improve. The diagram shown shows the 'ideal' where the groups show perfect separation. The discrimination function is the linear equation of the axis shown calculated from the relative contribution of the two variables aiding discrimination. This can be extended to more dimensions. (From Doveton (1994), modified after Davis (1986)).

(b) Principal Component analysis. The first and second Principal Component (PC) axes are shown for data plotted on a conventional neutron-density cross-plot. PC1 has the larger variance and aligns with porosity, PC2 the smaller variance and aligns with the grain density of the rock. (Redrawn from Luthi (2001)).

(c) Fuzzy logic (based on the methodology described by Cuddy (2000)).
When using discriminant function analysis it is common to model the distribution of the populations with a normal distribution; this is also the case when using fuzzy logic. The real distributions can be incorporated, but this is often much more computationally intensive, and many programs lack these capabilities. Consequently some statistical techniques lack universal capabilities. These methods also commonly require a large amount of data – in particular discriminant analysis can be limited in its capability when the training data set is small (Wong et al. 1995a). Expert systems (decision trees with IF and OR statements) rely on specific decision thresholds that are therefore inflexible. Dimension reduction techniques can result in parameters that appear far removed from the original input data, making the outcome sometimes ambiguous to interpret.

Mitchell (1997) states that ‘neural networks are a powerful classification method for learning relationships between attributes when presented with examples, and for certain types of problems, such as learning to interpret complex real world sensor data, artificial neural networks are amongst the most effective learning methods currently known’. Masters (1993) states that ‘neural networks are most likely to be superior to other methods when the data on which conclusions are based is ‘fuzzy’, for instance the input data are ‘human opinions’’. They claim to be robust in the presence of noisy data, have the ability to generalise, and can handle data that exists in many dimensions (e.g. many logs). Therefore neural networks offer an alternative to the above methods and appear ideal for interpreting facies or lithofacies where training data are based on interpretation by a geologist. Bhatt & Helle (2002b) note that Poulton (2001) concluded from hundreds of comparisons on a variety of problems that in the worst case neural networks performed as well as traditional methods of classification or function approximation and in most cases they performed significantly better. A definition of a neural network can be found in Gurney (1997): ‘A neural network is an interconnected assembly of simple processing elements, units or nodes, whose functionality is loosely based on the animal neuron. The processing ability of the network is stored in the interunit connection strengths, or weights, obtained by a process of adaptation to, or learning from a set of training parameters’ (Figure 1.3). In this way neural networks differ fundamentally in their design to expert systems. The knowledge of a network is developed from its own making, from a given set of examples, not programmed by a user in the conventional sense.
After the publications of Parker (1985) and Rumelhart & McClelland (1986) and, no doubt in part due to the increase in readily available personal computer power at the time, authors started to use neural networks as a tool to solve specific data analysis problems. Derek et al. (1990) were one of the first to use a neural network in geoscience, to discriminate lithofacies. The non-linear discriminatory nature of neural networks meant that many researchers have turned to them to help estimate permeability from logs (e.g. Wiener 1991, Osborne 1992, Wong et al. 1995a). Before long many geoscience disciplines were using them for problems of classification, for example copper ore grade distribution (Wu & Zhou 1993) and surface geochemical data analysis to predict subsurface hydrocarbon reservoirs (Doraisamy et al. 2000). The most recent advances in using neural networks to analyse data from well logs have been published whilst the research presented in this thesis was carried out. Helle et al. (2001) and Bhatt & Helle (2002a) predicted porosity and permeability using a neural network; Helle & Bhatt (2002) predicted fluid saturation from logs and Bhatt & Helle (2002b) attempted to predict sedimentary facies. They claimed that improved performance was obtained by using a ‘committee’ of networks (many networks connected in parallel), and by having a separate committee dedicated to the prediction of a single lithofacies or permeability/saturation range. They also claim that parameters can be predicted independently of fluid type given a sufficient number of training examples.

Most previous studies have focussed on permeability prediction. Those that predict lithology, lithofacies or facies from well logs have attempted to predict attributes which
would be expected to have very distinct log signatures (e.g. Derek et al. (1990) - sandstone reservoir rock; Rogers et al. (1992) - limestone, dolomite, shale and sandstone; Wadge et al. (1998) - claystone, sandstone and conglomerate; Bhatt & Helle (2002b) - sandstone, shaly sand, shale, coal). Furthermore emphasis has been on improving classification rather than on interpreting what the patterns in the data actually mean (Ali 1994). All authors have attempted to get good classification, but none appear to go on to interpret fully the output of the network and interpret what the misclassifications indicate. Also, although the technique has been applied to conventional log data suites the most modern log data (such as that recorded by imaging tools) is rarely incorporated (some exceptions are Russell et al. (2002), Hall et al. (1992) and Garden (2001) – see Chapter 2). Imaging tools sample the borehole many times horizontally and vertically and therefore have the potential to provide an exceptional description of a reservoir. Indeed the ability of these tools to reveal the texture of a rock would enable a neural network to discriminate lithofacies on the basis of image texture and lithology. Although, as Delhomme (1992) states ‘image texture’ is fundamentally different from a geologist’s ‘texture’. The first involves the repetitive occurrence of local patterns in a given region, the latter describes the geometrical aspects of the component particles of a rock. It should be noted that the term ‘lithofacies’ in this thesis is used to describe lithologies that are genetically related in some way to a specified sedimentary facies. In Chapter 5 the term ‘image lithofacies’ is defined. This is a lithofacies that is partly defined by attributes derived from image logs.

1.2 Project aims

This thesis attempts to improve lithofacies predictions by attempting to answer the following questions:

- Previous studies do not attempt to make lithofacies predictions from data collected in deep marine clastic sedimentary environments. In particular rocks deposited as the products of submarine fans are especially heterogeneous and therefore difficult to discriminate. Therefore this thesis asks to what extent can lithofacies be evaluated using a neural network from well log data recorded in deep marine clastic sediments?
- What are the most important parameters that influence the outcome? Are they the input data, the output demanded, or the methodology? How is it best to interpret any
outcome from a neural network? Can the methodology express uncertainty in the results?

- Can image log data be incorporated into a neural network model to predict image lithofacies and produce a more acceptable result?

1.3 New contributions

This thesis specifically contributes the following:

- Neural network models for predicting lithofacies in deep marine elastic reservoirs are illustrated;
- It is shown how a combined neural network and knowledge based approach can produce superior results compared to a neural network alone;
- It is shown how uncertainty expressed by the neural network is important in the evaluation of any results;
- It is shown how major limitations of using any neural network model can be practical elements such as tool type and calibration, the depth interval investigated and fluid type;
- In many cases core is only cut in the main hydrocarbon interval and training examples from all fluid zones are not available. A methodology for standardizing logs for a single fluid type is applied to the data enabling predictions to be made in water or gas-water transition zones with the network trained on gas zone examples only;
- It is shown how simple statistics and power spectral analysis of the image data can quantify heterogeneity expressed in these data;
- A methodology is developed to incorporate data from the Fullbore Formation MicroImager (FMI) tool, into the neural network model to predict image lithofacies.

1.4 Data

The data used in this thesis are from two sources:

- The Lomond Field, Central North Sea;
- The West Delta Deep Marine Concession, Nile Delta Egypt.

All data were provided by BG Group plc. The main reservoir in Lomond forms part of the Palaeocene Forties Fan system that extends throughout the Central Graben. A full suite of
conventional well logs was available for ten wells. The West Delta Deep Marine Concession consists of deep marine slope-channels deposited during the Upper Pliocene and originating from the Nile Delta. A suite of conventional logs and FMI logs were available for three wells. Appendix 1 briefly outlines some of the principles behind the acquisition of conventional well log data and documents some of the limitations of the technique. A short discussion then follows on the differences between acquisition in vertical and deviated wells (since Lomond wells are deviated). Chapter 5 includes a section outlining the acquisition and processing of FMI data.

1.5 Thesis structure

Following this introductory chapter the thesis is presented as follows.

Chapter 2 covers neural network theory. Specifically a justification for using, and explanation of the backpropagation algorithm is given. A detailed section follows on how the backpropagation algorithm should be implemented in practice. Finally a synthesis of geoscience applications using neural networks is presented.

Chapter 3 contains an introduction to the Lomond Field its sedimentology and available data, followed by a description of the lithofacies scheme that a neural network was trained to predict. The stages involved in the training of the neural network are then described. Experiments are also described that illustrate the effects of training with unbalanced data, derivative logs and different training sets.

Chapter 4 shows the final results of the optimal network (found in Chapter 3) when applied to all Lomond wells. The results are compared directly to sedimentary descriptions of the core where these are available. In one well lithofacies predictions appear poor. These are illustrated and the reasons for these discussed. The optimal network is then evaluated to see which logs it is most dependent on. The standardisation of logs to single fluid type is then illustrated and after retraining of the network further results are shown.

Chapter 5 presents an introduction to the West Delta Deep Marine Concession area, its sedimentology and available data. The processing of the image logs is described. Statistical and spectral analysis of image data then takes place. It is shown which specific attributes are
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capable of describing different image lithofacies. Data is incorporated into a neural network and comparisons are made between a modular and standard system. Initial results are illustrated.

Chapter 6 shows results from when the optimal methodology for using the neural network developed in Chapter 5 is applied to the whole data set. Specific detailed well sections are shown that illustrate results adjacent to the image logs. Both are compared and limitations of the neural network methodology to predict image lithofacies are documented.

Chapter 7 describes the main conclusions of the research and discusses these in light of the current literature. Suggestions are made for further work.
Chapter 2: Neural network theory, and previous applications to well log data

2.1 Introduction

This thesis uses a program to classify lithofacies that is based on the so called 'backpropagation algorithm'. The algorithm is the most researched, and therefore the most widely understood in neural network studies. It is most suited to problems of classification or prediction where (Masters 1997):

- The target data is represented by many attributes;
- There are abundant potential training examples;
- The target is real (such as a shale volume) or discrete (e.g. sand or limestone);
- Training sets may contain errors - if trained correctly the algorithm will find only the general relationships between attributes;
- Rapid execution of the trained model is necessary.

These are the key reasons why this type of network is suitable for lithofacies predictions and why it is utilised in this study.

Any use of an artificial neural network should be based on sound theoretical principles. This is because many of the strategies employed to successfully train neural networks derive from the algorithm theory and this is especially so with backpropagation. Many papers and textbooks exist that describe the basic theory of neural networks. Gurney (1997) provides a useful conceptual introduction to the topic; Mitchell (1997) provides a detailed account of the backpropagation algorithm; Bishop (1996) provides an overview of neural networks from a statistical and pattern-recognition perspective; and Masters (1993) provides an account of how to successfully implement various algorithms.

This chapter begins with a description of some simple aspects of nodes that are the building blocks of network structures. This leads to a description of the relevant theory behind the backpropagation algorithm (based on that shown in Mitchell (1997)). A section then discusses good practice for implementing the algorithm. A brief summary of other types of neural networks is then given, and a discussion of how they can be classified. Finally a
synthesis of neural network applications in geoscience is presented that specifically focuses on neural network use in deriving attributes from well logs.

2.2 Neural network theory and the backpropagation algorithm

2.2.1 Introduction

An artificial neural network is an information-based processing system that is loosely based on the way the interconnected structure of the human brain processes information. The human brain consists of over 100 billion nerve cells or neurons (Figure 2.1). Neurons are thought to communicate with each other via electrical signals in the cell wall. Interneuron connections are mediated by synapses located at the boundary of the cell.

![Figure 2.1 A simplified neuron (redrawn from http://faculty.washington.edu/chudler/cells.html).](image)

Any individual neuron receives thousands of connections from other neurons. In the neuron cell the signals are combined in some way and if the resulting signal exceeds a certain threshold the neuron is said to ‘fire’ a response. It is thought that some synapses are such that they excite the neuron (act in a way to increase the output) and others may be inhibitors, reducing the neuron’s output. It is this style of processing or ‘architecture’ upon which neural networks are based. The artificial equivalents of neurons are units referred to as perceptrons. Synapses are modelled by a single number or weight so that each input is weighted before being summed at the equivalent of a neuron. Here the weighted signals are summed together to supply the unit with an ‘activation’. If the activation exceeds a given threshold, the perceptron is said have fired (i.e. output a 1), otherwise it outputs 0 or -1. The perceptron is the simplest model of a neuron, and is fundamental to the understanding of neural networks.
2.2.2 The Perceptron

McCulloch and Pitts (1943) proposed a model they called a ‘Threshold Logic Unit’ which is now synonymous with the ‘Perceptron’ that was developed by Rosenblatt (1958). The perceptron (Figure 2.2) takes a vector of real numbers, calculates a linear combination, and outputs +1 if the number produced is greater than some threshold, and 0 or -1 otherwise.

By re-arranging the equation represented by the perceptron in Figure 2.2, it can be seen that this represents the equation of a straight line. Figure 2.3 illustrates how two points A and B (each representing a different lithology) cannot be separated by the weights that generate the dashed line (line 1). However by changing the weights on the perceptron, the equation of the line the perceptron represents also changes allowing the given points to be distinguished (the dotted line – no. 2). The line which separates the two sets of points is known as a decision surface operating in n-dimensional space. The example shown has two inputs (the gamma ray and density log) and therefore the perceptron representation is drawn in two dimensions.

The very simple example shown above can be thought of as training a very simple system on two depth points in a well that has known gamma ray and density log readings as well as a given lithology. Any subsequent data could be presented to the perceptron and it would output a lithological classification. Any points which lay to the left of the dashed line would be classified as lithology B; points lying to the right of the dashed line lithology A.

A single perceptron can be used to represent many functions. It may classify a range of data, and solve a wide variety of problems. For instance if it is assumed that the Boolean value +1 is TRUE and -1 is FALSE then a single perceptron can classify the logic AND function (see Figure 2.4). However an important limitation of a single perceptron is that it can only classify data that is linearly separable, as the function it represents is a straight line. Thus a single perceptron cannot classify the XOR (one or other not both) problem (Figure 2.4).

However every Boolean function can be represented by some set of interconnected perceptrons. The XOR function can be solved by the system shown in Figure 2.5. This system can be described as a neural network. The term ‘network’ is used to refer to any system that is made up of connected artificial neurons (usually perceptrons). Usually the neurons are arranged in a layered structure, as in Figure 2.6. This structure is one of many
available and is used to map input patterns into several different classes. Neural networks are able to learn examples just as synaptic strengths are thought to be able to change due to particular stimuli from the brain. In artificial neurons it is the modification of the weights that is the equivalent of this learning. When a set of training patterns is presented to a network and compared to the target outputs the learning is said to be *supervised*. The weights are then changed so that classification is improved. These changes constitute a learning or training rule. A number of algorithms are available to train a single perceptron. The two most commonly cited are the Perceptron rule and the Delta rule. The perceptron rule will train a perceptron to correctly classify all training examples provided those examples are exactly linearly separable (thus a prior requirement is knowledge that the classes in the training set are linearly separable). The Delta rule minimises the overall network error, producing a best-fit approximation to the classes; consequently if each group represented in the training set is not exactly linearly separable the algorithm can still work. No prior knowledge of the training set is required.

\[
\begin{align*}
\text{Output} & = \begin{cases} 
1 & \text{if } \sum_{i=1}^{n} w_i x_i > 0 \\
-1 & \text{otherwise}
\end{cases}
\end{align*}
\]

**Figure 2.2** Pictorial representation of a perceptron with a threshold unit of 0 (redrawn from Mitchell (1997)). Real numbers from the gamma ray log (GR) and density log (RHOB) are transferred through the network via multiplication by their respective weights \((W_0 - W_2)\). The products are summed. If the resulting value is greater than 0 a +1 is output, if less than 0, a -1. The term \(x_0\) is known as the bias term and is always fixed at 1. The perceptron shown represents the linear equation \(x_0 + x_1w_1 + x_2w_2 = \text{Output}\).
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Figure 2.3 The two points A and B each representing two different lithologies are to be classified by the perceptron shown in Figure 2.2. Inputs to the perceptron are the gamma ray log and the density log. If weights are chosen: \( X_0=-2, X_1=+1, X_2=-1 \) the straight line represented is \( \text{RHOB} = \text{GR} - 2 \) shown as line 1 (dashed). This is not capable of separating and thus classifying the two lithologies. By selecting different weights: \( X_0=0, X_1=1, X_2=-1 \) the perceptron now represents line 2 (dotted) with equation \( \text{RHOB} = \text{GR} \) which is capable of separating the two lithologies.

Figure 2.4 A perceptron is capable of solving the AND function, but cannot solve the XOR problem as the points shown are not linearly separable.
2.2.3 The Perceptron Rule

The problem is to train a perceptron to produce the correct +1 or -1 output for each given training example. One way for the perceptron to learn an acceptable weight vector is to start...
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with random weights and iteratively apply the perceptron rule to each training example. If a training example is misclassified then the weight vector must be adjusted so that the misclassified example is more likely to be classified correctly next time. By repeating this process through the training examples the perceptron will eventually classify all the examples correctly and be ‘trained’. The perceptron training rule can be described as:

\[ \mathbf{w}^* = \mathbf{w} + \Delta \mathbf{w} \]  

(2.1)

Where:
\[ \Delta \mathbf{w} = \eta (t - o) \mathbf{x} ; \]
\[ \mathbf{w} = \text{weight vector}; \]
\[ \Delta \mathbf{w} = \text{an amount by which the initial weight vector is modified to produce the new network vector}; \]
\[ \mathbf{x} = \text{the vector input (training example)}; \]
\[ \eta = \text{a constant called the learning rate (this is typically small (between 0 and 1))}; \]
\[ t = \text{the target example for a given training example}; \]
\[ o = \text{perceptron output for a given training example}. \]

It can been seen intuitively how this will work. If the target output is the same as the network output (i.e. the perceptron is fully trained already) then \( t - o \) will be zero and the weight vector will not change. If the perceptron outputs a -1 instead of a +1 then \( \mathbf{w} \cdot \mathbf{x} \) must be increased. The training rule will do this:

\[ [+1-(-1)] \mathbf{x} \quad \text{i.e.} \ 2 \mathbf{x} \]

if \( \eta = 0.2 \) then \( \Delta \mathbf{w} = 0.4 \mathbf{x} \)

Weight vectors are usually normalised to between 0 and 1 before training. So if \( \mathbf{x} = 0.6 \) then \( \mathbf{w} \) gets larger and so \( \mathbf{w} \cdot \mathbf{x} \) will also get larger. It can be proven that this process will converge within a finite number of iterations (Rosenblatt 1962). An important limitation of the perceptron training rule however is that it will only converge if the training class examples are linearly separable (Minsky & Papert 1969).
2.2.4 The Delta Rule

This rule provides the basis for more sophisticated training rules that can be more generally applied to supervised neural networks. To understand the Delta rule training an unthresholded perceptron should be considered. This is a linear unit, exactly as the perceptron described above except that no threshold is applied to the output. Thus the output vector \( o \) is simply the input vector \( \bar{x} \) multiplied by the weight vector \( \bar{w} \).

\[
o(\bar{x}) = \bar{w} \cdot \bar{x}
\]  

(2.2)

It is known that the overall aim of the Delta rule is to reduce the network error, improving classification as it does so. The minimum error will produce a best-fit approximation for classifying the training examples. It is therefore necessary to specify the training error. One way of expressing the error is:

\[
E(\bar{w}) = \frac{1}{2} \sum_{d \in D} \left( t_d - o_d \right)^2
\]  

(2.3)

Where:

- \( D \) = set of training examples;
- \( t_d \) = target output for training example \( d \);
- \( o_d \) = the actual output from the perceptron for training example \( d \);
- \( E(\bar{w}) \) = the network error during training, which is dependent on the weight vector \( \bar{w} \).

It can be seen that if the network output is very different to the target output then the training error is large; if they are the same the training error is zero. The error \( E(\bar{w}) \) is written as a function of \( \bar{w} \) as the output of the perceptron depends on the weight vector only, attached to the perceptron for a given set of training examples.

In order for the perceptron to change its weights, thus moving its output closer to the target it is necessary to minimise \( E(\bar{w}) \). Figure 2.7 is a schematic visualisation of an error surface for a single perceptron, with two inputs and two weights, \( w_0 \) and \( w_1 \). The error \( E(\bar{w}) \) is a
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surface that represents all possible weight vectors for a given set of inputs. This plane is commonly referred to as the ‘hypothesis space’.

![Figure 2.7 A representative surface of all possible error vectors $E(\vec{w})$ on a perceptron with only two weights, $w_0$ and $w_1$ for a given set of training examples. The plane is often referred to as the ‘hypothesis space’. The ‘global minimum’ is the theoretical minimum error for a given hypothesis space.](image)

In order to minimise $E(\vec{w})$ on the above surface one should move down the surface towards the global minimum, and to ensure efficient arrival the steepest descent should be taken. The global minimum is the theoretical minimum error for a given hypothesis space. The direction of the steepest descent can be found by calculating the derivative with respect to each of the components of the vector $\vec{w}$. This is $\nabla E(\vec{w})$ which is the gradient of $E$ with respect to $\vec{w}$. This is a vector whose components are the partial derivatives of $E$ with respect to each of the weights ($w_i$):

$$\nabla E(\vec{w}) = \left[ \frac{\partial E}{\partial w_0}, \frac{\partial E}{\partial w_1}, \ldots, \frac{\partial E}{\partial w_n} \right]$$  \hspace{1cm} (2.4)

Since Equation 2.4 specifies the direction of steepest increase of $E$ the training rule for gradient descent is:

$$\vec{w} \leftarrow \vec{w} + \Delta \vec{w}$$

Where:
\[ \Delta \tilde{w} = -\eta \nabla E(\tilde{w}) \quad (2.5) \]

\( \eta \) = the learning rate, as for the perceptron rule.

This training rule can be written in its component form:

\[ \tilde{w}_i \leftarrow \tilde{w}_i + \Delta \tilde{w}_i \]

Where:

\[ \tilde{w} \leftarrow \tilde{w} + \left[ -\eta \frac{\partial E}{\partial \tilde{w}_i} \right] \quad (2.6) \]

The new weight vector \( \tilde{w} \) is the previous weight vector minus the gradient vector multiplied by the learning rate. As for the perceptron rule \( \eta \) is usually small, and here represents the step size as one moves iteratively down the error surface. The negative sign is present, as the error needs to decrease. The above rule is the Delta rule. The process by which the delta rule works by iteratively moving down an error surface is called 'gradient descent'.

It can be recalled that the error of a perceptron can be expressed by:

\[ E(\tilde{w}) = \frac{1}{2} \sum_{d \in D} (t_d - o_d)^2 \]

Therefore by the chain rule for differentiation:

\[ \frac{\partial E}{\partial \tilde{w}} = \frac{1}{2} \sum_{d \in D} 2(t_d - o_d) \frac{\partial}{\partial \tilde{w}_i} (t_d - o_d) \]

The vector output of the perceptron \( o_d \) is dependant on the weight vector (Equation 2.2), and input vector for all training examples \( d \):

\[ \frac{\partial E}{\partial \tilde{w}} = \sum_{d \in D} (t_d - o_d) \frac{\partial}{\partial \tilde{w}_i} (t_d - \tilde{w}_i \cdot x_d) \]
\[
\frac{\partial E}{\partial w} = \sum_{d \in D} (t_d - o_d) \cdot (-x_d)
\]  

(2.7)

Thus substituting equation 2.7 into 2.6;

\[
\bar{w} \leftarrow \bar{w} + \left[ -\eta \sum_{d \in D} (t_d - o_d)(-x_d) \right]
\]

\[
\bar{w} \leftarrow \bar{w} + \eta \sum_{d \in D} (t_d - o_d)x_{id}
\]

(2.8)

The new weight vector is the old weight vector added to the learning rate \( \eta \) multiplied by the sum of the target vector minus the perceptron output \( o_d \), multiplied by the input vector \( x_{id} \) for all training examples, \( d \), in the training set \( D \). Equation 2.8 is known as the gradient descent algorithm.

The error surface \( E(\bar{w}) \) is specific for a given training set, and therefore to calculate a true gradient all the training examples have to be presented. This can be computationally intensive so often the weights are updated based on gradients found on presentation of each example individually, so that:

\[
\frac{\partial E^p}{\partial w_i} = -(t^p - o^p)x_i^p
\]

Where:

\( p \) = a specific example number.

Training now works in a pattern training regime whereby weight vectors are updated after every example presented in the training set. As this is an estimator for the gradient, the minimisation of \( E \) is noisy, and the weight changes may even increase \( E \). Overall though, there should be a systematic decrease in the error.

Training with the Delta rule was first proposed by Widrow & Hoff (Widrow & Hoff 1960), so the rule was originally known as the Widrow-Hoff rule. Only more recently has it
become known as the Delta rule (the term $t_d - o_d$ being referred to as $\delta$ or difference). Other accounts of the Delta rule can be found in Widrow & Stearns (1985), and Widrow et al. (1987).

The gradient descent algorithm for linear perceptrons works first by picking a random weight vector. Equation 2.8 is then applied and the weight vector is updated incrementally. If $\eta$ is sufficiently small it can be shown (Widrow & Stearns 1985) that the delta rule will converge whether the example training data is linearly separable or not. This is the main way in which the perceptron and delta rules differ. The perceptron rule would produce oscillating weight vectors if an exact solution did not exist, whereas the delta rule will converge to the minimum error (albeit with some examples possibly misclassified).

2.2.5 Training rules for more complex networks

Single perceptrons can only express linear decision surfaces. What would be much more useful is a system that could be trained to classify groups of data by expressing different non-linear decision surfaces. Multi-layer networks trained with the backpropagation algorithm are capable of doing this (see Figure 2.8). When multiple inputs are present the decision surface operates in multi-dimensional space, and the surface is often referred to as a 'hyperplane'.

At this point in order to prevent confusion some nomenclature should be introduced. A typical network (of the type used in this thesis) would be that of Figure 2.8-right. There are many inputs (shown in red), and a 'hidden layer' shown in yellow. Each of the circles can be described as a node (or neuron), with the hidden and output nodes operating in a similar way to the perceptrons illustrated above. The output nodes signal the response of the network to any input. Many authors refer to such a network as a two layer network (referring to the hidden and output layers); others would refer to it as a single layer network (referring to the hidden layer of nodes). In this thesis such networks are described as having a single layer of hidden nodes. Both the input and output layers are assumed.

Units for constructing multi-layer networks like those of Figure 2.8 are similar to the linear units described as perceptrons. However multiple layers of linear units can only represent linear functions (Mitchell 1997). What is required is a unit that expresses its outputs as a
non-linear function of its inputs that also has a differentiable threshold unit (as this allows gradient descent to take place). Most multi-layer networks are based on a 'sigmoid unit' (Figure 2.9). As for the perceptron the unit calculates a linear combination of its inputs and applies a threshold to the result. The key difference is that the threshold function is a non-linear function of the inputs.

Figure 2.8 Schematic picture to illustrate the classification capability of different sized networks. Inputs to the networks are red, nodes in a hidden layer are yellow, and outputs are blue. A single node (left) can only express a linear decision surface. Multiple nodes can express non-linear decision surfaces (middle). With three inputs (right) the decision surface is represented by a plane. Decision surfaces in higher dimensions are often referred to as 'hyperplanes'.

Figure 2.9 The sigmoid threshold unit (redrawn from Mitchell 1997).
The sigmoid unit computes:

\[ o = \sigma(\vec{w}_i \cdot \vec{x}_j) \]

Where:

\[ \sigma(\text{net}) = \frac{1}{1 + e^{-\text{net}}} \]

This function is commonly known as the sigmoid function, the logistic function, or because it maps a large input range to a small output range 'the squashing function'. The program used in this study utilises this function.

Since networks with multiple output units are now considered it is necessary to redefine \( E \) as representing errors over all of the network output units:

\[ \sum (\vec{w}_i) = \frac{1}{2} \sum_{d \in D} \sum_{k \in \text{outputs}} (t_{kd} - o_{kd})^2 \]

Where:

\( \text{outputs} = \) set of output units;

\( t_{kd} = \) the target value for the \( k^{th} \) output unit for training example \( d \);

\( o_{kd} = \) the output value for the \( k^{th} \) output unit for training example \( d \);

\[ \sum_{k \in \text{outputs}} \] represents the sum over the output nodes;

\[ \sum_{d \in D} \] represents the sum over all the training data (all examples \( d \) in set \( D \)).

The algorithm should search a large hypothesis space defined by all possible weight vectors in the network. Therefore the hypothesis space will be similar to that defined in Figure 2.7, except that it will be much more complex and exist in many dimensions. However gradient descent can still be used to search the hypothesis space, to find the lowest network error.
2.2.6 The Backpropagation algorithm

The following rules apply to networks that contain two layers of sigmoid units (i.e. one hidden layer and one output layer, as in Figure 2.8 right), with all units interconnected:

- Create a network where \( n_{in} \) is the number of input units, \( n_{out} \) the number of output units, the input from unit \( i \) to unit \( j \) is denoted by \( x_{ij} \), and the weight from \( i \) to \( j \) denoted as \( w_{ji} \);
- Initialise all weights to small random numbers;
- Until a specified termination condition is met
  - For each target vector \((\vec{w} \cdot \vec{x})\) in the training examples
    1. Propagate forward through the network
      a. Input \( \vec{x} \) and compute output \( o_x \) for all output nodes
    2. Propagate errors back through the network
      a. Calculate the network error from output unit \( k \), e.g. error from unit \( k_1 = \delta_1 \)
         error from unit \( k_2 = \delta_2 \)
         \( \delta_k \leftarrow o_k(1-o_k)(t_k-o_k) \)
         {note that this is the same as Equation 2.1 for the perceptron rule, but the \( \delta_k \) is more complex. \( o_k(1-o_k) \) is the derivative of the squashing function.}
      b. For each hidden unit \( h \), calculate its error term \( \delta_h \)
         \( \delta_h \leftarrow o_h(1-o_h) \sum_{k: \text{outputs}} w_{kh} \delta_k \)
         {No target values will exist to indicate the error of the hidden units. Error terms are therefore calculated by summing the error terms \( \delta_k \) that have been influenced by the hidden unit. Each \( \delta_h \) is weighted by the weight connecting the hidden node in question to the output node. This essentially characterises the degree to which a hidden unit \( h \) is responsible for the error in the output unit.}
      c. Update each network weight \( w_{ji} \) by
         \( w_{ji} \leftarrow w_{ji} + \Delta w_{ji} \)
         Where:
         \( \Delta w_{ji} = \eta \delta_j x_{ji} \)
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This algorithm updates all the weights following each training example. To obtain true gradient descent of $E$, it is necessary to sum $\delta j$ over all training examples before updating weights, as for the Delta rule. The way in which the algorithm works - by propagating errors back through the network gives rise to the name ‘the backpropagation algorithm’. Full derivation of the above algorithm can be found in Mitchell (1997).

The most widely used variation of the original backpropagation algorithm is the addition of so called ‘momentum’. The weight update rule above is adapted so that the $n^{th}$ update rule depends on the update rule from the $(n-1)^{th}$ iteration:

$$\Delta w_{ji}(n) = \partial_j x_{ji} + \alpha\Delta w_{ji}(n-1)$$

Where:

- $\Delta w_{ji}(n) =$ weight update at $n^{th}$ iteration;
- $\alpha =$ a constant (usually between 0 and 1) called ‘momentum’.

If gradient descent is thought of as a ball rolling down an error surface, then the momentum term is analogous to the size of the ball. The larger the ball the more chance it has of rolling over small bumps in the surface (avoiding so-called local minima – see section 2.3.2). Avoiding local minima is important in order to reach the true global minimum of the error surface. Adding momentum helps to achieve this. The momentum term is used in this thesis and is discussed in more detail in Sections 2.3.2 and 3.6.3 concerning the appropriate size of the parameter.

The definition of the backpropagation algorithm described above is true for all networks with one hidden layer of nodes and one output layer. The algorithm can be adapted to many hidden layers by repeating steps 1 and 2 above. If a hidden layer is not connected to the output layer then $\delta_h$ for that layer is calculated from the next layer of hidden units downstream (i.e. closer to the output layer).

The papers of Parker (1985) and Rumelhart & McClelland (1986) are usually credited with the popularity of the backpropagation algorithm, although the idea can be traced back to Werbis (1974). Clearly the introduction of powerful personal computers since the middle of
the 1980s has also played an important role in the use and development of the algorithm since then.

2.2.7 Remarks on the Backpropagation algorithm

Figure 2.8 introduced the fact that more complex networks are needed to solve more complex problems. In Section 2.2.2 it was shown how a single perceptron or node could represent a straight line and therefore delineate two classes. Consider however Figure 2.10-left. The two classes shown need a network with a minimum of two hidden nodes (representing the two planes needed for separation), and an output node that will signal a 1 for positive and 0 for negative. The right hand diagram requires three hidden nodes (to represent the three lines needed for classification) and a single output node. It can therefore be seen that the number of hidden nodes needed depends on the complexity of the decision surface required to separate out the classes (which is not usually known beforehand), and also the actual number of classes to be defined. A backpropagation network can recognise many groups from only a few inputs, as long as they can be distinguished in pattern space. An example of this can be found in Rogers et al. (1992). Here four outputs (shale, sandstone, limestone and dolomite) were predicted from only three inputs (gamma-ray, neutron and density logs). This differs from classical compositional analysis from logs, which revolves around solving simultaneous equations. Here if the number of unknowns exceeds the number of knowns then the problem is said to be underdetermined and cannot theoretically be solved (see Figure 2.11). In the type of problem that concerns this study discrete boundaries are drawn in pattern space on the basis of training examples. A discrete section of space then defines a particular class, and there is no continuum of compositions. The problem can be underdetermined if there are too few hidden nodes (as discussed above) or too few training examples. It is intuitive that if there are too few training examples then the network will not learn properly. Baum & Haussler (1989) theoretically discuss the number of training values required to prevent no indecision by a single output network (it depends on the number of weights, the number of hidden units, and the fraction of correctly classified training patterns). The number is generally huge and for most practical applications totally unrealistic. Usually overcoming these issues requires some user knowledge i.e. the creation of a good training set by representing the expected range of input values for all classes. Too few nodes can be recognised by a network that will not learn.
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Figure 2.10 Class separability by different sized neural networks, adapted and redrawn from Gurney (1997). In the left diagram the two classes are nonlinearly separable and because of the nature of how they exist in the pattern space, two lines are required for classification. Therefore a backpropagation solution will require at least two hidden nodes (yellow). The matrix below illustrates how the firing of each node results in the correct output. In the right diagram there is a more complex arrangement of the classes in space, and so three lines are needed for classification. A backpropagation solution therefore requires three hidden nodes.

![Matrix Illustrating Node Firing](image)

<table>
<thead>
<tr>
<th>Hid 1</th>
<th>Hid 2</th>
<th>Out</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>+</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>+</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>+</td>
</tr>
</tbody>
</table>

Figure 2.11 Graphical representation of attempting to calculate three components (SST - sandstone, SH - shale, FL - fluid) from well logs. In the left example there are two knowns, a density log value and the fact that all three components must sum to unity. The solution could lie anywhere along the dotted line, cannot be solved and is said to be underdetermined. In the right example, with the introduction of the neutron log there are now three knowns attempting to evaluate three components, and the problem is said to be determined. The mathematical representation of this problem takes the form of simultaneous equations. Adapted from a similar diagram in Doveton (1994).

![Graphical Representation](image)
2.3 Strategies for implementing the algorithm

2.3.1 Introduction

So far the basic theory of neural networks and the backpropagation algorithm have been discussed. An understanding of the theory is critical for the correct implementation of the algorithm. This section discusses the practical implications of the theory.

2.3.2 Local minima

Figure 2.7 showed a representative error surface for a network with only two weights. The object of gradient descent is to move down the error surface to the global minimum. A consequence of larger networks with many weights is an error surface that operates in many dimensions and is exceedingly complex. These surfaces may have many so-called 'local minima' (Figure 2.12). Backpropagation with large networks is only guaranteed to converge to a local minimum, not necessarily the global one (as gradient descent will simply proceed until the gradient is zero). However the problem of getting stuck in local minima may not be as problematic as some authors suggest. Since a network with lots of weights will have an error surface in many dimensions, if gradient descent falls into a local minimum with respect to a particular weight it will not necessarily be at a minimum with respect to other weights - there will be many 'escape routes'. But because complex error surfaces are very poorly understood, and at present there is no known way to determine whether you are at a local or global minimum there exist a number of important strategies to overcome ending up in a local minimum:

- Use a momentum term, this can help step out of small minima;
- Update after presentation of every training example (this provides only an estimate of the true gradient, and therefore a noisy descent, which can help overstep minima);
- Train a number of networks using the same data, but from a different starting set of weights. Each network is likely to end up at a different minimum. The network that performs best on a validation set should be chosen.
2.3.3 Encoding of data

The backpropagation algorithm accepts inputs that are linearly scaled to between 0 and 1. This means that input units have values in the same interval as hidden and output units. Most neural network programs will perform the 0 to 1 scaling automatically. However it is pertinent for the user to check that each input parameter is operating in a linear way. This is discussed further with respect to resistivity logs in Chapter 3.

As discussed, the output from each of a neural network’s output nodes should be a zero or one depending on whether it is fired or not. In reality this is a real number between 0 and 1, and a threshold is applied (often 0.5). If the output is greater than 0.5 the node is fired, if it is less than 0.5 then the node is off. This means that if three classes are to be predicted there could be one output node (with thresholds of say, <0.3 for one class, 0.3-0.6 for the second class, and >0.6 for the third class), or three output nodes each with a single threshold (say of 0.5). In both cases a network will train. However the former case should only be used where some order exists - for instance, if the three classes to be predicted are cold, warm and hot. If there is a chance that there is no order then the second type of arrangement of output nodes should be used.

Figure 2.12 Local minima on a complex error surface. E represents the value of the overall error, and W a particular weight value.
There are still many users (especially in industry) that use a single output (Matthew Wakefield pers. comm.). A single output could be used if predicting an ordered sequence such as sand, shaly sand, shale but this is often not the case. There are two advantages of having multiple outputs for each class:

- There are more weights in the network and thus more degrees of freedom available to represent the target;
- Differences between the output nodes can give the user a measure of confidence in the output (i.e. if two output nodes are fired then there is clearly some ambiguity in the networks decision). This information is extremely useful. It is surprising how often this is overlooked. This type of analysis is discussed in much more detail in Chapter 4.

Having multiple output nodes suggests binary encoding of output training data such as [100] for facies 1, [010] for facies 2, and [001] for facies 3. Usually however, training a network to predict 0 and 1 can grow the weights very quickly and create instability during training. This appears to be more of a problem when using a threshold function such as tanh rather than a sigmoid function (Stephen Wolstenhulme pers. comm.).

### 2.3.4 Network architecture

The term 'network architecture' refers to the shape and size of a neural network, specifically the number of hidden layers and hidden nodes. The problem of how many layers or nodes to use to achieve optimum classification is non-trivial and depends entirely on the problem at hand. This was touched on in Section 2.2.5, where it was shown that, generally speaking the more complex the decision surface the more hidden nodes required. Although there is no specific way to find the optimum number, researchers have come up with some guidelines: every Boolean function can be represented exactly and every bounded continuous function can be approximated using only one hidden layer (Cybenko 1989); any function can be approximated by a network with two hidden layers (Cybenko 1988). So for the majority of problems (including lithofacies prediction from well logs) one hidden layer should be sufficient, in theory. However this does not mean that memory or training requirements will dictate that two hidden layers is more practical. In general the optimum number of nodes in hidden layers is more difficult to estimate. Too many hidden nodes can lead to over-fitting of the training data (see Section 2.3.5). Therefore the fewest nodes that can solve the problem is best. This study donates some time to finding the optimum number of nodes for the specific problem (see Chapter 3).
2.3.5 Stopping criteria

The general backpropagation algorithm has no stopping criteria - it could continue indefinitely. However a very common problem with backpropagation is that it can over-fit data (see Figure 2.13). This happens when the network attempts to fit a decision boundary that will very accurately classify the training data but misses the ‘general’ relationships in the data (that the user wishes the network to learn). Over-fitting is usually overcome by monitoring training with a validation set. After each iteration an independent validation set is presented to the network. The error is calculated. The network should be saved if, after each iteration, the error decreases. The final network selected for use should be the one corresponding to the lowest error over the validation set (Figure 2.14). In this study the percentage correctly classified in a validation set is always monitored during training. Each time the percentage classified correctly increases the network is saved. Monitoring in this way essentially equates to monitoring the error.

![Figure 2.13 Over-fitting data. Two classes are to be discriminated. The true decision surface (straight line) is shown, but the network has over-fitted its decision line (dashed). This problem could have been solved by a single perceptron. Too many nodes in the network can contribute to over-fitting. The diagram also illustrates that extrapolation of a boundary beyond the range of the training data can be dangerous.](image-url)
2.4 Use and limitations of the backpropagation algorithm

So far neural networks and their representation in pattern space, and thus their value in classifying groups of data in multi-dimensions have been considered. Clearly this is the role of the neural network used in this study. The key reasons for using the backpropagation algorithm for classification were stated in the introduction to this chapter. However backpropagation can also be used for function fitting (indeed one of the main uses in geoscience is permeability prediction from logs). In classification problems the nodes are described as 'saturated', usually outputting very close to 0 and 1. When function fitting the network simply creates a non-linear combination of its inputs, and outputs a function of them scaled between 0 and 1.

Although there are many books and papers that promote the use of these networks for the tasks described it is critical to understand their limitations. In many cases backpropagation networks require a considerable amount of training data to ensure efficient learning. This may not always be available. Also if classes are differently represented in a training set then the network can learn the discrepancies. Thus a network may find a class that only has a few representatives difficult to classify. This type of problem would not occur with a decision-tree (rules-based) approach to the problem. Experimentation with different training sets and amounts of representation by different classes takes place in Chapter 3. Also predictions from the network can be constrained to lie in the range defined by the training data; data that lies very close to, but outside the range may not be predicted. In many cases it is how data is
encoded that can be problematic (although this is also a problem in other statistical applications). If a network is to learn patterns from images then the image must be encoded to the network so that it can understand the key features represented. This is a problem of feature extraction, which this thesis tackles in relation to image logs, in Chapter 5. The actual algorithm itself can be slow at learning often converging in local minima. This type of network is not good at precise calculations. A network may be able to predict a permeability range but could be a poor predictor of the actual value (Bhatt & Helle 2002a).

2.5 Other types of neural networks

2.5.1 Introduction

So far the backpropagation network has been described. However this is only one of a number of neural network types available. This section describes the most common other types of neural networks and attempts (briefly) to classify neural networks in general.

2.5.2 The Hopfield network

This is a type of feed-forward network (like backpropagation). This network however is trained with data that constitutes both the inputs and outputs. Therefore the network is described as 'associative memory' since from an imperfect copy of the training data it will 'recall' or 'remember' the final output from which it was obtained. Analogous feed-forward networks can perform this task, but Hopfield nets are designed as recurrent, meaning that many nodes are connected to other nodes, so that there is feedback in the network and nodes are used repeatedly to process information. The network iteratively processes the input pattern to provide a version that grows more like the output pattern that is in the 'stored memory'. These types of networks were originally described by John Hopfield (1982).

2.5.3 Radial basis functions

Radial basis functions refer not to a different type of network (although see how networks can be classified – Section 2.5.6 below), but to an alternative node structure in which the activation is determined from a vector that has the same dimensions as the inputs. Whereas the most common activation function is the sigmoid threshold that simply uses the weighted sum of inputs (a single value) to evaluate the threshold, a radial basis function is a Gaussian
surface with dimensions the same as the input vector. The use of this type of node enables complex decision surfaces to be built up with comparatively few nodes.

2.5.4 Kohonen networks

The Kohonen network is a single layer network based on rules first documented by Teuvo Kohonen (Kohonen 1982 & 1984). This type of network attempts to group data into a pre-defined number of classes, by having each node (representing a class or cluster) compete for the data. The type of learning is 'unsupervised', as there are no predefined classes or target data. Each node has a start position in the n-dimensional space of vector inputs. Data is then effectively plotted in the space, and the node which is closest is moved an increment towards that data point. Data is continually presented until the node positions are stable. New data applied to the network is simply plotted in the n-dimensional space and is assigned to the cluster represented by the closest neuron.

2.5.5 Adaptive Resonance Theory (ART)

These types of networks are similar to Kohonen type networks in that they are self-organising and cluster pattern data. However, they are far more complex both in their architecture and the way they train. ART networks overcome some of the problems associated with simpler competitive networks; they should not end up in a state of flux - stability after learning should be reached and; they have the capability to define the optimum number of clusters present for themselves (rather than being specified by the user). The first member of the ART family was ART1 (originally presented by Carpenter & Grossberg (1987a)). There are now other variations known as ART2 and ART3 (Carpenter & Grossberg 1987b, Carpenter & Grossberg 1991). Carpenter et al. (1991) combined supervised and unsupervised methods for mapping known input-output patterns called ARTMAP. This was used by Wong (1995c) to predict lithofacies (see Section 2.7).

2.5.6 Classification of networks

The world of neural networks can appear very complex with similar terms often used loosely or to describe different phenomena. Below a short classification of neural networks is presented. Networks can be grouped as follows.
• **Task.** The most common tasks that neural networks are used for have been discussed. Feed-forward networks are most often used for classification and function fitting. Recurrent networks are used for associative memory tasks, noise filtering, and signal processing.

• **Node type.** Within different network types there exist a huge number of node types that have differing activation forms and different output functions. Single perceptrons calculate a simple linear combination of its inputs and apply a threshold step function as the output function. This is used in simple Boolean applications. The node used for backpropagation used a linear weighted sum of its inputs and the sigmoid squashing function to calculate its output.

• **Architecture.** This can be described in terms of whether the network is feed-forward, recurrent, or competitive; whether there are any hidden units; or whether connectivity is fully complete.

• **Training algorithms.** These can be supervised or unsupervised. If supervised they can have a complex error feedback such as backpropagation or simple feedback such as in recurrent systems.

### 2.6 The neural network program used in this study

The neural network package Easynn (http://www.easynn.com) is used throughout this study. This program implements the backpropagation algorithm with a sigmoid squashing function, as described above. The program is extremely flexible in all aspects of its design. All parameters can be displayed during and after training. All weights and relevant parameters can be exported after training so the neural network can be implemented within a user written program or spreadsheet. The program has been continually developed over the past few years by author Stephen Wolstenhulme who also provides online support.

### 2.7 Neural network predictions in geoscience and from well logs

After the resurgence of interest in neural networks in the mid-eighties, it wasn’t long before a variety of disciplines were turning to them to help solve specific scientific problems. One of the earliest publications attempting to use a neural network in conjunction with well logs was Derek et al. (1990). They trained a backpropagation neural network to recognise sandstone lithofacies from gamma ray, density and neutron logs and compared their results to those gained from using the linear discrimination function and Bayes classifier. This
paper is not only significant because it is one of the first to use neural networks with logs but also because it documents the actual implementation of the algorithm in detail. Derek et al. found that network convergence did not seem particularly susceptible to variation in the learning rate, although a learning rate of greater than 0.5 did appear to give slightly poorer results. The momentum parameter did however seem to be more important, and significant variations in classification could result depending on its size (even more so when training with two hidden layers of nodes). A momentum parameter of greater then 0.9 produced sub-optimal results. Overall five lithofacies were predicted, but the network was optimised so that reservoir rock was predicted very well, with prediction of the other lithofacies of secondary importance. On testing the resulting models the neural network produced classification success of 90.5% for reservoir rock, linear discrimination function 94.1% and Bayes classifier 86.5%. Robinson (1991) showed that backpropagation networks could offer an alternative to traditional linear regression by using artificial data generated from four variables. Linear regression restricted the output to defining a very simple linear relationship whereas the neural network was more flexible and defined a more complex non-linear relationship between the inputs and single output. The root mean squared error gained from testing the neural network was a factor of ten better then that gained from linear regression. Robinson also pointed out that finding the optimum network for a particular task required experimentation, and that training data and network size were both very important variables in determining network performance.

Permeability is notoriously difficult to predict from well logs. Traditionally it is done using linear regression, cross-plotting core derived permeability values with porosity or from equations such as the Wyllie and Rose equation (Wyllie & Rose 1950). Cross-plot methods often work when the reservoir rocks are very simple (e.g. a clean sandstone) but often the relationship between porosity and permeability is much more complex (it is well known that permeability is actually dependent on pore throat geometries which can be unrelated to porosity). Authors realised the potential of neural networks for describing non-linear systems and using them to predict permeability values from well logs. Wiener et al. (1991) attempted this in Texaco’s Stockyard Creek field, North Dakota (a carbonate reservoir). The target data was laboratory derived core-plug air permeability values. After much experimentation they found a network with two hidden layers (relatively large and complex), and log inputs of deep and shallow resistivity, neutron, sonic, density, porosity, water saturation, and bulk volume water performed best. It is noteworthy that some of the inputs
were derived from the raw log suite (for instance water saturation would have been derived from the deep resistivity log and probably the density log, and the porosity log from the density log or a density-neutron combination). Nevertheless using all these logs did increase performance; Wiener stated that his results ‘illustrate the value of incorporating all of the wireline measurements and their interrelationships when analysing carbonate permeability from logs.’ His results showed a correlation coefficient of 0.96 when testing the network, compared to 0.61 for linear regression and 0.7 for polynomial regression.

In a widely cited paper Rogers et al. (1992) attempted to predict limestone, dolomite, shale, and sandstone lithologies, using a backpropagation neural network. Input logs were gamma-ray, neutron and density. The importance of this paper is that it promoted use of a single output for each lithology, and binary encoding of data. No threshold was applied to the network’s output - the node with the highest output was simply taken as the assumed lithology (even if this was very small). However if two nodes had similarly high values then the lithology was taken to show characteristics of both (e.g. a shaly sand or a dolomitic limestone). Training sets appeared to have specific values attached to each lithology (rather than lots of data for the given lithologies).

Neural networks were applied to permeability prediction once again, this time in the Wasson Field, Texas (Osborne 1992). The sedimentary environment was a carbonate platform. The paper is notable as inputs used for the study were depth, porosity, flow unit number (labelled 1-7) and geographic well location (x and y coordinates). In this case the spatial distribution of the reservoir appeared to control its permeability. It therefore illustrates the ability of neural networks to use a variety of input types simultaneously, in this case petrophysical and geographical. Osborne’s final network had 30 nodes in one hidden layer (quite large). The output consisted of isopermeability maps. Neural network permeability values produced a correlation coefficient of 0.81 when compared with core plug values. Linear regression from porosity produced a coefficient of 0.44.

Wong et al. (1995a) compared discriminant analysis and a backpropagation network when predicting lithofacies, porosity and permeability, in the Carnarvan Basin, Australia (a sand/shale reservoir). Wong noted that previous authors had not paid much attention to input parameters and so experimented considerably with these. He predicted four lithofacies (mudstone, sandy mudstone, sandstone and carbonate cemented beds), using three inputs,
(sonic, density, and acoustic impedance calculated from the sonic and density log). Wong states that 'indeed the consequence of using acoustic impedance was to improve training time' (thus implying easier classification). Overall recognition of lithofacies reached 94.5% which was the same as for discriminant analysis. Wong then attempted to predict porosity using inputs of density, sonic, acoustic impedance and the previously predicted lithofacies. Using lithofacies as an input appeared to improve performance. When porosity predictions were compared to core values the network produced a correlation coefficient of 0.86; discriminant analysis achieved 0.82. Permeability prediction was then carried out using density, sonic, acoustic impedance, lithofacies, and porosity as inputs. On comparison with core the neural network produced a correlation coefficient of 0.81, whereas discriminant analysis produced 0.52. Wong noted that the neural network method benefited from having specific ranges in which predictions had to fall (defined by the training set). This prevented totally unrealistic predictions that sometimes occurred using regression (where predictions are unlimited). Wong also suggested that performance could be improved by making sure the training set was free from errors such as outliers, and ambiguous log values such as those that measure thin beds or shoulder effects. No author would dispute that it is important to remove outliers (due to bad-hole for instance), but some may dispute whether one should leave out data that is related to shoulder effects. Many researchers in neural network studies believe that a large majority of a training set should be devoted to borderline cases (ones that will be close to the decision boundary) and only a few 'easy' examples are needed (e.g. Masters 1993). This should enable the decision boundary to be more carefully placed by the network. However the discussed paper is significant for two main reasons:

- Improved performance was demonstrated when derivative logs were used and;
- It was the first paper that took previous predictions and iterated them into another network to make further predictions.

It is logical to think that if one can predict porosity from density, sonic, acoustic impedance and lithofacies, then one should be able to make predictions straight from density and sonic alone. It appears though that some networks can produce superior results given a larger number of inputs. Experimentation with varying inputs takes place in Chapter 3.

In another paper of the same year (Wong et al. 1995c) compared the use of a simplified version of Fuzzy ARTMAP (SFAM), a backpropagation network and discriminant analysis to predict 6 lithofacies (that covered the range from mud-sandstone as well as carbonate cemented beds and concretions). It was found that both the backpropagation algorithm and
Fuzzy ARTMAP performed better than discriminant analysis. Results from these two methods gave comparable results. However the authors conclude that the SFAM was advantageous because it did not suffer from problems such as excessive training time and prior specification of the network topology. They also note that if the amount of time and effort required to fine tune backpropagation parameters is acceptable then this network can offer significantly improved performance, although this requires some experience and skill.

Mohaghegh & Ameri (1996) followed previous authors in attempting to use a network for permeability prediction in the Cranny field, West Virginia. Inputs were gamma ray, density, and deep induction logs, x-y coordinates and some ‘geological interpretations’ (which appear to be a lithofacies number derived from bulk density variations). So this is again an example of using input logs derived from the raw data. Their results compared well with laboratory measurements and the neural network was once again promoted as a viable procedure to complement other reservoir characterisation tools.

Up until the late nineties the majority of neural networks used for log interpretation utilised the backpropagation algorithm. Saggaf and Nedrija (2000) however used three different approaches to predicting lithology and facies in some Saudi Arabian wells – unsupervised, supervised and semi-supervised systems, none of which used the backpropagation algorithm. The first method used a Kohonen network. Six logs were used as inputs. The system enabled distinct clusters that were inherent in the data to be defined. Four clusters, which were then refined to three, were found. These appeared to match a geologist’s interpretation of a short well interval; however the well interval appeared to contain only a limited number of beds that were all relatively thick. The supervised analysis made use of nine core defined carbonate facies and a network with two layers of nodes. The first layer took the input vectors and separated them into several subclasses just as for the unsupervised system. The second layer combined the subclasses in a linear way and associated them with the predefined core facies. The semi-supervised analysis worked as the unsupervised system did, clustering the data. Log values of the cluster centres were then compared to the average values for the predefined clusters and labelled accordingly. Semi-supervised analysis was demonstrated in a single well predicting limestone and dolomite only, and achieved good results. This paper is important because it considers the confidence of results from the networks, something that can routinely be obtained from other methods e.g. fuzzy logic (Cuddy 2000). Three types of confidence measures were generated: ‘distinction’, ‘overall
similarity’ and ‘individual similarity’. Distinction is the measured distance of a data point in
vector space to its closest cluster centre compared to the next closest cluster. Overall
similarity is the distance from a data point to its cluster centre, and individual similarity is
the same except that the distance from each facies type (a cluster centre) is computed. For
lithology prediction (as in the limestone and dolomite example) two distances of comparable
size could indicate a mixed composition.

So far the application of neural network analysis to lithofacies and permeability predictions
from well logs has been discussed. However neural networks have also been used in a
variety of other geoscience applications. Wu & Zhou (1993) modelled the spatial variation
and distribution of copper ore grade using a backpropagation network. The network had two
inputs (x and y coordinates) and two hidden layers each with 28 nodes, (which is incredibly
large!). Overall, results were reported as good, but Wu & Zhou noted that the network
appeared to learn that samples with high grades are few compared with medium grades, as
seen by the fact that the network under predicted high grade values which had fewer training
cases. This implies that classes that are underrepresented in a training set can be
underpredicted.

Wong et al. (1997) used a special type of radial basis function network to interpolate
porosity values in unknown locations, in a fluvial sandstone reservoir from Asia. Sixty-nine
representative wells were used for training, with the object to interpolate well porosity values
to other cells for which no porosity values were available.

Trappe & Hellmich (2000) used a self-organising feature map (an extension of a Kohonen
unsupervised network) to predict porosity thickness from seismic attributes in Rotliegend
Sandstone, in the North German Basin. Although the authors noted that over twenty
attributes were available, and, in theory, the network should be able to distinguish which
ones were discriminatory by itself, only three were chosen as inputs (acoustic impedance,
amplitude, and ‘lateral homogeneities’). Training data consisted of 14 patterns from 14
wells. The subsequent network was applied to 100km² of seismic survey. The results were
compared to earlier work by Trappe and Hellmich (1998) which attempted to predict the
same outcome using linear regression and co-kriging (a statistical interpolation technique)
from acoustic impedance only. All the methods gave reasonably good agreement except
linear regression that did not perform well when the porosity thickness was close to zero.
The authors suggest that neural networks could be used in the first stage of analysis as they are good at handling different data sources, both qualitative and quantitative. The outputs from networks could then be used as 'soft' data in geostatistical calculations.

Doraisamy et al. (2000) used backpropagation to determine whether sample sites of geochemical data were located above a known hydrocarbon reservoir. Inputs to the network were soil descriptions and environmental parameters, including absorbed ethane concentration. The output was simply a yes or no as to whether the site was above the reservoir. On testing the network predicted 95% of sites correctly.

The most recent advances in using neural networks to make predictions from well logs have come from Hans Helle and Alphana Bhatt, working in Norsk Hydro and Trondheim University respectively. They published a suite of papers during 2001 and 2002 that make predictions of porosity, permeability, fluid saturation and sedimentary facies from well logs.

Helle et al. (2001) used backpropagation to predict porosity and permeability in Jurassic reservoirs in the Viking Graben, North Sea. Their porosity network had three logs as inputs (sonic, density and resistivity), and used seven hidden nodes in one layer. Training examples were taken from a number of wells and from water, oil and gas zones. It was claimed that the resulting network was able to predict accurate porosity values across all fluid types, indeed the reported average error (core porosity minus network porosity) was less than 1%. Their permeability network attempted to overcome the problems of permeability anisotropy by only choosing training data from near vertical wells and horizontally measured air permeability that had been Klinkenberg corrected. Training data was again taken from water, oil and gas zones (but by far the majority was from water and oil zones). Input logs were density, gamma-ray, neutron and sonic, and the network had 1 hidden layer with 12 nodes. Results of the network were much more scattered than for the porosity network. The resulting errors were put down to errors in core measurement, correction to overburden, and the different sampling volumes of core plugs versus well logs. The largest errors were found in the tested well that contained gas. However both porosity and permeability results were thought useful enough to be used in conventional petroleum engineering applications, given the limitations of measurement.
Bhatt & Helle (2002a) followed their previous work by using backpropagation networks to predict porosity and permeability, this time though focussing on network design. They developed what they describe as *committee networks*, which consist of a number of individually trained backpropagation neural networks, the results of which are combined to produce the final output (Figure 2.15). Work was carried out on synthetic data for both porosity and permeability, before applying to the real data used in Helle *et al.* (2001). The synthetic porosity network was developed with input logs of density, sonic and resistivity. Differing degrees of random noise were added to the data. Twenty networks were trained and nine were chosen to go into the committee. Generally it was found that equipping each of the networks with ten hidden nodes reduced the bias and variance optimally. When only 2.5% of noise was added no improvement in prediction was seen with more than 150 sample data points. With 5 or 10% noise prediction success improved with more than 150 samples. This illustrates the need for more training samples in datasets which are known to be noisy, or in datasets where user uncertainty exists in the relationships between inputs and outputs. The porosity committee used a combiner which produced a linear combination (weighted sum) of the outputs (after Hashem (1997)) which is equivalent to a multi-linear regression of the network outputs and the target data. Overall the committee was shown to reduce both the bias (which is in fact automatically reduced to zero by the combiner) and variance of the resulting errors (expressed as predicted porosity minus core porosity). The porosity committee was then applied to the North Sea data. The results shown are good and comparable to those of Helle *et al.* (2001). Porosity appeared to be predicted independent of pore fluid type. However although the error bias was reduced to zero by the committee, the variance showed no improvement (unlike the synthetic data). A significant amount of the error was considered due to fine layering in the reservoir that the logging tools could not resolve. The permeability committee log inputs consisted of density, neutron, gamma-ray, and sonic. The committee for permeability prediction took on a different and more complex nature (Figure 2.16). The authors noted that it was important to encode permeability as the logarithm of permeability, as it had to be mapped to the [0,1] domain for entry into the neural network. This meant that resolution was lost. To overcome this, the final architecture of the committee consisted of a number of smaller committees each dedicated to the task of predicting permeability over a small range. A 'gate' was also trained over the whole permeability range, with the task of identifying the appropriate range for prediction, and thus effectively switching on the appropriate committee. It was found that training with soft overtraining and using a linear combiner (as for porosity prediction) was not appropriate, as
it appeared to amplify noise. Training with conventional validation and simple averaging of the outputs produced acceptable results. The final architecture had three modules (three ranges of permeability values) each consisting of a committee of five networks. Each individual neural network had 10 nodes in one hidden layer. It was shown that over 300 data samples were needed during training to cope with moderately noisy data - more than porosity because of the intrinsically more complex nature of permeability. Training with the real data took place with less than 300 examples because of a lack of training parameters. On application to the data used in their previous study the authors highlighted small areas of improvement in one well using the modular committee compared with a single neural network. However examining all the errors shows that the single network produced a smaller mean error, and only a slightly larger standard deviation (single neural network bias 0.08, and standard deviation 1.3, modular committee bias -0.11, standard deviation 1.10) in the well interval illustrated.

In summary the main contribution of this work is to the design of neural networks. It is reported that a committee of networks produced a smaller overall error than a single network, and the breaking of the problem down into subtasks (modules) also improved predictions (in this case the resolution of predicted permeability).

Figure 2.15 A committee machine. Each of the experts is an individual neural network trained on the same data, but from different starting positions. The results are linearly combined to produce the final output. Redrawn from Bhatt & Helle 2002a.
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Figure 2.16 A modular committee machine. Each of the experts is a committee machine (as in Figure 2.15) with a dedicated task of predicting within a specific permeability range. The gating network weights the output from the experts. Results are then simply averaged to produce the final output. Redrawn from Bhatt & Helle 2002a.

In another paper of the same year Helle & Bhatt (Helle & Bhatt 2002) created a committee neural network to predict partial fluid saturations from well logs. The paper followed the theme of their porosity and permeability paper by first testing the performance of the network on synthetic data and then applying it to real data from the North Sea. The reason for using neural networks for the fluid saturation calculation is that any derived model could potentially be universal (eliminating the problems with core plugs encountering only a small volume of rock for instance), and can also take into account field wide variations. A neural model could account for a varying cementation factor, for which a single value is usually chosen when calculating water saturation from empirical relationships such as the Archie equation (Archie 1942). Helle & Bhatt calculated four synthetic logs (sonic, density, neutron, and resistivity) from chosen fluid saturation values and added varying percentages of noise up to 10%. One of the main difficulties to be overcome was whether to design a network to output all three saturations (water saturation $S_w$, oil saturation $S_o$, and gas saturation $S_g$), a network to calculate two saturations (the third automatically assigned) or to create three networks to calculate the three parameters individually. Experimentation with different networks showed that similar errors resulted from all three of the situations above. In this case the third type was preferred (individual networks for each task) as this meant fewer training examples would be needed, in theory. A committee network was then applied to the synthetic data. A linear combination of the individual networks was used (as in the porosity example of Bhatt & Helle 2002a). It was reported that the errors of the committee
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output compared to single networks was an order of magnitude lower. However analysis of the results reveals that the variance of the errors for the committee was similar to that of the individual networks - it was simply the bias that was reduced to zero (a consequence of the linear combination, not of training multiple networks). On application to real data the target training data was based on computer processed interpretation (CPI) logs (calculated by the contractor using models such as Archie (Archie 1942) or Poupon et al. (1971)), the hydrocarbon indicated by the contractor, and repeat formation test pressures (RFT). This implies that the training data was derived in part from well logs, via empirical relationships, and thus, in some ways also represents synthetic data (which one might automatically expect a neural network to be able to predict). The results are shown in wells that pass through the Tarbert, Ness and Broom formations, and generally the results match the contractor’s interpretation. Some gas spikes occur in the Tarbert and Ness. These represent coal and were predicted as high gas saturation because of low density and sonic readings.

It is apparent that by far the majority of neural network use with well logs is in the prediction of permeability and porosity. By comparison little has been written about lithology and facies prediction. However, Bhatt & Helle (2002b) developed their previous work and predicted facies from well logs, first using synthetic data, before applying to the Jurassic Ness formation in the Oseberg Field (North Sea). An additional focus of this study was the application of so called recurrent neural networks (see Figure 2.17). These take samples from multiple depth levels with the aim of improving predictions at bed boundaries (due to shoulder effects in logs) and from noisy data. Note this system is different from classic ‘recurrent’ systems described in neural network literature where the outputs are connected to the inputs (as in a Hopfield network). The type of approach used by Bhatt & Helle was also used by Yang et al. (1996), by Jenner & Baldwin (1994) and Goncalves, Harvey & Lovell (1997). The recurrent system was incorporated into the modular committee system of Bhatt & Helle 2002a. Using synthetic data the authors created pseudo resistivity, gamma-ray, sonic, neutron and density logs. Data distributions were created for each facies (three in total), with a small overlap between them. Experimentation with an individual neural network which made up a component of the committee showed that the optimal architecture had four nodes and needed a minimum number of training parameters of 10-15. This though applies to the synthetic data, and was carried out on only two facies (which were the furthest apart in the log space). On the basis of these findings the authors used this architecture to experiment with the recurrent system. Experiments revealed that using data from three depth
levels (one above, one below) increased the hit rate from 90% to 93%, and increasing to five depth levels increased the hit rate further to 96%. The results appear to show this clearly. However the synthetic data had 3 layers (i.e. beds) which constituted transition zones on the logs. When the number of beds was increased to 17 the number of miss-hits increased more than 3-fold. However the authors state that ‘for any practical purpose the number of transition zones seems not to be a main issue’. The recurrent neural networks were placed in a committee, and although the results were reported as improved, they appear to be similar to the best performing individual network. On application to real data four lithofacies were predicted from the fluvial-lacustrine environment: channel sand; crevasse splays (shaly sands); lake (shaly); and coal, and data was chosen over a range of pore filling types. Results are shown over four wells with the training well performing best. Some intervals of coal were misinterpreted. The authors compare their predictions with other authors who use a variety of techniques for lithofacies predictions. Comparison is in terms of number of facies and hit rate. There is no mention of the sedimentary environment. It should be noted that the system described by Bhatt & Helle (2002b) is fairly large. Each backpropagation committee has 9 networks. Each lithofacies has one dedicated committee. Four lithofacies implies 36 networks (4x9). Each of these systems predicts at 5 depth levels so the final number of networks used is at least 180 (4x9x5).

![Figure 2.17](image_url)

**Figure 2.17** A recurrent backpropagation neural network. Individual networks are trained on data from different depth levels and combined to make the recurrent system. Nine of the above recurrent systems are joined together in a committee with the dedicated task of predicting one specific facies. Then the committees are combined to produce the overall prediction. Redrawn from Bhatt & Helle (2002b).

The key to the integration of image logs into the neural network process is feature extraction – the techniques used to quantify patterns that are seen in the images and encode them in a
suitable way so that statistical learning algorithms are capable of utilising them. This topic is discussed in Chapter 5.

Few studies however have gone on to use extracted features with neural networks. Hall (1996) extracted textures using mathematical morphology and used an unsupervised network for cluster analysis. Garden (2001) calculated statistics (the average, standard deviation and coefficient of variation) from a single button from each pad and integrated these with interpolated coarser logs. A single network was used to predict 3 image facies associations. Results were good, with the network capable of mimicking the variation of sand content in the boreholes studied. Thin-beds of predicted sand tended to be thinner than those recognised in core – this was described as an artefact due to the resolution of the conventional logs. Overall net sand content matched that manually derived from the image logs, and that derived from core. There was however an appreciable difference from net sand that was derived from a porosity and permeability cut-off. Also Garden found an appreciable improvement in the results when image logs were interpolated to be the same resolution as the conventional logs. Russell (2002) examined heterogeneity in a carbonate reservoir. Different biofacies were recognised in core each of which were dominated by different fauna. On the basis of these facies different reservoir rock types were identified that had different petrophysical characteristics. The aim of the paper was to improve characterisation of these rock types using textures derived from high-resolution dipmeters and image logs. Three conventional logs and three image-derived components were available (the background conductivity, and the proportions of resistive and conductive components). The contrast of the resistive and conductive components strongly correlated with permeability. Both unsupervised and supervised learning took place, and results were found to match core derived reservoir rock types well (using inputs from both dipmeters and image logs). It was noted that the tools were capable of resolving heterogeneity that was not typically captured in the core descriptions.

2.8 Summary

This chapter introduced the field of neural networks and discussed their use in geoscience. It began with a justification for the use of the backpropagation algorithm that is used in this thesis. Perceptrons, which represent the fundamental building blocks of neural networks, were then introduced as well as rules that are capable of training them (the Perceptron and
Delta rules). This lead to a detailed explanation of the backpropagation algorithm. At its simplest the algorithm consists of multiple layers of nodes that process input data and map them to known outputs. By a complex feedback mechanism the algorithm changes the weights in the network so that input vectors are moved closer to target data. This learning enables the network to classify large groups of data in multi-dimensional space. A section then followed detailing strategies for the implementation of the algorithm — most of these are a consequence of the actual algorithm itself. With the knowledge of nodes and network architectures other types of networks were then discussed.

Finally the last section gave a historical account of neural network use in geoscience. By far the most commonly cited application of neural networks (using well logs as inputs) is in the prediction of permeability. Lithology has also been predicted, and, more recently lithofacies. In most reported cases neural networks perform at least as well as other statistical techniques. The most recent applications of neural net analysis to this type of problem use large committees' of networks that are averaged to produce the final output. Classification is also reported to be improved by having networks specifically predicting an individual class. Very recently image logs have been integrated into the neural network process.
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3.1 Introduction

This chapter describes the methodology used to develop and train a neural network to discriminate lithofacies. Section 3.2 introduces the Lomond Field and data set studied in this thesis. Section 3.3 describes the sedimentology of Lomond in terms of depositional processes, the lithologies, their 3-D architecture, and their petrophysical properties. These factors, along with the facies quantities and their discrimination by the logs are carefully considered before the lithofacies scheme that the neural network will be trained to predict is designed (Section 3.4).

Section 3.5 outlines how log and lithofacies data were prepared before application in the network. This includes input selection, data transforms, inter-well variation, depth shifting and training and validation set design.

Finally, Section 3.6 describes various experiments that took place with the neural network to firstly, define the optimum network for classification and, secondly, to determine some of the main influences on the network output. Preliminary results of these experiments are shown and discussed. The optimum network design was then applied to all cored wells that had sedimentary log descriptions. These results and their subsequent analysis are presented in detail in Chapter 4.

3.2 The Lomond Field

3.2.1 Introduction

The Lomond field is situated in the North Sea 233 km from Aberdeen. It lies in block 23/21 on the east side of the East Central Graben (Figure 3.1). Although the discovery well in 1972 tested hydrocarbon the first appraisal well in 1974 was suspended. Ten years later a second appraisal well was drilled and in 1993 production started. Participants in the field are BP, BG Group and Amerada Hess.
A description of the tectonostratigraphic evolution and associated development of hydrocarbon plays in the Central Graben can be found in Hodgson et al. (1992) and is summarised in Figure 3.2. After Zechstein salt deposition in the Permian, salt withdrawal created accommodation space for Triassic and Jurassic continental sediments. Late Jurassic rifting reactivated salt movement with the eventual creation of salt ridges on the margins of remnant half-grabens. Early Tertiary clastic deposition around these salt ridges and diapers followed by basement subsidence eventually created dome play structures, of which the Lomond Field is one.

Figure 3.1 The position of the Lomond Field in the Central North Sea. Oil fields are shown in green, gas and condensate fields in red. The red dashed line represents the division between the UK and Norwegian sectors. (Taken from the Petroleum Exploration Society of Great Britain (PESGB) North Sea map, 2000).
Hodgson et al. (1992) consider that clastic deposition was mainly sourced from the Caledonian Highlands resulting in large fluvial deltas building out into the Moray Firth and onto the East Shetland Platform. These deltas are then thought to have developed into extensive submarine fans which prograded into the Central Graben and now form the main reservoir rock in Lomond (The Forties Sandstone). At the end of the Palaeocene clastic input was probably halted by a basin-wide transgressive highstand resulting in the deposition of hemipelagic clays and tuffs of the Sele and Balder Formations of the Rogaland Group. These form the reservoir seal.
3.2.2 Stratigraphy

The first nomenclature of the Palaeogene of the North Sea was by Deegan & Scull (1977). Their classification recognised five units above the Chalk Group and still forms the basis of nomenclature that is currently applied. A substantial revision of the UK Central and Northern North Sea Palaeogene followed, by Mudge & Copesake (1992a, 1992b). The most significant difference was the modification of the hierarchical structure. Sandstone bodies that occurred within largely mud-dominated sequences were moved from formation to member status. Knox & Cordey’s (1992) lithostratigraphic nomenclature retained the Lower Moray and Montrose Groups (defined originally by Deegan & Scull, and most relevant to this study) but subdivided further some of the higher groups.

All Lomond wells penetrate the Moray and Montrose Groups with the main reservoir target the Forties Sandstone Member. All the main logs were run from the Balder Formation downwards (see Figure 3.3). This study requires core data to act as a ground truth for neural network predictions. Therefore the study focuses on the main reservoir interval that has been cored: the Forties Sandstone Member. The intervals that define this Member were taken from the sedimentary logs of Cullen (Cullen 1993a, 1993b, 1993c, 1993d).

Figure 3.3 Stratigraphy of the Palaeogene of the North Sea (redrawn from Knox & Cordey, 1992) with the Forties Sandstone as Member status, contained within the Sele Formation. In the Lomond Field well logs were run from the Balder Formation downwards, and sometimes as far as the Ekofisk Formation (e.g. well 23/21-T8).
3.2.3 Data

The available data set consists of ten appraisal and production wells (23/21-T1 to 23/21-T10). All are horizontal. Most wells contain a full suite of conventional log data. If a neural network model is created and trained on a specific log then that log must be available in subsequent wells if predictions are to be made. Common logs available in all the wells are:

- Gamma-ray: GR;
- Sonic: DT;
- Deep induction: ILD;
- Medium induction: ILM;
- Density: RHOB;
- Neutron: NPHI.

(N.B. a full explanation of all symbols used in this thesis is contained in the notations and conventions section preceding Chapter 1.)

The exception to this is 23/21-T7, where no sonic or density log were available due to tool failure (Walsgrove 1996). This well is therefore excluded from this study.

Core was cut in six of the available wells (23/21-T1, 23/21-T2, 23/21-T3, 23/21-T4, 23/21-T5 and 23/21-T8). Detailed core descriptions (1.50 scale logs) and subsequent interpretation were carried out on four wells (23/21-T3, 23/21-T4, 23/21-T5, 23/21-T8) by Brian Cullen (Cullen 1993a, Cullen 1993b, Cullen 1993c, Cullen 1993d). It is these descriptions that provide most of the understanding of Lomond’s sedimentology (Section 3.3), and upon which the lithofacies scheme (which the neural network is trained to predict) is partly based on (see Section 3.4).
3.3 Sedimentology of the Lomond Field

3.3.1 Introduction

Information on Lomond’s sedimentology is derived from core descriptions made by Brian Cullen (Cullen 1993a, 1993b, 1993c, 1993d). The facies scheme used to describe the core was adapted from that described by Mutti & Ricci Lucchi (1972) and is shown in Figure 3.4. All parts of the four wells described were interpreted as part of a turbidite depositional system (with the exception of a small interval in well 23/21-T3, which is part of the Maureen Formation and therefore excluded from this study). In total fifty-nine facies codes were used to classify the core. The main facies classes were distinguished primarily on the basis of grain size (facies A-E), and internal organisation (facies F). Subgroups of these (e.g. A1, A2 etc.) were based on internal structures, bed thickness, and composition. Within the core it was noted that many of the sediments showed evidence of post-depositional slumping, and these were denoted by an F prefix or suffix (e.g. B1F, FB1) depending on the degree of alteration of the original facies characteristics. F before a facies code indicates a high degree of alteration and after a lower degree of alteration. What follows is a description of, and evidence for, the main sub-environments of deposition in Lomond. Sedimentology is an important consideration in any lithofacies scheme: the different environments shape the lithologies, and determine their different properties.
Facies A
- Thick-bedded organised conglomerates and pebbly sandstones with cross-stratification and scoured bed bases. Deposition by a high concentration turbidity currents with late stage tractional modification.

Facies B
- Massively bedded destructured sandstones with dish structures and fluid escape features. Frequently amalgamated deposition from high density turbidity currents.

Facies C
- Interbedded thick, massive sandstones with rippled tops and thin mudstones. Deposition from immature turbidity currents.

Facies D

Facies E
- Interbedded thin rippled coarse sandstones and mudstones. Traction current deposited.

Facies F
- Stumped and contorted sandstones and mudstones with associated chaotic muddy conglomerates.

Facies G
- Heterolithic contorted limestones and muddy limestones clast rich conglomerates / breccias.

Figure 3.4 Facies model adapted from Mutti & Ricci Lucchi (1972)
3.3.2 Submarine sand lobe and channel fill
These facies consists of thick-bedded relatively homogeneous sandstone the majority being described as facies B1 (Figure 3.5). Dish structures, and water escape pipes are common, indicating dewatering and rapid deposition. The rocks are interpreted as being deposited by high density turbidity currents. In most cases the lack of an erosive base and fining upward sequences means that these sandstones were interpreted as lobes rather than channel fill. Individual beds are typically up to 6 feet thick in well 23/21-T8, and up to 15 feet thick in 23/21-T3. They are commonly stacked to form multi-storey sand bodies up to 70 feet thick in total. Measurement of the orientation of the water escape pipes indicates that in general they are orthogonal to the sub-horizontal dish structures. This is taken to indicate that most of the massive sandstones are in situ and not slumped. Exceptions are identified by the presence of convolute lamination and deformed bedding. These slumped representations of the main facies have been assigned the B1F and F1B notation. They occur within larger sand bodies and also within debris flows of facies F (see Section 3.3.3).

Much rarer are intervals of pebbly sandstone, which often appear scoured at their bases (A1 and A2). These are interpreted as basal units of submarine channels, possibly representing initial stages of channel cutting and channel fill. B1 intervals overlying A1 or A2 therefore represent in-channel deposition where turbidity currents deposited their load in the channel before passing further into the basin. The passage upward into parallel and ripple laminated sandstone followed by grading into mud and silt is taken to indicate final channel or lobe abandonment (C1 and C2).

It is suggested by Cullen (1993a) that the co-occurrence of sand lobe and channel fill sequences indicates that many of these units represent lobe–channel transitional bodies, where prograding lobes were overrun by later channels and vice-versa. This is taken to indicate that the setting is similar to Mutti’s ‘Type II’ turbidite depositional system (Mutti 1985) and Figure 3.6.

The submarine sand lobe and channel fill facies represents the main reservoir intervals in Lomond.
**Figure 3.5** Typical section interpreted as representing submarine channel and lobe facies. Intraclastic sandstone representing a possible channel base, grading upwards into medium sandstone with dewatering structures. Taken from Cullen (1993a), well 23/21-T3. Photograph taken from well 23/21-T5, 9354ft (DD) but typical of this facies.

**Figure 3.6** Plan view of the three main types of turbidite depositional system of Mutti (1985). Lomond was interpreted by Cullen (1993a) as a type II system due to the co-occurrence of channels and lobes. Picture taken from Reading (1996), after Mutti (1985).
3.3.3 Slump sheets and debris flows

Characterisation of this facies is permitted by the diagnostic presence of a high degree of deformation with intense folding of interbedded sandstones and mudstones, or poorly sorted sandstones with dis-articulated mud clasts (Figure 3.7). It is labelled facies F in the Mutti & Ricci Lucchi scheme (Mutti & Ricci Lucchi 1972) and supplemented by slump equivalents of other facies (e.g. FB1 etc.). Deposition is interpreted as being derived from two main processes:

- Post-depositional slumping of heterolithic sediments resulting in deformed bedding and folding;
- Deposition by muddy debris flows resulting in poorly sorted sediment with mud clasts.

On occasion individual slump units occur as discrete packages up to twenty feet thick (e.g. in well 23/21-T4). Most common however are intervals of much smaller units stacked together. Slump sheets commonly occur at the top of lobe and channel sand bodies (especially in well 23-21-T5), and are interpreted as the products of lower energy environments during phases of reduced turbidity current activity. Debris flow emplacement was probably contemporaneous with the deposition of surrounding sequences, but also occurs at the base of sand lobe units. This facies represents marginal reservoir rock.

![Figure 3.7](image-url)
3.3.4 Lobe fringe

This facies is characterised by thin interbedded mudrock (laminated or bioturbated), and sandstone which is often ripple-laminated, Figure 3.8. The mudrock is interpreted as a suspension fallout deposit and the sand component from low density evolved distal turbidity currents. These rocks belong to facies D1 and D2. Down current facies D3 associated with facies G represents the transition to the outer basin. Up-current a transition to mid-fan sand lobes would be expected. Although these rocks contain thin sandy intervals, overall reservoir quality is poor.

Figure 3.8 Typical section interpreted as representing a thin-bedded submarine lobe fringe. Taken from Cullen (1993c), well 23/21-T5. Photograph taken from location indicated.
3.3.5 Aerobic / disaerobic basin

This facies consists of bioturbated mudstone. Trace fossils recognised in core are *Zoophycos* and *Chroondrites*. These are typical of deposition in a marine setting on a quiet low-energy outer slope with aerobic or disaerobic (restricted oxygen) bottom waters. These rocks are classified as G2. This facies is often associated with minor sand injections and slumping (especially in well 23/21-T4). When this occurs facies F has been assigned.

3.3.6 Anoxic basin

This sub-environment is characterised by laminated mudstone sequences, lack of bioturbation and rare pyrite indicating anoxic bottom waters. These rocks are assigned to facies G1 (Figure 3.9). Rare silt and sand laminae of facies D3 sometimes occur, and are interpreted as the result of traction and fallout sedimentation from dilute turbidity currents. This facies represents the background sedimentation between turbidity events, and is often found above sand lobes as abandonment drapes.

Both the aerobic, dysaerobic and anoxic settings represent non reservoir rocks.

![Diagram](image-url)  
**Figure 3.9** Typical section interpreted as representing a low energy anaerobic basin. Taken from Cullen (1993c), well 23/21-T5. Photograph taken from well 23/21-T5, 9495ft (DD) but typical of this facies.
3.4 Lithofacies design

3.4.1 Introduction

The sedimentology of the Lomond Field was discussed in the previous section. It can be recalled that the core had been divided into fifty-nine possible facies and sub-facies. Clearly if a neural network was trained to predict all these then the results would be expected to be poor. Indeed the sedimentary facies of Mutti & Ricci Lucchi (1972) are based on internal organisation and texture, as well as grain size and composition. Therefore it is necessary to develop a rationalised lithofacies scheme. The term lithofacies is described in the Oxford Dictionary of Earth Sciences (Allaby & Allaby 1996) as ‘rock noted for a distinctive group of characteristics, e.g. composition and grain size’. A more formal definition could be a rock noted for a distinctive group of lithological characteristics that are genetically related to a specifically defined facies.’ In general a lithofacies is a lithology that occurs in or relates to a particular facies and this is the definition that used here. This is distinct from an electrofacies. Serra & Abbott (1980) define an electrofacies as ‘the set of log responses that characterises a sediment and permits the sediment to be distinguished from others.’ Clearly if the lithofacies scheme is to be successfully predicted then it must in some ways relate to an electrofacies scheme. This is discussed further in Section 3.4.6.

It was stated in Chapter 1 that one of the main goals of neural network analysis of lithofacies from well logs is the ability to rapidly predict lithofacies in many wells thus providing constraints for both static and dynamic geological reservoir models to aid hydrocarbon field development. For this reason and the reasons stated above the following criteria were considered in the design of the lithofacies scheme:

- Facies architecture;
- Reservoir quality of different facies;
- Occurrence of different facies;
- Log separability.

Each of these is discussed in the following sections.
3.4.2 Facies architecture

A typical methodology for creating a 3-D geostatistical model would be similar to that described by Wardell (1996). Models are generally generated at three hierarchical levels. Initially the large-scale architectures such as the channel fairway or mid-channel are identified using interpreted (usually 3-D) seismic sections and seismic attribute maps. The second stage involves stochastically distributing lithofacies within the identified high level architecture; the third involves populating the assigned lithofacies with porosity and permeability data. Clearly any neural network prediction of lithofacies contributes to the second stage, as the distributions of lithofacies are always constrained by wells. At this stage variograms that define lithofacies' geometry are used to populate lithofacies' dimensions, and this must also occur at the wells (thickness can usually be directly derived from core or log data, but the x-y and x-z dimensions must be stochastically assigned). These dimensions are usually gathered from outcrop analogues. If two lithofacies have very different dimensions then they will contribute differently to the geostatistical model. Therefore if it is thought that the logs are capable of distinguishing each of these then is useful to keep them separate for neural network prediction.

Wardell (1996) used five lithofacies to populate his model - the horizontal ranges used are shown in Table 3.1. The dimensions shown were estimated from outcrop analogues (e.g. Hazeu et al. 1988; Kleverlaan & Cossey 1993; Schuppers 1993) and from inter-well correlation. No specific well correlations were available for the Lomond data set. However this table serves to provide a useful indication of the dimensions of various lithofacies. For instance Table 3.1 suggests that the highest permeability channel sandstone is not as laterally extensive as moderate permeability channel sandstone. In-channel shales appear much less extensive than interchannel shales. If it is possible for the logs to distinguish these lithofacies then these could act as direct inputs to a geostatistical model.
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Lithofacies description

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>Lithofacies description</th>
<th>Lithofacies variogram (dimensions in m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Axis parallel</td>
</tr>
<tr>
<td>1</td>
<td>Low -moderate permeability channel sandstone</td>
<td>550</td>
</tr>
<tr>
<td>2</td>
<td>High permeability channel sandstone</td>
<td>365</td>
</tr>
<tr>
<td>3</td>
<td>In-channel shales and doggers</td>
<td>750</td>
</tr>
<tr>
<td>4</td>
<td>Interchannel shales and siltstones</td>
<td>2744</td>
</tr>
<tr>
<td>5</td>
<td>Interchannel sheet sandstones</td>
<td>2744</td>
</tr>
</tbody>
</table>

Table 3.1 Horizontal and vertical ranges used for population of lithofacies dimensions (turbidite reservoir North Sea). Redrawn from Wardell (1996). Note the dimensions of lithofacies 1 & 2 represent the maximum dimensions of individual preserved sand bodies that were correlated between wells. In-channel shales were artificially assigned slightly larger ranges then channel sandstones to compensate for their low target proportions, which were observed to reduce their size in the final realisations.

3.4.3 Reservoir quality of different facies

It has been stated that a lithofacies scheme can contribute to a dynamic reservoir model. Consequently it is useful to keep separate those lithofacies that have different petrophysical characteristics. Core measurements were available throughout the cored interval in wells 23/21-T3, 23/21-T4, 23/21-T5, and 23/21-T8, enabling the study of the porosity and permeability ranges of specific facies.

Figure 3.10 illustrates porosity and permeability ranges for varying facies types. Figure 3.10(a) the B-type facies (mid channel and mid-lobe, black line) has almost exactly the same porosity and permeability ranges as C-type facies (taken to indicate lobe and channel abandonment), and would consequently behave similarly in any dynamic model. This information can be used as justification for combining these facies into a single lithofacies.

Figure 3.10(b) compares the best reservoir sand (B-type facies, black line) with its slumped equivalent (e.g. B1F, red line, indicating minor local post depositional slumping of B1 facies). The porosity in the slumped intervals remains very high, but the permeability is reduced by an order of magnitude compared with the B-type facies. This indicates differing
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petrophysical behaviour and provides justification for keeping these facies separate in the final lithofacies scheme, if the logs permit.

Figure 3.10(c) compares B-type facies (black line) with A-type facies (red line representing pebbly sandstone and commonly indicating channel bases). Petrophysically these are similar, although it should be noted that there are very few examples of A-type facies (see Section 3.4.4), so the distribution shown may not be fully representative.

Figure 3.10(d) compares the slumped equivalent of the channel and lobe sands (e.g. B1F, C1F, black line) with F-type facies (red line, representing slump sheets and debris flows). A lower average porosity and larger range is seen for the F-type facies, and a very large permeability range compared to the channel and lobe slumped units.

It is now appreciated that in many cases raw core porosity and permeability values can be a poor indicator of reservoir behaviour, and this has prompted researchers to develop new models to predict reservoir behaviour (e.g. Amaefule et al. 1993). Viewing of core indicates that for F-type facies the permeability would be expected to change rapidly on a centimetre/millimetre scale (see Figures 3.7 and 3.11). Although it is possible for F facies horizons to have a very high permeability, it is most likely that these intervals would behave poorly as a ‘flow unit’, as adjacent to a measured core plug the permeability could fall dramatically (Figure 3.11). This is in contrast to B1F-type facies that represents minor slumping and would therefore tend to have a narrower range of porosity and permeability values (as shown) and be adjacent to better quality sands. Therefore from a petrophysical perspective it would be useful to keep F-type facies separate. Conventional logs cannot resolve individual sand/shaly horizons that make up intervals of F-type facies, so if this is to be predicted as a single lithofacies then it would have be resolved by its ‘bulk’ characteristics.
Figure 3.10 Porosity and permeability distributions for different facies types.

(a) Black – B-type facies, Red – C-type facies, well 23/21-T5. Permeability graph made from 366 B-type measurements, 69 C-type measurements. Porosity graph made from 407 B-type measurements, 78 C-type measurements. See text for graph interpretation.

(b) Black – B-type facies, Red – BF and CF-type facies, well 23/21-T3. Permeability graph made from 167 B-type measurements, 81 BF and CF type measurements. Porosity graph made from 259 B-type measurements, 87 BF and CF-type measurements. See text for graph interpretation.

(c) Black – B-type facies, Red – A-type facies, well 23/21-T3. Permeability graph made from 167 B-type measurements, 9 A-type measurements. Porosity graph made from 176 B-type measurements, 10 A-type measurements. See text for graph interpretation.

(d) Black – BF and CF-type facies, Red – F-type facies, well 23/21-T3. Permeability graph made from 81 BF and CF-type measurements, 86 F-type measurements. Porosity graph made from 87 BF and CF-type measurements, 139 F-type measurements. See text for graph interpretation.
Figure 3.11 Typical type-F facies representing slump sheets and debris flows: consisting of heterogeneous sand and shale sequences on a cm - mm scale. A core plug taken where indicated might provide a high permeability measurement. However adjacent to this section the permeability is likely to be far lower. This facies would therefore behave poorly as a ‘flow unit’. The conventional borehole log with measurements taken every half-foot cannot resolve the heterogeneity, so this facies must be identified by its ‘bulk’ log characteristics. Core photo taken from well 23/21-T5 at approximately 9336ft (DD).

3.4.4 Facies quantities

The previous two sections have discussed the architecture and reservoir quality of different facies. These are essentially ‘ideals’. One may wish to keep two facies separate because they have different petrophysical characteristics but if the logs are unable to distinguish them or if they occur in insufficient quantities to create a representative training set then they are unlikely to be predicted successfully.

Figure 3.12 shows the amount in feet of each facies that occurs in the Forties Sandstone Member of all four cored well intervals. By far the most common facies is B1 (mid lobe and channel sand), its slump equivalent (B1F), and facies F (slump sheets and debris flows). This is not surprising given that the target of the four wells would have been the mid-channel/lobe intervals that would have been previously imaged on seismic. Only a limited amount of core is ever cut and then always in the main reservoir interval.
Figure 3.13 illustrates the abundance of facies in well 23/21-T3. This shows the same pattern (with the majority being B1, B1F and F) as Figure 3.12. Well 23/21-T4 (Figure 3.14) contains large amounts of AF facies (slump equivalent of pebbly sandstone), which the other wells do not. Well 23/21-T5 (Figure 3.15) contains a large amount of C-type and D-type (distal lobe fringe) facies, and also a small amount of G1 (laminated mudrocks). Well 23/21-T8 (Figure 3.16) contains some G2F that is essentially locally slumped bioturbated shale produced from suspension fallout.

Clearly if it is possible to make predictions of the mid channel/lobe sand, its slump equivalent, and debris flows, then most of the expected facies in other wells should be captured (given the limited core information available, and the knowledge that the other wells drilled would have been drilled with the same strategy as the cored wells). However it is likely that other facies types will be encountered in other wells, even if in limited quantities (e.g. G-type facies). Thus in order to create a model capable of predicting these, then, given the data available, training sets must be designed utilising data from more than one well. From Figures 3.12-3.16 it is also seen that facies which occur fairly rarely (such as A-type facies) may not be representative in the data set. Masters (1993) (see also Chapter 2 of this thesis, and Section 3.6.5) states that neural networks are sensitive to the abundance of training data. This implies that neural network models may find it difficult to discriminate lithofacies that make up minor sections of the training data.
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Figure 3.12 Occurrence of facies in all four cored wells (in feet). The highest columns are, from the left B1, B1F and F.

Figure 3.13 Occurrence of facies in well 23/21-T3 (in feet). The highest columns are, from the left B1, B1F and F.
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Occurrence of facies in well 23/21-T4

![Graph showing facies distribution in well 23/21-T4](image)

Figure 3.14 Occurrence of facies in well 23/21-T4 (in feet). The highest columns are, from the left B1F, F, and FA2.

Occurrence of facies in well 23/21-T5

![Graph showing facies distribution in well 23/21-T5](image)

Figure 3.15 Occurrence of facies in well 23/21-T5 (in feet). The highest columns are, from the left B1, C2 and F.
Figure 3.16 Occurrence of facies in well 23/21-T8 (in feet). The highest columns are, from the left B1, B1F, C1 and F.
3.4.5 Log separability

One of the most important factors to consider when designing a lithofacies scheme is log separability. The logs must be able to distinguish different lithofacies. It can be useful to study cross-plots of different logs to indicate which groups are separable. This is simply a ‘quick check’ to guide and partly justify the lithofacies design. Clearly it is not possible to visualise all the logs cross-plotted together (that is why a neural network is used) and all relationships are not expected to be seen – it is hoped that the neural network may highlight relationships that we were unaware of before.

Figure 3.17 shows two common types of cross-plot used to highlight relationships between facies. Figure 3.17 (a) is a traditional neutron-density cross-plot. It shows that facies BI (black representing lobe and channel sand with gas) tends to have a low density and neutron porosity. Facies B1F (orange, slumped equivalent of BI) tends to have a higher neutron porosity and density. This could be due to B1F being more poorly sorted than facies BI, having a lower permeability and consequently lower gas saturation (all data are from the gas leg). Facies F (brown, slump sheets and debris flows) covers most of the ‘shaly area’ on the neutron-density plot. This highlights the heterogeneous nature of this facies. It is mostly ‘shaly-sand’ and rarely has a very low density or high neutron, and so can generally be distinguished from BI and B1F. Figure 3.17 (b) is a cross-plot of the gamma-ray and resistivity log. A distinct change can be seen at about 60API where effective porosity starts to influence the log readings. The majority of facies B1F and all of facies BI fall below this line, and their resistivity readings are heavily influenced by gas. Facies F, having a higher gamma-ray value than BI and B1F is much more shaly. Figure 3.17 (c) shows that both facies G (pelagic mud) and D3 (suspension fallout) are extremely shaly and cannot be distinguished by the gamma-ray or resistivity log, whereas facies D1 and D2 are much more sand rich. However these tend to have a low resistivity, and as these examples are from the gas zone a low porosity (see Figure 3.8). Although facies F is often shaly and can have a huge variety of log readings, they are rarely as shaly as facies G, which along with facies D3 have the highest gamma-ray values (Figure 3.17 (d)). Figure 3.17 (e) illustrates that facies B1 (best sand) and A (pebbly sandstone often indicating channel base) plot in a similar area on a neutron-density plot and therefore cannot be distinguished by the logs.
Figure 3.17 Cross-plots of various logs:

(a) Neutron-density plot, well 23/21-T3. Facies B1 shows low density and high neutron values. Facies B1F has higher density and higher neutron values. Facies F, the most heterogeneous facies, shows a very large data spread. These two logs appear to be able to separate these facies in log space.

(b) Gamma ray-resistivity plot, well 23/21-T3. B1 shows the highest resistivity values, followed by B1F. Facies F is much more shaly (higher gamma-ray) than B1 or B1F.

(c) Gamma ray-resistivity plot, well 23/21-T5. Facies G and D3 both have very high gamma-ray values; these are the most shaly facies and appear to be inseparable by these logs. Facies D1 and D2 (more sandy) show distinctive lower gamma-ray readings.

(d) Gamma ray, resistivity plot, well 23/21-T5. In general facies G has a higher gamma-ray and lower resistivity than facies F.

3.4.6 The lithofacies scheme

Table 3.2 describes the lithofacies scheme on which the neural network models were trained.

If the scheme was designed solely on log separability (i.e. groups of log data that are separate/distinguishable) then this could be called an 'electrofacies' scheme. If the scheme was designed specifically on the basis of porosity and permeability ranges this could be called a 'petrofacies' scheme. If it was based solely on sedimentary facies it would simply be a 'facies' scheme. All of these elements have been incorporated, and therefore the more generic term 'lithofacies' is used. The scheme is loosely based on sedimentary facies that have been shown to have some specific petrophysical characteristics. Clearly the scheme must incorporate elements of 'electrofacies' otherwise the groups would never be distinguishable by the logs. Thus the scheme is useful for making predictions that could be used in reservoir modelling or as a first pass through data acquired from a newly drilled well.

At this point it can be said that if, at a particular depth level in a well, 'lithofacies 2' is predicted, then the interpretation might be 'medium-coarse sand, which usually has high porosity and permeability, commonly representing turbidite sand lobes or channels'. If this were overlain by 'lithofacies 6', the interpretation could continue '...that rapidly fines up into shale indicating lobe termination'. Neural networks are good at identifying previously unknown relationships in data; the techniques described above merely indicate 'generally' what the network might achieve. The results of the neural network predictions and their subsequent interpretation can be found in Chapter 4.

This section described the purpose for designing a lithofacies scheme and the criteria that were borne in mind when designing it. The next section describes how the data were prepared before neural network analysis.
<table>
<thead>
<tr>
<th>Lithofacies number</th>
<th>Description</th>
<th>Log character</th>
<th>Commonly related sedimentary facies</th>
<th>Petrophysical characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Homogeneous, usually well sorted sandstone, and (much rarer) pebbly sandstone. Best reservoir.</td>
<td>Low GR, low RHOB, high NPHI-RHOB separation.</td>
<td>A1, B1, C. Generally interpreted as representing channel and lobe sand deposited from high density turbidity currents.</td>
<td>Very high permeability (50-800md) Very high porosity (15-25%).</td>
</tr>
<tr>
<td>2</td>
<td>As lithofacies 1 but with minor slumping / deformed bedding. Generally high quality reservoir sand.</td>
<td>As lithofacies 1 but commonly lower NPHI-RHOB separation.</td>
<td>B1F, C1F, CF. As for lithofacies 1 but with minor (and therefore usually post depositional) slumping.</td>
<td>High permeability (3-80md) Very high porosity (15-25%).</td>
</tr>
<tr>
<td>3</td>
<td>Deformed, interbedded sandstones and mudstones / poorly sorted sandstone with mud clasts.</td>
<td>Extremely variable log signatures. But generally higher RHOB than lithofacies 1 and 2. Intermediate GR.</td>
<td>F, FC, FAC, FB1, FC1. Interpreted as being deposited via muddy debris flows, and slumping of other heterolithic sediments.</td>
<td>Highly variable permeability (0.1-80md). Expected to behave poorly as a flow unit.</td>
</tr>
<tr>
<td>4</td>
<td>Sandstone with thin interbedded mudstone.</td>
<td>Very close (but usually shale) NPHI-RHOB separation. Intermediate GR.</td>
<td>D1, D2. Commonly interpreted as being deposited from evolved distal turbidity currents.</td>
<td>Low permeability and porosity.</td>
</tr>
<tr>
<td>5</td>
<td>Shale, laminated or bioturbated. Silt and sand laminae are common.</td>
<td>High GR, high RHOB, high NPHI.</td>
<td>G1, G2, D3. Background pelagic &amp; hemipelagic sedimentation between turbidity events, and dilute turbid suspension fallout.</td>
<td>Very low permeability and porosity.</td>
</tr>
</tbody>
</table>

Table 3.2 The Lomond lithofacies scheme
3.5 Data preparation

3.5.1 Introduction

Before neural network analysis can take place a number of important operations must be carried out on the data. Some of the more obvious and most important are:

- Input selection;
- Training / test set design.

Some of the less obvious are:

- Data transforms;
- Inter-well log normalisation;
- Depth shifting.

These are discussed in turn, starting with input selection. Training and test set design is discussed last.

3.5.2 Input selection

All the logs described in Section 3.2.3 were available as possible inputs to the neural network, as well as two derivative logs (total porosity and neutron-density separation – see Appendix 1 for an explanation of how these were calculated):

Gamma-ray;
Sonic;
Neutron;
Density;
Neutron-density separation;
Total porosity;
Resistivity.

Clearly it is possible to use all the logs or just some of them. The derivative logs should inherently carry the same amount of information as the logs that they were derived from.
Each additional input to a neural network adds another dimension to the hypothesis space in which the data resides. Since the role of the neural network is to fit a surface between classes in the data, there must be sufficient data to populate the space densely enough so that the true surface can be 'seen' by the neural network. The amount of data needed to do this increases with increased dimensionality (Baum and Haussler 1989). This implies that the fewer the number of inputs the better, and therefore suggests that derivative logs should be left out. It is possible to use standard tests to determine the best inputs, or to experiment with the network to see which ones improve classification. Goldberg (1989) shows how genetic algorithms can be used to search different combinations of inputs to eliminate interdependence and select the most appropriate for classification. A commonly used technique is Principal Component Analysis (see Chapter 1), used to reduce dimensionality whilst retaining most of the useful information in the data.

However this thesis uses the backpropagation algorithm, which suffers less from the dimensionality problem than many other types of network as it has the ability to concentrate on a lower dimensional section of the high dimensional space (www.trajan-software.demon.co.uk). This is because the backpropagation algorithm can learn to set the output weights from input variables to zero, thus totally ignoring those inputs, if it so wishes. In reality the initially small weights from those inputs will not grow. Thus the backpropagation algorithm effectively 'sorts' the input variables into those that contribute to classification and those that do not. It is therefore expected that the neural network will sort the input logs and only allow useful logs to contribute to classification. Indeed this extremely useful aspect of the algorithm can inform the user which logs are most important for certain classifications, and implies that initially all logs should be used. Wong et al. (1995a) showed that a neural network trained to predict porosity resulted in faster training times and improved classification when using sonic density and acoustic impedance (calculated from the other logs) rather than sonic and density alone.

For these reasons all seven of the above logs were initially used as input variables into the neural network. Experimentation without the derivative logs was also undertaken (Section 3.6.6).

It is known that many logs are affected by the borehole size – e.g. the density log is affected by washouts. For this reason no data was exported for training or testing if the caliper log
reading was >10”, or the DRHO curve was less than −0.15 or greater then 0.15 (values from Gruping, 1998) where the density log becomes uncertain.

### 3.5.3 Data transforms

Most neural network programs, including EasyNN used in this study, apply a linear normalisation procedure to input variables, scaling between 0 and 1. This brings all data into the same range, essentially equalling the importance of all variables before learning takes place. Masters (1993) states that in order for input data to be useful as a discriminator:

- The variance of each input should be approximately the same (known as homoscedasticity);
- Input data distributions should be approximately symmetrical.

The measurement of resistivity results in data that have a skewed distribution. The range of values encountered is typically large, and small but important variations are compressed into a narrow area. In this case non-linear transforms are appropriate to ‘linearise’ the data. In order to illustrate this, an equal number of resistivity data points from lithofacies 1 and 5 (the most sandy and shaly lithofacies respectively) were taken from the Primary Training and Validation set (an explanation of which well sections make up these sets can be found in Section 3.5.6). They were normalised in the usual way (between 0 and 1). The resulting distribution is seen as Figure 3.18(a). A natural log transform of the same data was taken, and the data then scaled to between 0 and 1, as before. The resulting distribution is shown as Figure 3.18(b).

In Figure 3.18(a) the distribution is compressed towards the lower end. In Figure 3.18(b) the distribution is much more spread out, filling the hypothesis space. Indeed, it is now possible to see the distinct peaks representing lithofacies 1 (sand with gas), and 5 (shale). These two lithofacies could not have been determined very easily using non-transformed data. Thus the transformed resistivity data will be used as an input variable, instead of the raw data.

The distributions of the other input variables were then plotted using same example data as for the resistivity plots. The results are shown in Figure 3.19. The spread of these data are similar, indicating that no further transformations are necessary.
Figure 3.18

(a) Frequency distribution of sand and shale raw resistivity data linearly scaled between 0 and 1.
(b) Same data as in (a) with a natural log transform of the raw data before linear scaling. Two peaks can now be seen representing sand and shale.
Figure 3.19 Frequency distributions for sand and shale data for six input logs, gamma ray, sonic, neutron density, neutron density separation, and total porosity. All data is scaled between 0 and 1.
3.5.4 Inter-well normalisation of logs

The actual value of recorded well logs is dependent on many factors. For example:

- Tool type;
- Tool calibration;
- Mud type (the depth of investigation of the density log is very shallow and thus influenced by mud invasion, for instance);
- Compaction of sediment, and therefore depth;
- Hole size (which influences the gamma-ray and density logs).

Clearly all of the above factors can change between wells. It was stated that training sets need to be designed using data from more than one well since this is the only way to gather a representative amount of lithofacies. The underlying assumption of any neural network (or any statistical or cross-plot technique) is that the ‘model’ created from the training set is directly applicable to unseen data. For example imagine a model finds that a particular lithofacies has a density of between 2.2 and 2.3 g/cm$^3$ and a gamma-ray value between 35 and 55 API. If that model is applied to a much deeper well where the same lithofacies has a density of between 2.3 and 2.35 g/cm$^3$ then the model will not successfully predict that lithofacies in the unseen well. These calibration issues are rarely mentioned in neural network or statistical analysis of well-log literature, yet the goal of all these studies is to predict in ‘unseen wells’ (the two known exceptions are Gupta & Johnson (2001) and Vaughan et al. (1999), which both normalise the gamma-ray log). If some of the above factors do influence log signatures then these need to be known before any training sets are created. When a model is applied to unseen wells, each well should be tested in some way to see if the model is ‘likely to work’, before it goes on to make false predictions.

A way to approach this problem is to study a standard interval that can be recognised by a specific well log signature. This should be shale. Shales are more generally laterally extensive, more easily correlated and are less influenced by porosity or fluid. The assumption is that the same shale interval should show similar log values in all wells. If the log values are very different then this indicates that there is inter-well variability, possibly due to some of the above factors, and suggests that some sort of calibration may be required.
Since the interval can be recognised by well-log signatures alone, this test could be quickly applied to unseen wells, without core to test if any model is ‘likely to work’.

The shaly section of the Sele Formation above the Forties Sandstone Member (S2 and S3 in Figure 3.3), is easily characterised by, and therefore identified from its high gamma-ray log signature. Figure 3.20 shows this interval in wells 23/21-T3, T4, T5 and T8.

Frequency curves for each of the logs were plotted for this interval in each well (Figures 3.21 and 3.22). The gamma-ray distributions show very slight inter-well variation. The sonic and resistivity show significant deviations from the other wells in well 23/21-T4 (red), with the sonic transit time much lower (higher velocity) and the average resistivity higher.

The neutron and density logs were not recorded through this interval in well 23/21-T4. Figure 3.22 therefore shows neutron and density frequency plots for this interval for wells 23/21-T3, T5 and T8 only. These logs appear to record similar values in all wells.

It is possible to normalise for minor inter-well variability. However any model created should attempt to be as flexible as possible, and encounter a wide a range of values for a given lithofacies as is possible, within reason. Also the more steps involved in pre-processing the data, the more removed the data becomes from that recorded and the more
difficult it can be to interpret the network's output. So for the minor differences between wells 23/21-T3, T5 and T8 no normalisation was carried out. This analysis has simply highlighted that well 23/21-T4 is fundamentally different in its log readings. It is now appropriate to ask the question 'Why?'

Figure 3.21 Frequency plots for the Sele formation (defined in Figure 3.20). Well 23-21-T3 black, 23-21-T4 red, 23/21-T5 brown, 23/21-T8 green
(a) GR
(b) DT
(c) ILD

The average sonic transit time is lower and the average resistivity higher for well 23/21-T4 than for all other wells. All curves are normalised so the area beneath them is equal, for comparison.
Figure 3.22 Frequency plots for the Sele formation (defined in Figure 3.20). Well 23/21-T3 black, 23/21-T5 brown, 23/21-T8 green:
(a) RHOB
(b) NPHI
All curves are normalised so the area beneath them is equal, for comparison.

Figure 3.23 Frequency plot of the bulk density log for the Forties Sandstone Member of the Sele Formation. Black curve is well 23/21-T3 and lithofacies 5 only (most shaly facies). Brown curve is well 23/21-T5 and lithofacies 5 only. Red curve is well 23/21-T4 and lithofacies 1 and 2 only (the most sandy facies). The sandy facies in well 23/21-T4 is as dense as the most shaly facies in the other wells. A model incorporating data from 23/21-T4 may potentially not be able to distinguish sand from shale. All curves are normalised so the area beneath them is equal, for comparison.

Logs in well 23/21-T4 were logged whilst drilling (LWD), the others were not. This could be one reason. However another, more likely reason is depth. Well 23/21-T4 is on average 600-700ft deeper than the other wells and so the sediments are expected to be more compact resulting in a lower measured sonic transit time (higher velocity). The resistivity log also
suggests this is true as resistivity commonly increases with a reduction in shale porosity and therefore with depth (Mcgregor 1965).

It could be argued that including 23/21-T4 in the training set might create a more universal model. However in this study it is unlikely as log properties of specific facies in well 23/21-T4 overlap significantly with other different facies in other wells (see Figure 3.23). It is possible to calibrate for depth differences (e.g. Vaughan et al. 1999). Initially this was not carried out and therefore well 23/21-T4 was not included in any training sets. The final model was applied to this well though, and the results interpreted (Chapter 4), in the context of the above information.

3.5.5 Depth Shifting

All cored intervals in all cored wells were depth shifted to the density log (the Shell convention, this being the log with the highest resolution). The exception was well 23/21-T4 where, because of the lack of density measurements at the top of the Forties Sandstone Member, the core was shifted to the gamma-ray log. Shifting took place in two stages:

- Approximate bulk depth shifting using a single shift per core. The shifts were provided by the contractor;
- Correlation of the core and logs visually, followed by interactive depth shifting, bed by bed.

Although this step has been described in the data preparation section, this clearly took place before some of the earlier steps (e.g. log separability) that relied on accurate core-log shifts.
3.5.6 Training and validation set design

A standard way to test 'learning from data' methods is to use small subsets of data, train on each one and test on all the others. The well data being studied does not lend itself to creating many subsets. Simply, there is not enough, especially of some of the less frequently occurring lithofacies. Therefore only three training sets were created from a combination of wells 23/21-T3, T5 and T8. Table 3.3 shows the amount of each facies from these three wells.

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>core gap</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well T3</td>
<td>234</td>
<td>88</td>
<td>220.5</td>
<td>7</td>
<td>12.5</td>
<td>21</td>
<td>583</td>
</tr>
<tr>
<td>Well T5</td>
<td>293.5</td>
<td>16</td>
<td>126</td>
<td>29</td>
<td>55.5</td>
<td>14</td>
<td>534</td>
</tr>
<tr>
<td>Well T8</td>
<td>144.5</td>
<td>55.5</td>
<td>152</td>
<td>0</td>
<td>34</td>
<td>11</td>
<td>397</td>
</tr>
<tr>
<td>% of whole data set</td>
<td>45.8</td>
<td>10.9</td>
<td>34.0</td>
<td>2.5</td>
<td>6.9</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3.3 The amount of lithofacies available in the data set. Lithofacies 1 and 3 (shaded) make up the vast majority of the dataset; lithofacies 4 and 5 are minority lithofacies. All values are in feet.

The core is dominated by certain lithofacies types (especially 1 and 3) and therefore training sets have to be created from more than one well. Table 3.4 shows well sections contained in the Primary Training Set. This set is mainly based on well 23/21-T3, but some of the minority lithofacies (4 and 5) have been 'borrowed' from wells 23/21-T5 and T8. However even after this, lithofacies 4 and 5 are still very much in the minority. The quantities were therefore boosted so that the amounts of each lithofacies were approximately equal: lithofacies 4 was boosted seven-fold, and lithofacies 5 three-fold. The consequence of training with boosted data versus the original data is investigated in Section 3.6.5.
Table 3.4 Content of the Primary Training Set. All values are in feet.

From the remaining data a validation set (to be used to monitor training) was created consisting of approximately 12.5 ft of each lithofacies. Hence no boosting of the validation set was required.

The second training set consisted of 52.5 ft of each lithofacies, all from well 23/21-T5 (see Table 3.5). For validation when training with this set, approximately 75 ft of data was randomly selected from the Primary Training Set, excluding that used in Training Set 2. The validation set contained an equal number of lithofacies.

Table 3.5 Content of Training set 2. Lithofacies that initially had less than 52.5 ft of data were boosted to make up to that amount. All values are in feet.
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Training Set 3 also consisted of 52.5ft of each lithofacies, mostly from well 23/21-T8. However because lithofacies 4 does not occur in this well data were borrowed from well 23/21-T5 (Table 3.6). For validation whilst training, approximately 57.5ft of data were randomly selected from the second training set, excluding the lithofacies 4 ‘borrowed’ for the training set. The validation set contained an equal number of lithofacies.

A summary table of the main sections that make up the training and validation sets is shown in Table 3.7.

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Total Ft</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boosting factor</td>
<td>x1</td>
<td>x1.1</td>
<td>x1</td>
<td>x3.7</td>
<td>x1.9</td>
<td></td>
</tr>
</tbody>
</table>

52.5 50 52.5 14 27.5 196.5

Table 3.6 Content of Training set 3. The lithofacies 4 data was taken from well 23/21-T5, the rest from 23/21-T8. Lithofacies that initially had less then 52.5 ft of data were boosted to make up to that amount. All values are in feet.

<table>
<thead>
<tr>
<th>Approximate size (ft)</th>
<th>Boosting</th>
<th>Composed of</th>
<th>Validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary training set</td>
<td>795</td>
<td>Initially, followed by experimentation without boosting in section 3.6.5.</td>
<td>Mostly well T3 with some additions of lithofacies from T5 and T8. Randomly selected from wells T5 and T8, but those intervals not used for training.</td>
</tr>
<tr>
<td>Training set 2</td>
<td>262.5</td>
<td>✔</td>
<td>All from well T5. Selected from the Primary Training Set.</td>
</tr>
<tr>
<td>Training set 3</td>
<td>262.5</td>
<td>✔</td>
<td>Mostly from well T8 with some lithofacies 4 from well T3. Selected from Training Set 2.</td>
</tr>
</tbody>
</table>

Table 3.7 Summary of the contents of all three training and validation sets.
3.6 Neural network methodology

3.6.1 Introduction

Most users of neural networks allow themselves a degree of experimentation with the network during training so that they are sure that they definitely have the optimum network. Networks can be tweaked indefinitely; different parameters can be tried, different training sets, input logs, training times etc. Indeed these aspects could themselves produce enough results to fill an entire PhD thesis. What is presented here is a short description of some of the main experiments that were carried out in order to determine the optimum network for this study. Indeed this illustrates some of the main influences on the results and therefore some of the conclusions from this section will be returned to in Chapters 7 and 8. The optimum network was applied to all Lomond wells. These results are presented and discussed in detail in Chapter 4.

The main influences on the network discussed in this section are:

- Network topology (i.e. number of nodes and layers);
- Momentum and learning parameters;
- Pruning algorithms;
- Training with unbalanced data;
- The use and influence of derivative logs;
- Different training sets.

3.6.2 Network topology

In order to determine the best topology for the problem a number of networks of different sizes were trained. In general one network layer should be sufficient (Cybenko (1989), see Chapter 2 of this thesis). However experimentation took place with one and two layer networks (28 different topologies in total). In order to prevent networks getting stuck in local minima each network was trained three times (therefore 84 were run in total), and also trained with momentum (in fact the momentum was set at 0.8, and the learning rate at 0.6 – the program defaults). All networks were trained on the Primary Training Set, and validated accordingly, as described in the previous section. Networks were run for a maximum of 15000 cycles through the data, and automatically saved if the percentage correct over the validation set increased. Out of the three networks trained for each specific topology the one
with the highest percentage correct over the validation set (the validation set 'hit-rate') was taken for comparison with other topologies. Figure 3.24 shows a graph of the percentage correct (for the highest of the three networks) versus topology.

It can be seen (on the left side of the graph) that for 1-layer networks there is an increase in the hit-rate with an increase in the number of nodes. Clearly 1, 2, and 3 nodes in 1-layer is very restrictive: the hit-rate struggles to get above 50%. A peak is seen at 11 nodes where the percentage correct is 69%. Further addition of hidden nodes appears not to increase the ability of the network to classify the data.

When training with two hidden layers the smaller networks (3,2, 3,8 & 3,13) appear fairly restrictive, suggesting that it is the nodes in layer 1 that are the limiting factor. As the number of nodes in the first layer increases the hit-rate increases, but plateaus at a threshold that is close to that originally defined by the 1-layer 11 node network. Figure 3.25 shows the general relationships that have been found.

In general the smallest network should be selected that gives the best results; thus the single layer 11-node network was selected for further testing (Section 3.6.7).
Figure 3.24 Percentage correct over validation set versus topology for the best out of three trained networks. A gradual percentage increase is seen as the number of nodes is increased in the first hidden layer, until there are 11 hidden nodes. There is no percentage increase after then. On the introduction of a second layer, the percentage correct decreases – the small number of nodes initially in the first layer appear to restrict the network. With two hidden layers, as the number of nodes in the first hidden layer increases the hit-rate increases, to a threshold that appears to be that defined originally by the 1 layer 11 node network.

Figure 3.25 General relationships between network topology and hit-rate over the validation set.
3.6.3 Learning and momentum parameters

The learning rate is the step size taken by the network as it moves down the error surface. In general larger steps are expected to take less time to arrive at the global minimum. However if the rate is especially large the weight vector may roam erratically around the error surface (Gurney 1997). Small learning rates will take longer to reach the global minimum but will have more chance of ending up in the exact global minimum. Momentum is the term that helps jump over small 'bumps' in the error surface, thus preventing the network converging in a local minimum of the error surface. The larger the term the more chance it has of succeeding. In general the momentum parameter is usually larger than the learning rate. More details are in Chapter 2.

So far it has been found that a 1-layer 11-node network appears to be the optimum configuration for the problem. A number of these networks were trained with varying momentum and learning rates. Table 3.8 shows the different sizes of the parameters chosen. In total 12 different combinations were attempted in addition to the program defaults that were used in the previous topological experiments (0.6 and 0.8 respectively). In order to elude local minima, each of these combinations were trained three times, as in the previous topological experiments. All combinations were trained on the Primary Training Set and validated accordingly. For each combination the highest percentage reached of the three trained networks was taken and compared with the other combinations (also Table 3.8).

<table>
<thead>
<tr>
<th>Momentum</th>
<th>Learning rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.3</td>
</tr>
<tr>
<td>0</td>
<td>54.92</td>
</tr>
<tr>
<td>0.3</td>
<td>54.92</td>
</tr>
<tr>
<td>0.6</td>
<td>55.74</td>
</tr>
<tr>
<td>0.8</td>
<td>65.88</td>
</tr>
<tr>
<td>0.9</td>
<td>60.66</td>
</tr>
</tbody>
</table>

Table 3.8 Maximum percentage reached over validation set for different combinations of learning rates and momentum parameters for networks with 1 layer and 11 hidden nodes. The 0.6, 0.8 combination was that from the previous section.
The above results show very few trends. All combinations produce results of between 50 and 70%. For the networks trained in this study the size of these parameters does not appear to conclusively or consistently affect the results.

### 3.6.4 Pruning algorithms

The networks discussed so far have assumed a fixed structure. A defined number of inputs are connected to a defined number of hidden nodes, which are in turn connected to a defined number of outputs. One problem was to find the best topology for the given problem. A high number of networks were trained in order to find the optimum one. An alternative strategy aimed at eliminating this step and improving training efficiency is to dynamically modify the network as it is learning. There are essentially two approaches:

- Begin with a small network and dynamically make it bigger during training e.g. the Cascade-Correlation algorithm (Fahlman & Lebiere 1990). This begins with the inputs connected directly to the outputs; training then takes place. If after a while there is a residual error that is above a specified threshold, then a single hidden node is added. Training restarts and the process is repeated until the network error is below the acceptable level. One obvious difficulty to overcome is the determination of the acceptable error level;

- Begin with a large network and dynamically make it smaller ('prune' it) during training. This may be done by identifying those weights that, after a certain amount of training are close to zero. These weights will contribute very little to the networks final output, and can therefore be pruned (or in reality fixed at this small value). An alternative, more complex way, is to identify small weights close to zero that do not appear to change and see the effect of the network error by varying these weights (e.g. LeCun (1990), who refers to this as the ‘optimal brain damage approach’). The weights that have little effect on the error are then pruned.

The second method above was investigated as an alternative to training many networks. A number of networks were created, all slightly larger than the size known capable of classifying the data (i.e. larger than a 1-layer 11-node network). A weight threshold and a number of cycles were specified. Once training commenced if any network weights stayed below the specified threshold for the specified number of cycles then these were fixed and no
longer updated during subsequent training. The other weights go on to grow, thus influencing the network output more. In this way the network should be reduced to the minimum size needed for optimum classification, and is less likely to overtrain, as many weights are fixed early on in training.

Initial weights in EasyNN are set to between -0.5 and +0.5. Experimentation was carried out starting with a single layer 23-node network and a single layer 14-node network with differing pruning thresholds. Pruning does not help elude local minima, so for each network that had different parameters three of them were trained and the best performing over the validation set was compared with other pruned networks. All networks were trained on the Primary Training Set and validated accordingly. Table 3.9 shows the different thresholds used for a 23-node starting network, and the validation percentage reached, from the best of three.

<table>
<thead>
<tr>
<th>Weight threshold</th>
<th>No of cycles for which weights must stay below threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>0.01</td>
<td>45.08</td>
</tr>
<tr>
<td>0.03</td>
<td>40.98</td>
</tr>
<tr>
<td>0.08</td>
<td>45.08</td>
</tr>
<tr>
<td>0.14</td>
<td>36.07</td>
</tr>
<tr>
<td>0.2</td>
<td>32.79</td>
</tr>
</tbody>
</table>

Table 3.9 Percentage reached over the validation set for starting networks with 23 nodes, for different weight and cycle thresholds. The yellow area approximately represents the area where too much pruning has taken place, the green area where too little has taken place. See text for more details.

The first thing to notice is that for a low number of cycles (e.g. 100), as the weight threshold increases the percentage correct decreases dramatically. This is because many of the weight connections will stay below say 0.2 for the short amount of cycles and are therefore pruned early on. The network is so heavily pruned that it cannot train at all (Figure 3.26 (a)). For networks that have a low weight threshold but a large number of cycles, very few weights stay that low for that length of time, and therefore very little pruning takes place (Figure 3.26(b)). In this case the pruning has no effect at all.
The results show that training with a threshold of 0.08 and a 10,000-cycle limit appears to give optimum results. However for a single layer 23-node network with 7 inputs and 5 outputs there are 276 weight connections (7×23 + 5×23). The 10,000 cycle, 0.08 threshold network pruned 57 connection weights in total. The optimum network (found in Section 3.6.2 with 11 hidden nodes) had 132 weight connections. So although the 10,000 cycle 0.08 threshold network appeared the optimally pruned one, the pruning algorithm has not managed to get close to the optimum network found via experimentation.

Table 3.10 shows the same results as above except that all networks were started with 1 layer and 14 nodes. In general these show similar results to those for the 23-node starting networks. For a small number of cycles and a large threshold (e.g. 100 or 250 cycles and 0.14 or 0.2) the percentage correct is low, for the same reason suggested above. However in this matrix a high percentage can be seen with the 250, 0.03 thresholds (66.39%). Also the
percentage correct values generally appear to be higher throughout the table. This is presumably because a 14-node starting network is very close to the optimum 11-node starting network. Even if very little pruning takes place it is still quite close to the optimum network. The optimum pruning parameters for a 14-node starting network appear to be about 10,000 cycles and a threshold of 0.03 (a compromise between too much and too little pruning). For larger networks a bigger threshold should be sought to make sure that more pruning actually takes place (e.g. 0.08 for the 23-node starting network).

<table>
<thead>
<tr>
<th>Weight threshold</th>
<th>No of cycles for which weights must stay below threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>0.01</td>
<td>52.46</td>
</tr>
<tr>
<td>0.03</td>
<td>59.84</td>
</tr>
<tr>
<td>0.08</td>
<td>43.44</td>
</tr>
<tr>
<td>0.14</td>
<td>39.34</td>
</tr>
<tr>
<td>0.2</td>
<td>42.62</td>
</tr>
</tbody>
</table>

Table 3.10 Percentage reached over the validation set for starting networks with 14 nodes, for different weight and cycle thresholds. The yellow area approximately represents the area where too much pruning has taken place, the green area where too little has taken place.

This is by no means an exhaustive study of pruning algorithms. What the results appear to show is that for a standard implementation of the backpropagation algorithm pruning in the way described cannot substitute for exhaustive experimentation with different topologies to find the optimum size. Where top-down pruning algorithms are implemented they benefit from a starting topology that is not always too far from the optimum one. The optimum one is obviously unknown beforehand.
3.6.5 Training with unbalanced data

So far all implemented networks were trained on the Primary data set. The data in this set were artificially boosted (especially lithofacies 2, 4 and 5) so that each lithofacies made up approximately the same amount in the training set (see Section 3.5.6). There was good reason for doing this. Multi-layer feed-forward networks cannot adjust for unbalanced training sets; when a network learns by minimising the mean error across the entire training set the proportional representation in the training set can have a profound influence on the network's performance (Masters 1993). If a particular class makes up a high proportion of the training set, then the network will strive to optimise its performance at classifying that class. Classes that are very poorly represented may subsequently not be classified correctly when the network is implemented.

Although data boosting is generally accepted as good practice, it is possible that a user may wish to take advantage of the property of unbalanced data. For instance if it is known beforehand that lithofacies A is twice as likely to occur as lithofacies B, this could be used as justification for using a training set with twice as many A examples than B.

In order to investigate this phenomenon a number of networks were implemented with the training set made up of the raw unbalanced data (Table 3.11). Clearly lithofacies 2, 4, and 5 are in the minority.

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>% in training set</td>
<td>33.2</td>
<td>16.2</td>
<td>35.5</td>
<td>4.5</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 3.11 The percentage that each lithofacies contributes to the new training set. No balancing of the classes has taken place.

Although training is now with a different data set, the relationships between the classes in the multi-dimensional log space should be exactly the same as the Primary Training Set. Therefore three 1-layer 11-node and three 1-layer 14-node networks were created and trained on the new data set. The weight connections in the 14-node networks were pruned if they
stayed below 0.03 for 10,000 cycles. Networks were validated on the same data as before (see Section 3.5.6), which was made up of equal amounts of lithofacies.

The results from the training of these networks are found in Table 3.12.

<table>
<thead>
<tr>
<th>Trial</th>
<th>Ordinary 1-layer 11-node network</th>
<th>Pruned 1-layer 14-node network</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64.75</td>
<td>58.2</td>
</tr>
<tr>
<td>2</td>
<td>59.84</td>
<td>62.3</td>
</tr>
<tr>
<td>3</td>
<td>62.3</td>
<td>57.38</td>
</tr>
</tbody>
</table>

**Table 3.12** The percentage correct over the validation set for 2 different types of network; three trials per network type. All training data were unbalanced (see Table 3.11).

Validation percentages in the above table appear similar to the best of the other networks trained so far (compare with Figure 3.24, Tables 3.8, 3.9 and 3.10). It therefore appears that training with an unbalanced set can produce similar results to those using a balanced set. This is not necessarily expected. To interpret these data further it is necessary to study the actual percentage of each lithofacies that are predicted correctly. Table 3.13 shows the percentage of each lithofacies predicted correctly for the validation set.

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>% predicted correctly</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>76</td>
</tr>
<tr>
<td>2</td>
<td>76</td>
</tr>
<tr>
<td>3</td>
<td>92</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
</tr>
</tbody>
</table>

**Table 3.13** Percentage of each lithofacies correctly predicted in the validation set. Network trained with unbalanced data.

The percentage of each lithofacies predicted correctly is fairly high (all above 75%) except for lithofacies 4. This could be because it is a minority lithofacies, or because the logs that were used were unable to resolve it. Lithofacies 5 was also a minority lithofacies, so why is its classification not affected so much? Lithofacies 5 is the most shaly lithofacies. Perhaps although it did not make up a large proportion of the training set, its log signatures are so distinct that the network is able to distinguish it anyway. For the same reasons it can be argued that lithofacies 1 (best quality sand with gas) should also be very distinctive. Given that its log signature is so distinctive and it made up a large proportion of the data set why
isn’t its percentage higher than lithofacies 5? It may well be that some of lithofacies 1 gets mixed up with lithofacies 2, as they appeared fairly close in the log space (see Figure 3.17). In order to determine whether the prediction successes of minority lithofacies really are affected by the amount of training data, the prediction of minority lithofacies that have very distinct log signatures should be investigated. In order to do this the number of data points representing lithofacies 1 was reduced to a fifth of the original amount. The make-up of this data set is seen in Table 3.14. Once again three 1-layer 11-node and three 1-layer 14-node networks were trained. The 14-node networks were pruned as before. The results of these networks are shown in Table 3.15. The best performing of these is the first of the 14-node pruned networks (57.38%). The percentage of each lithofacies predicted correctly for this network’s validation set is seen as Table 3.16.

Figure 3.15 shows that the percentage correct in the validation set over all implemented networks appears lower than for other networks (for instance none get above 60%). Is this because lithofacies 1 is predicted poorly? Table 3.16 shows that there has indeed been a reduction in the success of lithofacies 1 prediction. It also seems that the inability of the network to accurately place its decision line has also adversely affected the classification of the other lithofacies (e.g. 2 and 3).

<table>
<thead>
<tr>
<th>% in training set</th>
<th>Lithofacies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>7.2</td>
<td>22.4</td>
</tr>
</tbody>
</table>

Table 3.14 The percentage that each lithofacies contributes to the new training set. Lithofacies 1 has been artificially reduced so it is now a minority lithofacies.

<table>
<thead>
<tr>
<th>Trial</th>
<th>Ordinary 1-layer 11-node network</th>
<th>Pruned 1-layer 14-node network</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55.74</td>
<td>57.38</td>
</tr>
<tr>
<td>2</td>
<td>53.28</td>
<td>55.74</td>
</tr>
<tr>
<td>3</td>
<td>54.92</td>
<td>56.56</td>
</tr>
</tbody>
</table>

Table 3.15 The percentage correct over the validation set for 2 different types of network; three trials per network type. Training data in proportions described in Table 3.14.
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<table>
<thead>
<tr>
<th>Lithofacies</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>% predicted</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>correctly</td>
<td>52</td>
<td>64</td>
<td>88</td>
<td>0</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 3.16 Percentage of each lithofacies correctly predicted in the validation set; network trained with unbalanced data and lithofacies 1 in the minority.

These results should be evaluated in the correct context: a limited number of trials are presented, from a limited amount of data. However the findings do appear to show that the classification of lithofacies is indeed affected by their occurrence in the training set (as the theory suggests). However if a lithofacies is very 'distinct' in the multi-dimensional space it can be successfully predicted even if it is in the minority (lithofacies 5 is always predicted successfully, and even when the quantity of lithofacies 1 was reduced it was still predicted correctly more than 50% of the time). This implies that if a class is extremely poorly predicted (e.g. lithofacies 4) then this is not totally due to it being in the minority. It must also be because the logs cannot resolve it. In fact these two aspects are related. If very few data points exist for a particular class then it is unlikely that there is a representative sample, and its 'class' boundaries cannot be defined very easily (Figure 3.27). This implies that the user should make some educated decisions about data balancing. If the user has 10,000 examples of one lithofacies and 1000 of another, then it can be imagined that 1000 may define the hypothesis space with reasonable accuracy, even though it is in the minority. In this case partial boosting, or no boosting would be appropriate. If there were 100 examples of one lithofacies and 10 of another then it may be that these 10 can define the hypothesis space, or that they may not (Figure 3.27). In the latter case boosting will not improve

![Figure 3.27](image)

Figure 3.27 A lithofacies that has very few examples may or may not be classified correctly by a neural network:
(a) Five examples approximately define the true decision line.
(b) The same number of examples does not define the true decision line. When the network is presented with new data this lithofacies would be poorly predicted. In this case data boosting would not help.
3.6.6 Training without derivative logs

Seven input logs including two derivative logs (Section 3.5.2) were initially justified by the fact that backpropagation networks are able to sort input variables in order of importance and therefore effectively ignore those that have little influence on the output. This is done by setting the weights attached to those inputs close to zero. In this section the effect of using these derivative logs is investigated by leaving them out. Networks were trained on the five raw logs (GR, RHOB, NPHI, DT and ILD).

It would be expected that networks with only five inputs need a smaller topology. Therefore three 1-layer 10-node and three 1-layer 13-node networks were trained. The 13-node networks were pruned if the weight connections stayed below 0.03 for 10,000 iterations. All were trained on the Primary Training Set (as described in Section 3.5.6), and validated accordingly. The results are displayed in Table 3.17.

<table>
<thead>
<tr>
<th>Trial</th>
<th>Ordinary 1-layer 10-node network</th>
<th>Pruned 1-layer 13-node network</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>54.92</td>
<td>58.2</td>
</tr>
<tr>
<td>2</td>
<td>56.56</td>
<td>58.2</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>54.1</td>
</tr>
</tbody>
</table>

Table 3.17 The percentage correct over the validation set for 2 different types of network; three trials per network type. Networks run with five inputs only; see text for details.

All trials appear to result in a lower hit-rate than some of the previous best networks - none get above 60%. However the resulting percentages are only 8-10% lower than the best performing network, and many trials that used 7 inputs did result in percentages in the high fifties. Therefore a criticism of citing the above results as showing that 7 inputs (with derivative logs) perform better than 5 inputs with no derivative logs, is that the number of trials does not indicate whether the performance difference is significant. For now it can be stated that using derivative logs does not result in poorer performance from the network, and that using them may increase the accuracy of prediction. It can be recalled (Chapter 2) that
Wong et al. (1995a) showed how using derived logs can decrease training times and sometimes improve performance when predicting lithofacies, porosity, and permeability from logs with a neural network. The best performing network in Table 3.17 was run over the blind interval of well T8. These results are shown in the next section.

3.6.7 Testing over well 23/21-T8

So far a variety of different networks have been evaluated in order to study the main factors that control training of a backpropagation neural network. The success of these networks was calculated by assessing their prediction over a simple validation set. This formed a method of rapid analysis of all networks and could be implemented during training. In order to get more precise ideas about the output from different networks, it is necessary to apply them to a well section of unseen data, and evaluate the predicted lithofacies columns next to the supposed 'real' column defined from core. Geologists are used to looking at predictions in this way, and so it provides a final measure of network performance before application to wells across the entire field. The cored interval 9120-9530 in well 23/21-T8 provides a blind test for network performance (with the exception of the section 9488-9513, which made up part of the Primary Training Set). Table 3.18 contains a summary of Figure 3.28, which provides lithofacies columns for various networks that have been discussed in this section. It should be noted that the various columns have gaps. These gaps represent areas where the network did not output a lithofacies (i.e. no output nodes were activated) and where the network defined mixed lithofacies (i.e. 2 or more output nodes were activated). Therefore the displayed columns represent only those intervals where the network made a single lithofacies prediction. More details on interpreting multiple and 'none' outputs can be found in Chapters 2 and 4.

The first thing that one notices when looking at the lithofacies columns is that they appear fairly 'spiky'. Predictions change due to rapidly changing data (from one well log value to the next), and due to inflexion points in the logs at bed boundaries (e.g. at 9330ft and 9340ft). These are general issues that affect all columns. These are discussed in detail in Chapter 4. This section is reserved for a simple comparison of the different columns.

All networks have made a good attempt at discriminating the main well sections. The main reservoir intervals (9240-9320ft, 9330-9340ft, 9440-9355ft) have been successfully defined
(albeit with some slight mix up of lithofacies 1 and 2). The top half of the plot (9120-9230ft) contains mostly lithofacies 3, the most heterogeneous of the sediments, and most predictions attempt to populate this section with lithofacies 3. The lowest section (9460-9530ft) consists of interbedded sand and shale. In most cases this is defined correctly by the different neural networks.

<table>
<thead>
<tr>
<th>Lithofacies code</th>
<th>Network</th>
<th>Relevant section</th>
<th>% correct over validation set</th>
<th>% correct over well 23/21-T8</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Best performing network from topological experiments.</td>
<td>Section 3.6.2</td>
<td>Figure 3.24</td>
<td>66.85</td>
</tr>
<tr>
<td>C</td>
<td>Best performing network with different learning rate and momentum parameter from above network (LR 0.3, Mom 0.9).</td>
<td>Section 3.6.3</td>
<td>Table 3.8</td>
<td>60.66</td>
</tr>
<tr>
<td>D</td>
<td>Selected pruned network, starting with 23 nodes in 1 hidden layer. Pruned if weights stayed below 0.08 for 10,000 cycles.</td>
<td>Section 3.6.4</td>
<td>Table 3.9</td>
<td>61.48</td>
</tr>
<tr>
<td>E</td>
<td>Selected pruned network, starting with 14 nodes in 1 hidden layer. Pruned if weights stayed below 0.03 for 10,000 cycles.</td>
<td>Section 3.6.4</td>
<td>Table 3.10</td>
<td>63.11</td>
</tr>
<tr>
<td>F</td>
<td>Trained with unbalanced data.</td>
<td>Section 3.6.5</td>
<td>Table 3.12</td>
<td>64.75</td>
</tr>
<tr>
<td>G</td>
<td>Trained with unbalanced data, and with lithofacies 1 reduced further.</td>
<td>Section 3.6.5</td>
<td>Table 3.15</td>
<td>57.38</td>
</tr>
<tr>
<td>H</td>
<td>Trained with 5 inputs (the raw logs) only.</td>
<td>Section 3.6.6</td>
<td>Table 3.17</td>
<td>58.2</td>
</tr>
<tr>
<td>Lithofacies</td>
<td>Real lithofacies defined from core. See Table 3.2.</td>
<td></td>
<td></td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 3.18 Lithofacies codes found in Figure 3.28, next page; and summary of the networks that defined the various columns.
Figure 3.28 Lithofacies columns predicted by a variety of different networks, well 23/21-18. See Table 3.18 for lithofacies symbols. All log headers are contained in the notations and conventions section. The black bar (track 12) represents data that was used for training.
The best network found when experimenting with different topologies (and indeed the one that had the highest hit-rate of all networks so far run, over the validation set) is shown as B in Figure 3.28. Although fairly spiky, this has few prediction gaps - the network is in general able to make a single lithofacies prediction throughout the well. The main section that is predicted wrongly is at 9430ft, where lithofacies 4 has been predicted instead of lithofacies 3.

C represents the best performing network from those that had a different learning rate and momentum parameter to the B network. Both lithofacies columns have an overall similarity. This therefore shows (as the results over the validation set also illustrated) that the selection of the momentum and learning rate parameters in the networks trained on this data, does not appear to influence the network outcome.

D and E represent the best pruned networks (starting with 23 nodes and 14 nodes respectively). Although both networks do define the various sediments in a similar way to B, there are more undefined sections in D and E. This results in the hit-rate for this well, for the pruned networks (Table 3.18), to be slightly lower than for B. Therefore pruning in the way illustrated here does not offer an alternative to pure experimentation to find the optimum topology. When gaps (remember these are undefined and mixed outputs) do occur then these intervals in the D column are more continuous (e.g. bigger gaps in D compared to E at 9170ft, 9215ft, and 9528ft). This again suggests that if pruning does take place then it benefits from a starting topology that is close to the optimum one (as stated in Section 3.6.4).

F is the column with the highest hit-rate over this section of well 23/21-T8. It represents the network that was trained with unbalanced data. It appears to be much more continuous than any of the other columns. The hit-rate is high because it predicts the interval at 9430ft as lithofacies 3, whereas most other networks predict it as lithofacies 4. It can be seen that this network has predicted a lot of lithofacies 1 and 3, which occurred most in the training set. Since these are the most common lithofacies in this well the hit rate is artificially high. It would be questioned whether this network is capable of predicting lithofacies 4 at all.

G represents the network trained with unbalanced data, but with lithofacies 1 artificially reduced. The striking element of this column is that lithofacies 1 is hardly ever predicted. The gaps around 9300ft represent areas where both lithofacies 1 and 2 were predicted,
presenting some ambiguity. Clearly the reduction of lithofacies 1 in the training set has had
a huge influence on the ability of the network to define this lithofacies correctly. It can be
concluded that the occurrence of a lithofacies in the training set is an important influence on
the network outcome. If a lithofacies contributes a tiny amount to the training set, that
lithofacies is unlikely to be predicted correctly. Where it is in the minority, but there are a
'fair' number of points, and it is very distinct, it can successfully be predicted.

H shows the results from the best performing network that was trained with five inputs and
no derivative logs. The predictions are much worse than for the best network with seven
inputs (B). There are many more gaps, and the network appears to specifically mix up
lithofacies 1 and 2 (e.g. around 9280ft). The hit-rate over this section is therefore very low
(41.17%, in fact the lowest of all the columns shown). The inclusion of total porosity and
neutron-density separation logs appears to assist the network in defining lithofacies 1. It is
certain that all information contained in the derivative logs is contained in the raw logs.
However the network makes more accurate predictions when all logs are included.

3.6.8 Training with different data sets

So far many different aspects of neural network design and implementation have been
analysed. A common test to define whether the network is capable of finding relationships
that exist across the entire data set is to train with subsets of data, whilst testing the resulting
networks on other subsets. It was already stated that the data type studied does not lend
itself to creating many subsets. Some lithofacies occur in such small proportions that this is
not possible. Therefore a Primary Training Set (used so far) and two smaller training sets
were created (see Section 3.5.6). Training set 2 was all taken from well 23/21-T5. Training
Set 3 was taken mostly from well 23/21-T8, with some data borrowed from 23/21-T5 (see
Table 3.7). In this section networks are trained with both of these smaller training sets, and
then predictions assessed in light of those results already achieved.

Training Set 2 was used to train three fixed, 1-layer, 11-node networks, and three 1-layer, 14
node networks. The 14-node networks were pruned if weights stayed below 0.03 for 10,000
cycles. All networks were validated during training with validation data selected from the
Primary Training Set (see Table 3.7). The results of training these networks are shown in
Table 3.19.
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Ordinary 1-layer 11-node network | Pruned 1-layer 14-node network
---|---
1 | 34.27 | 44.06
2 | 40.56 | 34.27
3 | 30.07 | 40.56

Table 3.19 Results of six networks, all trained on Training Set 2; three trials per network.

Training Set 3 was also used to train three fixed 1-layer 11-node networks, and three 1-layer, 14 node networks. The 14-node networks were pruned if weights stayed below 0.03 for 10,000 cycles. All networks were validated during training with validation data selected from Training Set 2 (see Table 3.7). The results of training these networks are shown in Table 3.20.

Ordinary 1-layer 11-node network | Pruned 1-layer 14-node network
---|---
1 | 48.45 | 44.33
2 | 46.39 | 42.27
3 | 43.3 | 48.45

Table 3.20 Results of six networks, all trained on Training Set 3; three trials per network.

Both sets of results appear poor when compared to the hit-rates of previous networks. The maximum hit-rate reached for the best network trained on Set 2 was 44.06%, and for Set 3 48.45%. Also the results from training with Set 3 are consistently better than those from Set 2. Why is this? Both of these data sets were much smaller than the Primary Training Set, so is it because the full range of data examples is not represented, and the decision lines formulated by the networks were consequently incorrect? Or are the actual data values for each lithofacies different across the training sets?

In order to visually test how the networks have performed and determine whether the hit rate is particularly low due to certain lithofacies being predicted wrongly, networks can be
applied to well 23/21-T3 and the results displayed as a lithofacies column, similar to those in the previous section (Figure 3.29).

1 represents the column that was produced by the best network trained with Set 2 (mostly taken from well 23/21-T5). This appears to have performed particularly well at predicting lithofacies 1 – the main reservoir intervals. The network has also predicted lithofacies 3 in generally the correct intervals (e.g. 10140-10180, 10280-10300). Lithofacies 2 is very rarely predicted correctly (it commonly predicts lithofacies 1 instead of lithofacies 2). Lithofacies 4 and 5 hardly ever occur in this well, and are hardly ever predicted. Referring back to Table 3.5 it is seen that there is only a small amount of lithofacies 2 in the training set - it consequently was heavily boosted. Therefore this is probably the reason for the poor prediction of lithofacies 2. What is also significant is the number of data gaps that occur. These represent areas where the network predicted mixed lithofacies or no lithofacies. If the data is analysed further (Table 3.21) it is found that 7.1% of the time mixed lithofacies were predicted, 10.1% no lithofacies were predicted and 47.5% of lithofacies were predicted correctly. If all unsure and mixed outputs were predicted correctly then the hit-rate for this well would be approximately 65%, which is in-line with some of the highest hit-rates gained so far. This suggests that there are insufficient training examples to accurately define the true decision boundaries between lithofacies.

J represents the column that was produced by the best network trained with Set 3 (mostly from well 23.21-T8). This network has also accurately predicted the best reservoir, although in places it sometimes gets mixed up with lithofacies 3 (e.g. at 9930ft). Lithofacies 3 is generally predicted in the correct place and in more continuous sections than 1. Once again lithofacies 2 is hardly ever predicted. However lithofacies 2 was not heavily boosted, as it was for Training Set 2. This indicates that even more data points are needed to properly define lithofacies 2 or the distribution of the logs for lithofacies between wells 23/21-T5 and T8 are fundamentally different. Referring to Figure 3.28, B the best network trained primarily on well 23/21-T3, when applied to well 23/21-T8 does have some success at predicting lithofacies 2 (e.g. at 9370ft and 9500ft). This implies that simply having more examples of lithofacies 2 might improve performance. Table 3.21 shows that lithofacies were predicted correctly 49.9% of the time in this well, 0.4% were predicted as mixed outputs, and for 22% of the time there were no predictions. This again suggests that there is not a representative sample of data to correctly define all the lithofacies.
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Figure 3.29 Best performing networks from Tables 3.19 and 3.20 applied to well 23/21-T3.

1 Best network trained on Set 2.
J Best network trained on Set 3.
In this short study neural networks were trained with three different data sets. Training with
the Primary Training Set produced overall success rates of approximately 60% when applied
to unseen wells. When training with smaller sets, on subsequent application to unseen well
data many of the data were unable to activate any of the network output nodes, resulting in
no lithofacies being predicted; or more than one of the output nodes was sufficiently
activated so the network made mixed predictions. This ambiguity in the network’s decision
reduces the overall hit-rate, without reducing the percentage that is classified wrong. This
suggests that there is a lower limit to the amount of data that are needed to successfully train
a neural network.

3.6.9 Summary of neural network methodology (Section 3.6)

This section provided a description and discussion of various experiments that were
undertaken with different neural networks. The aims were to determine the optimum
network capable of predicting the lithofacies scheme over Lomond data, and to determine
some of the main influences on the network output. A summary of the findings are given
below:

- A neural network with one hidden layer and 11-nodes provides the best topology for
  predicting the lithofacies scheme. Larger networks can provide similar classification
  hit-rates. When two layers are present in the network, the degree of classification
  appeared to be strongly dependent on the number of nodes in the first layer;

\[
\begin{array}{|c|c|c|}
\hline
 & \text{Best network trained} & \text{Best network trained} \\
 & \text{on set 2} & \text{on set 3} \\
\hline
\text{correct prediction} & 47.5 & 49.9 \\
\text{mixed lithofacies} & 7.1 & 0.4 \\
\text{prediction (%)} & & \\
\text{no lithofacies} & 10.1 & 22 \\
\text{prediction (%)} & & \\
\hline
\end{array}
\]

Table 3.21 The percentage of well 23/21-T3 that were predicted correctly, were predicted as mixed outputs,
and as ‘none’ outputs.
• Although it is noted that, in general, training with a momentum parameter is good practice as it can assist in eluding local minima during training, and that a small learning rate is more likely to result in a network that is truly at the global minima, these parameters did not appear to significantly affect the classification of lithofacies in this study;

• Pruning in the way described in this section cannot substitute exhaustive experimentation with different topologies to find the optimum size. When top-down pruning algorithms are implemented they benefit from a starting topology that is not too far from the optimum one;

• Classification of lithofacies from well logs via a neural network is influenced by the lithofacies quantities that make up the training set. If a lithofacies is in the minority, this could result in poor classification of that lithofacies. However if the log signature of a particular lithofacies is very distinct, and where there are sufficient examples to approximately define the decision lines around that lithofacies in the multi-dimensional log space, it can be successfully predicted even if it is in the minority;

• Training with derivative logs does not result in poorer classification of lithofacies. Using them may actually improve classification;

• Sufficient examples must be present in the training set to properly define lithofacies. Therefore networks trained on small training sets are often not capable of good classification. When training with small sets, the limiting factor of training set size can be recognised from studying the percentage of test examples that activate more than one output node, or activate no output nodes, rather than the percentage that are classified incorrectly.

These results are discussed further, in the light of other author’s findings in the discussion chapter (Chapter 7).
Chapter 3 summary

This chapter described the methodology employed to generate and train a neural network for lithofacies prediction (see Figure 3.30). It started with an introduction to the Lomond Field, and a discussion of its sedimentology. If a lithofacies scheme is to be developed to describe new log data (as a first pass), or to help populate geological reservoir models, then an understanding of the sedimentology of a field is an important consideration in designing such a scheme. The different processes that deposit the sediment influence lithology type, 3-D architecture, and petrophysical properties. All of these factors, along with the facies quantities and their separation by the logs (that would eventually predict them), were carefully considered. On the basis of these parameters a lithofacies scheme was designed. The neural network was then trained to predict lithofacies in the context of this lithofacies scheme.

It was important that actual log and lithofacies data were prepared correctly in order to give the network as good a chance as possible to correctly define the lithofacies classes. Therefore it was necessary to consider the different possible inputs, and whether these data needed to undergo any non-linear transforms to aid discrimination. It was necessary to consider inter-well variability and to exclude well 23/21-T4 (which was considered to show different relationships between its lithofacies and logs than the other wells). Finally training and validation sets were carefully designed.

Different topologies, learning and momentum parameters were attempted and a pruning algorithm was used to test if this could find the optimum topology automatically. Experiments took place to test the effects of training with unbalanced data, with derivative logs and different training sets (summarised in Section 3.6.9).

This chapter presented some preliminary results and discussion. These were presented to give an insight into the workings of the neural network, and to help determine the optimum one. The 1-layer, 11-node network trained with all inputs on the Primary Training Set with balanced data appeared to give optimum classification. This network was applied to all cored wells that had sedimentological descriptions. These results and their subsequent analysis are presented in detail in Chapter 4.
Figure 3.30 Summary of the methodology followed to create and train a neural network for lithofacies prediction.
Chapter 4: Neural network critique based on lithofacies predictions in the Lomond Field

4.1 Introduction

Chapter 3 described the method that was used to generate and train a neural network to predict lithofacies from Lomond log data. Various experiments took place with different networks with one aim being to determine the optimum one. A 1-layer 11-node network trained with all inputs, and on the Primary Training Set appeared to give optimum results. This was determined by its performance over a small validation set and also (albeit very briefly) by studying the network’s predictions in well 23/21-T8. This Chapter presents and analyses in detail the results of this network when it was applied to all Lomond wells. The results are used to evaluate the inner workings and limitations of the network and attempts are made to develop techniques to overcome some of the limitations.

There are some features that can be quickly recognised in all predictions, such as small intervals of possible ‘noise’ and indecision by the network at log inflexion points. It is possible to implement techniques to eliminate these. Therefore well sections that illustrate these features and the methodology used to eliminate them are shown in Section 4.2. Also, in Chapter 2 it was stated that the best way to encode the outputs from a neural network was in a binary fashion, having multiple output nodes. A key advantage of this is that differences between output nodes can be used as a measure of confidence. This aspect of network design is briefly discussed in Section 4.3, before presentation of the results.

The Lomond wells 23/21-T3, T5 and T8 were used to create the Primary Training Set since very detailed sedimentological descriptions of the core (Cullen 1993a, Cullen 1993c, and Cullen 1993d) were available. The intervals in these wells that were not used for training can be used to test the model. Therefore a major part of this chapter (Section 4.4) is devoted to studying these intervals, and comparing predictions to the core defined lithofacies and the actual core itself. Section 4.5 describes the results when the model was applied to well 23/21-T4; in Chapter 3 this well was found to have different relationships between its log signatures and lithofacies to the other cored wells and therefore it was not included in any training sets. Results from all the remaining wells are presented in Section 4.6.
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Since core is usually only taken from the reservoir interval and therefore the hydrocarbon zone, training data are often restricted to this interval (and this is the case for Lomond). Therefore because some well logs are influenced by reservoir fluid any model created is usually fluid specific. The dependence of the model on the different input logs, and hence the fluid is discussed in Section 4.7 and a methodology is implemented in an attempt to create a more 'universal' model.

A brief summary of this chapter is Section 4.8. The results are discussed further, in the context of the current literature in Chapter 7.

4.2 Features recognised in all wells

4.2.1 Introduction

There are some features that are recognisable in all lithofacies predictions. In Chapter 3, figures 3.28 and 3.29, it was observed that the predicted lithofacies columns tended to be fairly variable in places. This is due in part to rapidly changing data as a result of very heterogeneous sediments. However well logs record data that is derived from a large volume of rock, the actual volume of which is partly related to the emitter-receiver spacing of the tools (Rider 1996). As data is recorded the tools are of course moving. Therefore well log tools have a minimum bed thickness that they are capable of fully resolving. Of the logs that were used as inputs to the neural network model the density log has the highest resolution of approximately 2ft under normal logging conditions, and the resistivity (induction) and gamma ray logs the lowest resolutions, 4ft and 3ft respectively (values from Rider 1996, after Hartmann 1975). Therefore the well logs that acted as inputs into the neural network model in theory cannot fully resolve beds of less then 2ft. Beds that are predicted by the network and are less than 2ft thick may not be predicted correctly as the logs are not reading the true values of that particular facies. Studying the predicted lithofacies in Lomond data, it appears possible to divide predicted thin beds up into two categories (Figure 4.1):

- Thin beds occurring at the edge of thicker beds due to log inflexion points at bed boundaries;
- Thin beds that occur within thicker beds simply due to a thin bed that is not fully resolved (i.e. although a prediction is made it may not be the correct prediction).
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Figure 4.1 Raw lithofacies predictions (LF_PR, track 6) commonly contain thin-beds. These can be classified into two categories:

(i) Thin beds occurring at the edge of thicker beds due to log inflexion points at bed boundaries;
(ii) Thin beds that occur within thicker beds.

Sections 1, 2 & 3, wells 23/21-T5 and 23/21-T8, lithofacies 2 occurs as edge effects around a thicker bed of lithofacies 1 (A, B, C, D, E), due to inflexion points in the neutron and density logs.

Section 4 well 23/21-T8, lithofacies 2 occurs as edge effects around a thicker bed of lithofacies 1 (G & H) due to inflexion points in the gamma ray and resistivity logs.

Section 3 well 23/21-T8 lithofacies 3 occurs within a thicker bed of lithofacies 4, (F).
In order to tidy up the predictions it was thought necessary to ‘repair’ thin beds when they occurred. This produces a much more tidy and realistic geological column. A program (written in FORTRAN) was therefore implemented to automatically repair thin beds that occurred within the lithofacies predictions. This is now discussed.

4.2.2 Thin bed repair

The program code implemented to repair thin beds can be found in Appendix 2. When executed the program prompts the user to specify a minimum bed thickness (it is actually a minimum number of data points) which is to be repaired. The program will then read the raw predicted lithofacies column which was output from the neural network, and eliminate all beds that are below the specified thickness. If a thin bed exists that is adjacent to two thick beds (defined as being greater than the minimum bed thickness), (Figure 4.2a) then half of that thin bed is assigned to the thick bed above, and half to the bed below. If a thin bed exists within a thick unit, then the whole of that thin bed is assigned to the thicker bed (Figure 4.2b). In this way all thin beds are eliminated.

In most cases this results in a much more sensible geological column. If however there are multiple thin beds adjacent to each other, repairing all of these to adjacent thicker units can result in a loss of information (Figure 4.2c). Therefore the program also detects thin bedded intervals, and identifies which thin beds make up the interval. These thin beds can then be automatically defaulted to a specified lithofacies. Studying the various predictions across the Lomond logs (presented shortly) it can be seen that lithofacies 1 and 2 commonly get mixed up and therefore occur as adjacent thin beds. Any interval where this occurs was defaulted to lithofacies 1. Also lithofacies 3 and 4 and lithofacies 4 and 5 commonly occur as thin bedded intervals; these were defaulted to lithofacies 3 and 5 respectively. This was because the expected occurrence of lithofacies 3 and 5 is greater than for lithofacies 4 (see Section 3.4.4) and it was also suggested that lithofacies 4 may not be easily defined by the logs (see Section 3.6.5).

The network is also capable of making mixed decisions and no decision (see next section). These, until now have been left as gaps in the resulting column. These can also be repaired in the same way (Figure 4.2d), whether they occur as thin beds or thick beds.
Figure 4.2 Implementation of the thin bed repair program. In each example the raw lithofacies column is on the left, the repaired column on the right.

(a) Thin beds that occur as edge effects around thicker beds. The program assigns half of the thin bed to the bed above and half to the bed below.
(b) Thin beds that occur within thicker beds. The thin bed is automatically assigned to the thicker bed.
(c) Multiple thin beds that make up a thin bedded interval. In this case if half of this interval was assigned to the thicker bed above (LF 2) and half to the thicker bed below (LF 3) this would incorrectly extend the thickness of the lithofacies 2 bed above. In this case the thin bedded interval is defaulted to lithofacies 3.
(d) The gap represents an area of ambiguity by the network (in actual fact the output nodes of both lithofacies 3 and 5 are highly activated). In this case half of the gap is assigned to the bed above and half to the bed below, even though the gap is ‘thick’.

So what size should the minimum bed thickness be? From the logs used as inputs the one with the highest resolution is the density log (approximately 2ft, Rider 1996, after Hartmann 1975). If repair takes place over this thickness it may well be that edge effects still exist as a consequence of the poorer resolving power of other logs. The issue is that logs with different resolutions have been combined; repairing over small thicknesses could result in many thin-beds being left in, repairing over larger thicknesses could result in a loss of detail. Therefore it is useful to repair over different thicknesses and assess the results. Figure 4.3 shows examples of repairing over 1.5ft and 2ft (3 and 4 data points respectively). In many cases repairing over 1.5ft preserves important beds (i.e. good reservoir) that appear to match the ‘real lithofacies’. A coarser repair eliminates these. Therefore all repaired columns subsequently shown in this chapter were repaired, with a minimum bed thickness of 1.5ft.

A criticism of repairing the logs in the way described is that, if a log shows a small deviation (as the result of a real thin bed, cemented band, nodule etc.) but it is not fully resolved (and therefore the wrong lithofacies is assigned) the fact that there is an anomaly at all is useful
information. Therefore the repaired columns should generally be interpreted alongside the original raw predictions. This is how the results are displayed in this chapter.

**Figure 4.3** In each example track 1 is the core defined lithofacies, track 2 the raw neural network prediction, track 3 the raw prediction repaired over 1.5ft (3 data points), track 4 the raw prediction repaired over 2ft (4 data points). Although repairing over 1.5ft can allow edge effects to remain in the column, whereas repairing over 2ft would eliminate these (example a), repairing over 1.5ft also preserves some thin beds that are important (i.e. good reservoir), whereas repairing over 2ft would eliminate these (example b). There is a suggestion that the edge-effect in (a) could in fact be a correct prediction. Therefore, repairing over 1.5ft is to be preferred.

### 4.3 Multiple outputs from neural networks

In Chapter 2 it was stated that having multiple outputs in a backpropagation network for lithofacies prediction was to be preferred. In this case each lithofacies has a dedicated output node (Figure 4.4). It can be recalled that one of the advantages of designing the network in this way was that the differences between the outputs given by each node can provide the user with a measure of confidence in the predictions. This is especially useful when interpreting all results. Although output nodes are generally on or off in a well trained network (termed ‘fully saturated’) in fact they can be on ‘to a degree’. Recall that the neural network program EasyNN uses a sigmoidal squashing function as its ‘threshold function’ (Figure 4.5). A threshold logic function (see also Figure 4.5) would enable the nodes to be
just on or off. However networks with these functions cannot be trained via the gradient descent algorithm. The use of the sigmoidal function means that outputs can be any value between 0 and 1. In EasyNN an output node is deemed to be on if its activation is greater than 0.5; a prediction is then made. If all the activations are below 0.5 then no predictions are made. But what if all the activations are less than 0.5 but one is 0.4 and the rest are zero. Clearly this is useful information and can aid interpretation. Therefore interpretation should be made in the presence of the activation levels for all output nodes.

**Figure 4.4** When multiple outputs are used (a) the network will make a prediction if any of the nodes output a value greater than 0.5. The difference between activations can provide the user with a degree of confidence in the network's prediction. When one output node is used (b) the network must code in the way illustrated. Activations of different lithofacies cannot be compared.

**Figure 4.5** A threshold function allows the output nodes to be on or off. A sigmoid function allows the output to be any real number between 0 and 1.

It should be noted however that although the term 'confidence' is used these values are not confidence limits in the usual sense and should be interpreted with this in mind. Just because
the activation of the lithofacies 1 output node is 1, this doesn’t mean that there is a 100% chance that that prediction is lithofacies 1. Discussion of how to convert activation levels into confidence is discussed in Masters (1993). He states that ‘in practice the answer (to converting activation to confidence) is generally discouraging or possibly even dangerous due to overconfidence in our abilities.’ In general, confidence can be estimated if the distributions of different activation levels are known (Figure 4.6).

![Probability density function representing typical activations for a particular lithofacies (solid).](image)

![Probability density function representing typical activations for all other lithofacies (dashed).](image)

**Figure 4.6** Probability density functions are required to convert network activations to true confidence. In the example shown one might think that for the particular lithofacies in question, an activation of 0.3 suggests a high probability that it is actually this lithofacies as activations around 0.3 are extremely common (solid). However activations of 0.3 are also extremely common for activations of other lithofacies (dashed). Therefore it is necessary to study the distribution of activations for all lithofacies. In the case shown the network is not capable of discriminating this lithofacies very easily. Diagram adapted from Masters (1993).

Computing the probability distributions in Figure 4.6 is far more difficult than some researchers like to admit (Masters 1993). It relies on correct sampling of the activation levels, and all cases must be represented in the sample in quantities proportional to their expected occurrence. The fact that core data and therefore training data and consequently activation levels are biased towards the reservoir means that correct sampling is much more difficult to achieve with lithofacies data than for other types of data. This was however, discussed in Chapter 3.

Therefore in this chapter the activation levels of all nodes are presented and used to indicate indecision in the network. If both lithofacies 1 and lithofacies 2 output nodes are highly activated then at least a sandy lithofacies is predicted, and this information can be evaluated in the context of the predictions made in beds above and below.
4.4 Lithofacies predictions in wells 23/21-T8, T5 and T3

4.4.1 Introduction

This section describes the results in detail obtained when the optimum neural network was applied to wells 23/21-T8, T5 and T3. All three wells contain core and this acts as the 'ground truth'. Section 4.4.2 illustrates confusion matrices for all these wells that show the hit-rates for all lithofacies types. Section 4.4.3 then goes on to compare the results directly to the sedimentary logs that closely describe the core.

4.4.2 Confusion matrices

One way of illustrating lithofacies predictions is via confusion (often also called coincidence) matrices. These tables show the number of data points that were correctly predicted by lithofacies type. They also highlight which lithofacies commonly get mixed up with each other. Table 4.1 shows the matrix for well 23/21-T8 before the thin-bed repair program was applied. Note how the matrix specifies the number and percentage of data points that were predicted as 'uncertain' (no output from the network), and mixed (more than one output from the network). In this matrix if all data points had been predicted correctly the grey boxes would contain high numbers and the other boxes would be empty. Table 4.2 shows the confusion matrix for results after the thin-bed repair program was implemented. In this case the matrix is simpler as the uncertain and mixed predictions have been eliminated. Since only a very small part of well 23/21-T8 was used in the training set (6%) this well can essentially act as a blind test well.

Overall before repair 56.9% of points were predicted correctly, the overall hit-rate. 4.0% were predicted as mixed (most of these were twin outputs of lithofacies 1 and 2); 2.2% were predicted as uncertain. The low percentage of uncertain prediction indicates that the well log responses in well 23/21-T8 generally fall in to the log ranges set by the network during training, and consequently the network is able to make predictions. Table 4.1 shows that the best reservoir (lithofacies 1) is correct only 58.1% of the time; the reason this is not higher is that it often gets mixed up with lithofacies 2. Lithofacies 2 is predicted correctly only 45.9% of the time. Again this is because of mix up with lithofacies 1 and also lithofacies 3. Lithofacies 3, the most heterogeneous of all the rock types is predicted correctly 54.3% of the time. It gets mixed up with lithofacies 2, 4 and 5, and the majority of the uncertain and
mixed network predictions actually belong to lithofacies 3. These figures themselves indicate the heterogeneous nature of this rock type. Lithofacies 4 is not predicted very successfully at all. Since this well is essentially acting as a blind test, this can for the moment be taken to indicate that the logs are not capable of resolving this particular rock-type. However, in the next section a comparison is made between specific intervals that contain lithofacies 4 to the sedimentary logs. The only lithofacies that is predicted very successfully is lithofacies 5 (80.9%). This could be because some of the training data for this lithofacies was taken from this well. However as the next section illustrates, there are many areas that are not in the training set where this lithofacies is predicted correctly; therefore it is predicted successfully because its log signatures are very distinct.

Comparing Tables 4.1 and 4.2 it is possible to estimate the action of the thin-bed repair program on the results. Overall the percentage correct has risen to 60.5%. The success of lithofacies 1, 3 and 5 has also improved. The most significant improvement is seen in lithofacies 3, the most heterogeneous lithofacies; hit-rates for this lithofacies have increased by approximately 6%. Thus these tables indicate that not only does the thin-bed repair program result in a more continuous and geological looking column but it also acts to actually improve predictions, and specifically improves the predictions of the most heterogeneous lithofacies.

Tables 4.3 and 4.4 show the same type of matrices as Tables 4.1 and 4.2, except for well 23/21-T5. Studying Table 4.3 it can be seen that the overall hit-rate is 70.1%. This is higher than for well 23/21-T8. This could be a consequence of more of this well making up the training set (25%). Lithofacies 1 is predicted fairly successfully (73.9%) but, as in well 23/21-T8 gets mixed up with lithofacies 2 and 3. Lithofacies 2 is poorly predicted because of mix up with lithofacies 1 (although in general there isn’t actually much of lithofacies 2 at all in this well). Lithofacies 3 is correct in 62.7% of cases and, as for well 23/21-T8 most uncertain predictions were made in intervals of this lithofacies. Lithofacies 4 is predicted correct 41.4% of the time, much higher than for well 23/21-T8. However many of these data were contained in the training set, and therefore actually define the hypothesis space of that lithofacies, so it is no surprise that the percentage correct is higher in this well. The hit-rate of lithofacies 5 is very high, as for well 23/21-T8.
Table 4.1 Confusion matrix for well 23/21-T8 before the thin-bed repair program was applied. The grey boxes indicate how many data points were predicted correctly by lithofacies type. These are translated into percentages in the right hand column. The overall hit-rate for the well is shown, as well as the number and percentage of uncertain and mixed predictions.

Table 4.2 Confusion matrix for well 23/21-T8 after the thin-bed repair program was applied. Note this matrix is simpler than Table 4.1 since the program has eliminated all uncertain and mixed predictions.
Table 4.4 shows that the action of the thin-bed repair program in this well is to increase the overall hit-rate once again. All lithofacies have improved, apart from lithofacies 4 (that stays the same) and lithofacies 2 which decreases very slightly. Lithofacies 3 has improved by 6%.

Tables 4.5 and 4.6 show the same matrices again but for well 23/21-T3. 56% of this well made up 67% of the training set. This is no doubt the reason for the overall hit-rate being 74.9%, higher than for wells 23/21-T5 and T8. Lithofacies 1 and 3 have high hit-rates (85.6% and 79.2% respectively); these by far make up the majority of this well. Lithofacies 2 is again poorly predicted, even though many of these data contributed to the training set. In most cases in this well it is mixed up with lithofacies 3. Lithofacies 4 is predicted correctly in 57.1% of cases, the highest of the three wells. All of these data though do contribute to the training set. Lithofacies 5 is predicted correctly 70.1% of the time, which is in general high, but slightly lower than for the other wells (although there isn't actually very much of it at all in this well). Table 4.6 again illustrates the action of the thin-bed repair program. The overall hit-rate increases. However this is at 2.6%, far lower than for the other wells. Since this well makes up most of the training set there are fewer ‘wrong’ predictions and therefore less noise for the program to remove. But it may also be due to the bed thicknesses in this well. In general in well 23/21-T3 beds are thick, and continuous, resulting in less log inflexion points and thin beds.
### Table 4.3 Confusion matrix for well 23/21-T5, before the thin-bed repair program was implemented.

<table>
<thead>
<tr>
<th>Predicted Lithofacies</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>uncertain</th>
<th>mixed</th>
<th>% of real lithofacies predicted correctly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Lithofacies</td>
<td>1</td>
<td>13</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5.6%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
<td>23</td>
<td>16</td>
<td>16</td>
<td>0</td>
<td>5</td>
<td>93.7%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>5</td>
<td>24</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>41.4%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>17</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>41.4%</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>104</td>
<td>0</td>
<td>0</td>
<td>93.7%</td>
</tr>
</tbody>
</table>

Overall % correct: 70.1%

Mixed, uncertain predictions (%): 5.6% 0.5%

### Table 4.4 Confusion matrix for well 23/21-T5 after the thin-bed repair program had been applied to the results.

<table>
<thead>
<tr>
<th>Predicted Lithofacies</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>% of real lithofacies predicted correctly</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Lithofacies</td>
<td>1</td>
<td>472</td>
<td>70</td>
<td>41</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>16</td>
<td>7</td>
<td>2</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>25</td>
<td>24</td>
<td>172</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>19</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>105</td>
</tr>
</tbody>
</table>

Overall % correct: 75.0%
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### Table 4.5

<table>
<thead>
<tr>
<th>Real Lithofacies</th>
<th>Predicted Lithofacies</th>
<th>% of real lithofacies predicted correctly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1  2  3  4  5</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>399 18 35 4 0</td>
<td>85.6</td>
</tr>
<tr>
<td>2</td>
<td>15 68 68 3 0</td>
<td>38.6</td>
</tr>
<tr>
<td>3</td>
<td>11 7 319 9 40</td>
<td>79.2</td>
</tr>
<tr>
<td>4</td>
<td>0 0 0 8 5</td>
<td>57.1</td>
</tr>
<tr>
<td>5</td>
<td>0 0 4 3 16</td>
<td>69.6</td>
</tr>
</tbody>
</table>

Overall % correct: 74.9%
Mixed, uncertain predictions (%): 0.1% 4.5%

Table 4.5 Confusion matrix for well 23/21-T3, before the thin-bed repair program was implemented.

### Table 4.6

<table>
<thead>
<tr>
<th>Real Lithofacies</th>
<th>Predicted Lithofacies</th>
<th>% of real lithofacies predicted correctly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1  2  3  4  5</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>404 17 40 5 0</td>
<td>86.7</td>
</tr>
<tr>
<td>2</td>
<td>17 79 80 0 0</td>
<td>44.9</td>
</tr>
<tr>
<td>3</td>
<td>19 7 329 2 46</td>
<td>81.6</td>
</tr>
<tr>
<td>4</td>
<td>0 0 0 11 3</td>
<td>78.6</td>
</tr>
<tr>
<td>5</td>
<td>0 0 7 0 16</td>
<td>69.6</td>
</tr>
</tbody>
</table>

Overall % correct: 77.5%

Table 4.6 Confusion matrix for well 23/21-T3 after the thin-bed repair program had been applied.
Using well 23/21-T8 as a blind test well indicates that the overall hit-rate that the neural network appears capable of is approximately 57%. However this figure must be quoted with caution. Different lithofacies are predicted with different degrees of success and therefore the percentage hit-rate in any one well is determined by the amount of each lithofacies in that well, and the thickness of the beds (i.e. the number of bed boundaries etc.). Lithofacies 1, 3 and 5 are predicted with a fairly high success rate (60%, 60% and 70-90% respectively). Lithofacies 2 however does not appear to be predicted very successfully at all, even in wells where some of that data were used for training. It is most commonly mixed up with lithofacies 1 and 3. Lithofacies 4 does not appear to be able to be predicted very well at all. It is only ever predicted relatively successfully in those intervals that were used for training. This suggests that the logs are incapable of resolving this lithofacies. As mentioned in Chapter 3 this could be due to insufficient data to correctly define this lithofacies.

The action of the thin-bed repair program was to eliminate very thin beds that were not fully resolved, and to eliminate those beds that occurred at log inflexion points, between thicker beds. In all cases this improves the overall hit-rate and specifically it appears to significantly improve the prediction success of lithofacies 3, the most heterogeneous lithofacies.

4.4.3 Predicted lithofacies compared to core

The matrices presented so far indicate the hit-rate by lithofacies type for all three wells. This is the most widely quoted statistic when attempting to determine the success of any methodology that allows rock-type prediction from well logs (e.g. Derek et al. 1990). Many papers also present well sections that show predicted lithofacies next to the 'real lithofacies' (e.g. Bhatt & Helle 2002b). However it is the author’s opinion that many papers that do show the results in this way devote only a limited well section and small paragraph to this type of analysis. Chapter 1 stated that the main focus of recent work has been on improving the hit-rate and not on understanding and interpreting the output of neural networks. No publications show the network predictions, and the real core defined lithofacies alongside the core description and interprets the results in this context.

It is possible to show all the results bed by bed. It is more productive however to illustrate multiple key sections. Therefore this section illustrates various key well intervals (at a fairly high scale) and compares the results of the neural network directly to the sedimentary facies
column that closely describes the core. Two sections from each well are shown. Figures 4.7 and 4.8 are from well 23/21-T8, Figures 4.9 and 4.10 from well 23/21-T5, and Figures 4.11 and 4.12 from well 23/21-T3. All sections were deliberately chosen as they represent areas where the network commonly appears to have made incorrect predictions. In each case the gamma-ray, neutron, density and deep resistivity logs are shown on the left. The left lithofacies column is the 'real' core defined lithofacies, the centre column is the raw lithofacies predictions, and the right column the repaired lithofacies, with thin-beds removed. The next two tracks show core plug porosity and permeability values respectively. The final five tracks show the activation levels of all five output nodes as described in Section 4.3. On the far right are various sections of sedimentary logs from Cullen (1993a, 1993c and 1993d). These are correlated with the logs and specific areas of interest within each section are highlighted with a dashed line. When a particular section was contained in the training set this is indicated by a black bar in Track 5 (see Figure 4.11). These sections are now discussed. Predictions over other areas of these wells can be found in Appendix 5.

Figure 4.7 shows a 120ft section from well 23/21-T8, mid-way through the Forties Sandstone Member. Overall it can be seen that the neural network predictions do approximately follow the 'real' core defined lithofacies: there is more sand predicted at the top and bottom of the section, the centre is characterised by mostly lithofacies 3. There are many discrepancies though. Figure 4.7 (a) shows an interval where the 'real' lithofacies was described as lithofacies 1, the best reservoir. However the neural network predicts a mixture of lithofacies 1, 2 and 3 (the raw predictions also contain some lithofacies 4). Indeed the actual logs in this interval do not show a 'typical' signature of lithofacies 1, as described in Table 3.2. The sedimentary logs show an interval of facies Cl grading into facies F. Facies Cl consists of interbedded claystone and argillaceous sandstone, which is poorly sorted and has a low porosity (note, sedimentary log symbols were described in Section 3.3). Near the base (i) there is a bed of dolomitic siltstone which is very hard. This corresponds with an increase in the density log, and the neural network predicts lithofacies 1. Lithofacies 1 usually represents sandstone with the highest porosity and permeability, and therefore this rock-type has totally different petrophysical properties. At this point it should be highlighted that some sections of well 23/21-T3 that were very well cemented were interpreted as lithofacies 1, and used for training (e.g. 9853.0 in well T3, see Appendix 5). Therefore horizons that are totally cemented are predicted as lithofacies 1. This is a product of the lithofacies scheme being designed on the basis of general properties (described in Chapter
3). By far the majority of lithofacies 1 cases represent very good quality sand. A very small percentage represent cemented horizons. This therefore presents a limitation of using lithofacies 1 predictions to represent high quality sand in a reservoir model. However since it is only totally cemented horizons (with very little porosity) that are predicted as lithofacies 1 then these could easily be screened using a cut-off on the density and sonic log (these areas are also highlighted in Figures 4.20 and 4.21). The rest of section (a) in Figure 4.7 represents quite heterogeneous sediments that are fairly argillaceous and have variable porosity and permeability. Therefore the neural network predictions appear much closer to the original core than the actual 'real lithofacies'. Figure 4.7 (a, ii) shows a bed that is coarser than much of the rest of this interval and there is evidence of dewatering structures, indicating rapid sandy deposition. This section was predicted as lithofacies 2 which appears reasonable. One final note on this section should point out that the raw lithofacies column predicted some thin beds of lithofacies 4, which is supposed to represent interbedded sand and shale, the sands having a low porosity and permeability. This also appears reasonable.

Figure 4.7 (b) shows a section that is Facies F. A small section in the centre (i) has reduced clay pseudoclasts compared to the rest of this section, and appears sandier. There is also evidence of water escape pipes. The prediction of lithofacies 2 here is reasonable.

Figure 4.7 (c) shows an interval, the whole of which is described as lithofacies FB1, characteristic facies F which shows some elements of facies B1. Clearly the description of FB1 can span nearly the whole spectrum from facies F to B1, and therefore the final interpretation can be ambiguous. Figure 4.7 (c, i) shows a sandy horizon with dish structures and water escape pipes, with high porosity and quite high permeability, predicted as lithofacies 1. Figure 4.7 (c, ii) shows a sandy horizon with high porosity and slightly lower permeability, predicted as lithofacies 2. The slumped admixed claystone interval is predicted as lithofacies 3. Clearly the neural network interpretation is good.

In Figure 4.7 (d) the neural network predicts lithofacies 2 rather than lithofacies 1. At point (ii) the real core was interpreted as facies B1. The porosity is high, however the permeability is moderate. To some extent, in terms of permeability, these predictions are reasonable (i.e. lithofacies 2 should have lower permeability than lithofacies 1). However further down in (e) lithofacies 1 is predicted and the porosity and permeability are similar. However in (d) the resistivity log is lower than at (e) indicating a lower gas saturation. The
neural network model in this instance appears dependent on the resistivity log. Another point to note is that at (d, i) detail is picked out by the network that is missed in the original lithofacies column.

Figure 4.7 (e) shows lithofacies 1 predicted successfully (corresponding to facies B1). Some detail is picked out by the network that is overlooked in the 'real' lithofacies column (i). At this point the raw lithofacies column predicts thin beds of lithofacies 2 as edge effects, and lithofacies 3 and 4 (shown more easily by the activations of lithofacies 2, 3 and 4). After repair by the thin bed-repair program, lithofacies 3 is predicted. The sedimentary logs indicate this interval to be a carbonaceous claystone. This should really be lithofacies 5. The limitation appears to be the resolution of the tools, thus this limitation is obviously contained within the neural network model too. However a change of facies is indicated by the network which was overlooked in the 'real' lithofacies column.
<table>
<thead>
<tr>
<th>Depth (ft)</th>
<th>NPHI (%)</th>
<th>NPHI (PLT)</th>
<th>RHOB</th>
<th>Lithofacies</th>
<th>LFPR</th>
<th>PLF_Repair</th>
<th>PORCOR</th>
<th>KAH (con)</th>
<th>ACT 1</th>
<th>ACT 2</th>
<th>ACT 3</th>
<th>ACT 4</th>
<th>ACT 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>9150</td>
<td>0</td>
<td>0</td>
<td>1.95</td>
<td>2</td>
<td>-1</td>
<td>8</td>
<td>0.57</td>
<td>0.71</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>9200</td>
<td>0.45</td>
<td>0.15</td>
<td>2.95</td>
<td>0</td>
<td>-2</td>
<td>4</td>
<td>0.57</td>
<td>0.71</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>9250</td>
<td>0.45</td>
<td>0.15</td>
<td>2.95</td>
<td>0</td>
<td>-2</td>
<td>4</td>
<td>0.57</td>
<td>0.71</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
</tbody>
</table>

**Figure 4.7** Section from well 23/21-T8. Log headers and sedimentary facies symbols can be found in the notations and conventions section preceding Chapter 1. See text for picture explanation.
Figure 4.8 shows another section from the Forties Sandstone Member of well 23/21-T8. Section (a) shows a similar phenomenon to that of Figure 4.7 (a). The lower part of this section (i) is sandstone that has a very low porosity due to interstitial clay, and dolomite cement. This is indicated by a kick in the density log. The neural network predicts lithofacies 1. A similar prediction of lithofacies 1 at a cemented horizon can also be seen at approximately 9387ft.

Figure 4.8 (b) shows a section that is generally predicted quite successfully. From the top facies FG2 is predicted successfully as lithofacies 5; below this facies F is predicted successfully as lithofacies 3. In this case F is sandy, but has scattered clay grains and claystone laminae and consequently although the porosity is high the permeability is low-moderate. However the sandy nature of facies F is indicated by the activation levels – both lithofacies 2 and 3 output nodes are activated at this point (at ii). Below facies F is bioturbated mud (facies FG2) so the prediction of lithofacies 5 is good. Within this interval of lithofacies 5 the raw lithofacies column predicts some very thin beds of lithofacies 4 (at i). These appear to correspond to kicks in the neutron log to the right (more sandy). Close inspection of the sedimentary log indicates that there are some thin injected sandstones in the mudstone, as well as a very low porosity sandstone bed. The logs appear to respond very slightly to them, enough for the neural network to pick them out. They do however disappear in the repaired column. It is therefore very important for detailed work to view both columns side by side.

Figure 4.8 (c) shows a section of supposedly lithofacies 1 that has been predicted as lithofacies 1 and lithofacies 2. The activation levels for lithofacies 1 and 2 show that in places both output nodes are highly activated throughout this interval, indicating that the logs show elements of both lithofacies. The porosity is high throughout, but the permeability is higher at the top of the section at point (ii). There is therefore some justification for the network's decision. These rocks are essentially on the boundary between lithofacies 1 and 2. If the results were to be used in a dynamic model then maybe the permeability and porosity variograms could be combined and used to populate regions like this.
Figure 4.8 (d) shows bioturbated claystone (lithofacies 5) predicted successfully. Once again the raw lithofacies column predicts some small amounts of lithofacies 4 (at i), that appear to correspond to some very thin injected sands, as in (b).

Figure 4.9 shows a section from well 23/21-T5. As indicated none of this section was used for training. Interval (a) shows an area where at (ii) the network is unable to make a decision between lithofacies 3 and 4 (shown by the activation levels). Unfortunately the lithofacies repair program has eliminated all of this bed and repaired it to be lithofacies 1. A similar type of scenario is seen at (i). Here the sedimentary log indicates an argillaceous sandstone with no visible porosity. The neural network predicts lithofacies 2. Clearly this horizon is not fully resolved by the logs. However the network prediction does appear more accurate than the ‘real’ column.

Figure 4.9 (b) shows a large section. Towards the base (i) a clay horizon is not fully resolved but is picked out by the network in its raw predictions. This also occurs higher up at (ii) where the gap in the raw prediction represents no output from the network (indicated by the activation levels). The lack of output indicates that it is not typical lithofacies data here. The interval that is b (iii) is predicted correctly. Interval b (iv) corresponds to facies C2, consisting of interbedded sand and shale; some of the sands have tight calcite cement. The neural network predicts beds of lithofacies 1, 2 and 3, which appears a more accurate estimate then the simplified lithofacies 1 that is indicated by the ‘real’ lithofacies column.

Figure 4.10 is also from well 23/21-T5, and not from the training set. Section (a) shows a section where the core interpretation consists of B1 sand at its base, followed by argillaceous sandstone (facies F), B1 sand again, and then C1 sand on top of this. The neural network predictions indicate the whole interval to be sandy. The activation levels show that the network estimates this interval to be mostly lithofacies 2, with small amounts of lithofacies 1, 3, and 4. The repaired column simplifies this so that the whole section is lithofacies 2. Although the porosity is high, the permeability is variable ranging from 5 to 100md (approximately) with most in the 20-50md range representing the moderate-poor sorting and weak cement in this interval. These permeability values fall into the typical range of BF and CF facies, and lithofacies 2 (see Figure 3.10). Therefore the predictions are perfectly reasonable even though they do not match the ‘real’ lithofacies column.
Figure 4.8 Section from well 23/21-T8. Log headers and sedimentary facies symbols can be found in the notations and conventions section preceding Chapter I. See text for picture explanation.
Figure 4.9 Section from well 23/21-T5. Log headers and sedimentary facies symbols can be found in the notations and conventions section preceding Chapter 1. See text for picture explanation.
### Figure 4.10 Section from well 23/21-T5

Log headers and sedimentary facies symbols can be found in the notations and conventions section preceding Chapter 1. See text for picture explanation.
Figure 4.10 (b) shows a section with B1 sands at its base that grades into sandstone with cement, and then into siltstone and claystone. The neural network predictions show lithofacies 1 and then 2 above this, and then lithofacies 3 a more heterogeneous and argillaceous rock on the top. A porosity or permeability profile based on these lithofacies predictions would result in a section showing reduced porosity and permeability upwards. This is exactly what is present. The interval of lithofacies 4 (i) above the fining upwards sequence corresponds to facies F in the sedimentary log. Facies F here has a very low porosity, and so the network estimate here is also reasonable.

Figure 4.11 is a section from well 23/21-T3. The majority of this section was contained in the training set (indicated by the black bar in track 5). Up until now suspicion has been drawn upon evaluation the networks performance from sections that were used for training. They generally tend to be predicted very well (probably the most likely reason why the confusion matrices of wells 23/21-T3 and T5 indicated higher overall hit-rates than well 23/21-T8). This is because this data actually defined the exact place where the neural network places its decision line, and therefore this is partly to be expected. However this section shows data that was contained in the training set, but where the neural network has predicted different lithofacies to the 'real' core defined lithofacies. In Figure 4.11 (a, i) the neural network has predicted lithofacies 1, good quality sand, and it can be seen that there is a high porosity and permeability (most core values are above 100md), so the prediction is correct. Below this although the facies was described as B1 and CB, the B1 sands contain large claystone clasts. These result in a lower and more variable porosity, and a much lower permeability. The neural network predicts lithofacies 3. Clearly this is a reasonable estimate of the lithofacies type. Above the good sand at the interval labelled (ii) the B1 sand is described as having a slumped top. This along with the C2 shaly bed means that the neural network has predicted lithofacies 3. The porosity and permeability values are all very high, suggesting that it should in fact be lithofacies 1 that is predicted. However these measurements were taken from very small core plugs and clearly from the more sandy parts (i.e. not in the shaly bed labelled C2). The neural network predictions are from the logs that are reading the 'bulk' rock signature (albeit with some smoothing). Therefore the predictions suggest more complexity in the rocks than is seen by the 'real' lithofacies column and the porosity and permeability values. This complexity is observed in the sedimentary log.
Figure 4.11 (b) shows lithofacies 5 predicted when the core defined lithofacies is 4. However this represents the very shaly bed within the facies F interval in the core. Since this is probably close to one of the most shaly intervals expected to be found (illustrated by the gamma ray and neutron logs as well as the sedimentary log), the network prediction seems reasonable.

These two last sections show that even though intervals that are contained in the training set are generally predicted correctly, the network has captured the ‘general’ relationships between the lithofacies and is not overtrained (see Chapter 2 for an explanation of this). If part of the training set does not fit into the general pattern, the network will highlight these sections by predicting a different lithofacies.

The final figure in this section is Figure 4.12 from well 23/21-T3 and not contained in the training set. In section (a) the raw predictions are fairly noisy. The nodes of lithofacies 1, 2, 3 and 4 are all activated to some extent, indicating uncertainty in predictions. In this example the thin-bed repair program does a good job of tidying up the predictions. The repaired column matches the real column, but more importantly also matches the actual core. Where the lower B1 sands represent high quality typical sand they have been assigned to lithofacies 1 (at i). The interval on top of the B1 sands (base of interval labelled ii) has mostly been assigned with facies FBI above. Intervals have been indicated whereby facies FBI appears closer to lithofacies 2 (lithofacies 1 with some slight slumping). However in this case the network has made its judgement and decided that it is most like lithofacies 3. The internal slumping and abundant claystone clasts appear to validate the networks decision. Above this (at iii) the network has predicted the B1 sands correctly, and above these (at iv) lithofacies E (low porosity sand) and F have been predicted as lithofacies 3.

Figure 4.12 (b) shows an interval where the network is uncertain. The activations of all the nodes are very low and consequently the raw lithofacies column shows a thin gap. Unfortunately this detail is lost when the thin-bed repair program tidies up the predictions.

Figure 4.12 (c) shows a section that is similar to that in (a ii) above. The core is described as facies FBI, but here the network has decided that this interval is quite sandy and the heterogeneity is less than in (a, ii) and consequently predicted lithofacies 2. This appears a reasonable estimate, as there appears less clay pseudoclasts than in (a, ii).
Chapter 4: Lithofacies predictions in the Lomond Field

Figure 4.11 Section from well 23/21-T3. Log headers and sedimentary facies symbols can be found in the notations and conventions section preceding Chapter 1. See text for picture explanation.
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Figure 4.12 Section from well 23/21-T3. Log headers and sedimentary facies symbols can be found in the notations and conventions section preceding Chapter 1. See text for picture explanation.
4.4.4 Lithofacies predictions in wells 23/21-T8, T5 and T3 – summary and discussion

The confusion matrices indicated that the network was capable of predicting lithofacies correctly approximately 60% of the time overall. Lithofacies 1, 3 and 5 tended to have success rates of 60-90%. Lithofacies 2 tended to get mixed up with 1 and 3 a lot, and this reduced its hit-rate significantly. Lithofacies 4 did not appear to be predicted correctly at all. However comparison to core indicated that in many places where the neural network did not match the ‘real’ lithofacies column the predictions actually seemed reasonable. The network appeared to have learnt typical properties of each of the different lithofacies. The typical properties (defined by the network) appear as follows. Lithofacies 1 represents high porosity and permeability sandstone deposited from high density turbidity currents or areas that are cemented and have no porosity (this is commonly calcite or dolomite cement). Lithofacies 2 is more heterogeneous than lithofacies 1, the porosity is high but the permeability tends to be lower. This is because the sediments are generally more poorly sorted due to the sandstone having an argillaceous component or because of scattered clay grains or minor shale clasts. Lithofacies 3 represents heterogeneous argillaceous sediments with highly variable porosity and permeability. These commonly contain clay pseudoclasts in a sandy matrix, deformed and claystone laminae or frequent scattered clay grains. Siderite or calcite nodules are also commonly present. Lithofacies 4 appears to represent thin sands, usually with low porosity and permeability occurring within thicker shale units. Sometimes these sands are interpreted as being injected. Although it cannot be suggested that lithofacies 4 is predicted very well overall, in these instances, predictions appear reasonable. The hit-rate suggested in the confusion matrices for this lithofacies could be a lower limit. Lithofacies 5 represents intervals of shale and claystone, bioturbated or laminated. This facies can also represent beds of sand that are totally dominated by claystone clasts, although this is rare. Although lithofacies 1, 2 and 3 do tend to get mixed up, generally where they are predicted the above descriptions hold true.

The viewing of the results adjacent to the core descriptions has also revealed many other features. It was noted that lithofacies 1 was predicted in a number of places where the core was very well cemented. This represents a limitation if these results were to be used to populate any dynamic reservoir model. This is a consequence of some small intervals that were all consistently cemented being assigned to lithofacies 1 in the training set. Since it appears that all totally cemented horizons are predicted as lithofacies 1, and these are easily
identified by the density log, then it would be possible to screen these out using a density and sonic log cut-off, before the results were used in any dynamic model.

The results also illustrated some of the limitations of using the thin-bed repair program. For overview work, quick-look interpretations, correlation of intervals between wells, and bulk upscaling for instance, the repaired column is much more useful; it is smoother and more geologically consistent. However many places were observed where the raw column picked out detail that was lost after the thin-bed repair step was implemented. Thus it is useful to keep the raw predictions (and the activation levels), if detailed interpretation is necessary.

The core results also showed that when predictions are made in intervals used for training the network is not restricted to predicting the 'real' lithofacies that it was trained on. This shows that the network is not overtrained, and that it has found 'typical/general' relationships for each lithofacies.

Many sedimentary facies descriptions in the logs were assigned codes such as FB1. This means that the rocks are facies F. i.e. slump sheets or debris flows, with highly variable porosity and permeability. The B1 notation means that the rocks also show elements of facies B1, for instance maybe the rocks have a fairly high sand content and there are dewatering structures present. Some intervals are described as facies B1F, which is clearly a typical B1 facies that shows elements of facies F (maybe there is some minor slumping for instance). There is a whole spectrum of rocks between a typical B1 and F type facies and the assignation of a facies code is very subjective. Also the facies codes assigned by Cullen (1993a, 1993c, and 1993d) are sedimentary facies codes, and relate to process of deposition not to log values. In Chapter 3 a lithofacies scheme was designed that was partly based on sedimentary facies. Similarities and differences in petrophysical properties and the log values of different facies were also considered. The lithofacies scheme it was hoped could then be used in a 'sedimentary' way – i.e. if the lithofacies were to be used to populate a reservoir model they could be assigned specific 3-dimensional properties. Many of the facies obviously overlap in their properties. What the network has achieved is that it has found the typical properties of the different lithofacies. In the vast majority of cases the network model picks out finer detail that is actually present in the core. It has been shown that some intervals of facies F are much more like typical facies 1 and 2 rather than 3. If they are then the network will predict 1 or 2, not 3. If a section of B1 sands (usually
lithofacies 1) has a slightly lower permeability and it is predicted as lithofacies 2 then this is probably closer to the truth than if the network had predicted lithofacies 1. A variety of sections have been shown that illustrates this. Thus the author believes the overall hit-rate to be much higher than that suggested by the confusion matrices (75%?). The results tend to show sensible results in all wells, and at all levels. These findings are discussed further in the context of other literature in the discussion chapter.

4.5 Lithofacies predictions in well 23/21/T4

4.5.1 Introduction

In Chapter 3 it was recognised that well 23/21-T4 was fundamentally different in its log signatures than other wells. This was found this by studying the shaly section of the Sele Formation (S2 and S3 in Figure 3.3), and plotting histograms of log distributions by well. The sonic log showed a much lower transit time (higher velocity), and the induction log a higher resistivity. Unfortunately the neutron and density logs were not recorded through this section of the Sele Formation. Possible reasons cited for this were: the intervals of interest (the Sele Formation, and the Forties Sandstone Member with it) occurring much deeper in this well than in wells 23/21-T3, T5 and T8; the logs were acquired using LWD (logging whilst drilling), rather than conventional wireline (so logs that read close to the well bore such as the density log would read the true formation rather than the invaded zone (Ellis 2003)); also the density data were uncalibrated due to rotation of the stabiliser (Walsgrove 1996). It was shown that the log properties of different lithofacies in this well overlapped significantly with each other, and for this reason this well was not included in any of the training sets. In this section well 23/21-T4 is studied in more detail. The model is applied to the well and the results assessed in the light of the above information.

4.5.2 Lithofacies predictions

The optimum neural network model was applied to well 23/21-T4, and the results are shown as Figure 4.13. The neutron and density logs were recorded from 13463ft downwards (within the Forties Sandstone Member), so the predictions run from this depth down to the base of the Forties Sandstone Member at 13915ft (taken from Cullen 1993b).
In Figure 4.13 the neutron, density and resistivity logs are shown on the left. The left most lithofacies column is the 'real' core defined lithofacies. The next column (LF.PR) is the raw lithofacies prediction. The first characteristic that one recognises in this column is that there are significant gaps in the predictions, especially towards the base of the section. These are areas where no predictions or mixed predictions have been made. The last five tracks show the activation levels of output nodes 1 to 5, and it can be seen that in many cases more than one node is highly activated at any one depth level (towards the bottom output nodes 3 and 5 are often highly activated together for instance). In all previous well sections shown in this thesis, multiple outputs were left blank in the raw predictions; in these cases the gaps tended to be small. In this well the gaps are significant. For this reason a new column is presented (LF.PRmax) LithoFacies Predicted Raw, from the Maximum activation level. In this column the highest activation of all the outputs is accepted as the predicted lithofacies (usually only if the activation is > 0.5 this results in a prediction). This column is the third lithofacies column. The fourth lithofacies column is the raw predicted lithofacies from the highest activation level after the thin bed repair program had been implemented (with a thin bed having a maximum thickness of 1.5ft as for earlier wells). Core porosity and permeability values are also shown.

At the top the results appear reasonable. At point A the predictions appear to match the 'real' column, and the neural network has made a single prediction. The porosity is moderate and the permeability variable, thus these predictions appear reasonable. At B the network predicted interbedded lithofacies 2 and 3 which again appears reasonable especially in the light of the results of the previous section. However the density log is exceptionally low around point B (as low as 1.95g/cm3). Considering the low gamma-ray the rocks appear sandy, but the resistivity is low-moderate indicating that there is very little gas. The measured core porosity is not exceptionally high either, so the density values appear erroneous when compared to other sections of this well.

At C is one of the few sections where the logs appear to record fairly 'normal' results. There is a small but reasonable neutron-density separation, the gamma-ray is low, and the resistivity is responding to gas. The permeability is in the 20-50md zone which is approximately correct for the predicted lithofacies 2.
However further down at D is where there are significant errors in the predictions. The gaps in the second lithofacies column indicate that the network was having difficult making a decision. The activation levels show that the network is having difficulty choosing between lithofacies 3 and 5. However in most cases lithofacies 5 has the highest output. The gamma ray is low so that conventional log interpretation would indicate that this is not shale. If the predictions were a mix of lithofacies 2 and 3 this would appear reasonable. However the network is clearly wrong as it is mixing up the sandiest and shaliest lithofacies. The reasons

Figure 4.13 Results obtained when the optimum model was applied to well 23/21-T4. See text for more details.
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for this could be due to any of those already mentioned. However, the model was
unavoidably trained on data taken from the gas interval. Thus good sand tended to have a
high resistivity. Therefore poor predictions could be because of low resistivity values.
Around point D in Figure 4.13 as the resistivity is fairly low, indicating a transition or water
zone. However at point E some lithofacies 2 has been predicted in the raw column. The
resistivity is low and approximately the same value as around D. A low resistivity cannot be
singly responsible for the erroneous predictions. Discussion about the dependency of the
model on fluid and its possible limitations are discussed in Section 4.7.

So far poor results have been shown in well 23/21-T4 but the exact cause has not been
established. In order to see if predictions could be improved some of the logs in well 23/21-
T4 were calibrated to logs that were contained in the training set. There are many
procedures that can be followed in order to calibrate log curves: e.g. calibration for depth can
be carried out using a 'hinge technique' whereby the shallowest point in a set of logs is used
as a hinge about which the logs are rotated (e.g. Vaughan et al. 1999), see Figure 4.14. The
degree of rotation of the logs is applied to effectively remove the drift with depth, essentially
aligning responses to a baseline.

![Figure 4.14] Normalising log curves for depth. A greater correction is applied to a log value at depth compared
with the same value further up. Logs are effectively rotated about a 'hinge' towards a base line. Based on the
method described by Vaughan et al. 1999.
Since the exact reason why the log values in well 23/21-T4 are different from other wells was uncertain a very simple calibration procedure was applied. For the sonic and resistivity logs the histograms of the log readings in the shaly interval of the Sele Formation were taken (Figure 3.21) and the median value was calculated. The median was then calculated for well 23/21-T3 (that made up the bulk of the training set). The difference between these two medians was the bulk shift that was then applied to the relevant curve in well 23/21-T4 (see Figure 4.15). As stated already the neutron and density log values in this section of the Sele Formation were not recorded. How can these logs be normalised? An attempt was made to normalise these curves by choosing the most ‘typical’ sandy interval in well 23/21-T4 - for instance the interval approximately at point C in Figure 4.13 (13675-13693ft). This represents data that ‘looks’ most similar to data in other wells. The gamma-ray is low, there is a reasonable neutron-density separation, and the resistivity is at its highest, indicating a response to gas. The neutron and density values in this interval were compared to a similar interval in well 23/21-T3. This interval is shown in Figure 4.16. It was chosen not only because it is in the training set but also because its gamma-ray value is very low, and its resistivity value similar (the same order of magnitude) as the original resistivity curve and the new normalised resistivity curve, thus the gas saturation may be similar. Figure 4.17 shows histograms of the neutron and density log values corresponding to these two intervals. The histograms are revealing in that the neutron responses are very similar. It is the density logs that are different, 23/21-T3 having a lower reading than in 23/21-T4. This appears to correlate with the fact that the density log was uncalibrated when the data were recorded (Walsgrove 1996). The density log was normalised via a single bulk shift as described in Figure 4.17.
Figure 4.15 The top left histogram shows the distribution of sonic log values in the shaly section of the Sele Formation in wells 23/21-T3 (black) and 23/21-T4 (red). Also shown (top right) are the calculated medians of both (91.9 for T4, 105 for 23/21-T3). The difference between these values was the bulk shift applied to the sonic log in well 23/21-T4. The lower histograms show the same relationships but for the resistivity log (the medians are 0.166 for well 23/21-T4 and 0.097 for well 23/21-T3; note that these are the log of the actual median values).

This method is similar to a normalisation procedure used by Vaughan et al. (1999) to normalise for different logging environments and tools. In that case, for cored wells, core photos were used to 'match' similar rock types; for uncored wells the procedure was the same as described here. The neutron log in well 23/21-T4 was not normalised.

Figure 4.16 Section from well 23/21-T3. From the left, gamma-ray, neutron (green) and density (red) and resistivity logs. The sandy interval shown was taken and a similar interval in well 23/21-T4 was normalised to this – see below, Figure 4.17. Each vertical box represents 2ft.
Figure 4.17 Normalisation of the density curve in well 23/21-T4.

(a) The distribution of the density log values for the intervals described in the text and in Figure 4.16. The discrepancy of the density readings, compared with the neutron readings (b) could be because the density log was uncalibrated.

(b) The distribution of neutron log values for the same intervals as in (a).

(c) The normalisation of the density log. The median value in well 23/21-T4 is 2.39, in well 23/21-T3 2.26. The difference is the bulk shift that was applied to the density log in well 23/21-T4.

Other logs required for input into the neural network model are a total porosity curve and a neutron-density separation curve. A new neutron-density separation curve was calculated using the new normalised density (see Appendix I for the methodology). The total porosity curve was left the same, rather than being recalculated from the new normalised density log. This was because initially fluid density values (needed to calculate porosity – see Appendix I) were taken from Walsgrove (1996). When estimating porosity Walsgrove divided the well up into three zones based on the density log, and correlated these data to core plug values. Thus if this procedure was done with the new normalised density log the fluid density would change and the resulting total porosity would be the same as before. It should be noted though that this does produce a dilemma; if well 23/21-T4 was uncored then how would the total porosity be estimated? A fluid value would have to be determined by the petrophysicist based on an estimation of the hydrocarbon type and density (that may be based on information from other wells). In the case of Lomond in all uncored wells the same
values were chosen for all wells. The density log in well 23/21-T4 though would have read the true formation resistivity rather than the invaded zone (because it was collected via LWD), so the filtrate values of other wells would be incorrect. Therefore the original total porosity curve will be used for analysis. It should be understood however that if core was unavailable then the density curve could not be correlated with core plug porosity values to estimate the fluid density. Since it is known the density data was uncalibrated then the actual estimation of a fluid value would be very difficult and might provide a serious limitation to the calculation of porosity. In the case of predicting lithofacies from the logs it may well be that any model would need to exclude the density and porosity logs as inputs.

Figure 4.18 shows the results in well 23/21-T4 when the neural network was applied to the original gamma-ray, neutron and total porosity curves, and normalised density, sonic and resistivity curves. The layout of Figure 4.18 is the same as for Figure 4.13. The first lithofacies column is the 'real' core defined lithofacies. The second (LF_PRn) is the raw lithofacies predictions from the normalised data. The third (LF_PRmaxn) is the same but with the maximum activated node taken as the predicted lithofacies. The final column LF_PRmaxnR is the third column but after the thin bed repair program had been implemented.

One can see immediately that the normalisation of the density log has meant that the neutron density separation is much greater, indicating a much more sandy interval overall. This corresponds with the gamma-ray that is generally low throughout. It can be seen that the raw column has much fewer gaps than in Figure 4.13. This means that there are fewer multiple outputs and fewer 'none' outputs. Clearly the normalisation procedure must have brought some of the data into the hypothesis space defined by the network. There is less ambiguity in the results. The top part of the section is similar to before – the results are reasonable with mostly lithofacies 3 predicted. At A some thin beds of sand are predicted that correspond approximately with the real lithofacies. At B lithofacies 2 predictions now correspond with a high permeability zone, and the interval around C appears closer to the 'real' core than the previous predictions; now the network predicts mostly lithofacies 2 (rather than 3 and 5).
Also at F some lithofacies 1 is predicted (before this was lithofacies 4 and 5) which corresponds to a high permeability zone. There are though still problems at E where mud is predicted in an area of low gamma ray, and the real core indicates the rocks to be sandy. Potential reasons for this were discussed and the exact reasons for the ambiguity were not resolved. Using a simple procedure it was possible to highlight well 23/21-T4 as being different from other wells before generating any training sets. This was clearly a very important step in the procedure as it highlighted the well for special treatment, and indicated
that it should not be included in the training set. (that would have lead to a neural network model that would not train and would have provided misleading results). It was also shown that a well over which a neural network model is run, that does not fit into the ‘model’ very well can be identified by measuring the ambiguity in the results – i.e. the number of instances where multiple predictions and no predictions are made. When this occurs a normalisation procedure may be required to align that well data with training data, on which the model was defined. In the example presented a bulk shift was applied to some of the input log curves. When this new data was applied to the model the results did appear to improve. Earlier wells that were logged in the same way and at similar depth levels had good results, which were proved when compared to the actual core. This highlights the fact that neural network models cannot be applied at will to numerous wells, without some procedure in place to check data quality and compatibility. The limitation in using neural network models may not be the training of the network but more practical elements such as the tool type or the well depth.

4.6 Lithofacies predictions in other wells

4.6.1 Introduction

As described in Chapter 3, there are more wells in the Lomond Field that were available for study. Wells 23/21-T1 and T2 had core cut in them but unfortunately no detailed facies descriptions were available. However porosity and permeability core plug values were available. Wells 23/21-T6, T9 and T10 did not have core cut. Clearly it is difficult to accurately assess predictions in these wells and for this reason only a small portion of this chapter is dedicated to them. However, it is possible to make some general comments on the predictions, which are presented below. Wells 23/21-T1 and T6 are also discussed further in Section 4.7.

4.6.2 Predictions in wells 23/21-T1, T2, T6, T9 and T10

The shaly section of the Sele Formation was identified in all these wells, and histograms of the logs in this interval created. These were compared to the histograms of wells 23/21-T3 and T5 that contributed most to the training set. It was found that all the log signatures of wells 23/21-T1 and T2 showed similar distributions to wells 23/21-T3 and T5. However as for well 23/21-T4 the sonic and resistivity logs of wells 23/21-T6, T9, and T10 showed
significant deviation. In the case of well 23/21-T6 this could be because this well occurred deeper than the training wells (the Top Sele is approximately 400 ft deeper than 23/21-T3 and T5), however the density log does not show any deviation. Well 23/21-T9 occurs at a similar depth to the training wells, but 23/21-T10 is approximately 300 ft shallower. The deviation in these wells could be due to tool type. Both 23/21-T9 and T10 (the most recently drilled wells) use DT4P (compressional wave from P and S wave sonic tool) and AHT90 (array induction tool) rather than the conventional DT and ILD, as in the older wells. The optimum model was run on the raw data in all these wells; the results can be found in Appendix 5.

Despite the above comments wells 23/21-T9 and T10 appear to show good results. There are very few mixed and ‘none’ outputs and the main reservoir intervals are predicted successfully as lithofacies 1. Non-reservoir intervals with the highest gamma-ray values are predicted as lithofacies 5 with some thin horizons of lithofacies 4. Areas with intermediate sand/shale signatures and rapidly changing logs are predicted as lithofacies 3.

Wells 23/21-T1 and T2 to a certain extent show similar results. The main reservoir intervals appear in the correct place. What is noticeable (especially in 23/21-T1) is that the amount of lithofacies 2 increases and lithofacies 1 decreases towards the base of the reservoir interval, where the resistivity log is lower. This could be due to reduction in gas saturation and therefore the resistivity log value with depth. Towards the base of the Forties Sandstone Member lithofacies 4 is predicted, interbedded with lithofacies 5.

Most noticeable of the predictions in well 23/21-T6 is that most of the main reservoir interval is predicted as lithofacies 2. It can be questioned whether this is correct as the majority of the other wells’ reservoir intervals are made up of lithofacies 1. The reasons for these predictions are discussed further in the next section.

4.7 The dependence of the neural network model on reservoir fluid

4.7.1 Introduction

This section attempts to answer the question: ‘which logs in the neural network model contribute most to the final outcome?’ This question can be difficult to answer exactly, and is why some potential users of neural networks for log analysis prefer to use other methods.
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The next subsection illustrates a number of methods that can be utilised to answer this question. It will be shown that the network is very dependent on the resistivity log, and consequently on the gas saturation in the rocks. This is because the majority of the training data was drawn from the gas legs of the various wells used (this is where the core was cut). Therefore a serious limitation of using the model is that it may not work very well in water zones or transition zones. These sections make up important parts of any geological model.

Bhatt & Helle (2002b) illustrate how a neural network model can be trained to predict lithofacies irrespective of fluid type when sufficient training data (i.e. core) is available from all fluid zones. Core is always cut in the reservoir interval but then generally only in the hydrocarbon zone. Assessment of the model dependence on the resistivity log is followed up by the training of a new model without this log (although other logs are affected by fluid type, the resistivity is by far the most affected log). An attempt is then made to improve performance by standardising all input logs to a single fluid type. Discussion of the method used and results from this analysis are also contained within this section.

4.7.2 Methods for assessing the dependence of the model on various well logs

Since it is the weights on the connections between various nodes in the network that actually describe the decision surfaces and therefore the output from the network it is these that one should turn to assess the dependence of a model on various input logs. Wong et al. (1995b) modified the presentation of so called weight-visualisation curves (previously described by Bischof et al. (1992)). Essentially they explain how the weight values can be used to calculate the average contribution of a node in a layer to a specific node in the next layer:

\[ P_{ij} = \left( \sum_{k=1}^{n} \left| W_{jk} \right| \right) \cdot 100\% \]  

(4.1)

Where \( P_{ij} \) is the contribution of a node \( i \) in a layer to a node \( j \) in the next layer. \( W \) is the weight on the connection, and \( n \) is the number of nodes in the first layer.

Since weight values can be negative the absolute values of the weights are used. The resulting value can be multiplied by 100 if the contribution is required as a percentage. A
similar expression can be used to measure the average contribution of a specific node in a layer to the next layer:

\[ A_i = \sum_{j=1}^{n_2} |W_{ij}| \sum_{k=1}^{n_1} \sum_{j=1}^{n_2} |W_{kj}| \times 100\% \] (4.2)

Where \( A_i \) is the contribution of a specific node in a layer to the whole of the next layer; \( n_1 \) and \( n_2 \) are the number of nodes in the first and second layer respectively (including bias).

Further explanation can be found in Figure 4.19. By combining these equations it is possible to calculate the contribution of a single output node to the output layer. Firstly using equation 4.1, it is possible to calculate the contribution of a single input node to each of the nodes in the hidden layer. Then using equation 4.2 the average contribution of each hidden node to the output layer is calculated. For each node in the hidden layer the contribution of the input node (to a hidden node) is multiplied by the contribution of that hidden node to the output layer. These values are then summed over all of the hidden nodes. Wong et al. (1995b) used this type of measurement during training. If an input variable was found to contribute very little to a model then it was dropped, before retraining. This method is used to assess the final model. The first column in Table 4.7 shows the percentage contribution calculated for each input variable as described for the optimum network (1 hidden layer with 11 nodes).
Figure 4.19 Calculating the contribution of input nodes (variables) to the output layer. The diagram shown illustrates a conventional backpropagation network, with the bias terms drawn in (see Chapter 2). The contribution of input variable 1 to node 2 in the hidden layer is simply $A / (A+B+C)$. The contribution of node 2 in the hidden layer to the output layer is $(D+E+F) / \text{(sum of all weights connecting the hidden layer to the output layer, including bias)}$. These equations can be combined as discussed in the text so that the contribution of an input variable to the output layer can be calculated.

<table>
<thead>
<tr>
<th>Input variable</th>
<th>% contribution to final output (calculations illustrated in Wong et al 1995b)</th>
<th>% contribution to final output (simplified method, described in text)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIAS from input layer</td>
<td>7.9</td>
<td>7.7</td>
</tr>
<tr>
<td>GR</td>
<td>12.1</td>
<td>14.8</td>
</tr>
<tr>
<td>DT</td>
<td>12.8</td>
<td>11.2</td>
</tr>
<tr>
<td>NPHI</td>
<td>10.7</td>
<td>11.8</td>
</tr>
<tr>
<td>RHOB</td>
<td>11.7</td>
<td>13.6</td>
</tr>
<tr>
<td>NDSEP</td>
<td>10.2</td>
<td>11.3</td>
</tr>
<tr>
<td>PORLOGT</td>
<td>10.2</td>
<td>13.3</td>
</tr>
<tr>
<td>LN (ILD)</td>
<td>16.2</td>
<td>16.3</td>
</tr>
<tr>
<td>BIAS from hidden layer</td>
<td>8.2</td>
<td>n/a</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 4.7 Percentage contributions of input variables to the network output - calculated from the two methods described in the text. All log symbols can be found in the notations and conventions section preceding Chapter 1.
Another approximate method for assessing the contribution of an input variable to the output is to sum the absolute values of the weights from that input variable. By doing this for all input variables it is possible to calculate each sum as a percentage of all weights from the input layer. Effectively this ignores all weights, except those from the input layer. The second column in Table 4.7 shows the percentage calculated this way.

It can be seen that each log contributes a similar amount – between 10 and 17%. The order of importance is not the same for both methods but in general the amounts are similar. An important conclusion can be drawn from this – that it is the weights from the input variables that are most influential in the outcome, and, that assessing the weights from the input layer only (a much simpler task especially for large networks) can provide a good approximate measure of the contribution to the final result of different variables (this method will be used further in Chapters 5 and 6).

The results also indicate that the most influential input variable is the resistivity log. In Chapter 3 many different networks were trained with different numbers of hidden layers and nodes etc. The author can report (although this is not illustrated) that all trained networks reported the resistivity log as being the highest contributor to the output (using the second, simpler method above). But Table 4.7 only suggests that the resistivity log was a slightly higher contributor than the other logs. So is there evidence in the actual results for high dependency on the resistivity log? Figures 4.20 and 4.21 show cross-plots of various logs (for wells 23/21-T3 and T8 respectively). The data are colour-coded by predicted lithofacies type. These indicate networks decision surface in a two-dimensional cross-section of the 7 dimensional log space that the network was working in.

In Figure 4.20 specific groups of defined lithofacies can be seen. Lithofacies 1 (yellow) can be seen to have a low gamma ray and density, and high resistivity. Lithofacies 5 by contrast has a high gamma-ray, density and neutron, and a much lower resistivity. The position of lithofacies 1 on the neutron-density plot indicates the area where sand with gas normally plots, obviously indicated by the resistivity log too. What it is also possible to see are points that have a low neutron and high density and velocity, that represent cemented zones. These are the zones that were discussed earlier that would need to be screened out before entry into any geological model (this would be simple, as these data do not overlap with any other lithofacies).
This figure also shows that the resistivity log has quite a lot of discriminatory power in its one single dimension. Figure 4.21 shows the same relationships but for well 23/21-T8. The neutron-density plot (b) shows a much greater overlap between the lithofacies than for well 23/21-T3. The resistivity-gamma-ray plot showed the resistivity to have a good degree of discriminatory power. It can be noted that these plots show some slightly unexpected results. There are some lithofacies 5 data (green) that are predicted as having a very low density and gamma ray. These actually represent bed boundaries as shown, so are not 'typical' lithofacies. So it has been shown that the resistivity log is consistently a good discriminator but is it possible to find some predictions by the network that are thought to be wrong because the resistivity log is not high enough? Figure 4.22 shows the lower part of well 23/21-T5. The sand beds at the top of the section have a very high resistivity indicating gas, and these are predicted correctly as lithofacies 1.
Figure 4.22 Transition zone in well 23/21-T5. Good sands at A have a high permeability and are predicted correctly as lithofacies 1. Further down at B and D where the resistivity is slightly lower lithofacies 2 is predicted. At D though, the permeability is high. At C the resistivity is higher than at B and D and lithofacies 1 is predicted. See the notations and conventions section for log acronyms and colours.

Figure 4.23 Transition zone in well 23/21-T1. Good sands at A have a high permeability and are predicted correctly as lithofacies 1. Further down at B the resistivity is lower and lithofacies 2 is predicted. At B the permeability is lower so again this could be a 'correct' prediction. See the notations and conventions section for log acronyms and colours.
Figure 4.21 Crossplots of various logs, that are colour codes by the predicted lithofacies type for well 23/21-T8: lithofacies 1 (yellow); lithofacies 2 (red); lithofacies 3 (brown/maroon); lithofacies 4 (purple); lithofacies 5 (green). These show the definition of the decision line created by the network. Some lithofacies 5 data that have unusually low gamma-ray and density values represent edge effects, as shown (green flag are data circled in (a), red flag are data circled in (b)). The resistivity log can again be seen to have high discriminatory power.

Towards the base of the section the resistivity decreases rapidly. Sands at the bottom have been predicted mostly as lithofacies 2 – is this simply because of decreasing saturation? It could be. However part of this section was shown before (Figure 4.10) when it was compared to core. It was shown how the sands are slightly more heterogeneous towards the base. It is clear that there is a lot more variation in the permeability of the sands towards the base than towards the top. Figure 4.23 shows a section from well 23/21-T1. Although this well contained core, full sedimentary descriptions were not available, so no ‘real’ column is defined. However core porosity and permeability values are shown. Again towards the top of the section there is a very high resistivity, indicating gas (at A), with high permeability. Towards the middle of the section (at B) the resistivity has dropped dramatically and some lithofacies 2 is predicted (although it is surrounded by lithofacies 1). Is this because of the low resistivity? The permeability is much lower at B so it may well be that that the rocks are poorer quality sand so they should be lithofacies 2.
Figure 4.24 shows a section from well 23/21-T6. No core was cut in this well. Virtually all of the sands in the reservoir interval are predicted as lithofacies 2. The resistivity log is generally lower throughout this interval than in the reservoir intervals of other wells. It is not possible to tell if the sand is of poorer quality than ‘usual’ lithofacies 1; but what can be established is the fact that lithofacies 2 makes up most of the reservoir interval and the resistivity is lower than in other reservoir sections. Although this well is deeper than the training wells, normalising for depth would act to decrease the resistivity value, (and increase the sonic transit time) – this procedure does not allow lithofacies 1 to be predicted in this interval.

![Figure 4.24 Transition zone in well 23/21-T6. Most of the reservoir interval is predicted as lithofacies 2. The resistivity is lower than reservoir sections in other wells. See the notations and conventions section for log acronyms and colours.](image)

Figure 4.25 shows a small interval from well 23/21-T8. At A the resistivity decreases and lithofacies 2 is predicted rather than lithofacies 1. All other logs have similar values to the lithofacies 1 bed below (including the total porosity and sonic log which are not shown).
The reservoir quality is similar to the bed below (although the permeability is very slightly lower). The resistivity decreases over about 10 ft so this is well within the resolution of the tool. The resistivity log therefore appears to be responding to this slight permeability change.

![Table and diagram](image)

**Figure 4.25** Section from well 23/21-T8. See text for details and the notations and conventions section for log acronyms and colours.

It has been established that the resistivity log appears to be very important in lithofacies discrimination and it commonly appears to respond to the reservoir quality of the rocks. The resistivity log responds to hydrocarbon so it could be that two rocks at the same height above the free water level i.e. in the gas zone, one with a high permeability, and one with a low permeability may have different resistivity responses indicating different gas saturations. The lower permeability could be an indication of a higher capillary entry pressure and so this rock would have been charged less with gas. This relationship has not been proved, however results have been presented that show this could be true indicating that the neural network will give good rock discrimination but only in the gas zone. Outside of the gas zone this relationship will probably break down. Unfortunately this has proved difficult to establish in the Lomond data set. What is required is an interval that is definitely below the free water level. If it were established that some rocks that were definitely lithofacies I were being consistently predicted wrong this would help prove this relationship. In this case the figures
presented occur in transition zones and the rocks are of variable quality, so it is not possible to be absolutely sure that the predictions are not true. In order to establish the real value of using the resistivity log the next section illustrates results from when a new neural network was trained on exactly the same data as before but without the resistivity log.

4.7.3 Training without the resistivity log

A number of neural networks were trained on exactly the same data (and validation set) as for the optimum network. Three fixed networks were trained each with 11 hidden nodes in one hidden layer. Three pruned networks were also trained that started with 14 hidden nodes in 1 hidden layer. These topologies represent the same as those used in Chapter 3. Although there is now one less dimension it was decided to use these topologies as it was known that the size would definitely be adequate to solve the problem. They could be slightly too large but any overtraining should be eliminated by the use of the validation set. Connections in the pruned networks were pruned if they stayed below 0.03 for at least 10,000 iterations. The results from the training of these networks are found in Table 4.8.

<table>
<thead>
<tr>
<th>Trial</th>
<th>Ordinary 1-layer 11-node network</th>
<th>Pruned 1-layer 14-node network</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>43.44</td>
<td>44.26</td>
</tr>
<tr>
<td>2</td>
<td>38.52</td>
<td>33.61</td>
</tr>
<tr>
<td>3</td>
<td>47.54</td>
<td>45.08</td>
</tr>
</tbody>
</table>

Table 4.8 Results from training ordinary and pruned networks without the resistivity log. The numbers all represent the % hit-rate over the validation set. This is the same validation set that was used to train the optimum network in Chapter 3.

The highest percentage achieved for a network that is trained without the resistivity log is approximately 48%. This is considerably lower than the equivalent result for the optimum network that was trained with the resistivity log (68.85%). Indeed most of the previous networks that were trained (with different numbers of nodes etc.) managed to achieve hit-rates of above 55% and many above 60%. This therefore suggests that the resistivity log is indeed very important in discriminating the different lithofacies. The best performing network in Table 4.8 (trial 3, ordinary network) was applied to wells 23/21-T3, T5 and T8,
and the results are shown in the first column in Table 4.9. In this column the results are displayed in the usual way – an activation of greater than 0.5 from any output node is interpreted as a prediction. The percentage correct can be seen to be far lower than the values seen in the second column (from the previous optimum network that was trained with the resistivity log). It is also clear that the percentage where no prediction was made (i.e. all activations were less then 0.5) is very large. This indicates that there is a lot of uncertainty in the output from the network. When the highest activated output node is taken as a prediction then the hit-rate increases. However in each of the three wells it is still considerably lower then the hit-rate from the previous optimum network (centre column). It can be concluded that training without the resistivity log does indeed decrease the prediction capability of the neural network; and, since in many cases activations are low there is more uncertainty in the results.

Figure 4.26 shows predictions from the best network from Table 4.8 applied to wells 23/21-T3, T5 and T8. It can be seen that a consequence of training without the resistivity log is that the network finds it very difficult to separate lithofacies 1 and 2 from each other. In well

<table>
<thead>
<tr>
<th>Trial</th>
<th>Best network with normal threshold of 0.5</th>
<th>Comparable result from the optimum network that was trained with the resistivity log</th>
<th>Best network with highest activation taken as prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>23/21-T3</td>
<td>Correct</td>
<td>39.1</td>
<td>74.9</td>
</tr>
<tr>
<td></td>
<td>No prediction</td>
<td>32.1</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Mixed prediction</td>
<td>1.0</td>
<td>4.5</td>
</tr>
<tr>
<td>23/21-T5</td>
<td>Correct</td>
<td>51.1</td>
<td>70.1</td>
</tr>
<tr>
<td></td>
<td>No prediction</td>
<td>14.2</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td>Mixed prediction</td>
<td>1.1</td>
<td>0.5</td>
</tr>
<tr>
<td>23/21-T8</td>
<td>Correct</td>
<td>26.6</td>
<td>56.9</td>
</tr>
<tr>
<td></td>
<td>No prediction</td>
<td>20.6</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>Mixed prediction</td>
<td>1.6</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Table 4.9 Results from the best performing network in Table 4.8 when it was applied to wells 23/21-T3, T5 and T8. All numbers shown are percentages. The first column shows the results if a prediction is taken as representing activation of an output node above 0.5 (the most common way). The second column shows the comparable results from when the previous optimum network that was trained with the resistivity log and was applied to these wells. The third column shows the results of the same network as for the first column but if the highest activation of all the output nodes is taken as the prediction.
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23/21-T3 (top) the permeability is variable, but even when it is very high (as in well 23/21-T5, centre) there is still some mix up.

Figure 4.26 Sections from wells 23/21-T3, T5 and T8. The first lithofacies column is the ‘real’ core defined lithofacies, the second the raw predictions from the network trained with no resistivity log (LF_PRa) with the highest activation taken as the prediction, and the third the predictions from the previous optimum network, trained with the resistivity log (LF_PR). The activation level curves (ACT_1a-ACT_5a) represent the activation levels corresponding to the centre lithofacies column.
Therefore it is clear that if the original model that had the resistivity log included as an input was applied to transition zones or water intervals then the predictions would probably be poor. The influence of the resistivity has only been investigated here, but in fact many logs are influenced by gas such as the neutron and density logs which may also read differently in water zones. In the next section a method is proposed to overcome this.

4.7.4 Correcting for fluid

It was recognised that the neural network model works well in the gas zone, but a model is needed that will work well in all intervals, without the requirement for training data from water zones, as this is unavailable in many oil and gas fields. If any model is to work then the logs must give a true reading of the rock type rather than just the fluid. All logs must be standardised to a single-fluid type – effectively the reservoir is filled with all gas or all water for instance. In this study well-known empirical equations that relate various log readings to porosity, and thus fluid volumes, are used to correct logs to a single fluid type.

The sonic, density and neutron are affected by reservoir fluid. Their log values depend on the water saturation of the invaded zone ($S_{xo}$) as these tools read adjacent to the borehole wall. There exists no shallow resistivity curve in any of the key Lomond wells (e.g. 23/21-T3, T5 and T8) therefore no direct measurement can be made of $S_{xo}$. However if the reservoir is to be filled with all gas or all water (with absolutely no invasion by the mud filtrate whatsoever) $S_{xo}$ will simply be either 0 or 1. The following represents a brief summary of the equations and methodology used to recalculate the sonic, density and neutron logs for a ‘full gas’ reservoir. It was decided to correct to a full gas reservoir rather than a full water reservoir, as this should create a much greater spread of log data with potentially less overlap between facies. A much more detailed description of the method including the various parameters used and any assumptions made can be found in Appendix 3.

The Wyllie time average equation (Wyllie et al. 1956) relates the sonic log value to the rock porosity, and the transit time of the fluid and matrix (Equation 4.3).

$$\Delta t = \phi \Delta t_f + (1 - \phi) \Delta t_{mat}$$  (4.3)
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Where:

\( \Delta t \) = sonic log value;

\( \Delta t_{fl} \) = travel time in invaded zone fluid (mud filtrate, residual water and gas);

\( \Delta t_{mat} \) = travel time in matrix;

\( \phi \) = porosity.

This equation can incorporate a shale correction:

\[
\Delta t = \phi \cdot \Delta t_{fl} + V_{sh} \left( \Delta t_{sh} \right) + \left( 1 - V_{sh} - \phi \right) \Delta t_{mat}
\]  (4.4)

Where:

\( V_{sh} \) = shale volume from gamma ray;

\( \Delta t_{sh} \) = sonic transit time in shale.

The above Wyllie time average equation was used to find the average sonic values for fluid and matrix respectively via a cross-plot of sonic values against core porosities corrected to reservoir conditions (this was done both for the gas and water zones separately). Values were only plotted if shale content was less than 10% (in order to get a clean matrix point). Using the transit times for matrix and fluid and an estimation of the sonic transit time in shale, porosity was calculated from the sonic log using the above equation but re-arranged:

\[
\phi = \frac{\Delta t - \Delta t_{mat} + V_{sh} \left( \Delta t_{mat} - \Delta t_{sh} \right)}{\Delta t_{fl} - \Delta t_{mat}}
\]  (4.5)

By using the calculated parameters it is possible to back-calculate the sonic transit time for an all gas reservoir, using equation 4.5. This involves substituting the fluid transit time by the equivalent value for gas.

The following equation can be used to calculate the effective porosity from the density log:

\[
\phi_e = \frac{\rho_{mat} - \rho_b - V_{sh} \left( \rho_{mat} - \rho_{sh} \right)}{\rho_{mat} - \rho_{f} S_{xo} - \rho_{hc} \left( 1 - S_{xo} \right)}
\]  (4.6)

Where:

\( \phi_e \) = effective porosity;
\( V_{sh} \) = shale volume from gamma ray;
\( S_{xo} \) = water saturation in the invaded zone;
\( \rho_{mat} \) = matrix density;
\( \rho_{hc} \) = hydrocarbon density;
\( \rho_{mf} \) = mud filtrate density;
\( \rho_{b} \) = bulk density;
\( \rho_{sh} \) = average shale density.

The above equation can be simplified to:

\[
\phi_{e} = \frac{\rho_{mat} - \rho_{b} - V_{sh}(\rho_{mat} - \rho_{sh})}{\rho_{mat} - \rho_{mf}}
\] (4.7)

Where:

\( \rho_{mf} \) = density of the fluid in the invaded zone.

Effective porosity from the density log was calculated using parameters from Walsgrove (1996). These were determined from a cross-plot of density log values and core porosity values (which provide the fluid and matrix densities). This was carried out separately for the gas and water zones. The equation for calculating a new density curve with a standard fluid type becomes:

\[
\rho_{b} = \rho_{mat} - \phi_{e}(\rho_{mat} - \rho_{mf}) - V_{sh}(\rho_{mat} - \rho_{sh})
\] (4.8)

A shale density was estimated and a new density curve calculated for an all gas reservoir by replacing the fluid density value by the equivalent gas density.

The neutron log is affected by all hydrogen in the formation. It is therefore affected by water, oil, gas, mud filtrate and shale (that contains clay, which consists of hydrogen in the crystal lattice or as bound water). Relevant equations that describe the neutron tool’s response to a formation are:

\[
\phi_{N} = \phi_{e} [HI_{mf} \cdot S_{xo} + HI_{hc} (1 - S_{xo})]
\] (4.9)

\[
\phi_{N} = \phi + V_{sh} \phi_{N_{shale}}
\] (4.10)
From Gruping (1999) and Schlumberger (1972) respectively, where:

\[ \phi_N = \text{porosity as read by the neutron log (for pure water in the second equation)}; \]
\[ S_{wd} = \text{water saturation in the invaded zone}; \]
\[ HI_{mf} = \text{hydrogen index of the fluid (mud filtrate, gas and residual water)}; \]
\[ HI_{hc} = \text{hydrogen index of the hydrocarbon}; \]
\[ \phi_{N_{shale}} = \text{the neutron reading when } V_{sh} \text{ is equal to 1}. \]

These equations essentially state that the neutron response is made up of the hydrogen index of the mud filtrate multiplied by the volume of this material, summed with the volume of shale multiplied by the hydrogen index of shale, summed with the hydrogen index of the hydrocarbon multiplied by the volume of hydrocarbon. This is valid for limestone formations as the hydrogen index of limestone is zero (Rider 1996). As the matrix is sandstone any neutron readings must be corrected. The HI of quartz is 0.01 (from Rider (1996), after Serra (1979)). Therefore the above equations can be re-written to express the mud filtrate, gas and residual water as ‘fluid’, and for a quartz matrix:

\[ \phi_N = 0.01 V_{mat} + \phi_f HI_f + V_{sh} HI_{shale} \]  \hspace{1cm} (4.11)

Where:

\[ HI_f = \text{hydrogen index of the fluid}. \]

In general when gas is present the hydrogen content per unit volume is lower than in water. Accordingly the neutron log, calibrated for water filled formations reads porosities that are too low. The reduction in neutron porosity is substantially greater than would be expected if the hydrogen content alone is taken into consideration. This is because for an equivalent water filled formation (of equal hydrogen content), there will be more solids per unit volume of formation - and the solids contribute to the slowing down of neutrons (Schlumberger, 1972). This is known as the ‘excavation effect’. If it is assumed that close to the borehole wall (where the neutron log reads) there is little gas (argued by the fact that the density of the fluid adjacent to the borehole wall is close to that expected for oil based mud), then the HI of the ‘fluid’ can be estimated from the above equation. For clean formations the \( V_{sh} \) part of the equation drops to zero. Therefore the above equation can be rearranged so that:

\[ \phi_N - 0.01 = \phi_f \left( HI_f - 0.01 \right) \]  \hspace{1cm} (4.12)
Thus a cross-plot of (neutron-0.01) against effective porosity (which will approximate the core measured total porosity in very clean formations) reveals the hydrogen index of the fluid. The hydrogen index of shale was estimated from a common neutron-density plot. Therefore it is possible to estimate porosity from the neutron tool, and once this has been calculated substitute the hydrogen index of the fluid by a value representing gas so that the neutron tool response can be estimated for a gas filled reservoir.

The resistivity log was not recalculated for a gas-filled reservoir. The Archie equation relates resistivity values to hydrocarbon saturation via porosity. However if the resistivity log was recalculated using the Archie equation this would simply equate to a rescaling of the density log in resistivity units (if density had been used to evaluate porosity). For this reason the resistivity log will be left out in any subsequent analysis that is undertaken. Further explanation of the fluid substitution procedure can be found in Appendix 3. Figure 4.27 shows the result of applying the above equations to the sonic, neutron and density log. The lower part of the diagram represents the transition zone in well 23/21-T5 while the top part is in the gas zone. It can be seen that the new ‘all gas’ logs read approximately the same for similar lithofacies types (notably the sands) despite their position in the reservoir.

Figure 4.27 The result of standardising for fluid - the sonic, density and neutron logs. Track 3 shows sonic logs. Green is the original log, and red the new log for the gas filled reservoir. Since gas has such an extremely high transit time the new log is much more sensitive to porosity changes than the original sonic log that was mostly reading invaded fluid. It is shown (at A) that the sonic log is working as expected as in this interval it is very shaly, and therefore there is no effective porosity, and little or no gas saturation, thus the original and new curves approach each other. Track 4 shows the original neutron and density, track 5 the new neutron and density logs. There is a much greater neutron density separation for the all gas logs than for the original logs. The lower section represents the transition zone in this well (note the resistivity is lower). All the new logs in the transition zone approximate their gas zone contemporaries.
4.7.5 Neural network analysis with 'gas-based' logs

A new neural network model was created and trained on the new logs that had been standardised for gas. The resistivity was excluded, but the original gamma-ray log was used as this should not be affected by gas saturation. Also a new neutron-density separation log was calculated (see Appendix 1) and total porosity log. The total porosity log was found to be the same as the original log (as expected). Therefore since the same inputs that were used in the previous analysis (that excluded the resistivity log) are used here the results can be directly compared.

The training set used to train the new network was made up of exactly the same intervals that made up the data set that the optimum network was trained on (the Primary Training Set), and was also boosted in the same way. From the remaining data 125 examples were selected to make up a validation set (with each lithofacies making up 20%). Therefore although the validation set was made up in the same way as the optimum network's validation set it did not consist of exactly the same data.

Three fixed networks were trained each with 11 hidden nodes in one hidden layer; and three pruned networks were also trained that started with 14 hidden nodes in 1 hidden layer. The results from training these networks can be seen in Table 4.10.

The best performing network is able to classify the validation set correctly approximately 44.26% of the time. The network that did not utilise the resistivity log classified its validation set correctly 47.54% of the time (Section 4.7.3, Table 4.8). So on this basis there

<table>
<thead>
<tr>
<th>Trial</th>
<th>Ordinary 1-layer 11-node network</th>
<th>Pruned 1-layer 14-node network</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>42.62</td>
<td>41.8</td>
</tr>
<tr>
<td>2</td>
<td>44.26</td>
<td>35.25</td>
</tr>
<tr>
<td>3</td>
<td>39.34</td>
<td>39.34</td>
</tr>
</tbody>
</table>

Table 4.10 Results from training ordinary and pruned networks with the recalculated gas logs. The numbers all represent the % hit-rate over the validation set.
is no improvement. However the validation sets did not contain exactly the same data and most of the validation data is from the gas leg, as this is where core exists. However, is there any improvement in specific areas of interest such as transition zones?

The hit-rates over wells 23/21-T3, T5 and T8 will be investigated before the results from specific well sections. Table 4.11 shows the hit-rates over these three wells. It can be seen that there is still a reasonably high percentage of cases where the neural network is unable to make a decision (for instance in 23/21-T8 it is 15.3%), which illustrates a degree of uncertainty in the results. However these percentages are lower than the model that was trained without the resistivity log (Section 4.7.3 Table 4.9). When the highest activated node is taken as the network prediction, then the percentage correct is increased, as expected; and

<table>
<thead>
<tr>
<th>Trial</th>
<th>Best network with normal threshold of 0.5 (trained on gas logs)</th>
<th>Best network with highest activation taken as prediction (trained on all gas logs)</th>
<th>Best network that was trained without the resistivity log (with highest activated node taken as the prediction)</th>
<th>Comparable result from the optimum network that was trained with the resistivity log</th>
</tr>
</thead>
<tbody>
<tr>
<td>23/21-T3</td>
<td>Correct</td>
<td>46.6</td>
<td>51.2</td>
<td>52.5</td>
</tr>
<tr>
<td></td>
<td>No prediction</td>
<td>9.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Mixed prediction</td>
<td>1.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>23/21-T5</td>
<td>Correct</td>
<td>69.1</td>
<td>72.5</td>
<td>57.5</td>
</tr>
<tr>
<td></td>
<td>No prediction</td>
<td>5.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Mixed prediction</td>
<td>1.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>23/21-T8</td>
<td>Correct</td>
<td>37.6</td>
<td>47.3</td>
<td>34.6</td>
</tr>
<tr>
<td></td>
<td>No prediction</td>
<td>15.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Mixed prediction</td>
<td>3.6</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.11 Results from the best performing network in Table 4.10 when it was applied to wells 23/21-T3, T5 and T8. All numbers shown are percentages. The first column shows the results if a prediction is taken as representing activation of an output node above 0.5 (the most common way). The second column shows the results of the same network as for the first column but if the highest activation of all the output nodes is taken as the prediction. The third column shows the best network results from training with the original logs without the resistivity, and the final column is the hit-rate from the optimum network (all original logs including resistivity). If the resistivity is excluded then training with the gas logs shows improvement over training with the ordinary logs. However both of these models perform worse than the model that was trained with the resistivity log.
in all cases the hit-rates are approximately equal to or higher than the network trained without the resistivity log. However all networks do not perform as well as the original ‘optimum’ network that was trained with the resistivity log. So how does the new network that is corrected for gas perform over specific intervals? Figure 4.28 shows the predictions over sections of wells 23/21-T3, T5 and T8. They are the same sections as in Figure 4.26 for comparison. The various columns are explained in the figure caption. The top section that is 23/21-T3 shows a section where a lot of lithofacies 2 is predicted by the ‘all gas’ network rather than lithofacies 1. The network trained without the resistivity log also predicted quite a lot of lithofacies 2 rather then 1. The original optimum network managed to predict this interval correctly. Although the core is not studied directly it can be seen that at A and B where lithofacies 2 is predicted by the ‘all gas network’ this does in fact relate to areas where there is a slight reduction in permeability. So the ‘all gas predictions’ might not be totally incorrect – maybe the original optimum network was more incorrect. This section in well 23/21-T3 is partly responsible for the low hit-rate in this well. Unfortunately it appears that the ‘all gas network’ is not totally consistent though. At C in the middle section (well 23/21-T5), the permeability is very high and lithofacies 2 is predicted. From the logs shown this area does not appear any different to the surrounding intervals of lithofacies 1, implying that these data may just lie on the boundary between lithofacies 1 and 2. The lithofacies 1 output node is activated slightly at C so the network does actually indicate this. The lower section (well 23/21-T8) shows a very large sand bed that is predicted as lithofacies 2 rather than lithofacies 1 (at D). It is this bed that causes the hit-rate for the ‘all gas’ network in this well to be much lower than for wells 23/21-T3 and T5. The prediction though does agree with the network that was trained without the resistivity log.

Figure 4.29 shows a transition zone in the lower part of the Forties Sandstone Member in well 23/21-T5. What is clear from this plot, is that the new lithofacies column from the ‘all gas’ network has predicted lithofacies 1 beds approximately in the correct place, that match the real core defined lithofacies. No other network was able to predict these beds in this horizon. In the original optimum network the resistivity log was cited as being too low to allow lithofacies 1 predictions (that usually higher up in the reservoir has a much higher gas saturation). When a network was trained without the resistivity log it was still not able to predict lithofacies 1. Therefore other logs must have been highly affected by gas too, and prevented lithofacies 1 prediction. The exaggeration of the logs to emulate a fully saturated gas reservoir has meant the logs appear similar to their compatriots higher up in the
Figure 4.28 Sections from wells 23/21-T3, T5 and T8. The first lithofacies column is the ‘real’ core defined lithofacies, the second the raw predictions from the network trained on the gas logs (LF_PRg) with the highest activation taken as the prediction, the third the predictions from the network trained without the resistivity log (LF_PRa), and the fourth the optimum network that was trained with the resistivity log (LF_PR). The activation level curves (ACT_1G-ACT_5G) represent the activation levels corresponding to the second lithofacies column. See text for a discussion of this figure.

reservoir, and so are able to be predicted correctly via a model that is trained on gas zone
examples. It was already stated that in this interval the permeability values are variable. Previously these data were used to suggest that the prediction of lithofacies 2 could have in fact been correct. It was stated that the resistivity log could be responding to the fluid saturation that could be related to the reservoir quality of the rocks. This still could be true. By eliminating the resistivity log some ability to discriminate lithofacies 1 and 2 may have been lost, and in fact it could be the case that the original model was closer to the truth. However what has been shown is that by leaving out the resistivity log, and rescaling the other inputs to represent a fully saturated gas reservoir, it is possible to create a model that can be trained on gas zone data but still has the ability to predict the highest quality sands in transition zones.

Figure 4.29 Section from well 23/21-T5. The lithofacies columns are the same as those described in the previous figure. The transition zone is labelled where the resistivity log is decreasing with depth. The 'all gas' network is able to predict the best sand in the transition zone, the other networks do not appear capable. See text for more discussion.
Figure 4.30 also shows the effect of applying the all gas model to well 23/21-T6. This figure represents the main reservoir interval in this well. There was no core cut in this well and consequently no porosity or permeability core plug measurements are available. The resistivity log is lower than in the main reservoir sections in equivalent wells, and this was cited as to why possibly the thick-bedded sands that make up this interval were predicted as lithofacies 2. If the resistivity log is responding to the reservoir quality then these could be perfectly correct predictions. However as in the previous example when the ‘all gas’ model was applied to this interval lithofacies 1 was predicted. This again illustrates that this model does have the ability to predict high quality sand in intervals when the gas saturation is lower, even though the model was trained in highly saturated intervals.

Figure 4.30 Section from the main reservoir in well 23/21-T6. The lithofacies columns are the same as those described in the previous figures. The lower section represents the transition zone as the resistivity log gently decreases with depth. The ‘all gas’ network is able to predict the best sand in the reservoir interval and transition zone. The other networks do not appear capable. See text for more discussion.
Chapter 4: Lithofacies predictions in the Lomond Field

The above examples that illustrate the use of the gas-corrected logs were taken from transition zones or wells that appear to have a lower gas saturation than equivalent intervals in the training set. All these are from the Forties Sandstone Member, where the training data came from. Nearly all Lomond wells show a large and complex transition zone. This means that the true water zones are fairly deep and lower down in the stratigraphy. Figure 4.31 shows a well section just below the assumed fluid contact (taken from Cook (2000)) from the Mey Sandstone Member (see Figure 3.3). Although this is outside of the Forties Sandstone Member that this study has so far concentrated on, the rocks (in terms of depositional environment) are similar to those higher in the well (Cullen 1993d), and so this can aid as a test interval for the new gas-corrected model. The columns shown are the same as previous figures in this section, except that the neutron and density logs are the original ones. Although there are some similarities between the three columns (for instance at A sand is predicted in all three), there are specific differences. The gaps in the column defined by the optimum model (LF_PR) illustrate uncertainty in this model. Around B this model also predicts lithofacies 5 in an area of low-moderate gamma ray. The model trained without the resistivity log provides a better result, but the area around B incorrectly contains a lot of lithofacies 1. The core plugs indicate this to have variable porosity and low permeability. The model trained with gas corrected logs populates this interval with mostly lithofacies 3 which appears the correct interpretation.

![Figure 4.31](image-url)

Figure 4.31 Section from the water zone in well 23/21-T8. The lithofacies columns are the same as those described in the previous figures, except the neutron and density are the original logs. See text for discussion.
Figure 4.32 shows an interval from the base of the Forties Sandstone Member in well 23/21-T1. This interval is well below the fluid contact (taken from Cook (2000)). Right at the bottom of the section the rocks have a fairly high porosity and permeability, yet the resistivity remains low. The right hand lithofacies column (LF_PR) is the interpretation from the optimum model. This is restricted to predicting only lithofacies 5 and 6, and the gaps indicate uncertainty in the interpretation. The centre column (LF_PRa) is from the model trained without the resistivity log. The interpretation appears better since there are some beds of lithofacies 4 predicted. However around B some lithofacies 1 is predicted that appears incorrect (although this could be a slightly cemented horizon since the density log is fairly high). The model trained with gas corrected logs however (LF_PRg) manages to predict mostly lithofacies 3 throughout this interval (at A and B). This appears the correct interpretation given the moderate-high porosity, and low but highly variable permeability. This model also predicts sandy lithofacies in response to a low gamma ray.

Figure 4.32 Section from the water zone in well 23/21-T1. The lithofacies columns are the same as those described in Figure 4.31. See text for discussion.
4.7.6 Summary of Section 4.7

This section began with an analysis of different approaches available to evaluating the influence of various logs on the final network prediction. An analysis of the weights, in a similar manner to Wong et al. (1995b) showed that all the logs contributed a similar amount, with the resistivity log slightly more important than the rest. A simpler analysis of the weights showed similar results. Analysis of two-dimensional sections of the hypothesis space also supported the view that the resistivity log showed a higher degree of discriminatory power. The reason for this was because the majority of the training data was taken from the gas zone (where virtually all the core was cut). In the sandy lithofacies especially, the resistivity log appeared particularly important in discriminating lithofacies 1 (the best reservoir quality sandstone), where the resistivity is usually very high. Various sections were shown (e.g. towards the base of the Forties Sandstone Member in well 23/21-T5 and the reservoir interval in 23/21-T6) where the resistivity was lower than the main reservoir rocks in the training set. These horizons were predicted as lithofacies 2. It was questioned whether the predictions should be lithofacies 1, and whether it was simply the hydrocarbon saturation that was lower implying that a main factor in the control of predictions is actually the fluid content. However some of the sections that were illustrated (e.g. well 23/21-T5) showed lower permeability values than typical lithofacies 1 reservoir. It therefore appeared that although the resistivity log was responding to bulk fluid content this was indirectly describing the reservoir quality. It was suggested that the lower permeability sandstone would have lower capillary entry pressures, and thus at the time of logging would have contained less hydrocarbon. In order to fully assess the dependence of the resistivity log, a new model was created that excluded this log. In all cases the new model performed worse than the previous model.

A consequence of the dependence on the resistivity log is that the model would not be expected to perform very well if applied to a water, or transition zone, or a well that had an overall lower gas saturation than the training data. In order to overcome this limitation all the logs that are known to be affected by fluid were re-calculated so that they represented a ‘full gas’ reservoir. This involved filling the effective porosity of the rocks with gas and training on the subsequent log readings. Models were created with the new logs trained on exactly the same data as before; the resistivity log was excluded. When tested (on gas zone data) the new models showed improvement over the models that excluded the resistivity log,
but were still poorer than the previous ‘optimum’ model that was trained with the resistivity log. Since all the gas zone logs were calculated via filling the effective porosity with gas, this essentially skips the relationship between permeability and fluid content (although very recent work by Wu & Berg (2003) shows relationships between effective porosity, permeability and capillary pressure). This was illustrated when some of the lower permeability sand zones (previously predicted as lithofacies 2) were predicted as lithofacies 1 with the new model. This suggests that the model has the ability to predict good reservoir quality sandstone independent of fluid type. In the true water zone the model trained with the gas-corrected logs showed definite improvement over the previous optimum model and the model trained without the resistivity log.

It should be stated though that the Lomond data set may not be the ideal data set to test the ‘all fluid’ model and therefore the generality of the conclusions needs to be tested on other data.

It is thought that the variable free water level in Lomond and the complex transition zone is controlled by the distribution of facies (Neil McCulloch pers. comm.). This work supports this view.

4.8 Chapter summary

This chapter began by illustrating some general features that could be recognised in all wells, such as unresolved thin-beds and edge effects at log inflexion points. A method was implemented to remove these that subsequently produced a more geologically consistent lithofacies column. It was also shown how the activation levels of the output nodes could provide a qualitative measure of confidence/uncertainty in any neural network predictions.

The results of the ‘optimum’ model found in Chapter 3 were then illustrated on three cored wells. The overall hit-rate appeared to be around 60% with different lithofacies having different degrees of success (e.g. lithofacies 1, 3 and 5 were successful, lithofacies 4 was poorly predicted). When the results were compared directly to core it was found that the initial hit-rates shown in the confusion matrices did not illustrate the true success of the network. The nature of turbidite deposits is that they are very heterogeneous and consequently difficult to discriminate. Our network managed to find the typical log
signatures of each lithofacies and provided an unbiased estimate of the rock type. Many of the predictions therefore closely matched the core, even though they initially appeared to be incorrect. Thus the true hit rate the author believes to be higher than that suggested by the confusion matrices.

The optimum model was then applied to well 23/21-T4 that was shown in Chapter 3 to have different log signatures to other wells for a variety of possible reasons that were discussed. It was also shown how to identify such wells. Results in this well were initially poor. A normalisation procedure was implemented that improved results. This highlighted the fact that a severe limitation in neural network analysis and its use in populating many wells is commonly very practical elements such as the tool type / depth / calibration etc. rather than the methodology.

Predictions in other Lomond wells (shown in Appendix 5) were discussed in Section 4.6.

Section 4.7 assessed the dependence of the model on different logs, discussed limitations of the model and implemented procedures that attempted to overcome some of them. This section was previously summarised in detail.

The wider implications of the results shown in this chapter are discussed in the context of the current literature in Chapter 7. The next chapter builds on the work presented in Chapters 3 and 4 when neural network modelling is applied to electrical image data.
Chapter 5: The integration of image log data into the neural network process

5.1 Introduction

Previous chapters have focused on neural network analysis of conventional log data in a reservoir deposited in a deep marine environment. This chapter presents a methodology for applying neural network analysis to electrical image log data, in a similar sedimentary environment.

Image logging tools were first developed in the 1960s with the acoustic imaging device (the Borehole Televiewer). Resistivity devices first appeared in the 1980s as an extension of the high-resolution dipmeter (Prensky 1999). Electrical resistivity devices can provide an extremely accurate description of any reservoir, as they sample the formation many times both vertically and horizontally via a large array of buttons attached to pads that press against the borehole wall. The data form a dense matrix of measurements, which are conventionally displayed as a computer-generated image. Each measurement defines a pixel the conductivity value of which defines its colour.

The detail captured by image logs allows them to be used in many different ways. Structural information such as strike and dip can be determined; pore spaces can be identified and classified (e.g. Russell et al. 2002); sedimentary structures can be identified (e.g. Luthi 1990) aiding in sedimentary facies discrimination; different fracture types can be identified (e.g. Haller & Porturas 1998); the vertical resolution of the data even allows identification of thin-bedded net pay. The fact that images are orientated has also allowed identified fractures to be orientated thus assisting in the deduction of tectonic stress regimes (Lovell et al. 1998). Excellent accounts of the tool design, data acquisition, processing and all types of interpretation can be found in Schlumberger (1990), Rider (1996), Lofts et al. (1997) and Cheung (1999). Prensky (1999) details the current status of the technology. Prensky also includes an excellent bibliography of published literature.

It has already been stated that visually recognisable geological features can commonly be identified in the images such as rock texture and pore structure (in carbonates). If these
features revealed in the data can be quantified this would allow neural network analysis of lithofacies based on compositional (as from conventional logs) and textural definition, bringing the result closer to the conventional geological description of lithology and sedimentary facies. This chapter attempts to quantify textural aspects of microresistivity log data and use these as additional inputs in neural network models for lithofacies discrimination.

The next section (5.2) introduces the West Delta Deep Concession - the area where the data originates from, its sedimentology and the actual data that were available for use. Section 5.3 briefly describes the processing of the images that took place before interpretation. Section 5.4 describes a methodology for quantifying textural elements of image log data. Section 5.5 follows with a short section highlighting the preparation of the data before neural network analysis, which takes place in Section 5.6. A Chapter summary is found in Section 5.7. Further results are shown in Chapter 6.

5.2 The West Delta Deep Marine Concession Area

5.2.1 Introduction to the West Delta Deep Marine Concession area

The West Delta Deep Marine (WDDM) Concession sits 50-100km offshore in 500-1000m of water in front of the present Nile Delta (Figure 5.1). The concession for this area is held jointly by BG Group plc and Edison Gas. Early exploration of the area focused on the extension of onshore Messinian incised valleys and known shallow marine reservoirs such as the Rosetta Field (Samuel et al. 2003). Since then 3-D seismic data and the latest in drilling and logging technology has helped identify a number of Upper Pliocene slope channels that contain several trillion cubic feet of gas. An excellent description of the depositional architecture of these channels and a model for their deposition can be found in Samuel et al. (2003). As an introduction to this area a brief summary of some aspects of this paper are presented.
Figure 5.1 Location of the West Delta Deep Concession area, redrawn from Samuel et al. (2003). The WDDM Concession area is shown in bold. The black areas represent submarine channels. The dashed line represents the axis of the anticline that forms the trapping structure. Contours refer to water depth and are in metres. Also indicated is the Simian channel system where the data used in this study were derived from.

5.2.2 Geological evolution of the WDDM channel system

Four key stages in channel development have been identified (Figure 5.2), based on interpretation of core and images.

- Stage 1 - initial valley cut and slumping. The initial valleys are clearly imaged on seismic, with widths 0.5-6km and depths from 50-200m. The bases of these valleys are characterised by mass transport deposits. It is inferred that the initial valleys occurred as a result of erosion from high energy turbidity currents and slumping.

- Stage 2 - initial valley fill. The bases of the valleys consist of sheet like sands that are composed of an amalgamation of intersecting channels. This initial fill is often preserved. It is commonly overlain by a variety of sediments - individual channel sands, thin sequences of sheet sands, thin low density turbidites, slumped shales and hemipelagic shales.
• Stage 3 - re-incision and fill. Re-incision into the lower sheet like units is common and these surfaces are in most cases clearly imaged by seismic. Most commonly infilling the incised valleys are ‘nested’ sand units (thalweg channels) that appear up to 55km in length. These units are often separated by shales and chaotic units such as debris flows and slumps. They are very sinuous compared to the initial valleys. They show a consistent sense of aggradation and lateral migration, and make up the majority of the reservoir rock. Associated with these channels are levee deposits. The extent of these is sometimes limited by the extent of the original channel re-incision, but some late stage channel deposits have more extensive deposits that extend over the top of the original incised valley. Levee deposits can be identified in core and sometimes on image logs and are commonly slumped and folded. Some channels are overlain by more sheet sands that sometimes erode into the stacked channels. These are similar to the lower sheet-like units in that they are made up of many meandering channels that have low vertical aggregation but high lateral migration.

• Stage 4 - channel abandonment. The sand deposited in the above stages is commonly overlain by slump deposits, or thin-bedded sands that pass into thin bedded turbidites and then finally hemipelagites.

The erosion and depositional phases that make up the channel geometries can be correlated to sea-level change.
Stage 1, initial slope valley cut and slumping that is correlated with a sea-level lowstand.

Stage 2, initial valley-fill. Amalgamation of intersecting channels to produce more sheet like bodies. This corresponds with a transgressive stage in the sea-level cycle.

Stage 3a, re-incision. The lower sand sheets are eroded into. This is thought to correspond to a sea-level lowstand.

Stage 3b, infill. The incised valleys that were created in stage 3a are now filled by stacked meandering thalweg channels and their levee deposits. This is thought to correspond to a transgressive stage in the sea-level cycle.

Stage 4, two end members of the final stage in channel development. Type I where thalweg channels are wholly aggradational. Type II where there exists an upper sheet that is similar to the initial valley fill in stage 2. This stage corresponds to a highstand on the sea-level curve.
5.2.3 Sedimentology of the West Delta Marine Deep Concession area

The interpretation of core has identified a range of depositional facies that include the following (also from Samuel et al. 2003):

- Lithic clast conglomerates. These are rare but sometimes form at the base of channel successions in erosive beds. Clasts are well rounded and up to 40cm in diameter;

- Cross-stratified sandstone. Very rare, occurs at the base of channel sequences, indicating bypass prior to channel fill;

- Massive sandstone. This is very common and forms the main channel-filling sequences. It exists as massive medium-coarse sandstone with lithic and shale clasts interpreted as the product of debris flows, and more thickly bedded massive medium-grained to conglomeratic sandstone that often fines upwards into cross-laminated sandstone, interpreted as being deposited from high density turbidity current deposits;

- Normally graded sandstone to mudstone. This medium-thick bedded fine-coarse grained non-amalgamated sandstone occurs in abundance in the upper parts of the channel fill sequences where they record the passage of smaller flows in the later stages of channel abandonment. They also occur within more thinly bedded sequences where they are interpreted as representing crevasse splay deposits. Low angle dips from the image logs indicate a sheet-like morphology to this facies;

- Normally graded muddy sandstone to mudstone. This medium-thickly bedded fine-coarse sandstone is extremely muddy and occurs locally. It is interpreted as representing late stage local mud rich turbidity currents;

- Slumps, slides, debris flows. These are characterised by an extremely variable dip (seen on the image logs). They are interpreted as representing mass flow deposits ranging from slide sheets (relatively undeformed) to debris flows;

- Sandy thin beds within thicker shaly units. In many cases these make up a significant amount of the channel fill, and are extremely productive. Their thickness ranges from a few mm to a few cm. Their original depositional fabric is often significantly altered due to bioturbation, soft sediment deformation or re-working from bottom-water currents.
Not all of the wells in the WDDM Concession are cored. There is however an abundance of image logs (Schlumberger’s Formation MicroImager (FMI) tool was run in every drilled well). This has led to the establishment of an ‘image facies’ scheme produced by Baker Atlas (2000 & 2001) when they interpreted the images on behalf of BG Group plc and Edison Gas. Static and dynamic images, (and interpreted dip values from them) were calibrated to core and used to establish a scheme that was applied throughout all the drilled wells. Twelve image facies in total were identified, and these are thought to be representative of the entire area. The image facies do not give direct information regarding depositional process but the grouping of these can reveal depositional units that can be linked to the process of formation. They have also proved useful for determining net/gross estimations. Table 5.1 illustrates the scheme defined by Baker Atlas, and some examples of these are shown as Figure 5.3. Table 5.2 illustrates how the image facies can be related to depositional process.

If a neural network model is to incorporate image logs then the final result could be simply called an ‘image facies’. However, both the image facies and conventional logs provide a lithological signature too, so the term ‘image lithofacies’ is preferred. The image facies scheme designed by Baker Atlas (2000 & 2001) described above, represented the starting point for building training sets on which a neural network could be trained (see later sections).
<table>
<thead>
<tr>
<th>Image facies type</th>
<th>Image description</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laminated shale</td>
<td>Conductive very common. Continuous bedding fabrics traceable across the borehole (laminations).</td>
<td>Suspension fallout, thin low density turbidites and thin muddy turbidites.</td>
</tr>
<tr>
<td>Bioturbated / structureless shale</td>
<td>Conductive, no obvious structure, plain image, sometimes speckled.</td>
<td>Bioturbated shale</td>
</tr>
<tr>
<td>Chaotic shale</td>
<td>Conductive, near random dip fabric.</td>
<td>Down-slope gravity driven failure of shale mass, proto debris flow.</td>
</tr>
<tr>
<td>Debris flow</td>
<td>Conductive, floating to clast supported, with shale clasts, crude bedding fabric.</td>
<td>Cohesive debris flow.</td>
</tr>
<tr>
<td>Structureless sand</td>
<td>Resistive near uniform image character, no internal fabrics visible.</td>
<td>From high density turbidity current. (Bouma Td division).</td>
</tr>
<tr>
<td>Laminated sand</td>
<td>Resistive, laminated. Commonly occurs interbedded with structureless sands.</td>
<td>Bouma Td division.</td>
</tr>
<tr>
<td>Irregular sand</td>
<td>Resistive laminated, wavy, and discontinuous bedding.</td>
<td>Locally deformed sand.</td>
</tr>
<tr>
<td>Slumped sand</td>
<td>Resistive laminated steep bedded and common contorted bedding.</td>
<td>Down slope gravity driven failure of sand mass.</td>
</tr>
<tr>
<td>Structureless and intraclastic sand</td>
<td>Resistive near uniformly resistive, floating resistive and conductive clasts.</td>
<td>Sandy debris flow, stunted flows and capping flows to some laminated and structureless sand units.</td>
</tr>
<tr>
<td>Conglomerate</td>
<td>Resistive, with resistive and conductive patches. Angular to rounded mix of resistive (sand and lithic grains) and conductive (shale intraclasts).</td>
<td>Sandy pebble dominated, high density turbidite. Coarse grained residual deposit, channel base.</td>
</tr>
<tr>
<td>Cross-bedded sand</td>
<td>Resistive, low-modestly inclined bedding, near unimodal azimuth. Very rare, does not occur in any of the Simian wells.</td>
<td>Either sub concordant infilling of scour site or large scale migrating dune bedform.</td>
</tr>
</tbody>
</table>

Table 5.1 WDDM image facies scheme, redrawn from Baker Atlas (2000 & 2001)
Table 5.2 Image facies associations identified and interpreted from resistivity images, after Baker Atlas (2000 & 2001).

<table>
<thead>
<tr>
<th>Facies Association</th>
<th>Description</th>
<th>Principal facies</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laminated mud association.</td>
<td>Undisturbed laminated shales.</td>
<td>Laminated mud.</td>
<td>Stable slope or basin floor.</td>
</tr>
<tr>
<td>Disturbed bedding association.</td>
<td>Thick slumps and slides.</td>
<td>Slumped sand and shale, bioturbated shale, chaotic shale.</td>
<td>Unstable slope.</td>
</tr>
<tr>
<td>Channel-fill chaotic slumps and debris flows.</td>
<td>Disturbed bedding or debris flow below base of channel feature.</td>
<td>Laminated mud, slumped sand, bioturbated shale, chaotic shale.</td>
<td>Channel pre-cursor, retrogressive up-slope failure.</td>
</tr>
<tr>
<td>Sheet sands channel and non-channel related.</td>
<td>Thick stacking of shales and very common heterolithic bedding.</td>
<td>Laminated and slumped shale. Structureless sand.</td>
<td>Intra-channel sheet fill. Or channel back-filling: no erosion.</td>
</tr>
<tr>
<td>Thinly interbedded sands and mud association.</td>
<td>Shales, heterolithic bedding, slumps.</td>
<td>Laminated mud, structureless sand.</td>
<td>Inter-channel and/or overbank sediments.</td>
</tr>
<tr>
<td>Laminated mudstone within sandy channels association.</td>
<td>Undisturbed laminated shales &lt;3m in thickness.</td>
<td>Laminated shale, bioturbated shale.</td>
<td>Talweg channel overbank fines, or background fines associated with channel inactivity.</td>
</tr>
<tr>
<td>Isolated channel / gully sands.</td>
<td>Single or stacked erosional sands on a small scale (&lt;3m total thickness). Surrounded by mudstone lithofacies association</td>
<td>Slumped, bioturbated, and chaotic shale. Slumped sand.</td>
<td>Slope gully erosion and infill. Minor reservoir element.</td>
</tr>
</tbody>
</table>

Figure 5.3 Examples of different image facies defined by Baker Atlas (2000 & 2001). (a) Laminated shale, showing continuous bedding fabrics across the borehole. (b) Structureless sands. Very resistive and uniform image, no visible internal structure. (c) Slumped sand, showing contorted bedding. (d) Debris flow. Overall conductive image, with large speckles that could represent shale clasts. Also present is a more resistive area that could be a sand clast. (e) Slumped shale. Conductive, with steep and variable dip fabrics. (f) Laminated sand. Laminations are faint, but traceable across the borehole. (g) Bioturbated shale. Dull, plain image, little internal fabric, faint speckles. All examples are taken from well Simian 1 and are dynamic images.
5.2.4 Data

Data were made available by BG Group plc for three wells Simian 1, 2 and 3 – drilled into the Simian channel system (Figure 5.1). All wells are vertical to sub-vertical. The data set contained a full suite of conventional logs (GR, RHOB, NPHI, ILD, and ILM), FMI logs, and a digital record of the Baker Atlas image facies scheme that had been assigned.

Although it is now recognised that artefacts can commonly form a large amount of many FMI data sets (Cheung 1999, Lofts & Bourke 1999), the image data in the available wells were generally excellent (they were in fact partly chosen for this reason). Some exceptions are in Simian 2 where some borehole washouts cause defocusing of the image (this is easily identified by the caliper log); one of the pads in Simian 2 apparently recording a consistently different range than the other pads and flaps; and, (in all wells) some minor pad/pad, pad/flap mismatch occurs due to incorrect speed correction (see Figure 5.4).

![Figure 5.4 Image data quality issues.](image)

(a) Defocusing of the image data, due to borehole washout, indicated by the two caliper curves (grey). This example is from a processed image.

(b) Pad consistently recording a different data range than the other pads and flaps (this example is from an unprocessed image – see next section).

(c) Some slight pad/flap mismatch due to an incorrect speed correction. The example shown is from a processed image.
5.3 Image log preparation

5.3.1 Introduction

This section briefly describes a number of processing steps that took place before any interpretation. These apply corrections to the raw data to enhance the final image. All processing took place in TerraStation software. Further information on the processing steps can be found in the TerraStation manual (TerraSciences 2002). Cheung (1999) also gives a useful overview of some aspects of image data processing.

5.3.2 Accelerometer correction

The buttons on the various pads and flaps are offset vertically from one another. The result of this is that the tool measures different values that occur at the same depth at different times. If the tool travelled at a constant velocity, the time for the next row of buttons to reach a depth being measured by the first row of buttons would be known. Logs are generally recorded as a function of cable depth. However the velocity of the actual tool does not always equate to the velocity of the cable at the surface since the tool cable can stretch. This occurs if a tool becomes stuck (and is therefore more frequent in horizontal wells). Correction can take place by using the recorded acceleration of the tool (via an accelerometer that is located in the tool body). TerraStation automatically corrects for different tool accelerations, in a similar way to that described by Chan (1984). Essentially the recorded acceleration is integrated which provides an estimate of tool velocity and depth. However as Cheung (1999) points out, these corrections rely on measurements that themselves have limitations and possible errors.

5.3.3 Emex (Emmiteur d'exitation) correction

The low frequency signal from the tool may vary during measurement (by the tool operator) – this can help focus the high frequency return of the FMI pad resistivities thus improving resolution over very high or very low resistivity zones (Rider pers. comm.). For this reason the actual readings may not be comparable from one zone to another. This is also the reason why this type of resistivity measurement cannot be used to calculate a shallow water saturation curve. Using the Emex curve (that indicates the applied voltage against depth) the image log was automatically compensated.
5.3.4 Compensation for dead buttons

Individual buttons that record the data that make up the image sometimes fail, due to the tool electronics. This failure can be permanent or intermittent. In order to account for this, button values that fell below a specified threshold (in many cases they will represent ‘null’ values) were replaced by values that were linearly interpolated from adjacent button values at either end of the dead button section on the same pad or flap. If a whole row of dead buttons exists then interpolation is taken from the next line of buttons. A limitation occurs if a whole area of dead buttons exists. In general, because of the high quality of the data this step did not appear to make significant differences to the images.

5.3.5 Pad/flap correlation

This is a secondary speed correction that is based on a comparison of the data at the edge of any pad or flap. In theory the data at the edge of a pad should record approximately the same value as the attached flap as they are adjacent to each other. The pad/flap correction correlates all four pad/flap boundaries and weights the offsets accordingly so that adjacent data has approximately similar values. When this was applied images could be seen to be enhanced in a number of areas (see Figure 5.5).
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Figure 5.5 Pad/flap correlation. The left image is unprocessed, the right one processed. The result of the pad/flap correlation step can be seen; there is a greater mismatch between the pad and flap at points a and b than on the processed image at points $a_p$ and $b_p$. Well Simian 1, both images are dynamic.
5.3.6 Button equalisation

When recording data, button responses can vary considerably due to factors such as uneven pad contact or mud smear across particular buttons. This processing step attempts to remove this variable response. It involves computing the data distribution of each button over a specific moving window, as well as the distribution of all button data over the entire window. A transform is then applied so that the data distribution of each button is similar to the overall distribution. This step is different than for the compensation for dead buttons step in that all data are considered rather than button responses that are below a given threshold (and therefore considered dead).

Figure 5.4 showed that one of the pads in well Simian 2 recorded a consistently different range of data than the other pads and flaps. This processing step adjusted the data recorded by that pad, bringing the range into line with the other pads and flaps, whilst still preserving the textural elements within the image (Figure 5.6).
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*Figure 5.6* Button equalisation. The left image is the raw image; one pad has recorded a different range of data than the other pads and flaps (it is lighter in colour). After processing (right image) all pads and flaps appear to show similar ranges, and textural elements of the image are preserved. Well Simian 2, both images are static.
5.3.7 Processing summary

The processing steps were carried out in the order described above. These steps are especially important for this work, since the images are to be used in a quantitative fashion. Neural network models (in the way implemented in this thesis) respond to the absolute values of the data. Therefore any inputs used should have specific ranges that relate to specific lithofacies. For instance a particular type of sand in one section of a well should have the same range of values (of whatever variable used) as the same sand in a different well section. It is possible to capture elements of the images that do not rely on the absolute value of the data measured. However, if raw values can be incorporated they could prove to be useful discriminating factors. Clearly processing steps such as button equalisation make this a possibility. Other processing steps such as the accelerometer corrections that align buttons, thus improving the sharpness of bed boundaries are also more important in quantitative work. Interpretation by hand can compensate for the miss-alignment of pads and flaps and resulting variable bed boundaries during analysis, quantitative approaches do not have this benefit.

5.4 Quantifying image log data

5.4.1 Published methods for quantifying image log data

As Luthi (2001) states in order to create a more complete zonation it must be possible to integrate any method that is capable of classifying image textures with other logs. Supervised classification methods (such as neural network analysis) are an obvious tool with which to integrate the observations. What are required are derivative curves that describe specific textural attributes from the image. Schlumberger’s BorTex program allows the creation of various image-texture logs. An example of this program’s methodology can be found in Luthi (2001). Typically this involves a ‘dip compensation’ step to produce horizontal bed boundaries. Then, where button responses show similar values these can be taken as the ‘background conductivity’. These are stacked into a single channel and inflexion points used to define bed boundaries. The difference between the background conductivity and the original curves can then be used to quantify various heterogeneities. These can be expressed as a percentage of conductive or resistive components. After supervised analysis Luthi (2001) described the resulting classification of these components as ‘morphofacies’. Some vertical continuity logic (like the thin-bed repair program
described in Chapter 4) can also be applied. Luthi also stated though, that the method described is rather conceptual as the logs and methodologies are very new. Consequently there are very few case studies. However, Delhomme (1992) and Hall et al. (1996) both described ways of classifying zones based on image textures. Delhomme (1992) developed image texture extractors to automatically highlight vugs and fractures in carbonates. Thresholding of the images highlighted specific objects. The objects were then contoured and the contours revealed the connectedness of the objects, with conductive spots equating to local maxima, resistive spots local minima. The percentage of spots that contributed to the image and their apparent size was output as sliding window logs. Vug and fracture connectedness was then correlated with permeability. Hall et al. (1996) used Hough transforms to quantify shapes from images. As in Delhomme (1992) images underwent thresholding that revealed objects and their edges. The images were then filtered to preserve only the main objects and remove noise. Shapes were then detected from their edges using a Hough transform (postulated by Wong et al. (1989)). The degree of granularity and rock fabric was calculated from co-occurrence matrices that looked away from a particular pixel to see if adjacent ones were similar. Once the various image elements were quantified they were clustered using an unsupervised (Kohonen type) neural network. These techniques were illustrated in a short siliciclastic reservoir section. Luthi (1994) used the concept of 'texture energy' (after Laws' (1984)) to quantify line edges and spots and a vertical sliding Fast Fourier Transform (the mean of the power spectrum) to quantify textures before undergoing principle component analysis and clustering. Garden (2001) used the average, standard deviation and coefficient of variation of button 12 from each pad to characterise turbidite deposits. He recorded that the coefficient of variation decreased upwards through a typical Bouma sequence, and that results were better when the conventional logs were included and interpolated to be the same resolution as the image logs. Results were used for net sand determination. Russell et al. (2002) identified the proportion of conductive heterogeneities and used them to assist in the discrimination of biofacies in carbonate rocks. In the data set studied the distribution of the biofacies was a controlling factor on permeability. These case studies are very specific and the ability of their models to predict in large well intervals or in other wells is poorly documented.

A common element in all of these studies is the calculation of statistics followed by comparison of these with the images, to see whether they are capable of describing the images in any way, before classification. Therefore investigation begins with the calculation
of various statistics associated with the images. Another very common way of classifying all different types of images (especially in astronomy and physics) is to transform various aspects of the image into the frequency domain (Will Hossack pers. comm.). Spectral analysis of the data is illustrated in Section 5.4.3.

5.4.2 Statistical pad analysis

Statistical analysis of the microresistivity image log data took place across all three wells. A number of statistics were calculated, in order to assess which were able to describe the different image facies most effectively. The arithmetic mean, standard deviation, covariance, skewness, and kurtosis of the image data were calculated over different vertical moving windows of 0.5", 6", and 12" for all pads and flaps combined and for a single pad. Button responses were also stacked in a similar way to reflections in seismic data (this simply involved the summing of all the button responses at a single depth level followed by division by a constant). The equations used to calculate statistics were taken from Press et al. (1992):

\[
\bar{x} = \frac{1}{N} \sum_{j=1}^{N} x_j \quad (5.1)
\]

\[
Var(x_1...x_N) = \frac{1}{N-1} \sum_{j=1}^{N} (x_j - \bar{x})^2 \quad (5.2)
\]

\[
\sigma(x_1...x_N) = \sqrt{Var(x_1...x_N)} \quad (5.3)
\]

\[
Skew(x_1...x_N) = \frac{1}{N} \sum_{j=1}^{N} \frac{x_j - \bar{x}}{\sigma} \quad (5.4)
\]

\[
Kurt(x_1...x_N) = \frac{1}{N} \sum_{j=1}^{N} \left( \frac{x_j - \bar{x}}{\sigma} \right)^4 - 3 \quad (5.5)
\]

\[
CV = \frac{\sigma}{\bar{x}} \quad (5.6)
\]

Where \( \bar{x} \) is the mean, \( Var \) is the variance, \( Skew \) is the skewness, \( Kurt \) is the kurtosis, and \( CV \) is the coefficient of variation (or covariance). The skewness is a quantitative measure of the actual skewness of a distribution and the kurtosis measures the peakedness or flatness, both relative to a normal distribution. The coefficient of variation is a measure of the variation in
a distribution (similar to the standard deviation). It is used in preference to the standard deviation or variance because in many cases the standard deviation is dependant on the mean. To compare variations of distributions correctly the coefficient of variation should be used. These quantities were calculated via a program written in FORTRAN.

Statistics were calculated over a number of different moving windows as it was thought that using values that relate to buttons from individual depth levels would produce spurious results (see Figure 5.7). Clearly there is a compromise to strike, small moving windows pick out too much detail and do not sample the bulk response of the image, a large moving window decreases the absolute resolution (one of the reasons for incorporating the image logs is because they have a very high resolution).
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**Figure 5.7** Calculating statistics over different moving windows. The image shows a small interval of dipping laminated shale - continuous bedding fabric can be seen across the entire borehole. The logs on the right show the coefficient of variation calculated over a 0.5” moving window (CV05sp, red) and over a 6” moving window (CV6sp, black) for a single pad. Since the conductivity measurements vary considerably between the laminations the overall ‘bulk’ response of the CV should be fairly high. The coefficient of variation over 0.5” picks out too much detail, it shows the variation of the logs between the laminae. The curve that was calculated over the larger moving window measures the bulk response of the bed and therefore defines it more accurately – the green lines show where bed boundaries would be drawn on the basis of the CV6sp curve.

Statistics were calculated for all pads and flaps combined and for a single pad, since it was noted that many of the wells showed dipping beds suggesting that statistics that represented all the data would be averaged at bed boundaries resulting in ambiguous interpretation (see Figure 5.8). This is especially important where thin beds exist (Figure 5.8b). It is possible to estimate an average structural dip for a particular well and then perform an automated dip correction, as in Schlumberger’s BorTex program. However in these data the dip changes rapidly down the wells (Figure 5.9), and in many cases the dips indicated by the image logs
are sedimentary dips. Also the transformation of the image data into the frequency domain is more successful when done on a single pad basis (see next section). Thus single pad statistics are preferred and these are presented from now on. It is also hoped that the application of the thin-bed repair program described in Chapter 4 might improve any ambiguous predictions at bed boundaries.

The various calculated statistics along with some of the conventional logs (GR, RHOB, NPHI) were evaluated to determine those that could offer discrimination of particular image facies. This involved the study of a number of histograms as well as the various statistics plotted adjacent to the images and defined image facies. Not all of the possible permutations that were studied are shown.

![Figure 5.8 Comparison of single and multiple pad statistics. Example 1 (left) shows a dipping thick bed of structureless sand. The coefficient of variation (CV) is a useful discriminator as the image is plain and therefore there is little variation so the CV is low. When the statistics are calculated for a single pad (CV6sp, black) sharper bed boundaries are defined resulting in more accurate definition of the bed, compared with the same statistic calculated over all the pads and flaps combined (CV6, red). The thin bed at i is also resolved better with the single pad statistics. In example 2 the image shows a thin bed of structureless sand. The average of the button responses for a single pad over 2” (A2sp, black) defines the bed extremely well. The average over all the pad and flaps (A2) does not pick out the bed at all. A disadvantage of single pad statistics is also demonstrated in example 2 – the pad from where the A2sp curve was calculated is indicated (ii), and the recorded conductivity at this point is seen to be higher than many of the other pads, resulting in the average for this pad being higher than the average for the all the data. This could result in an incorrect interpretation. A disadvantage of using the CV statistic can also be seen in example 1. Although this curve has the potential to discriminate the bed shown, the peaks in the curves at the bed boundaries are in effect artefacts because the moving window at this point sees half of the bed above and half of the bed below resulting in maximum variation. The example shown though is the most extreme that is likely to occur (as structureless sand has such different measured conductivity values compared to most other image facies).
What can immediately be seen when the interpreted image facies (after Baker Atlas (2000 & 2001), and defined in Table 5.1) are viewed adjacent to the images is that there is a lot of ambiguous interpretation. Figure 5.10 shows a variety of sections where the author believes the interpretation to be uncertain. In many cases the image does not match the description in Table 5.1 and different image facies appear to have very similar images. This ambiguity may exist for a number of different reasons; human error, or because many of the sections were also interpreted in the presence of core. The neural network model can only utilise the images and conventional logs. If two particular intervals of core have different properties but their images are the same the model will see them as the same. In order to overcome this, a number of zones were created in each well where the interpretation was deemed good. These zones combined represent a database, which was known to contain the key features that define specific image facies. These sections will make up the training sets that models will be trained on (see Section 5.5). Therefore when various statistics are previewed they should come from this database.

**Figure 5.9** Variable dip in a single well. A well section from Simian 1 is shown, and the image facies defined by Baker Atlas (2000 & 2001) are labelled. In the upper part of the section a definite dip can be interpreted from the amplitude of the bed boundaries. Lower down the boundary between the debris flow and slumped shale appears flat (dashed line). A ‘standard’ shift to remove the effect of dip would alter the lower boundary and could result in an incorrect interpretation. Correction for dip usually requires some adjustment by hand, which detracts from the automated process.
Chapter 5: Integration of image log data

Figure 5.11 shows the power of the conventional logs in discriminating the defined image facies. The neutron and gamma ray can easily distinguish sand from shale, and the density log can distinguish cemented zones (that often correspond to conglomerate). The use of these logs should not be underestimated (indeed these are always necessary when interpreting image logs by hand to determine whether an interval is a sand or shale (Malcolm Rider pers comm.)). Figure 5.11(c) shows that statistics for sandy and shaly image facies (including simply the average conductivity) overlap significantly. This implies that the conventional logs should be used during analysis.

Figure 5.11 (b) shows how the neutron and gamma ray logs can also define image facies that have been interpreted as debris flows. In virtually all cases the debris flows show a 'shale' neutron density signature (the neutron lying to the left of the density log), but they are very close together. The logs appear to be responding to the increased sand content that is usually present in these heterogeneous sediments. Thus these logs are expected to be important in distinguishing debris flows. Shaly intervals are also shown that contain thin sand beds. These also have a very close neutron density separation, so it is possible that the network could mix up such intervals with debris flows.

Figure 5.12 shows histograms of various statistics for different sand types from well Simian 1. Figure 5.12 (a) shows that the moving average can distinguish structureless sandstone from the other more conductive sands, so this should be important in analysis. It can also be seen that the 6" average appears to give optimum separation (this is true for the definition of other image facies too). The other types of sand appear much more difficult to distinguish with these statistics (Figure 5.12 (b), (c), and (d)).

Figure 5.13 shows statistics that relate to shales. The top histograms show that bioturbated shale (with its plain homogeneous image) has a very low coefficient of variation, and this can distinguish it from all the other shales. The lower graphs show that laminated and chaotic shales cannot be distinguished.
Figure 5.10 Ambiguity in the defined image facies scheme. In (a) laminated shale has been interpreted but no continuous horizontal bedding fabric exists. Also there is no clear difference in the image between sections interpreted as slumped or laminated shale. (b) Again laminated and slumped shales have been interpreted with no clear difference between them; the plain and speckled nature of the image suggests that this should have been interpreted as bioturbated shale. (c) Chaotic shale which shows a similar image to that of (b). (d) Bioturbated shale that shows some continuous laminations across the borehole. (e) This section shows slumped and intraclastic sand that appear to have very similar images. The laminated sand represents a zone of very high resistance that usually represents structureless sand. (f) In this example intraclastic and laminated sands show very similar images, there appears no particular properties that can tell them apart. All images are dynamic, and in each case 1 vertical square represents 1 ft.
(a) Histograms showing the distribution of different sand (red) and shale (green) image facies and cemented zones (blue). The neutron and gamma-ray logs can distinguish sand from shale, and the density log can distinguish cemented zones. Data shown is from the training data (see text). No cemented zones exist in well Simian 2.

(b) The histograms on the right show the distribution of log data by image facies type, in well Simian 1 – both the gamma-ray and neutron logs can separate debris flow (brown) from all other shaly image facies (the data shown is for all data in the well). On the left it can be seen that this relationship is valid in other wells too – the plots are from well Simian 3, and show that the places that are described as debris flows consistently have a very close neutron-density separation reflecting higher bulk sand content compared to shales. Highlighted is a possible sand clast on the image suggesting that the debris flow defined above should be extended further down – representing possible ambiguous interpretation (see text). It can also be seen though, that shaly horizons that contain thin beds also show a close neutron density separation.

(c) There is much overlap in the statistics that represent sandy image facies (red) and shale image facies (green), even for the average button response. This implies that the conventional logs will be important during analysis.

Figure 5.11 The use of conventional logs in image facies analysis (a, b). Various image statistics overlap significantly between sand and shale groups (c).
The histograms show that structureless sst (red) can be distinguished from all other sst via the average conductivity. Figure 5.7 described why averages over small moving windows can produce erroneous results (e.g., Avsp and A05sp). The average over 6" is to be preferred as there is less overlap than over 12", and therefore one would expect more accuracy in its definition.

(b) The histograms show overlap between laminated sands (red) and other conductive sands (slumped and intraclastic, black). Some distinction can be seen from the average, the CV and kurtosis. However laminated sands are generally difficult to distinguish.

(c) The histograms show overlap between slumped sands (red) and other conductive sst (laminated and intraclastic, black). These are difficult to distinguish on the basis of these statistics. Note that the slumped sand histogram only represents approximately 1/4 of data.

(d) Some distinction can be seen between intraclastic sst (red) and other conductive sst (laminated and slumped, black). However generally these are difficult to distinguish.

Figure 5.12 Distributions of different calculated statistics via image facies type for well Simian 1- sands. Note that there is no slumped sand at all in this well. For acronyms please refer to the notations and conventions section preceding Chapter 1.
Figure 5.13 Distributions of different calculated statistics via image facies type - shale. The top histograms (a) show that bioturbated shale (green) has a low coefficient of variation compared with all the other shales (blue), due to its plain fairly homogeneous image. This can be used as a discriminating factor. The lower histograms (b) show that laminated shales (green) and slump/chaotic shales (blue) cannot be distinguished very easily on the basis of these statistics.
5.4.3 Spectral analysis of image logs

Power spectral analysis of the image data took place in both the vertical and horizontal directions. An introduction to some of the theory behind this approach can be found in Figure 5.14. Log analysts are familiar with this type of analysis as it is commonly used to recognise repeating sedimentary cycles (e.g. Worthington 1990). However, Luthi (1994) was possibly the first author to use the power spectral method to quantify what he describes as ‘macro-textures’ from image logs. A macro-texture is defined by Luthi as a repetitive pattern of two or more textures (textural elements that show a specific pattern down the borehole). Luthi carried this out in the vertical direction only and computed the mean frequency over lengths of 32 and 64 pixels (approximately 8cm and 16cm respectively). The resulting mean frequency was then used with other textural measures to evaluate lithofacies, over a short 10m well section.

The programs used in this study were provided courtesy of Roger Hipkin at the School of Geosciences, Edinburgh University. The result of implementing the programs with synthetic data can be seen in Figure 5.15. These show the expected results if vertical or horizontal repeating stripes are present in the images. The stripes shown represent a pure sine wave with a single frequency, and so the resulting power spectrum is a single spike. This work not only illustrates what kind of results one can expect, but also serves as a test of the programs, and illustrates how power spectra data are conventionally illustrated.

The power spectra were calculated vertically with moving windows of 32, 64, 128, and 256 pixels (3.15" to 2.1ft) and for the 64 pixel moving window over all the data, and over data from a single pad. Figure 5.16 compares the results of calculating the spectrum over all data and a single pad of data. It is seen that in general different beds are differentiated more easily in the spectrum from a single pad of data. This is in part from dipping bed boundaries, which appear much fuzzier when the spectrum is applied to all the data. It is also because of very slight misalignment of textures from one pad/flap to another. Imagine a section of laminated shale (e.g. near the top of Figure 5.16) in which the laminations do not line up across the entire image (i.e. they are not perfect horizontal stripes as in Figure 5.15). This is partly because of pad/flap misalignment and tool response but also simply because of natural variation and variable dip. Therefore for all subsequent analysis over all wells the vertical power spectrum was calculated over a single pad of data only. For the power spectrum in
the horizontal direction this was also calculated over data from a single pad. This was for two reasons. Firstly a transform across all the data does not equate to a true azimuthal transform, because the data is not continuous around the borehole, as there is a gap between each pad/flap combination. To calculate a true azimuthal transform is more complex. The second reason (and more important) is that already mentioned in relation to the vertical transform — that textures across the borehole do not always line up very well. A very slight change in the data from one pad to another, discontinuous laminae, are all strongly highlighted by the horizontal transform. For these reasons the horizontal transform was also restricted to a single pad. This meant that the length of the array that underwent the discrete transform was fairly short (24 pixels). In order to make the data more continuous (and the program more efficient) the transform was carried out with the mean button values of the relevant pad attached to the end of the signal (see Figure 5.17). A sample of frequencies from the lower frequency end of the spectrum was selected for analysis. It can be seen that the low frequency sample corresponds closely to the full spectrum, if it were calculated over 24 points only. In the case of the vertical power spectrum a moving window of 128 points appeared to produce the best results. This again is a compromise - shorter moving windows may not capture the full image texture (the extreme would be if the window was smaller than the distance between laminations for instance), longer moving windows produce more frequency components and are therefore numerically more difficult to handle, and also produce more fuzzy bed boundaries. All vertical spectra shown from now on were calculated over a 128 point data window.
Physical data can be described in the time domain with the quantity in question e.g. \( h(t) \) being a function of time \( t \) e.g. \( h(t) \) or else in the frequency domain where by the quantity is specified by its amplitude \( H \) (which is usually a complex number that also indicates phase as a function of frequency) e.g. \( H(f) \). Essentially these are two ways of representing the same function. The discrete Fourier transform is the way in which the function \( h(t) \) is transformed between these two domains when it is sampled. The discrete Fourier transform of \( N \) sample points \( h_k \) is \( H_n \): 

\[
H_n = \sum_{k=0}^{N-1} h_k e^{2\pi i n k / N}
\]

for \( k=0, 1, 2, \ldots, N-1 \). If \( h \) is a measure of distance then \( H \) is a function of inverse wavelength (in cycles per unit distance). If \( h(t) \) is sampled at regularly spaced intervals and the distance between the samples is \( \Delta \) then the Nyquist critical frequency \( (f_c) \) can be defined as:

\[
f_c = \frac{1}{2\Delta}
\]

The sampling of a wave at its Nyquist frequency represents a data point at a peak, and then a trough, repeated – ‘critical sampling of a sine wave is two sample points per cycle’ (Press et al. 1992). This is important because when the power spectral density of a function is evaluated (see below) the maximum frequency that it is possible to sample is the Nyquist frequency. Larger frequencies than this are aliased (falsely translated) into the range \((f_c, -f_c)\).

The power spectrum is a method to estimate the amount of power present in the component frequencies of a signal (this is essentially a way of comparing and quantifying the amount of amplitude in the fundamental frequencies of any signal). If an \( N \)-point sample of the function \( h(t) \) is taken its discrete Fourier transform computed, then the power spectrum can be defined for \( N/2+1 \) frequencies as:

\[
P(0) = P(f_0) = \frac{1}{N^2} |H_0|^2
\]

\[
P(f_k) = \frac{1}{N^2} \left[ |H_k|^2 + |H_{N-k}|^2 \right]
\]

\[
P(f_{N/2}) = P(f_{N/2}) = \frac{1}{N^2} |H_{N/2}|^2
\]

If the power spectrum is taken as a function of distance then the resulting units are \( m^4 \). It is convention though for the units not to be shown, what is important is the relative power of different frequencies (and therefore no units of power are displayed in this thesis). For the analysis considered here the power spectrum was computed over a vertical moving window of 128 data points (these represented the average button values at each depth). The distance between the button values is 2.5mm (Rider 1996), so the Nyquist frequency is 0.2mm\(^{-1}\) (a wavelength of 5mm). Thus the application of the spectral power method vertically, resolves the power of component waves with wavelengths ranging from 5mm to 320mm continually along the borehole. Pad buttons are also 2.5mm apart horizontally (Rider 1996) so the application of the power spectral method horizontally resolves the power of component waves with wavelengths 5mm to 60mm. Figure 5.15 shows how the resolved power spectra are conventionally displayed.

Figure 5.14 Explanation of the theory behind the power spectral method. The description and equations are taken from Press et al. (1992). The programs to calculate these quantities were provided courtesy of Roger Hipkin at the School of Geosciences Edinburgh University.
Figure 5.15 Testing the power spectral approach with synthetic data. The left array shows a series of vertical stripes that are equally spaced. The shading of the stripes represents the value at that point in the array. Each stripe has a width of 1 pixel, so the 24 stripes equate to a single FMI tool pad or flap. The stripes represent a pure sine wave (shown) with a wavelength of 4 pixels (10mm on the tool). This represents the single frequency present in the sine wave. The power spectrum analysed over each row of data, plotted against depth is shown. Since any pure sine wave contains only a single frequency the resulting power spectrum shows a single stripe at a wavelength of 10mm. Power is colour-coded, the blue represents high power, the red very low power. The lower graph illustrates the same result. The right array shows horizontal stripes colour coded as before, and with each stripe once again being a single pixel in width. Data at each depth level was averaged. The power spectrum shown is from the implementation of a sliding power spectral analysis of the average curve over a moving window of 64 pixels. Once again a single peak is seen at a wavelength of 10mm as expected. These results show that the programs are working properly, and illustrate the type of result to expect if vertical and horizontal features are present in the images. Note the scale of the power of the right-hand array – it is very large. For this reason in all subsequent interpretation on real data the natural log of the power was calculated and used for analysis. The result though is still referred to simply as ‘power’.
Figure 5.16 Comparison of spectral analysis of a single pad of data and all data. The left spectrum shows the results of a vertical spectral analysis over a moving window (64 pixels) over the average for all the data (average of 192 button responses). The right spectrum shows the results of spectral analysis over the average of a single pad of data (24 button responses). It can be seen that at (i) both spectrums recognise the laminations in the shale (this is seen as a blue/purple high at the low frequency end of the spectrum). At point (ii) it can be seen that both spectrums pick out the bed boundary (as this represents a point of maximum change); however the bed boundary is less prominent in the single pad spectrum and because of this the laminated sand bed is more distinct in this spectrum. At point (iii) and (v) structureless sandstone beds that are easily identified by their image are much clearer in the single pad spectrum. Point (iv) shows an area that represents laminated shale above structureless and laminated sandstone. The laminations are identified by both Fourier transforms. However because the beds are dipping the shale-sandstone boundary is much sharper in the single pad spectrum than in the spectrum over all the data and therefore the beds are easier to distinguish. The image shown is from Simian 1 and is dynamic. 1 vertical square represents 1 ft.
Figure 5.17 The frequencies contained in the power spectrum of a discrete wave (a) are also contained in the power spectrum of the same wave if it is extended (b). The right hand power spectrum (a) is that from a single pad of data (24 points only). Where the data changes horizontally across the pad there is a purple/red ‘high’ at the low frequency end of the spectrum (black arrows). The spectrum picks out the slumped sand very well. It also picks out the boundary between the structureless and laminated sand (as this is dipping). As the laminated shales are also dipping this means that there is variation across the pad and the spectrum sees this too. The other power spectrum (b) is of the same data but with the mean button value repeated on the end. As the length of the signal is longer more frequencies are present in the spectrum, however only a sample of the frequencies present are shown – those that contain most information. It can clearly be seen that the detail picked out in spectrum (a) is also present in spectrum (b) and indeed it is much clearer in (b). The image shown is from Simian 1 and is dynamic. 1 vertical square represents 1 ft.

It must now be determined exactly what the vertical and horizontal power spectra are measuring and whether they are able to assist in image facies interpretation. Figures 5.18, 5.19, and 5.20 show the power spectra of the image data adjacent to a variety of different image facies from all available wells. It can be seen that the spectra do not show single frequencies that relate to specific textures, but they do show high/low power contrasts in certain frequency ranges that correspond to specific textural elements that are seen in the images. Laminated shales are clearly distinguished by the vertical power spectrum, as
purple/red highs at the low frequency end. Slumped shales show this feature too, but also have very high horizontal power indicating a higher degree of variation in the image data in this direction. Structureless sand and bioturbated shale have very low power because of their plain image. The power spectral method though does not appear to be able to quantify any differences between slumped and chaotic shale, or between laminated, intraclastic, or slumped sand (although the image interpretation shown in Figure 5.20 could have been misinterpreted). In summary the power spectral method appears to measure and quantify the amount of heterogeneity in the image data. Since this was carried out both vertically and horizontally it provides a measure of directional heterogeneity. The next section discusses how power spectral analysis and the calculated statistics can be used as neural network inputs.

**Figure 5.18** Horizontal and vertical power spectra of different image facies, well Simian 1. Track 5 is the horizontal spectrum, track 6 the vertical spectrum. Slumped shale shows high power in both the horizontal and vertical directions indicating variation in these directions in the image. This is in contrast to laminated shale which shows high power at the low frequency end of the vertical spectrum (due to the horizontal laminations), but slightly lower horizontal power. The image of the debris flow appears to have no vertical pattern and therefore there is low-medium power in the vertical direction. The horizontal power is high. Structureless sand with its plain image is very distinct on both spectrums – with exceptionally low power, in contrast to the laminated shale that has high horizontal power and a reasonably high vertical power. The image is dynamic, and 1 vertical square represents 1 ft.
Figure 5.19 Horizontal and vertical power spectra of different image facies, well Simian 2. The plain image of bioturbated shale has low power in both the vertical and horizontal spectrums. In contrast chaotic shales have high horizontal and vertical power (similar to the slumped shale in Figure 5.18). The image is dynamic and 1 vertical square represents 1 ft.

Figure 5.20 Horizontal and vertical power spectra of different image facies, well Simian 3. Slumped shale can be seen with high vertical and horizontal power; laminated with lower horizontal power. Different types of sand are also shown. The structureless sand is very distinct as it has low power in both spectrums. However there appears no distinction between the laminated, slumped or intraclastic sand. The images actually look the same, so the author believes this to be an area where the interpreted image facies could be incorrect (the speckled nature of the image suggests it is all intraclastic sand). The image is dynamic and 1 vertical square represents 1 ft.
5.4.4 How can these data be used?

A variety of image statistics have been calculated and also the power spectrum both vertically and horizontally across a single pad of image data. This means there are many different statistical curves as well as many individual power curves for each frequency represented in the spectrum (for the vertical power spectrum this is 64 curves, for the horizontal spectrum 12 frequencies were sampled). Since there are so many possible inputs, how can these be used? Luthi (1994) used Principal Component Analysis (see Chapter 1) to reduce redundant information in his multivariant data (in this case he reduced ten principal components to three, which accounted for almost 96% of the variance in the data). However in Chapter 3 it was discussed how the backpropagation algorithm is able to effectively ‘sort’ the input variables into those that contribute to classification and those that do not. Therefore it is proposed that a large number of inputs are selected that are thought to be useful image facies discriminators, and the network is allowed to sort them. Indeed it is fairly common in traditional applications of the backpropagation algorithm to have many inputs, e.g. Pomerleau (1993) who used 960 inputs from a 30x32 input ‘retina’ to steer a moving vehicle.

Potential inputs were also correlated with various image facies that were described by Baker Atlas (2000 & 2001). The correlations showed which measures were capable of discriminating features present in the images (and they also highlighted places where the Baker Atlas interpretation was thought to be ambiguous or wrong). Specifically no discernable differences could be found between the chaotic and slumped shale. The difference between these shown in Table 5.1 is that chaotic shale is described as being a gravity driven failure of a shale mass, rather than a gravity driven failure of a semi-consolidated shale mass (slumped shale). The slumping in slumped shale is thought to have derived locally whereas the chaotic shale is interpreted as having been transported further before deposition. Also very few differences could be seen on the images between laminated, slumped, and intraclastic sand. There are two exceptions to this – in well Simian 1, where some faint laminations can be seen at approximately 7065ft and slumped sand can be seen at 6997ft (both in Figure 5.3). In all other sections of the three wells where intraclastic/laminated and slumped sand have been interpreted it is very difficult to tell them apart. Baker Atlas (2000 & 2001) actually states that laminations in the sand are below the resolution of the image tool. Irregular sand occurs rarely and when it does this is also
difficult to interpret on the images. A new image facies scheme was therefore defined that neural network models were trained on. This can be seen as Table 5.3 and is loosely based in the Baker Atlas scheme. However the scheme is strictly defined by the conventional and image logs; no correlation is made to core. This scheme effectively partitions the image into various categories that all look different in some way. Once the neural network is trained and applied to unseen sections of wells it should tell us which of the facies in Table 5.3 the image is most similar to. The associations of the image facies will still provide interpretation regarding depositional process (Table 5.2).

A common feature of this particular dataset is that many thin beds of sand occur within thicker beds of shale (interpreted by Samuel et al. (2003) as levee deposits). Although a thin-bed is defined as being below the normal resolution of conventional logs they generally occur from a few mm in thickness up to approximately 5cm. The potential discriminators discussed so far are averaged over various vertical intervals (from 6” to 1ft) and it had been shown that this is necessary in order to describe the various textures present in the image logs. Unfortunately this means that these parameters are unable to resolve thin sand beds. These are important economically as they make up a large amount of net pay in these wells, especially in Simian 2 and 3. It will be seen in later sections that some parameters (such as the image log average), calculated over a much smaller moving window are capable of resolving thin beds. This is a problem of utilising logs with very different resolutions. What is proposed, in order to define image facies and the thin beds within them is to break the neural network analysis down into various modules. It has been shown that some sand and shale facies have overlapping log signatures (Figure 5.11c) expressing a need for these two groups of facies to be kept apart, and it is known from recent literature (Bhatt & Helle 2002b) that modular systems can sometimes show improved results compared to their single module counterparts. Therefore the modular arrangement shown in Figure 5.21 was initially used for neural network analysis. Broad sand/shale groups of facies are defined first with the conventional logs. These groups are then divided further on the basis of their lithological and textural characteristics and include image log information. Finally data from those facies that are known to potentially contain thin beds can be analysed, for thin bed detection.
<table>
<thead>
<tr>
<th>Image facies number</th>
<th>Lithological description (from conventional and image logs)</th>
<th>Textural description (from image log)</th>
<th>Baker Atlas scheme equivalent</th>
<th>Interpretation examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Shale</td>
<td>Strongly laminated image.</td>
<td>Laminated mud.</td>
<td>Stable slope or basin floor.</td>
</tr>
<tr>
<td>2</td>
<td>Shale</td>
<td>Plain but sometimes speckled image.</td>
<td>Bioturbated shale.</td>
<td>Can indicate overbank fines, especially when associated with very thin beds of facies 5 (levee deposits).</td>
</tr>
<tr>
<td>3</td>
<td>Shale</td>
<td>Very heterogeneous image, with dipping, discontinuous and chaotic bedding fabrics.</td>
<td>Slumped and chaotic shale.</td>
<td>When occurs with facies 1 indicates inter-channel and/or overbank sediments.</td>
</tr>
<tr>
<td>4</td>
<td>Shaly sandstone (shale signature on neutron/density log (neutron to right of density log), but much closer together than for facies 1-3).</td>
<td>Variable texture, can be plain, but common are “patches” of resistive and conductive areas (sand and shale clasts).</td>
<td>Debris flow.</td>
<td>When associated with sandstone facies, can indicate a channel complex.</td>
</tr>
<tr>
<td>5</td>
<td>Sand</td>
<td>Very high resistivity, resulting in a very low image conductivity value. Images are generally homogeneous.</td>
<td>Structureless sand.</td>
<td>When occurs thickly bedded with facies 1 and 3 can indicate intra-channel sheet fill.</td>
</tr>
<tr>
<td>6</td>
<td>Sand</td>
<td>Much lower resistivity values measured by the image than facies 5. Image texture is variable but generally heterogeneous.</td>
<td>Laminated, slumped, intraclastic and irregular, sand.</td>
<td>When occurs on a small scale (&lt;3m in thickness) and associated with facies 3, can indicate gully erosion and infill.</td>
</tr>
<tr>
<td>7</td>
<td>Cemented sandstone / conglomerate (high density and low neutron values).</td>
<td>Image can be variable but sometimes shows evidence of pebbles.</td>
<td>Conglomerate.</td>
<td>If occurs with stacked sandstone facies above can indicate a channel base.</td>
</tr>
</tbody>
</table>

**Table 5.3** Image lithofacies scheme (loosely based on that define by Baker Atlas (2000 & 2001)). This is partly based on lithological information provided by conventional logs, and textural information provided by the image logs.
5.5 Data preparation before neural network analysis

5.5.1 Introduction

This section describes the data preparation steps that took place before application of the neural network, including input selection, data transforms, inter-well normalisation, depth shifting, and training and validation set design.

5.5.2 Input selection

It was shown that the neutron, density and gamma ray logs are very good at distinguishing sand from shale and that the density log is very important in recognising cemented zones. For this reason, for the first module, these three logs were selected as inputs.

For the second module (for both the sand and shale networks) that introduces image-derived logs, there are many inputs to choose from. It was proposed to simply use the ability of the backpropagation algorithm to sort the input variables during classification, rather than perform a dimension reduction stage. For this reason the vertical moving average, moving coefficient of variation, moving skewness, and moving kurtosis were selected as inputs as well as 14 frequencies from the vertical power spectrum (over a 128 pixel window), and 7 frequencies from the horizontal power spectrum. From the analysis so far it was discovered that it is the lowest frequencies in the vertical direction that appear to provide most...
information. By including some higher frequencies these inputs can act as a test to see if the algorithm relegates them to be of lesser importance than other curves. Initially it was undecided whether to include the conventional logs with the image derived components. It was shown that the neutron and density logs both appeared important in defining the 'debris flow' facies (facies 4 in Table 5.3). Excluding these may be detrimental to the prediction of this particular facies. However there are some intervals of other shaly facies (facies 1 and 2) that contain many thin beds of sand. The presence of sand appears to reduce the neutron-density separation. The inclusion of conventional logs could result in the mix up of these particular facies. For this reason, for shaly facies discrimination (module 2 shale network in Figure 5.21) the neural network was run with and without conventional logs for comparison.

5.5.3 Data transforms

The importance of all input data having approximately symmetrical distributions and similar variances was discussed in Chapter 3. Figure 5.22 shows examples of distributions from some of the proposed inputs. It can be seen that the spread of these data are approximately similar, (although it is noted that the kurtosis is slightly skewed). However no transforms of the data took place in this instance. Note however that the natural log of the power spectra has already been taken.
Figure 5.22 Distributions of some input variables. Shown is the second lowest frequency in the vertical spectrum (FSP128_2), the fourth lowest frequency in the horizontal spectrum (FAS4), and the moving average, coefficient of variation, skewness, and kurtosis over 6" (A6sp, CV6sp, Sk6sp, Kur6sp). Data shown are from the training intervals in well Simian 1. Other input variables (such as other frequency curves in the power spectra), and curves from other wells show similar distributions.

5.5.4 Inter-well normalisation

In Chapter 3 various factors were identified that can vary between wells, and ways were discussed to test if a neural network model is 'likely to work' in any particular well. For the Lomond data set a standard interval (the shaly section of the Sele Formation) was identified and it was used to identify wells that appeared to have fundamentally different log responses to other wells. They were subsequently excluded from the training set. For the Simian wells this step is also important. The majority of the input parameters to be used are not 'absolute' measurements – the coefficient of variation and power spectra for instance all measure variation in logs and these curves should therefore not require any inter-well normalisation. Inputs such as the average button response, the density, neutron, and gamma ray log may require normalisation.
However for the Simian wells it is very difficult to calibrate in the same way as Lomond. There is no ‘standard’ shale section that can be correlated between the wells. The only possible interval is at the very top of the wells above the main canyon fill that represents general background sedimentation (although it has been interpreted as laminated, bioturbated, and chaotic shale by Baker Atlas (2000 & 2001) suggesting that it may not all be pelagic/hemipelagic sedimentation). In this interval in Simian 1 and 3 though, the borehole is of very poor quality, indicated by the caliper log, so this cannot be used. In general there is no obvious reason why there should be a large degree of inter-well variability. The well intervals all occur at similar depths (Simian 1 6830ft – 7200ft, Simian 2 6880ft -7350ft, Simian 3 6770ft – 7240ft), and all were drilled with similar tool types. However the borehole diameter in Simian 2 is 12” (it is 8” in Simian 1 and 3). This could affect the gamma-ray log (Malcolm Rider pers. comm.). Also the response of the FMI tool can vary due to changes in the input voltage during logging (although an Emex correction was applied in Section 5.3.3). For these reasons some calibration was attempted, shown in Figure 5.23. Some very small intervals of structureless sand (that is very easy to identify on the images), and a short arbitrary interval of ‘shale’ were identified in all three wells and the log values compared. If a neural network model is to work then these should show similar values.

![Figure 5.23 Calibration between wells Simian 1, 2 and 3. Green curves are Simian 1, black Simian 2 and red Simian 3. The top histograms show log distributions for short sections of structureless sand. The lower histograms show the log distributions for a short section of arbitrary ‘shale’. Plotted intervals are: Simian 1 6994.6-6995.7ft and 7053.1-7054.9ft for structureless sand, and 7140-7150ft for shale; Simian 2 6975.4-6976.4ft, 6929.6-6930.9ft and 6906.8-6907.6ft for structureless sand and 7322-7329.8ft for shale; Simian 3 7115-7117.5ft and 7049.5-7050.5ft for structureless sand and 7297-7305ft for shale. See text for further details.](image)
Although there is slight variation in the distributions between wells, in general the positions of the histograms are similar. This type of analysis is looking for large discrepancies between log signatures (as is seen for the sonic log in Figure 3.21 for instance). In all the histograms in Figure 5.23 there is some overlap between them. It must also be noted that the histograms represent short intervals, and in the case of the conventional logs therefore represent a small number of measured data points (less than 10 in some cases). For these reasons no normalisation took place. This though is not an ideal way to calibrate wells, as it requires interpretation to be carried out prior to neural network analysis.

5.5.5 Training and validation set design

A single training set was created for each well, and was made up of many small intervals rather than a few large continuous ones. Sections were only included in the training set if they showed the specific characteristics described in Table 5.3 and if the author agreed with the Baker Atlas interpretation. This essentially acted as a double check on the interpretation (see Figures 5.24, 5.25 and 5.26). All the training intervals are indicated on the full logs in Appendix 5.

Figure 5.24 Training examples from well Simian 1. Track 4 shows the Baker Atlas image facies interpretation, track 5 the facies scheme from Table 5.3 (in fact that shown is a simplified version of the Baker Atlas scheme). The black bar indicates an interval that was used for training. The lower interval indicated appears more like facies 5 (structureless sand), rather than conductive sand (facies 6), so this section was not used for training. 1 vertical square represents 1 ft.
Simian_2_b
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<table>
<thead>
<tr>
<th>DEPTH FT</th>
<th>RHOB</th>
<th>FMImage_P ()</th>
<th>Image_fa</th>
<th>IM_FACIESr ()</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:60</td>
<td>1.7</td>
<td>2.7</td>
<td>0.</td>
<td>1500</td>
</tr>
<tr>
<td>6970</td>
<td>0.6</td>
<td>0.</td>
<td>14.</td>
<td>0.</td>
</tr>
</tbody>
</table>

Intracalstic sand
Laminated sand
Structureless sand
Facies 5
Facies 6

Figure 5.25 Training examples from well Simian 2. Track 4 shows the Baker Atlas image facies interpretation, track 5 the facies scheme from Table 5.3 (in fact that shown is a simplified version of the Baker Atlas scheme). The black bar indicates an interval that was used for training. The lower interval indicated appears more like facies 5 and 6 (structureless sand interbedded with conductive sand), rather than simply facies 5, so this section was not used for training. 1 vertical square represents 1 ft.
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<table>
<thead>
<tr>
<th>DEPTH FT</th>
<th>RHOB</th>
<th>FMImage_P ()</th>
<th>Image_fa</th>
<th>IM_FACIESr ()</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:60</td>
<td>1.7</td>
<td>2.7</td>
<td>0.</td>
<td>1500</td>
</tr>
<tr>
<td>7240</td>
<td>0.6</td>
<td>0.</td>
<td>14.</td>
<td>0.</td>
</tr>
</tbody>
</table>

Slump shale
Irregular sand
Facies 5
Facies 6
Facies 7
Facies 8

Figure 5.26 Training examples from well Simian 3. Track 4 shows the Baker Atlas image facies interpretation, track 5 the facies scheme from Table 5.3 (a simplified version of the Baker Atlas scheme). The black bars indicate intervals that were used for training. 1 vertical square represents 1 ft.
The data available to contribute to training and validation sets can be seen in Table 5.4. Certain wells appear to be dominated by particular facies types. For instance Simian 1 contains a lot of facies 1 and 3, but very little 2, whereas Simian 2 contains a lot of facies 2, but only a little of facies 1. It was shown in Chapter 3 that predictions made by a neural network are sensitive to the quantity of the different classes that make up the training set, unless the classes are known beforehand to be very distinct. Therefore in order to facilitate more accurate predictions the three training sets were combined resulting in a much more comprehensive training set, and this is what the subsequent neural network was trained on. Twenty-five percent of the class with the lowest overall amount was used for validation: (for instance in the first neural network (module 1), that can only predict sand shale or cemented facies the cemented facies (facies 7) occurred least in the training set (1.4ft), so 25% of this facies is approximately 0.35ft; therefore 0.35ft of sand, 0.35ft of shale, and 0.35ft of cemented facies were taken to be a validation set). The resulting amounts were used for training, and can be seen in Tables 5.5 and 5.6. Tables 5.5 and 5.6 also show the boosting factors that were used for the training data. For the first sand / shale / cemented network (module 1) it was thought that all these lithologies were very distinct, and so only a very small amount of boosting of the cemented facies took place (Table 5.5). For the second tier of networks (module 2) that predict the different image facies, partial boosting also took place (Table 5.6).

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simian 1</td>
<td>13.7</td>
<td>0.9</td>
<td>19.2</td>
<td>7.0</td>
<td>9.4</td>
<td>21.2</td>
<td>1.4</td>
<td>72.8</td>
</tr>
<tr>
<td>Simian 2</td>
<td>1.2</td>
<td>19.9</td>
<td>9.1</td>
<td>0.0</td>
<td>5.2</td>
<td>3.9</td>
<td>0.0</td>
<td>39.3</td>
</tr>
<tr>
<td>Simian 3</td>
<td>2.6</td>
<td>0.0</td>
<td>7.0</td>
<td>3.5</td>
<td>5.0</td>
<td>5.4</td>
<td>0.0</td>
<td>23.5</td>
</tr>
<tr>
<td>Total</td>
<td>17.5</td>
<td>20.8</td>
<td>35.3</td>
<td>10.5</td>
<td>19.6</td>
<td>30.5</td>
<td>1.4</td>
<td>135.6</td>
</tr>
<tr>
<td>% of whole data set</td>
<td>12.9</td>
<td>15.4</td>
<td>26.0</td>
<td>7.7</td>
<td>14.4</td>
<td>22.5</td>
<td>1.0</td>
<td>100.0</td>
</tr>
<tr>
<td>% sand / shale / cemented</td>
<td>Shale 62.0%</td>
<td>Sand 36.9 %</td>
<td>Cemented 1.0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4 Data available to contribute to training and validation sets, by well. All values are in feet.
Table 5.5 Number of feet of each lithology type used for training for the first module (sand / shale / cemented) neural network, and boosting factors. See text for more details.

Table 5.6 No of feet of facies used for training for neural networks in module 2, and boosting factors. See text for more details.

5.6 Preliminary analysis

5.6.1 Introduction

In Chapter 3 some experimentation was described that took place to determine the optimum network for predicting the described lithofacies in the Lomond Field. This experimentation allowed conclusions to be drawn about the main influences on the neural network model. The data studied in this chapter presents different challenges. There are many more inputs than before, which are at a far higher resolution (although the majority are vertically averaged). Some of these inputs are conventional logs that have a far lower resolution than their image equivalents, but have been shown to have a large amount of discriminating power. Also, many of the identified facies from the images contain thin beds that sometimes appear resolved by the image logs and sometimes not, and these often change the ‘bulk’ signature of the conventional logs.

This section describes some experiments that took place to find the optimum way of predicting the image facies described. It is necessary to determine: to what extent neural
networks are capable of discriminating the image facies scheme; whether the neural network ranks inputs in the expected order (given the analysis that has already taken place); what is the best way to integrate logs with different resolutions; and whether thin beds can be resolved?

A methodology was outlined (in Section 5.4.4, and Figure 5.21) that it was hoped could discriminate the various image facies. This is implemented first and described in Section 5.6.2. Results from this analysis are then compared with a non-modular system (combining modules 1 and 2 into a single network) for facies predictions (Section 5.6.3). The ability of the methodology to identify thin-beds is discussed in Section 5.6.4.

5.6.2 Image facies prediction with a modular neural network

Figure 5.21 described a modular system for the prediction of image facies. The first step involves the segregation of the logs into broad sand/shale lithological groups. This is best achieved with the conventional logs (RHOB, NPHI, and GR). Facies 7 that represents cemented zones (which are commonly conglomeratic) can also be distinguished. It was found in Chapter 3 that varying the momentum and learning parameters did not appear to affect the results very much. Also the use of a pruning algorithm was only successful if the starting network was close to the optimum one. Therefore learning and momentum parameters were left constant at 0.4 and 0.6 respectively, and the weight connections not pruned during training. At first a network with two nodes in one hidden layer was trained (justified by the fact that there are only three inputs and the sand/shale/cemented lithologies are known to be fairly distinct). Table 5.7 shows the results of training this and other networks, with different numbers of nodes.

<table>
<thead>
<tr>
<th>Trial</th>
<th>No. of nodes in single hidden layer</th>
<th>% correct over validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>98.04</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>98.04</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>98.04</td>
</tr>
</tbody>
</table>

Table 5.7 The percentage correct over the validation set for different sized networks; three trials per network.
All networks produce the same hit-rate over the validation set, which is very high at 98.04%. The results for all three networks are the same since the validation set is very small (a consequence of having very little cemented facies). Also, the percentage hit-rate should be interpreted with caution. The next step in the procedure (module 2) will be the prediction of the image facies within the sand and shale lithology groups, and it is this step that will involve the integration of the image and conventional logs. For this reason the conventional logs were interpolated so that data existed at the same increments as the image logs. Data used in the above analysis was at this (high) resolution, and therefore this could have lead to an artificially high hit-rate over the validation set (see Figure 5.27). The hit-rate does give us an indication of the networks success, but the results should also be tested by applying the model to unseen sections of the well. Therefore the simplest network was selected for further assessment and applied to the wells in the data set (examples are shown as Figures 5.28, 5.29 and 5.30).

Figure 5.27 The effect of interpolating between data points on the hit-rate over the validation set. Conventional logs were interpolated so that data existed at the same increments as image logs. In this diagram recorded data points are schematically shown in bold, with the interpolated points between them. Neural network models were trained with all the data. This means that when conventional logs are used a large part of the training set is made up of interpolated data. This may affect the training of the model (see later). It will also affect the hit rate over the validation set – imagine that the recorded data point (a) is included in the training set, but the interpolated point at (b) is included in the validation set. Validating with point (b) is essentially the same as validating with point (a) as the value of (b) is very much determined from (a). This is similar to validating data used for training (see Chapter 2). Therefore caution should be exercised when interpreting hit-rates over validation sets when the data have been interpolated. Any models should be tested over unseen data.
Figure 5.28 Results of the neural network trained to predict sand, shale and cemented lithological groups from well Simian 1. Track 5 shows the raw predictions which include some very small intervals where no predictions were made – commonly at log inflexion points. Track 6 shows the results after these intervals had been repaired (see text for more details). In general the results are excellent. Note the black bars indicate sections that were used for training.

Figure 5.29 Results of the neural network trained to predict sand, shale and cemented lithological groups from well Simian 3. Track 5 shows the raw predictions and track 6 the results after these intervals had been repaired (see text for more details). In general the results are excellent. Note the black bars indicate sections that were used for training.
Chapter 5: Integration of image log data

Figure 5.30 Cemented facies (facies 7) occurs in approximately the correct place (the density log increases and the neutron log decreases). However part of the section shown (where there is a black bar) is the training set. Unfortunately this is the only section of cemented facies in all three wells so it is difficult to properly test the ability of the model to predict this facies. However we can conclude that the model does have the ability to predict this facies. 1 vertical square represents 2ft.

In general the results are excellent. There are a very few number of places where predictions are not made, these tend to occur at log inflexion points (see Figure 5.29). Therefore the ‘thin-bed repair’ program was implemented, as in Chapter 4 to remove these. The program was run with a thin-bed being defined as having a thickness of 0.5ft. Although this value is smaller than that used in Chapter 4, and below the resolution of the density tool, its use can be justified. In all three wells there are very few thin beds and they always appear to be less than 0.5ft thick. Also there are fewer potential outputs, so if a thin bed of shale that is 1ft thick for example occurs within a larger bed of sand, even though it is not fully resolved by the logs, it may still be correctly predicted (this would probably not be the case if there were more potential outputs). The cemented facies also appeared to be predicted successfully however it is very rare and therefore difficult to test the real ability of the model to predict this facies (see Figure 5.30).

The next step in the implementation of the modular system (module 2) is the segregation of the different lithological groups (sand and shale only – the cemented facies is not separated further) into the different image facies (refer back to Figure 5.21). Different neural networks were trained to predict different types of sand (facies 5 and 6) and different types of shale (facies 1 to 4). The results of the two networks were then combined with the cemented facies to produce the final predictions from module 2. The training sets that these networks were trained on were shown in Table 5.6. As for module 1, it was decided to train networks with fixed learning and momentum parameters, and no pruning. For the sand network it was
decided that the conventional logs would not be used as inputs, as it appeared that facies 5 and 6 could be distinguished very well with the image derived inputs only. Various topologies were trained, and the results over the validation set compared. For the sand networks these are shown in Figure 5.31.

<table>
<thead>
<tr>
<th>Trial</th>
<th>No. of nodes in single hidden layer</th>
<th>% correct over validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>97.77</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>97.65</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>99.23</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>99.48</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>99.4</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>99.23</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>99.66</td>
</tr>
</tbody>
</table>

Figure 5.31 The percentage correct over the validation set for different sized sand networks; three trials per network. The graph on the right shows the network chosen for further analysis - this is the smallest topology with the best results (3 nodes in 1 hidden layer).

The simplest network that shows high results has 3 hidden nodes in 1 hidden layer. The hit-rate is very high at 99.23%. This is very plausible though as the network has only two outputs and both types of sand appear fairly distinct. The fact that many of the image inputs are averaged vertically could affect the hit-rate over the validation set in a similar way to that described in Figure 5.27, but it is thought that the problem is not as significant in this case as the data are not interpolated.

For the shale networks it is difficult to decide whether the conventional logs should be used as inputs as well as the image derived logs. The conventional logs were shown to be potentially important discriminators for facies 4 (which are debris flows – see Figure 5.11b), however other shales that contain sandy thin beds also have a close neutron-density log separation. If the conventional logs are used will the resulting network mix up facies 4 with other shales that contain these thin beds or if the conventional logs are left out will the network be able to predict facies 4 successfully at all? Two different networks were therefore trained – one had both conventional log and image derived inputs, the other just the image derived inputs (as for the sand network). For each network type various topologies were trained, and the results over the validation set compared. These are shown in Figures 5.32 and 5.33.
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The results are interesting in that they show that in all cases the same size network when trained with the conventional logs results in a higher validation set hit-rate compared to the same network trained without these logs. This is probably due to interpolation of data (Figure 5.27). The results from each of the best shale networks were spliced with those from the sand network, and facies 7 (from module 1), for comparison. These can be seen as Figures 5.34, 5.35 and 5.36.

These figures show that all raw predictions are fairly spiky (as they were when neural network analysis was applied to the Lomond Field data), but generally more spiky in the shale results which utilised the image derived inputs only (compare tracks 6 and 8 in Figure 5.36). Where the conventional logs were also used they appear to have 'smoothed' the results, this no doubt due to the coarser resolution of these logs and the interpolation of the
data. Both sets of predictions though do appear to benefit from thin-bed repair. Thin-bed repair took place in exactly the same way as described in Chapter 4, but with a thin-bed defined as being 20 samples in thickness (which is approximately 2”).

The results show that if the conventional logs are left out then facies 4 is often predicted wrongly. This supports earlier investigations that showed the neutron, density, and gamma-ray logs were good discriminators of this facies (Figure 5.11b). What was feared was that if the conventional logs were included facies 4 would be predicted where thin-bedded intervals exist (which have higher bulk sand content and therefore a closer neutron-density separation). This does not appear to be the case, some beds of facies 4 are predicted in these intervals but these are not frequent, implying that the image inputs are also very important in analysis. From the figures shown, the results from the shale networks that used all curves are generally very good, and the sand results are good too, following the image exceptionally well. However there are one or two errors that consistently appear – ‘edge’ effects that occur on the boundaries between sand and shale beds. These could be a consequence of using the modular approach (see Figure 5.37). These artefacts could be removed with the thin-bed repair program, however if these were automatically removed then other (correctly predicted) beds would also be removed that occur in a single lithological sequence.
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Figure 5.34 Results from Simian 1. Track 5 shows the 'real' image facies (although this is simply a simplification of the scheme interpreted by Baker Atlas); track 6 are the results when all logs were used as inputs into the shale network; track 7 are the same results as track 6 but after the thin-bed repair program had been run over the data (see text); track 8 are the results when only image derived inputs were used as inputs into the shale network; track 9 are the same results as track 8 but the after the thin-bed repair. When only image derived inputs are used in the shale network, much more facies 4 (brown, at A) is predicted incorrectly, and this often still exists after thin-bed repair (at B). When the conventional logs are also used as inputs for the shale network then there is less facies 4 predicted incorrectly, however some still does occur (e.g. at C). The sands appear to have been predicted very successfully with the facies correlating with the image well (e.g. at D and E, even though this doesn't match the 'real' image facies). There does appear however to be an 'edge effect' at F (see text for more details).

Figure 5.35 Results from Simian 2. Tracks are set up in the same way as in Figure 5.34. More facies 4 is predicted incorrectly when only image derived inputs are used in the shale network (at A, B and C), and these still exist after thin-bed repair (at D and E). Overall the shales appear to be predicted well, as do the sands. However there are some edge effects (at F and G), which are made worse after thin-bed repair (H and I).
Figure 5.36 Results from Simian 3. Tracks are set up in the same way as in Figure 5.34. More facies 4 is predicted incorrectly when only image derived inputs are used in the shale network (at A), and these still exist after thin bed repair (at B and C). Although the shales predicted using all inputs show good overall predictions there are some incorrect intervals of facies 4 (e.g. at D). The sands are also predicted successfully, although some thin-beds of high quality sand (e.g. at G) are lost after thin-bed repair. However these should be added back in when thin-beds are identified later, in module 3 (see Figure 5.21).

Figure 5.37 An example of an edge effect at a sand / shale boundary. This could be an artefact derived from integrating curves with different resolutions in the modular system. The results from the first module which defined the broad lithological groups can be seen in track 5. The sand shale boundary has been defined correctly at the GR, PHIN, and RHOB inflexion points (dashed red line). The second ‘module’ that divided the lithological groups into image facies was forced to predict sand above the red line and shale below it (shown in track 7). However the boundary is defined more accurately by the image, and does not start until around point A which is clearly very resistive sand. Although the model has predicted resistive sand correctly (yellow, dotted), below this it has predicted more conductive sand (orange) between the coarse logs inflexion point and the true sand / shale boundary. 1 vertical square represents 2 ft.
From earlier investigations it was expected that the coarse logs would be important discriminators in the prediction of the image facies. They were kept apart from the image logs resulting in two separate modules because it was thought this would aid prediction. However it has been shown that when it comes to the second module, the prediction of the image facies (in the case of different types of shale) is better when the conventional logs are also included as some of the actual image facies (especially facies 4) have a distinct lithological signature that is discriminated well with these logs. They also act to smooth the results making them more geologically consistent. The question should now be asked whether all the logs could have been incorporated at the same time in a single network that could predict sand and shale image facies (i.e. could modules 1 and 2 have been combined)? If this is so then boundaries between lithological groups might also have been defined by image derived components, and this could remove the artefacts described above in Figure 5.37. The next section describes the creation of a single neural network trained to predict all the image facies. The results are then compared to those of the modular system.

5.6.3 Image facies prediction with a single neural network

The single network created had exactly the same inputs as before (28 in total as described in Section 5.5.2) and 7 outputs corresponding to the seven different image facies described in Table 5.3. A variety of different networks of different sizes were trained, with fixed learning rate and momentum parameters of 0.4 and 0.6 respectively. No pruning took place. The training and validation sets were exactly the same as before (for the second ‘module’, as described in Section 5.5.5 and Table 5.6). The training sets were partially boosted before so that there were similar amounts of sandy facies, and similar amounts of shaly facies. If the same training sets are used then this means that even though there are similar amounts of, say, facies 5 and 6 (both sand), there will be different amounts of say facies 1 and 6 (1 being a shale, 6 being a sand). However it is known that the sand and shale groups themselves should be fairly distinct and the facies groups within these broad lithological classes have been partially balanced. Also the training set is fairly large consisting of over 15,000 data examples. Therefore the training set was the same size as before. The validation set was created as before with the amount of each facies in it equal to 25% of the least occurring facies (which is facies 7 – cemented).
The results of training the different sized networks can be seen in Figure 5.38. As described earlier one has to be careful when interpreting the hit-rate over the validation set due to the interpolation of the conventional logs. However this can be taken as an indication of the network’s performance, before further testing.

<table>
<thead>
<tr>
<th>Trial</th>
<th>No. of nodes in single hidden layer</th>
<th>% correct over validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>54.63</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>90.32</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>93.06</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>96.66</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>95.93</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>98.3</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>98.34</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>97.92</td>
</tr>
</tbody>
</table>

Figure 5.38 Training a single network. The percentage correct over the validation set for different sized networks; three trials per network. The graph on the right shows the network chosen for further analysis — this is the smallest topology with good results (4 nodes in 1 hidden layer).

The hit-rate can be seen to rise rapidly and flatten off so that all networks that have 4 or more hidden nodes all have hit-rates that are above 90%. Therefore the simplest network, (with 4 hidden nodes, as indicated) was chosen for further testing. This network is only slightly larger than that which predicted the different sand facies in ‘module 2’ (that had 3 hidden nodes in 1 hidden layer) and in fact smaller than the network that predicted shaly facies in module 2 (that had 9 nodes in 1 layer). But this network has seven outputs so one might have expected the number of nodes needed to be larger. What this simply shows is that there exists a number of different networks of different sizes that are able to classify the same data to a similar degree of accuracy. The reason for validating the network is so that, for instance, the network with two hidden nodes in Figure 5.38, which would be expected do a very poor job of classifying the data is not chosen. The simplest network is to be preferred, as larger networks are more susceptible to overtraining. However if a larger network is properly validated, and then assessed on unseen data there appears no reason why it cannot be used to make predictions. For instance Figures 5.34, 5.35 and 5.36 show that the modular network (when all input curves were used) produces fairly reasonable results outside of the training intervals and therefore there is no reason to choose a smaller network.
The network indicated in Figure 5.38, trained to predict all image facies was compared to the results of the modular system. Comparisons are made in Figures 5.39, 5.40, 5.41 and 5.42.

Figure 5.39 Comparison of the results from the modular network and single network, well Simian 1. Track 5 shows the ‘real’ image facies (simplified from the Baker Atlas scheme), tracks 6 and 7 show the results from the modular network (raw and repaired respectively), and tracks 8 and 9 the results from the single network (raw and repaired respectively). It can be seen that the single network is similar to the modular one in many respects, the sandy intervals around A and B are almost exactly the same. The prediction of facies 4 (debris flow) at C and D for the single network could actually be a better interpretation than the modular result – although the image at D clearly shows a slumped horizon the neutron-density and gamma-ray response is closer to that of facies 4. However there are some discrepancies in the single network’s interpretation: at E and F there are some small intervals of facies 7 (cemented) which shouldn’t occur. Also at point G the single network has predicted facies 3 (slump shale). The modular system has predicted facies 2 (bioturbated shale) that appears much closer to the image especially when the pad that the networks were trained on is highlighted.
**Figure 5.40** Comparison of the results from the modular network and single network, well Simian 2. The tracks are set up in the same way as Figure 5.39. In the interval shown the single network predicts facies 2 (bioturbated shale) and the modular system predicts facies 3 (slumped shale). The image shows some discontinuous laminae. Although this is not very obviously facies 3, it is clearly either 1 or 3 (laminated or slumped shale) rather than facies 2, thus the modular system appears to be more correct. Note 1 vertical square is equal to 1 ft.

**Figure 5.41** Comparison of the results from the modular network and single network, well Simian 3. The tracks are set up in the same way as Figure 5.39. The prediction of the different sandy facies are very similar for both the modular system and the single network (at A and B for instance). At C the modular system predicts facies 1 (laminated shale), that matches the ‘real’ facies, the single network predicts facies 3 (slumped shale). The image shows some faint laminae so the modular system appears ‘more correct’ than the single system. At D there is another example of the single network mixing up facies 2 and 3: 3 is predicted but the image is clearly plain and homogeneous, matching the description of facies 2 (even though the ‘real’ facies implies that it is facies 1 (laminated shale). Note 1 vertical square is equal to 1 ft.
In many cases the two methodologies produce very similar results, especially in the sandy facies. There are places where the single network may have produced better results, for instance at C and D in Figure 5.39. However, consistently the single network predicts very small sections of facies 7 incorrectly and facies 2 and 3 (bioturbated and slump shale) appear to get mixed up – in all the examples shown the modular system appears to have a preferred interpretation. Also the singular neural network is not immune to edge effects that occur between sand and shale boundaries (Figure 5.42), which are simply the result of using logs with different resolutions.

It is difficult to compare these two methodologies on the basis of these few sections. In many ways they appear very similar. Theoretically they should produce similar results – although the single network does have more freedom (as it is not restricted by the first module) it can essentially predict any facies wherever it wants. However it may well be that the division of the problem into smaller tasks allows the network to find the true relationships more easily.

Therefore the results of the modular system will be taken for further analysis – in subsequent sections and Chapter 6.
5.6.4 The identification of thin sandy beds

Section 5.5.2 described the evolution of the West Delta Deep channel system proposed by Samuel et al. (2003). Stage 3 involved the re-incision and infill of the initial valley fill. The infill involved the deposition of stacked meandering channels and levee deposits. In places the levee deposits are vertically very thick (in Simian 3 they occur in sections up to 30ft in thickness), and are therefore very important economically. Levee deposits consist of thin sand beds a few mm to a few cm in thickness interbedded with shale. Commonly their original depositional fabric is altered due to bioturbation or soft sediment deformation. Since the majority of the thin beds are only a few mm thick the methodologies described so far have not been able to identify them. The inputs used were averaged over vertical moving windows, because it was necessary to quantify the ‘bulk’ textural elements (see Figure 5.7).

If thin-beds are to be identified then the discriminators cannot be averaged to the same degree as the inputs used previously. Examples of some levee deposits in the Simian wells are shown as Figures 5.43 and 5.44. It is shown that some thin-beds are resolved by the image, and when this is so the average or stacked button responses from a single pad are equally good discriminators (calculated in Section 5.4). No other statistics other than these appear to consistently identify them. In many cases though, individual sand beds are not resolved by the image. However it appears (from careful depth shifting of core photographs to the logs) that if they occur in a dense package then the coarser logs such as the neutron and density respond to them measuring the increase in the bulk sand content adjacent to the borehole (see Figure 5.43 (b)).

In order to build the identification of the thin-beds into the automated neural network process further neural networks were trained to identify thin-beds. One was trained to identify those that are resolved by the image logs (type-I thin-beds) and the second to potentially identify those that occur in dense packages but are not seen on the images (type-II thin-beds).

A very simple network was created to identify type-I thin-beds. Since the average button response (over a single pad), and stacked button response appear to equally discriminate these types of thin-beds (Figure 5.43) then only the average was used. The network was created with this single input connected to two outputs (thin-bed or ‘not’ thin-bed). This network is only capable of describing a decision line that represents a straight line (see Chapter 2), meaning that the network is describing a cut-off below which all data will be
Figure 5.43 Thin-bedded levee deposits. In many cases individual thin-beds are resolved by the image logs (as in A). When this is so the average button response from a single pad is a good discriminator (track 6), as is the stacked button response (track 7). Many thin-beds though, appear below the resolution of the image logs (it may be that they have been bioturbated to some extent so that the moving image tool 'smears' them into the surrounding shale), for example in B and C. If individual thin-beds are unresolved by the image but they occur in a dense package then it appears that the coarser logs such as the neutron and density log respond to them, measuring the bulk increase in sand content. This relationship appears fairly consistent: example B is from well Simian 2, C is from Simian 3. Note that the image facies shown (with the interpreted thin-beds) is the interpretation by Baker Atlas (2000 & 2001). The cored section shown is 60cm/2ft in height. 1 vertical square represents 1 ft.

classified as a sandy thin-bed (facies 5). If the network's output is not a thin-bed then the original interpretation from module 2 will still be upheld. Although this appears like a very simple problem that doesn't necessarily require a neural network to solve, the benefit of using a network is that it is itself that decides where to draw the decision line based solely on the training data, rather than a line drawn by hand. Therefore 48 data points from Simian 1,
30 from Simian 2, and 48 from Simian 3 were selected for training. Half of these represent thin-beds that are resolved by the images (and consequently have a low average button response), and half represent other intervals of the logs. The training intervals can be found in Appendix 4. An example of a training interval is seen as Figure 5.44. The data were randomised and 15 examples of each output were selected for validation. A number of iterations were run but with the same validation hit-rate each time (93.65%), as expected.

Data from each well was applied to the trained network, and the results spliced with the results from module 2. Where the borehole is of poor quality and the image therefore out of focus (see Figure 5.4) many thin-beds are predicted (Figure 5.45). In these intervals any interpretation should be questioned anyway, because of the image quality. Therefore no thin-beds were allowed to be predicted here whatever the facies interpretation from module 2.

Figure 5.44 An example of an interval used for training a network to predict type-I thin-beds. The black bar indicates the specific interval correlating with a reduction in the average button response (shown in track 6). The bed is approximately 1” thick.

Figure 5.45 An example of an area from well Simian 2. The image is out of focus, because of the poor quality hole (shown by the calipers) and is therefore extremely variable often recording very low values. The neural network trained to predict type-I thin-beds predicts thin-beds in this interval, which are artefacts. Predictions were therefore not allowed in these intervals (based on a caliper cut-off). 1 vertical square represents 1 ft.
An example of a successfully predicted type-I thin-bed can be seen as Figure 5.46.

Figure 5.46 An example of a predicted type-I thin-bed from well Simian 3. It is approximately 1-2" in thickness.

A consequence of predicting thinner sandy beds in this way is that within a sandy interval, where the image shows a mix of facies 5 and 6 (resistive and conductive sand) more detail is revealed (Figure 5.47)

Figure 5.47 An example of predictions from well Simian 1. The result from module 2 is shown in track 5, where facies 6 has been predicted (conductive sand). However the image is fairly patchy with many light areas indicating more resistive sand. After the prediction of type-I thin-beds much more detail is added to the interpretation, which is seen in track 6. 1 vertical square represents 1 ft.
A second network was created to identify type-II thin-beds. Since these thin-beds are not revealed by the image but are identified as 'packages' by the coarser logs the network result will be a 'flag' that indicates probable thin-bed packages or not. The flag will be plotted adjacent to the previous interpretation, rather than added to it like the results for the type-I thin-beds. The neutron and density logs were used as inputs. Very small intervals from a variety of different places in all three wells were taken to act as training data. Each interval consisted of a maximum of 2 examples and intervals were more than 0.5ft apart so that the training data were not influenced by interpolation. Intervals used for training can be found in Appendix 4. 25% of each type of output were used for validation. The results of different trials are found in Table 5.8.

<table>
<thead>
<tr>
<th>Trial</th>
<th>No. of nodes in single hidden layer</th>
<th>% correct over validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>83.33</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>96.67</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>96.67</td>
</tr>
</tbody>
</table>

Table 5.8 The percentage correct over the validation set for different sized networks; three trials per network.

The simplest network with the highest hit-rate over the validation set was trial 2. This was selected as the network to be used to make predictions over the entire well. An example of the results from this network can be seen as Figure 5.48. It can be seen that the network suggests that there are thin-beds in a large number of intervals that correspond to where the neutron and density logs are close together. The amount of predicted thin-bed packages is far more than expected. Some of these are a consequence of boundaries between shaly and less shaly regions. It was described how the neutron and density logs become closer when these packages occur, found by correlation to core, and although it has been shown that this relationship does appear to exist it will depend on the amount of thin-beds present in a package, and their individual thickness. Also it is clearly possible that the training of the neural network is the cause for this over-prediction, or more likely the selection of training data that the network was trained on. From a commercial point of view the most important thin-bed packages occur in facies 1 and 2 (laminated and bioturbated shale), and occur in packages that are greater than 2ft in thickness. If these packages occur in slumped shale then the slumping will have destroyed the fabric of the beds making them less productive.
Therefore if thin-bed packages are only allowed to occur in the principal facies (1 and 2) and only in intervals that are greater than 2 ft in thickness then only the most important levee deposits are identified (see Figure 5.48).

**Figure 5.48** An example of type-II thin-bed predictions from well Simian 3. Track 7 shows the raw predictions. These occur in almost all intervals. This could be for reasons described in the text. However if the thin-beds are only allowed to be predicted in facies 1 and 2 and only allowed to occur in intervals greater than 2 ft the results describe only the main levee deposits, shown in track 8.
The results of the modular system in all three wells are discussed further in Chapter 6. In these results type-II thin-beds are only shown if they occur in the principal facies (1 & 2).

5.6.5 Neural network dependence

So far a modular neural network has been built. The first module used conventional log data to describe broad sand and shale groups, and also revealed intervals of cemented facies. Subsequent neural networks were then trained that included image derived inputs that could differentiate different image facies – and it was found in the case of the shale network that using the conventional logs also at this stage improved predictions. It is now appropriate to investigate which inputs the various neural networks are most dependent on.

In Chapter 4 it was described how comparison of the sum of weights from the input layer only in a backpropagation neural network provides a good approximate measure of the contribution to the final result of different input variables. Figure 5.49 shows the relevant weights in the final networks used in this chapter.

Figure 5.49 Bar graphs to show the dependency of the various neural networks on the different inputs. The relative importance column shows the modular sum of the final weights attached to each input node, as described in Chapter 4. The input names can be found in the notations and conventions section that precedes Chapter I. Note though that FSP128.8 for instance, refers to the 8\textsuperscript{th} lowest frequency from the Fourier spectrum from a Single Pad of data over a 128 point vertical moving window; FAS3 for instance, refers to the 3\textsuperscript{rd} lowest of the frequencies selected from the Fourier spectrum Across a Single pad of data.
It is seen that in module 1 the neutron and density logs are more important than the gamma-ray log in discriminating sand from shale. This could be due to the higher resolution of these logs. The fact that the density log is most important could be due to the fact that this is important in discriminating facies 7 (cemented / conglomerate zones).

In the module 2 sand network the average button response is the most important input variable, and the coefficient of variation is the second most important. This is what was expected, as it was shown in Figure 5.12 that the average is a very good discriminator of facies 5 (resistive sand). It has also been shown in various other figures that this facies usually has a plain image and this is reflected in the importance of the coefficient of variation. The next most important variables are various power spectral curves from both the vertical and horizontal analysis. These were shown to be important in discriminating the different sand types (Figures 5.18 and 5.20).

In the module 2 shale network the three conventional logs are the most important discriminators, followed by a number of the spectral power curves and the average and coefficient of variation. It may be surprising that the three conventional logs are the most important in distinguishing the different types of shale. This could be because of facies 4 (debris flows) having a distinct neutron and density signature. However this is probably only part of the answer. These logs were interpolated to be the same resolution as the image logs, and if one imagines what is taking place during training of the neural network (Figure 5.50) then it is possible to understand why this occurs. The actual number of measured values of the conventional logs in the training set is far less than the image derived components. Therefore interpolating essentially boosts the restricted set artificially. The actual effect of this is mitigated to some extent by the averaging of the image derived components, and the training data coming from many different intervals. Also since there are more image derived inputs the total influence of these is greater than the conventional logs. However the use of the conventional logs was justified by experimentation, as it was shown in Figures 5.34, 5.35, and 5.36 that actual results are better when both image derived inputs and conventional logs are included in the shale network. This aspect of the research is discussed further in Chapters 6 and 7. Although the conventional logs are important in the module 2 shale network, the average and coefficient of variation are also very important too. This was expected (especially the coefficient of variation), from earlier analysis (Figure 5.13). Previous analysis also showed that the lowest frequencies in the vertical spectrum were
expected to be more important than their higher frequency counterparts for distinguishing different types of shales. Figure 5.49 shows the second, third, and fourth lowest frequencies to be important in the model. The twenty-eighth, twenty-fourth, tenth, twentieth, and fourteenth all appear less important in analysis. This illustrates that the algorithm is capable of sorting the input variables during training. Spectral analysis also took place horizontally, and it was expected that these power curves would be useful in distinguishing facies 3 (slumped shale). Although two of these curves do occur fairly high in the ranking, the majority are near the bottom. Either the relationships that it was thought existed do not exist throughout the whole data set, or the network has failed to learn this relationship. The network dependence is also discussed further in Chapter 6, when the results are viewed alongside the various input logs.

For the module 3 network that predicted thin-bed packages the neutron log is more important than the density log. This may indicate that these packages contain gas (it is known that such intervals are productive), which may affect the neutron log more. The influence of fluid type on any results was discussed in Chapter 4 - this would need to be considered before any further application to other wells in the concession area.

![Figure 5.50 Schematic of a two-dimensional cross section of the hypothesis space in which the neural network is searching for a solution. A conventional log is plotted on the abscissa axis, an image derived component on the ordinate. The two bold crosses (labelled 1 and 2) are actual measured values. The small black crosses (and $X_1$) are interpolated data. Therefore the positions of the small crosses on the abscissa are defined by the measured values, whereas their position on the ordinate can take on any value. If the points sit as they are shown then the network may draw the decision line indicated. However, if one of the interpolated points e.g. $X_1$ has a different abscissa value and isn’t restricted by the measured points i.e. is in position $X_2$, then the resulting decision line could be very different (dashed). Thus the interpolated values of the conventional logs restrict the position of the decision line and therefore become artificially important during neural network training.](image-url)
Chapter 5: Integration of image log data

5.7 Chapter summary

This chapter described methodologies for integrating microresistivity image log data into the neural network process for 'image facies' prediction. Initially the geological setting and sedimentology of the West Delta Deep Marine Concession area were discussed and the image facies scheme developed by Baker Atlas (2000 & 2001) was presented. Section 5.3 described how the image data were processed before any interpretation took place.

In order to quantify aspects of the textures that could be seen in the images, various statistics of the image tool button responses were calculated. Spectral analysis of the data also took place both horizontally and vertically. It was shown how these criteria could potentially differentiate different textures on the image logs. In particular the coefficient of variation appeared a good discriminator of bioturbated shale and structureless sandstone. The average of button responses also appeared a good discriminator of structureless sandstone. The different spectra appeared to differentiate laminated and slumped shale. In all cases better discrimination was found if analysis took place on a single pad of data rather than over all the data at once. Also it was shown how some facies such as chaotic and slumped shale, and laminated, intraclastic, and irregular sand could not be discriminated. Debris flows were shown to have a very specific lithological signature that was seen by the neutron and density tools. On the basis of this work the image facies scheme was simplified before analysis with the neural network. In Chapter 3 it was discussed how transformation of data, and inter-well normalisation are important to ensure successful interpretation. This was investigated in Section 5.5. Finally training and validation sets were carefully designed.

Preliminary analysis of the data then took place. This initially involved the building of a modular system. The first module separated the well data into specific lithological groups using conventional logs. The second module contained two networks that were trained to predict different types of sand and shale. The sand network was trained successfully with only image-derived inputs. It was undecided whether to include the conventional logs along with the image-derived inputs in the shale network, and therefore two different networks were trained, one with conventional logs, and one without. The network trained with the conventional logs appeared to give better results. In particular facies 4 (debris flows) was predicted more successfully, as expected from previous analysis. The modular system was then compared to a single network that was trained to predict all facies. Although
theoretically the two systems should be able to predict with similar degrees of accuracy, it was shown that the modular system produced better results. Thin sandy beds exist within thicker shaly units and these could not be discriminated by the networks trained so far as the various inputs were averaged over a moving window. Therefore more networks were trained to predict these. One network used the average button response (but not averaged vertically) to predict those thin-beds that were resolved by the image. Many thin-beds were not resolved by the image. However where these occurred in dense packages the coarse logs such as the neutron and density appeared to respond to the increase in the bulk sand content. Therefore a separate network was trained to predict these packages.

Weight analysis of the networks revealed which input parameters were most important in the different models. These illustrated how the algorithm is capable of sorting input parameters into their importance during the training phase. It was also noted how combining interpolated coarser logs with higher resolution logs can artificially promote the coarse logs to be more important in model building.

The results from the modular system and the thin-bed predictions are illustrated further in Chapter 6. The conclusions drawn from this chapter are discussed in more detail in Chapter 7.
Chapter 6: Further analysis of image lithofacies results

6.1 Introduction

This chapter presents further results from the modular neural network system developed in Chapter 5 for predicting images lithofacies. Various sections of the wells are shown that display the network results alongside the images. Description and discussion of these (Section 6.2) compliments analysis that took place in Chapter 5, by confirming what the network is actually responding to and whether the results are justified by the logs. Since the use of the thin-bed repair program to improve results was implemented in the previous chapter, no further discussion of this process takes place here. Since some of the absolute measurements used during analysis are affected by fluid saturation (even the measured image conductivity values are affected by reservoir fluid (Rider et al. 1999)) it is expected that the developed model will only be applicable in gas zones. All three well intervals in the data set occur in the gas leg and there are no obvious transition zones. For these reasons no further analysis is attempted (as in Chapter 4) to create a model applicable to transition and water zones.

In contrast to the detailed analysis of Section 6.2, Section 6.3 illustrates how network predictions can aid the interpretation of large-scale sedimentary environments and assist in depositional modelling. The chapter is then summarised in Section 6.4.

6.2 Detailed analysis of network predictions

6.2.1 Introduction

This section compares image facies predictions to the actual images on a well by well basis. Figure 6.1 shows an overview of Simian 1, 2 and 3. Black boxes indicate the intervals that are shown in subsequent figures.

6.2.2 Detailed well analysis

Figure 6.2 shows an interval from a higher section of Simian 1. Tracks 2, 3 and 4 show the gamma-ray, neutron, density, average button response, and coefficient of variation that were all used as inputs into the model. The image log (dynamic) is then shown in track 5. Since
statistical and spectral analysis took place across a single pad of data the pad that was used for this is shown on its own in track 6 (this is actually a mirror image of the pad used, but it still shows the texture recorded by the tool). Tracks 7 and 8 show the horizontal and vertical spectra, as described in Chapter 5. Track 9 shows the 'real' image facies (a simplified version of the Baker Atlas scheme) and a black bar indicating where training data was taken from. Track 10 is the neural network prediction after application of the thin-bed repair program. Track 11 shows a thin-bed flag that records the possible presence of type-II thin-beds. Tracks 12-18 show the activation levels of the different output nodes for module 2 only, apart from where facies 7 (cemented) exists then the activation level from that output node in module 1 is shown. Although the raw un-repaired predicted image facies column is not shown this can be inferred from the activation levels. All other subsequent figures in Section 6.2 are set-up a similar way.

The Figure captions describe in detail the main features present in each figure. Although this is not repeated in the main text some discussion and general conclusions are presented.

The rest of this page is deliberately left blank.
Figure 6.1 Overview of the three wells that make up the data set. From the left the gamma-ray, neutron and density, and predicted image facies are shown. The black boxes indicate the position of subsequent figures in this chapter.
Figure 6.2 Section from well Simian 1 6945-6965ft. Sands are predicted correctly at points (i) – (iv). The thin interbedded occurrence of facies 5 and 6 infers laminated sand - part of a classic Bouma sequence (Bouma 1962). The deposition of laminated sand (Tb division) in this example is followed by the start of another sequence with facies 5 associated with division Ta. This transition corresponds to a decrease in the average button response upwards, although this could be due to an increase in gas saturation in the Ta division sands. This interpretation agrees with the Baker Atlas interpretation that was calibrated to core. At point (v) the network has mixed up facies 3 and 4 (slumped shale and debris flow respectively).
Figure 6.3 Section from well Simian 1 6993-7013 ft. At (i) image facies are predicted correctly (although this is expected as they do form part of the training set, indicated by the black bar in track 9). The interval of facies 5 (structureless sand) at the top of this section is clearly distinguished by its very low average conductivity value and represents a Bouma Tα division. At (ii) although the predicted facies doesn’t match the ‘real’ interpretation it certainly follows texture recorded by the single pad, with a more conductive component at the top. At (iii) and (iv) facies 3 and 4 (slumped shale and debris flow) are mixed up. This is probably due to high power in the horizontal spectrum that usually is associated with facies 3. There are extremely strong laminations at (v) that are detected by the vertical power spectrum. Therefore a small section of laminated shale is predicted. These laminations are not present across all pads and flaps. Therefore incorporation of other pads and flaps in the model may have produced a different result.
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Figure 6.4 Section from well Simian 1 7027.3-7046.8ft. Strong laminations at (i) and (ii) are detected by the vertical power spectra and facies 1 (laminated shale) is predicted correctly. At (iii) the single pad of data is plain and speckled corresponding to image facies 2 (often representing bioturbated shale). So in this area the model is working correctly. If other pads and flaps were incorporated (some of which are strongly laminated) the model may have predicted the interval to be facies 1, thus matching the ‘real’ interpretation. At (iv) facies 4 (debris flow) is predicted correctly, corresponding to a very close neutron-density separation.
Figure 6.5 Section from well Simian 1 7143.7-7150.2. There is a lot of variation in the image both vertically and horizontally, and this is detected by both power spectra. The coefficient of variation and average button response are both fairly high. This interval possibly represents data that is borderline between two facies types in the neural network high dimensional space. It is possible that the small decrease in the neutron values is why laminated shale has been predicted. This corresponds with the analysis undertaken in Chapter 5 that showed the conventional logs to be important discriminators in the model. Note that 1 vertical box represents 1ft.
Figure 6.6 Section from well Simian 2 7018-7046ft. The predictions at (i), (ii) and (iii) are of facies 2 and since the image is plain and speckled then this appears the correct result. The interval labelled (iv) is very strongly laminated and facies 1 is predicted. Even though this does not match the 'real' interpretation, this is the correct interpretation based on the image texture. At (v) a small interval of facies 2 is predicted even though the image is strongly laminated. This corresponds to a decrease in the neutron log. At (vi) the image is out of focus and this corresponds with very high values in the horizontal power spectra. Consequently facies 3 (slumped shale) is predicted. Note also that type-I thin-beds are predicted correctly at (vii) and much of this entire interval contains predicted type-II thin-beds (track 11 blue flag) which are correct.
Figure 6.7 Section from well Simian 2 7104-7135ft. Interval (i) represents a good interpretation of the image, facies 2 is predicted correctly. At (ii) the sandy thin-bed has been detected as a lamination by the vertical spectra and consequently facies 1 is predicted. At (iii) more facies 3 (slumped shale) is confused with facies 2 (bioturbated shale), although there is some heterogeneity in the image at this interval. Incorporation of other pads could have produced a different result. At (iv) sand is predicted correctly. Note also that type-I thin-beds are imaged very well and subsequently predicted correctly at (v), (vi) and (vii). Type-II thin-beds are also predicted in the correct place (blue flag, track 11).
Figure 6.8 Section from well Simian 2 7205-7236ft. Sandy intervals are predicted correctly at (i) and (ii), as is the upper section of facies 2 (iii), and the lower section of facies 3 (iv). The type-II thin-bed packages are approximately in the correct position (blue flag, track 11).
Figure 6.9 Section from well Simian 2 7318-7345ft. At (i) and (ii) facies 2 and 3 are mixed up once again. However it is possible to tell that the network is uncertain by the activation levels - both output nodes for facies 2 and 3 are highly active (circled). At (iii) and (iv) sandy beds are predicted correctly even though they do not match up exactly with the 'real' facies.
This pad used for analysis

Figure 6.10 Section from well Simian 3 6900-6920ft. Sands are predicted correctly at (i), (ii) and (iii) but some mix up can be seen between facies 3 and 4 (slump shale and debris flow respectively). The activation levels (circled) describe the uncertainty between these two facies.
Figure 6.11 Section from well Simian 3 6970-7000ft. The intervals of shale at (i) and (ii) are predicted correctly as both are strongly laminated. At (iii) a single dipping lamination produces high power in the horizontal spectra and consequently a small bed of facies 3 is predicted. This demonstrates how sensitive the model can be to single textural features. At (iv) conductive sand is predicted correctly but the thin bed of resistive sand (facies 5) is not predicted even though it is very clear on the image. The average button response for the particular pad that underwent analysis is not low enough for a prediction to be made. At (v) more detail is predicted that matches the image log. This detail is not included in the manual interpretation.
Figure 6.12 Section from well Simian 3 7067-7096ft. In interval (i) and (ii) there is confusion by the model, indicated by the activation levels (circled), between facies 1 and 2 (laminated and bioturbated shale respectively). There are some faint laminations in the image but these are certainly not as prominent as those in Figure 6.6. Thus the interpretation by the network is justified. Sand beds are predicted very well at (iii).
**Figure 6.13** Section from well Simian 3 7163-7190ft. In general the interval is predicted successfully with intervals of facies 1 and 3, depending on the strength of the laminations and the value of the neutron log. A thin-bedded sand package is detected at (i). At (ii) an amalgamation of thin-beds means that a thick bed of conductive sand (facies 7) is predicted.
Figure 6.14 Section from well Simian 3 7220-7248.5ft. The interval shown is from the lower slumped shale horizon in this well. Within the slumped shale are conductive beds of sand that are not discriminated easily by the image (even the average button response does not deviate significantly). In these intervals facies 4 is commonly predicted (e.g. at (i), (ii) and (iii)). Debris flows usually contain a higher sand content than ordinary shale, so this interpretation is to some extent a realistic one. Predictions of facies 4 in thick shaly sections (rather than the more common association with in-channel deposition) therefore, can be taken to indicate possible thin-beds of conductive sand.
In general the predictions by the modular neural network are good, the main intervals of different facies correspond to the texture shown by the image and the lithology indicated by the conventional logs. A direct comparison of the neural network defined image lithofacies with the Baker Atlas interpretation is difficult to assess. This is in part because some of the Baker Atlas interpretation was thought ambiguous (discussed in Chapter 5) and because some sections of their interpretation were also calibrated to core, whereas the analysis presented in this thesis is based only on the image logs. However there are specific places where the neural network interpretation appears more realistic than the Baker Atlas interpretation (e.g. section (iii) and below section (ii) in Figure 6.4 where the image is plain and facies 2 is predicted). This illustrates the consistency that this type of analysis can offer.

From the different image lithofacies it is shown how in many places the different associations can provide detailed sedimentological information. Finely interbedded intervals of facies 5 and 6 (resistive and conductive sand) represent laminated sand that make up part of a typical Bouma sequence (Bouma 1962). This interpretation agrees with the Baker Atlas interpretation (2000) which was calibrated to core. Facies 4 is usually associated with debris flows that generally represent in-channel deposition. Since these typically are resolved by their very close neutron-density signature when they occur in much thicker shaly intervals they appear to represent conductive sand horizons - the tools have responded to an increase in sand content and a prediction of facies 4 is the result. Therefore it is clearly very important to understand exactly what the model is responding to and what the different associations indicate. This knowledge should lead to an update of the facies associations described in Table 5.2 that could then be used to assist in a detailed sedimentological analysis of the images and/or core.

What is also shown is that the model created does appear to mix up some of the shaly facies. Specifically facies 1, 2, and 4 sometimes are predicted as facies 3. This could be a result of the make up of the training set. Although partial boosting took place facies 3 did occur more frequently than the other shaly facies (see Table 5.6). However in many places where a mix up of these facies occurs there is a significant deviation of the neutron log (for instance in Figure 6.5 where the neutron log decreases and facies 1 rather than facies 3 is predicted). This confirms the analysis that took place in Chapter 5 indicating the conventional logs to be important discriminators. In cases where this does occur though it is common for the image
to show borderline texture between the two facies and the activation levels to indicate uncertainty in the network's output (for a given interval rather than a specific data value).

It was also illustrated how the model is very sensitive to specific single textural elements. This is a result of the sensitivity of the spectral analysis (and why it was necessary to carry out this type of analysis over a single pad of data rather than all the data at once). If other pads and flaps could be incorporated into the methodology then this could reduce the overall sensitivity of the model to such specific features. Indeed a number of examples have been shown where the model prediction is deemed correct, but does not match the real interpretation simply because the texture of the pad used for analysis is not typical of the entire image. In a shale interval if the analysed pad is plain but the other 7 are laminated (as in Figure 6.4 (iii)) and bioturbated shale (facies 2) is predicted then this is a good result (since the network has recognised the plain nature of the image). If other pads and flaps could be incorporated in some way then one would hope that the output might be laminated shale (facies 1). The incorporation of more data into the analysis is discussed further in Chapter 7. Sensitivity of the model is also illustrated when the image is out of focus. This results in a large variation in the image and consequently very high power in the horizontal spectrum. In all such cases if the interval is shaly, then facies 3 is predicted. Success of the model is therefore (somewhat obviously) dependent on the quality of the actual data.

Where individual sandy thin-beds (type-1) are fully resolved by the image logs (usually this means that they contain gas and therefore have very low conductivity values) they are predicted correctly. Type-II thin-beds also appear to be predicted very well with the main packages occurring in the correct intervals (it must be recalled though that these were previously filtered in Chapter 5 to retain only the thickest intervals).

How thin-sandy beds influence the image texture also merits discussion. The model developed in this thesis assumes that the overall image texture characterises the primary image facies and that sandy thin-beds are essentially a 'separate element' of the texture. In Figure 6.7 (ii) a resolved thin-bed is detected as a lamination and consequently facies 1 is predicted. If an interval occurred that had repeating resolved sandy thin-beds in a shaly interval then the vertical power spectrum would detect these as laminations and predict the rock to be facies 1. The thin-beds would then be added to the interpretation in module 3. There is no particular solution to this problem. The model can only respond to the different
features that it has encountered during training. In this data set resolved type-I thin-beds never occur repeatedly in a single section, when thin-beds do occur in packages then they are thinner and not fully resolved (these being type-II thin-beds). In all cases where very strong laminations are present these represent laminated shale and are interpreted from core as being a consequence of fine-scale grain size variations in detrital clay (Baker Atlas 2000 & 2001). Thus when the model is applied to new wells then it is assumed that any strong laminations present are a result of the same process of formation. If a model is to be applied to new wells then the fundamental underlying assumption is that only features that exist in the training data should expect to be encountered in the new well.

6.3 *Large scale analysis of image facies predictions*

6.3.1 *Introduction*

This section describes how image facies can be used to interpret large-scale sedimentary environments and assist in integrating newly drilled wells into any assumed geological model.

6.3.2 *Large-scale analysis*

Figure 6.15 shows the position of the three Simian wells on a seismic amplitude map from the top of the Simian channel system. Figure 6.16 shows an interpretation of the main intervals of the wells based on the neural network image facies predictions (track 6). The three wells are also broadly correlated. For comparison Figure 6.17 shows interpretation and correlation of the three wells by Baker Atlas (2001) based on image facies that were interpreted manually.

In the lower part of the three wells the slumped interval at (i) can be correlated across all three wells. This interval is interpreted by Baker Atlas (2001) to represent the basal unit of the channel system. This unit is thought to infill the deepest incision surface, the slumping representing re-equilibrium deposits corresponding to stage 1 in Figure 5.2. At (ii) the cemented zone in Simian 1 can be taken to indicate a conglomerate. This represents the coarsest fraction of a turbulent flow that possibly underwent tractional transport before forming a channel lag (Baker Atlas 2001). The levee deposits at (iii) are not interpreted as such in Figure 6.17 but are identified on a 1:40 sedimentological interpretation of the images.
(Baker Atlas 2000). These broadly correlate with levee deposits occurring above the initial channel section in Simian 3, at (iv), and above the lower slumped interval in Simian 2, at (v). At (vi) the association of facies 4, 5 and 6 (debris flow, structureless sand, and conductive sand) indicates a channel complex. Similar facies associations at (vii) and (viii) also indicate in-channel deposition. This deposition corresponds to stages 2 and 3b in Figure 5.2. The main packages of levee deposits are found at (iii), (iv), (v), (ix) and (x). In all cases these packages match those identified in Figure 6.17. Some of the thin sand beds (not levees), that are actually predicted in the main column (e.g. at 7230ft in Simian 2) are interpreted by Baker Atlas (2001) as representing sheet sands because of their limited thickness corresponding to stage 2 of the geological evolution of the area (Figure 5.2). Note also that the main canyon fill, the boundaries of which are easily detected by the neural network predictions, is within seismic resolution and represents a single seismic facies.

The interpretation from the neural network predictions match very closely those derived by Baker Atlas (2001) from the image facies that were interpreted manually. Boundaries can be drawn between different facies associations to create broad geological units. If these units were to be included in any reservoir model then the facies predictions could be used to define them. The detail within the units could then be modelled stochastically or the detailed interpretation by the network could be included. The predictions can also assist in net/gross evaluation. For instance the amount of sand predicted by the neural network and the thickness of the individual beds can be seen to decrease downslope. This agrees with the interpretation of Baker Atlas (2001), shown in Figure 6.18.

Since the use of FMI logs is now routine in the West Delta Deep Concession area if a new well was drilled this type of analysis could take place within a few days of logging. Therefore the image facies associations could be interpreted and integrated into a field-wide geological model very quickly providing information on potential test intervals or a net/gross evaluation. This could take place prior to any detailed analysis of the images and/or core. Alternatively if FMI logs exist but no image facies have been interpreted the neural network model could produce one, providing further constraints on any geological model.
Figure 6.15 Seismic amplitude map of the Simian prospect (top of the main canyon) with well positions. From Baker Atlas (2001).
Figure 6.16 Interpretation of the main depositional environments of the Simian channel system from image facies associations that were derived from neural network analysis. See text for more details.
Figure 6.17 Interpretation of the main depositional environments of the Simian channel system from image facies associations that were derived manually, from Baker Atlas (2001). In each well track 1 shows the neutron and density logs; track 2 the gamma-ray log that is shaded to indicate the more sandy horizons (yellow); track 4 various array resistivity logs shaded to indicate gas; track 5 manual dip picks, and; track 6 interpretation of sedimentary environment. Note that at A and B the text is small. At A the text reads ‘Mixed Incision Fill’ and at B ‘Thalweg channels’.
Figure 6.18 Cartoon showing the widening of the Simian channel system and the possible lower net/gross in the downslope direction. From Baker Atlas (2001).

6.4 Chapter summary

This chapter illustrated results from the modular neural network developed in Chapter 5. The results are good, when viewed in detail or at a larger scale and thus have the potential to assist detailed sedimentological analysis of specific wells or be integrated into broader field-wide studies. Analysis of the results confirmed that the model was responding to those discriminators expected from analysis that took place prior to model building. Where the model interpretation did not match the expected one, this was found to be due to the influence of the conventional logs or individual pads having different textures to other pads and flaps. Possible methods to overcome these limitations are described in an overall discussion of the thesis in Chapter 7.
Chapter 7: Discussion and conclusions

7.1 Introduction

This thesis set out with the goal of testing the capability of a neural network, specifically the backpropagation algorithm, to predict lithofacies and image lithofacies from digital well log data. In Chapter 1 the objectives were stated as:

- To what extent can lithofacies be evaluated using a neural network from wireline log data recorded in deep marine clastic sediments?
- What are the most important parameters that influence the outcome? Are they the input data, the output demanded, or the methodology? How is it best to interpret any outcome from a neural network? Can the methodology express uncertainty in the results?
- Can image log data be incorporated into a neural network model to predict image lithofacies and produce a more acceptable result?

Two data sets were utilised to carry out these objectives, the first one contained ordinary log data, and the second microresistivity image data too. The investigation included an analysis of the training strategy employed for such an algorithm and testing of how various training parameters affect learning. Once results were obtained the ability of the model to predict lithofacies was documented by comparison directly to core. The limitations of applying a model to new wells were also recorded. In Chapter 5 it was shown how textures present in microresistivity image logs can be quantified and a method was developed to integrate these into the neural network workflow. Whilst some of the observations in the thesis are specific to the actual data used, the interpretation and conclusions have important implications in the wider context of the methodology. Each of the various aspects of the research presented can be divided into a number of key areas that are discussed in Section 7.2 below.
7.2 Categories for discussion in this thesis

7.2.1 Neural network methodology

Table 7.1 summarises the different sizes of networks used in this thesis and compares them to other authors. It can be seen that the network size required appears not to be affected by the number of inputs. The networks in this thesis that were trained on image derived components had many inputs yet the size of the networks needed for classification were not larger than those trained to predict lithofacies in the Lomond Field that only had seven inputs. The size of the network needed however does appear to be determined by the number of outputs required and, importantly, the distinction of each of the outputs. For instance in Chapter 5 module 1 of the modular system predicted sand, shale and cemented lithologies that were previously known to be very distinct. Only 2 hidden nodes in 1 hidden layer were required for classification. In module 2 for the sand network there were only 2 outputs which were also known to be fairly distinct. Only 3 nodes in 1 layer were required for classification. When five lithofacies were predicted in the Lomond Field (with some known overlap between lithofacies) 11 nodes were needed in 1 layer. For the shale network in module 2 (Chapter 5), 9 and 11 nodes were needed, depending on whether conventional logs were included as inputs. The other studies shown in Table 7.1 all utilise small networks, the maximum being 5 nodes in 1 hidden layer (Derek et al. 1990). However in all of these cases the target classes appear very distinct. For instance, in the study of Rogers et al. (1992) the target data is limestone, dolomite, sandstone and shale. These are known to have distinct log signatures and indeed a standard neutron-density cross-plot is commonly used to distinguish them. Although the target by Bhatt & Helle (2002b) is described as facies rather than lithology, because they represent specific parts of the sedimentary environment, the classes are fairly distinct. The four facies are channel sandstone, ‘lake’ facies, crevasse, and coal. These essentially equate to sandstone, shale, shaly sand, and coal. Although there is some obvious overlap between the sandstone, shaly sand and shale, the sand and shale are essentially end members of a lithological spectrum, and coal is known to have a very distinct log signature (especially a very low density). The lithofacies scheme developed for prediction in the Lomond Field was based on a number of different criteria - sedimentary facies type and architecture, petrophysical properties, and log separability. The scheme contained two different types of sand, a shaly sand, a very heterogeneous lithofacies that can consist of a variety of lithologies, and shale. What the network subsequently did was to find the typical log signatures of each of the lithofacies. When the results were compared to core
### Table 7.1 Comparison of different backpropagation networks used by various authors.

<table>
<thead>
<tr>
<th>No</th>
<th>Author</th>
<th>Problem</th>
<th>No of Inputs</th>
<th>No of outputs</th>
<th>Optimum network size</th>
<th>Claimed % hit-rate</th>
<th>Other comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>This thesis (Martin 2004)</td>
<td>To classify five lithofacies, deep marine environment (turbidites mostly).</td>
<td>7</td>
<td>5</td>
<td>1 layer 11 nodes</td>
<td>~60% but thought to be higher when compared to core (75%)</td>
<td>5 conventional logs as inputs and 2 derivative logs.</td>
</tr>
<tr>
<td>2</td>
<td>This thesis (Martin 2004)</td>
<td>To classify three lithofacies, deep marine environment (turbidites mostly).</td>
<td>3</td>
<td>3</td>
<td>1 layer 2 nodes</td>
<td>Near 100%</td>
<td>Each lithology (sand, shale, cemented) known to be very distinct. Conventional logs as inputs.</td>
</tr>
<tr>
<td>3</td>
<td>This thesis (Martin 2004)</td>
<td>To classify two image lithofacies, deep marine environment (turbidites mostly).</td>
<td>25</td>
<td>2</td>
<td>1 layer 3 nodes</td>
<td>Appeared very high (close to 100%).</td>
<td>Image log inputs only. Both image lithofacies appeared distinct.</td>
</tr>
<tr>
<td>4</td>
<td>This thesis (Martin 2004)</td>
<td>To classify four image lithofacies, deep marine environment (turbidites mostly).</td>
<td>28</td>
<td>4</td>
<td>1 layer 9 nodes</td>
<td>Not assessed</td>
<td>Conventional and image logs as inputs.</td>
</tr>
<tr>
<td>5</td>
<td>This thesis (Martin 2004)</td>
<td>To classify four image lithofacies, deep marine environment (turbidites mostly).</td>
<td>25</td>
<td>4</td>
<td>1 layer 11 nodes</td>
<td>Not assessed</td>
<td>Image log inputs only.</td>
</tr>
<tr>
<td>6</td>
<td>This thesis (Martin 2004)</td>
<td>To classify seven image lithofacies, deep marine environment (turbidites mostly).</td>
<td>28</td>
<td>7</td>
<td>1 layer 4 nodes</td>
<td>Not assessed, but much poorer than node assigned as typical.</td>
<td>Both conventional and image logs as inputs.</td>
</tr>
<tr>
<td>7</td>
<td>Derek et al (1990)</td>
<td>To classify 5 lithofacies, but optimised to predict reservoir rock. Possibly shallow marine environment.</td>
<td>3</td>
<td>5</td>
<td>1 layer 5 nodes</td>
<td>90% for reservoir rock</td>
<td>Conventional logs only. Network was selected on the basis of its ability to classify a single lithofacies only (reservoir rock).</td>
</tr>
<tr>
<td>8</td>
<td>Rogers et al (1992)</td>
<td>To classify 4 lithofacies (basalt, dol, sst, sh).</td>
<td>3</td>
<td>4</td>
<td>1 layer 3 nodes &amp; 1 layer 4 nodes for different training sets.</td>
<td>Not given</td>
<td>Conventional logs only (gamma, neutron and density).</td>
</tr>
<tr>
<td>9</td>
<td>Wong et al (1995a)</td>
<td>To classify 4 lithofacies (sst, sh, ssish, cemented).</td>
<td>3</td>
<td>4</td>
<td>1 layer 4 nodes</td>
<td>95%</td>
<td>2 conventional logs (density and sonic) and 1 derivative log (acoustic impedance).</td>
</tr>
<tr>
<td>10</td>
<td>Bhatt &amp; Helle (2002b)</td>
<td>To classify 4 facies in fluvial / lacustrine environment (coal, channel sst, lake, crevasses)</td>
<td>5</td>
<td>1</td>
<td>1 layer 4 nodes</td>
<td>~90%</td>
<td>Committee machine (see Chapter 2) means that networks are trained to classify a single facies at once - i.e. one output.</td>
</tr>
</tbody>
</table>

In many cases the network interpretation appeared to match, even if it did not match the interpreted lithofacies. Indeed in many cases the network's interpretation questioned the validity of the manual interpretation (manual interpretation involves inspection of the images by eye before the interpreter assigns their specific facies interpretation; this sometimes involves inspection of core too). This meant that the actual capability of the network was greater than that indicated by the measured hit-rate (~60%). Bhatt & Helle (2002b) compare their results to similar studies and discuss them in terms of the absolute hit-rate.
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rate and the number of output classes. This is a simplification of the problem. Comparison must also take into account the distinction of the output classes and the sedimentary environment in which they occur. The sediments in the Forties Formation of the Lomond Field were deposited by a variety of gravity flow processes and from suspension and represent specific turbidite sub-environments (Cullen 1993d). Many of the sediments were deposited by coherent slumping and sliding resulting in very heterogeneous sediments. Lithofacies 3 (slumps sheets and debris flows) in particular can express a wide range of log signatures that overlap with other lithofacies. This is in part why the measured hit-rate calculated in Chapter 4 is lower than that of other published studies (none of which attempt to classify rocks from this type of sedimentary environment). Thus the most important factors in the size of network required for classification are the distinction of the lithofacies (which is related to the design of the scheme and the sedimentary environment from which they come) as well as the number of lithofacies. This is supported by the theory of the backpropagation algorithm and its representation in the multi-dimensional space - see Chapter 2. This is why the networks used in this thesis were larger than those utilised in other studies. Although larger networks are more susceptible to overtraining, in each case the networks developed were validated correctly and the results viewed alongside the logs before application to the entire well set.

The results of experimentation in Chapter 3 (Figures 3.24 and 3.25) also support the view that 2 hidden layers of nodes are rarely required for classification (Mitchell 1997, Gurney 1997).

Experimentation with momentum and learning parameters (Chapter 3) showed that these did not appear to conclusively affect the results. Few authors document their use of these parameters. One exception is Derek et al. (1990). They found that their network converged over a broad range of momentum values. However a momentum parameter above 0.9 gave sub-optimal solutions, and a value above 0.5 for the learning rate also inhibited performance. Since experiments in Chapter 3 did not involve a momentum parameter above 0.9 it is not possible to dispute these findings. However the networks trained in this thesis were not inhibited by a learning rate above 0.5. Selection of the learning rate in ‘theory’ is a compromise between training time, ability to step over local minima and precision of finding the global minimum. In practice these parameters may be less influential than the actual data itself and the specific problem to be solved.
This thesis also showed that pruning (in the way described in Chapter 3) cannot substitute exhaustive experimentation with different topologies to find the optimum size. When pruning algorithms are implemented then they appear to benefit from a starting topology that is not too far from the optimum one. This conclusion agrees with the view of Mitchell (1997) that 'techniques for dynamically modifying network structure have met with mixed success. It remains to be seen whether they can reliably improve on the generalisation accuracy of backpropagation'.

When derivative logs were incorporated into the methodology (also Chapter 3) these did not result in poorer classification, and indeed it was thought that including them might have increased the success of the network. However it was also thought that enough trials were not carried out to test whether the performance difference was significant. In theory there is no reason why derivative logs should increase performance of a neural network since all the information contained in the derivative logs should also be contained in the raw logs. This does not mean though, that inclusion of these logs cannot assist the network by increasing the number of degrees of freedom resulting in an easier path to the global minimum. Wong et al. (1995a) showed that the use of acoustic impedance as well as sonic and density logs decreased the training time of his backpropagation network trained to predict lithofacies. When predicting porosity from the same three logs the inclusion of lithofacies (i.e. a fourth input) decreased the error of the final network. When permeability was predicted improvement was seen when predicted lithofacies and porosity were included as inputs as well as the three original logs. Since lithofacies and porosity and acoustic impedance were calculated from the two raw logs all the information needed to predict permeability and porosity should have been contained in these. Thus our results support the results of Wong et al. (1995a). In this paper Wong also records that permeability was more successfully predicted if the log of permeability was used as the output rather than raw permeability values. The reasons for Wong's results were explained in Chapter 3. It is simply because permeability is a non-linear measurement (like resistivity). By taking the log of the measurement the resulting values fill the hypothesis space more fully and patterns in the data are more easily distinguished (Figure 3.18). This is also noted by Bhatt & Helle (2002a).

It was described in Chapter 2 the most recently published work (whilst the research in this thesis was taking place) regarding the methodology of using backpropagation neural networks in petroleum geology was carried out by Hans Helle and Alphana Bhatt (Bhatt &
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Helle 2002a, Helle & Bhatt 2002, Bhatt & Helle 2002b). Bhatt & Helle (2002a) attempt to show that a committee of networks (Figure 2.15) reduces the bias and variance of the output. However their results for porosity prediction (on synthetic data) show that the committee actually produces a very similar result to the best performing network in the committee (the difference in standard deviation is less than the $2.5 \times 10^{-5}$ porosity units).

When applied to real data the bias and variance of the committee were not smaller then the best performing individual network in the committee. This indicates that the training of a number of networks and the selection of the best performing one (as in this thesis) would have produced similar results as the committee. It is the author's opinion that the generality of the results shown regarding the use of a committee rather than an individual network needs to be tested further. In the same paper permeability is predicted and in this case small committees were used to predict individual permeability ranges (known as a modular committee machine – Figure 2.16). This was shown to reduce the standard deviation but did not appear to have reduced the bias (single neural network bias 0.08 and standard deviation 1.3, modular committee bias -0.11, standard deviation 1.10 – all measurements in log permeability units). In this thesis a modular system was used in Chapter 5 to predict image lithofacies. The system used was different from the modular system of Bhatt & Helle (2002a) in that a network was initially trained to predict lithological groups. Then more networks were trained to subdivide the lithologies into image lithofacies, and further networks to predict thin-beds. A system similar to that described in Bhatt & Helle (2002a) would involve the training of a network (or committee) to predict a single image lithofacies i.e. the first module would predict 'resistive sand' or 'not resistive sand'. However the principle is the same – the task has been subdivided into smaller ones. As Bhatt & Helle (2002a) point out, since smaller tasks have fewer output nodes and are more likely to need smaller architectures for classification they therefore theoretically require less data for successful training. Results of the modular system were compared in Chapter 5 with a single network that was trained to predict all image facies. Even though in theory the single network should have been capable of predicting the image lithofacies with the same degree of accuracy as the modular system it did not appear to do so, in fact it mixed up some very clear textures on the image. Although a criticism of our comparison is that only one single network is compared to the modular system and the comparison is based on only a limited number of sections this result does support the view of Bhatt & Helle (2002a). Bhatt & Helle (2002a) also state in their conclusion that 'there are other advantages in decomposing a task into modular components, which may simplify and improve log analysis, and the
geological interpretation of well data in general'. Indeed it is the author's view that a modular arrangement could be a potential solution to incorporating multiple pads and flaps of image data into the neural network process (see Section 7.2.4 & 7.3).

Bhatt & Helle (2002b) introduce recurrent networks into the neural network methodology when predicting facies from well logs (Figure 2.17). Individual networks are trained with log data from different depth levels in the borehole. The outputs from these networks are then combined by another network. The combination of these creates the 'recurrent network'. Many recurrent networks are then combined to make a committee of recurrent networks. Each system can then predict a single facies so essentially is a single module in a modular system. The use of training values from different depths along the borehole is to take into account the fact that the logging tools actually read a volume of rock. Jenner & Baldwin (1994), Yang et al. (1996) and Goncalves, Harvey & Lovell (1997) also used a similar type of approach. It should be noted though that the term recurrent network used here is different from a classical recurrent network, in which the output nodes are connected directly to the inputs (described in Mitchell (1997)). This method is an alternative to that used in this thesis that uses logic to essentially 'repair' thin beds that commonly occur at log inflexion points at bed boundaries. The earlier papers do not compare using a windowing approach to a network without windowing. Bhatt & Helle (2002b) experiment with synthetic data and compare their recurrent network to a non-recurrent one. The predictions do appear to improve – the number of miss-hits reduces from 6.74% to 2.89% (for a three-layer model). However it is possible that these miss-classifications could have been repaired using the logic program ('thin-bed repair' program) from this thesis. It was shown that this type of logic increased the success of the network by an average of 3.7%, and improved the geological continuity of the predictions. The logic program also has the potential to incorporate geological knowledge. For instance the prediction of multiple thin-beds of lithofacies 3 and 4 could be defaulted to lithofacies 4, if this is thought to be more likely. In all cases the raw predictions are preserved and can be viewed alongside the repaired column. The comparison of Bhatt & Helle (2002b) is only on synthetic data. To solve this problem a much more comprehensive comparison of these two alternative techniques is required. For instance if a very thin sandy bed existed that wasn't fully resolved by the logs would the windowing of log data eliminate any prediction of this bed at all? If the use of a single network would allow a prediction (even if wrong) at least this would be providing useful information.
Although this thesis and all of the authors in Table 7.1 devote a substantial amount of effort to finding the optimum network design and methodology for classification an important conclusion of this study is that the biggest limiting factors in the successful application of a neural network model across a multi-well database are likely to be much more fundamental. Important factors that influence the results are the amount of training data available, and variation in the data due to fluid type, tool design, or depth interval. These issues are discussed in Section 7.2.2.

7.2.2 Limitations of the methodology due to data

In Chapter 3 a comparison was made between networks trained with balanced data, unbalanced data, and unbalanced data with a known distinct lithofacies artificially reduced. It was shown that training with unbalanced data could produce an increased hit rate if the majority lithofacies occur more frequently in the test set. Also even if a very distinct lithofacies is in the minority in the training set then it still can be predicted correctly. It was concluded that the ability of a network to predict a lithofacies depends on its occurrence in the training set and its distinction – implying that partial boosting is a compromise (this was subsequently carried out in Chapter 5). This work agrees with that of Garden (2001) that partial boosting is more favourable than full boosting or no boosting of lower abundance facies. Bhatt & Helle (2002b), when they experimented with synthetic data, compared the hit-rate with the different number of examples used for training and different activation thresholds. A threshold of 0.5 (generally used as standard, and used in this thesis) required the minimum number of training parameters, and with 2 facies as outputs and 5 inputs the number required was approximately 20 - using more did not improve the hit-rate further. As already stated in Chapter 2 the number of training examples needed depends on the number of inputs and it has been shown that it depends ultimately on the distinction of the output classes. Unfortunately when their model is applied to real data this type of analysis does not take place.

In Chapter 3 experimentation took place with different training sets. Smaller training sets produced poorer classification. It was noted how the limitation of the training set in model development could be determined not by the number of mis-classifications but by the number of test examples that activated multiple nodes or no nodes. In terms of the absolute amount of data needed, since there is much more data recorded by image logs than
conventional logs then when these are incorporated into the analysis it is satisfactory to have many inputs.

When a model appears suitably trained and it has been tested on unseen data, the question remains how to spot if predictions in a well may be erroneous. When the optimum model developed in Chapter 4 was applied to well 23/21-T4 there were a number of output nodes that were activated at the same depth level indicating that the model may not be suitable for data in this well. In the same way it is also possible to tell when a model is not trained properly due to a small training set. In the case of well 23/21-T4 the reasons for this could be very practical such as the tool types used, calibration of the tools, depth interval, or the fluid saturation in the reservoir. When a datum shift was applied to the well data this did improve results. Therefore where known reasons for data variability exist calibration is an important step of the neural network process.

It was also shown that the model developed was strongly dependent on the resistivity log and did not appear to predict the correct lithofacies in transition zones or wells where the reservoir intervals appeared to have a lower gas saturation than similar intervals in the training wells. This was an unavoidable consequence of the training data being taken from the gas zone. When a model was trained without the resistivity log the results were much poorer. However when a correction was made to account for the fluid saturation a new model trained on this data did show improvement compared to the model trained without the resistivity log. Although it did not perform better than the original optimum model it did perform better in transition zones and reservoir sections with lower gas saturation (compared to the training wells). Helle et al. (2001) show that a back-propagation network is capable of predicting porosity and permeability independently of pore fluid type (and this is stated in Jenner & Baldwin 1994 but not illustrated). However this relies on the existence of training examples from water, oil and gas zones. Close inspection of their results indicates that for the permeability network very few data points (5) were included from gas zones with the majority taken from water and oil zones. The results show some of the biggest errors in a test well that contained gas, thus confirming the sensitivity of their model to the reservoir fluid. In most wells drilled core is always cut in the main reservoir interval, and this usually equates to the hydrocarbon zone. Thus, a common limitation of most data sets is that there are insufficient training examples from the different fluid zones. Even when such training examples are present then it could prove problematic to predict over a large transition zone.
The work carried out in this thesis shows that in unseen wells the optimum model trained with the resistivity log should be applied to the gas zone (as this model performed best in these regions). Where water or transition zones exist or intervals where the gas saturation is known to be lower than equivalent intervals in the training set then the model that was trained on data corrected for fluid should be applied (as this was shown to perform better in these regions).

Moss 1997 illustrates an example of a neural network used for predicting porosity, permeability, grain-size class and lithofacies. A subsection of the interval shown was used for training. Moss states that ‘of particular interest would be to see how robust such a result proves to be in step-out wells’. Predictions in multiple wells where models do not classify with a high degree of success are rarely documented. For the Lomond data set used in this thesis, 9 wells were available in total and 3 were used for training. After calibration to the training set good results were reported in gas intervals of 7 wells (23/21-T1, T2, T3, T5, T8, T9 and T10). The transition zones of wells 23/21-T1 and T5 and the reservoir interval of 23/21-T6 required normalisation for fluid. Well 23/21-T4 required a datum shift to improve predictions, and even then classification did not appear as high as in other wells. This illustrates that a severe limitation in the use of neural network models is not the methodology and training but much more fundamental issues such as fluid variability, tool type, tool calibration, or depth interval. Which of these issues is the most important will depend on the specific data set being analysed. However, a single model cannot be applied at will to multiple wells without prior inspection and calibration of the data contained in them.

7.2.3 Neural network analysis of deep marine clastic sediments

In Chapter 3 a lithofacies scheme was developed to describe sediments encountered in the Lomond Field. This took into account various parameters including sedimentary facies and their occurrence, porosity and permeability relationships and log separability. In fact it was shown that various sedimentary facies had specific porosity and permeability profiles and log signatures (albeit with some overlap). Thus the term ‘lithofacies’ was kept as the model predicted lithological signatures that were genetically related to the sedimentary facies. One would not expect a very high hit-rate if simply sedimentary facies were predicted, since the defining factors (e.g. sedimentary structures) are not ‘seen’ by conventional logs. The degree of overlap in the defined lithofacies was a result of the heterogeneous nature of the
rocks which is linked to their environment of deposition; rocks are interpreted as being
deposited from turbidity currents, slumps, slides, and debris flows. In particular lithofacies
3 showed a range of log signatures. This was why the overall hit-rate was only
approximately 60%, fairly low when compared to other authors. However other sedimentary
environments are simpler with specific sub-environments having very specific lithological
signatures. However the network trained in Chapter 3 managed to find the typical log
signature of the lithofacies, and this is why after comparison to core the success of the
network was considered to be higher than the hit-rate initially suggested. Data from the
West Delta Deep Marine Concession area also showed a wide range of facies with variable
log signatures. However the integration of image logs allowed attributes that are closer to
those used to define sedimentary facies (i.e. texture) to be integrated into the methodology.
Shale (facies 5 in the Lomond data set) could now be differentiated into laminated, slumped
or bioturbated. This is essentially an image facies (although the term image lithofacies was
used) – and is much closer to a sedimentary facies than the lithofacies predicted in the
Lomond data set. The wider variety of components present in image data allows more facies
to be predicted. This would certainly apply to other sedimentary environments too.

7.2.4 Neural network use with image logs
The key to the use of microresistivity images in multivariant analysis is the extraction of
components that describe various elements of the images. This can be analysis that
quantifies textural elements of the image, or more simple components such as the continuous
log of a single button. As Luthi (2001) states, 'many of the documented developments in
this field are largely conceptual'. This is partly because the development of the tools and
methodologies are fairly recent, but also because some of the studies are very complex and
specific to certain rock types.

The techniques described in this thesis enabled the textures identified in the West Delta Deep
data set to be characterised, and the methods were shown to work consistently through all
three wells in the data set. This is in itself a step forward as some of above studies are
limited to very small well sections (e.g. Luthi (1994) is restricted to a 10m section). It has
already been discussed above how inter-well variability can be a limiting factor in this type
of study. Spectral analysis of image data has also been independently shown to be useful
tool for the quantification of textures. However in this thesis (compared with Luthi (1994)) a
horizontal spectrum was also incorporated enabling the quantification of directional heterogeneity. It was also shown how a sample of frequencies rather than an average frequency from a specific spectrum could be incorporated into the methodology if there are sufficient training examples (to take into account the increased number of inputs). This will produce a more accurate classification as redundant power curves can be relegated without directly affecting any useful power curves. This study also highlighted how very simple statistics (of the images) are useful in discriminating facies and should never be overlooked. The average of a pad was an exceptionally good discriminator of resistive sands, and at resolving sandy thin-beds. The coefficient of variation was important at quantifying the bulk variation in the images, thus assisting the identification of resistive sand and bioturbated shale. The importance of these logs as discriminators was confirmed by weight analysis of the trained network and this confirms the conclusions of Garden (2001) concerning their importance. Incorporation of these curves though when carrying out multi-well analysis means that the processing of the images becomes more important. The processing steps in Chapter 5 vastly changed the absolute value of the conductivity values. Therefore each well must be processed in exactly the same way. Finally another conclusion of this thesis is that textural analysis is best carried out over individual pads and flaps of data. This is because of the specific methods used in this thesis - both the vertical and horizontal spectra were sensitive to very slight changes between pads and flaps and pad/flap pairs. Thin-beds were also much more easily resolved via analysis of a single pad, and the need for an automatic dip compensation step was removed. A limitation of single pad analysis was illustrated when different pads and flaps showed different textures. Clearly there is a need for integration of all the data. This is discussed further in Section 7.3. The incorporation of features described by other authors could potentially increase the sophistication of the model developed in this thesis. Some of these may require interpretation of the whole image at once – e.g. if resistive and conductive spots are large and cover more than one pad. This is also discussed further in section 7.3.

The integration of conventional logs and image logs is a problem of reconciling data with different resolutions. This is a common problem in the integration of log, core, and seismic data in reservoir characterisation (Fryman & Deutsch 2002). The specific problem in this study is to prevent bias during neural network training whilst preserving the information contained within the whole data set. In the model developed in Chapter 5, for the shale network in module 2 since there were many more image derived inputs in the model than
conventional logs it could be argued that the image derived components are more important despite what the weight analysis indicates. However the results showed that the model was sensitive to slight variations in the neutron and density log and so this was cited as an important limitation of the model developed. Possible ways to overcome this are discussed in Section 7.3.

7.2.5 Interpretation of neural network results

The majority of studies involving lithofacies predictions from well logs assess the quality of the results by comparing them to a manually derived interpretation and calculating the hit-rate (e.g. Derek et al. (1990), Bhatt & Helle (2002b)). This is usually quoted as a percentage. It has already been described in Section 7.2.1 how the hit-rate should always be explained with reference to the sedimentary environment and the expected distinction of the lithofacies. When the results from the Lomond Field were compared to sedimentary logs that described the core it was found that in many cases the neural network interpretation provided a close match, even in places where it did not match the manual interpretation. Thus the success of the network was not reflected in the hit-rate. An important part of the interpretation lay in the use of the activation levels. If for instance an interval showed areas where the output nodes of lithofacies 2 and 3 were activated (reservoir quality sand with minor slumping and deformed interbedded sandstones and mudstones respectively) clearly the interval could be interpreted as slumped sand, possibly with minor mudstones. Activation levels were useful when interpreting image outputs too (e.g. Figure 6.12). The use of the activation levels is similar to analysis using fuzzy logic (Cuddy 2000), where each output has an associated probability. In the case of the activation levels they do not represent probabilities but do show areas of uncertainty. The activation levels could also aid in the use of any predictions – a well section in a reservoir model could be populated with properties that relate to two lithofacies for instance. Rogers et al. (1992) use the activation levels in their network to describe different lithologies e.g. a shaly sand rather then a sand or shale. Bhatt & Helle (2002b) use activation levels to compare different types of network – for instance if activation levels are all close to 0 or 1 then the network should be performing well. As discussed in the above sections activation levels can also play an important role in analysing results in uncored wells. If no core is present it is impossible to quantify the neural network. But if the activation levels are low or if there are many places where all activation levels are zero this indicates the data in that well were not recognised and the
model should not be used. Another essential part of the interpretation of any network is weight analysis. It is vital not to treat the network as simply a black box with no idea how it is working. Wong (1995b) illustrates a method to calculate the contribution of each of the inputs to a trained network and in this thesis it is shown that it is the weights from the input layer to the hidden layer that are the most important contributors to the output. Weight analysis should be seen as an important step in the methodology. As in this study weight analysis can indicate dependence on certain logs. Is the gamma ray log important – if so then it is probably the shale volume that is important in lithofacies discrimination; if resistivity is important fluid type may be a discriminating factor. The model can then be applied more carefully. A major limitation in the use of this type of analysis (outside the academic community) is available software. For instance Schlumberger’s RockCell program does not allow the network weights to be analysed after training.

7.3 Outstanding questions / further work

Further research in this field falls into three main areas:

- Backpropagation neural network technique.
- Methodologies for integrating image data into the neural network process.
- Interpretation and use of neural network predictions especially in multi-well databases.

7.3.1 Backpropagation neural network technique

How to use and train backpropagation neural networks properly is now well documented. However it is the author’s opinion that using committee’s of networks needs to be investigated further. Although using committees may (very slightly) reduce the bias and variance of the output, do they significantly improve the actual classification of the output classes thus justifying the extra training and data handling time required for their use? Comparisons should be made from neural networks trained on real data.

7.3.2 Methodologies for integrating image log data

There still remains much research to be carried out on the integration of the image logs into the neural network process. For the specific data used in this thesis (the West Delta Deep
Marine Concession) good image lithofacies discrimination was achieved that matched the texture of the images. This enabled the determination of sedimentary environment and the correlation of major packages of sediment between wells. However, where predictions were wrong this was shown in Chapter 6 in most cases to be due to different pads showing different texture and because of the network responding to very slight changes in the conventional logs. The textures analysed in this thesis were quantified more easily when analysis took place over a single pad. So, even though good discrimination was found even better results would be expected if more data could be integrated into the technique. This would also increase the confidence of any predictions. Since lithological signatures from conventional logs were shown to be very important discriminators of specific facies these must be included. Interpolation of these logs to the same resolution as the image derived components artificially promoted them to be very important in the final network (analysis of the network weights illustrated this), although in this study it was mitigated partly by windowing of the image components. A modular approach has been shown to aid discrimination and it is the author’s view that this arrangement could help overcome both of the above limitations. Figure 7.1 shows a possible arrangement that should be tested. Textures that are best analysed on a single pad of data should be trained via a single network (or a committee if these are proven to be a worthwhile step). This network would produce an image facies output (a discrete number) or a continuum of texture. For instance if the textures were capable of quantifying vertical and horizontal heterogeneity then there could be two outputs that both provide a continuous measure of these quantities. This though would require these parameters to be manually interpreted beforehand to create training sets. Other pads or flaps could be analysed with different neural networks in the same way. Conventional logs could also be trained independently to create a lithological signature. This too could be a discrete number or a continuum of compositions (shale volume, fluid, and cementation factor?) The training of networks in this way would keep textures from single pads and flaps separate yet incorporate all the data into the analysis and should prevent artificial dependence on the conventional logs. There is also the potential to include other authors' textural attributes. Specifically the work of Delhomme (1992) that quantifies spots on the images (to detect vugs in carbonate) could be potentially used to help discriminate intraclastic sand and debris flows. If this analysis took place across the whole image a ‘whole image texture’ network could be trained and included in the modular system. A final network would combine all the data to predict the final image lithofacies. This could make predictions at the scale of the conventional logs or the image logs. A disadvantage of
such a system is that weight analysis is much more complex. An alternative is to analyse individual pads and use the resulting components as individual inputs into a single network (Figure 7.2). The connections between the conventional log inputs and the hidden layer could be restricted in order to effectively add extra weighting to the image derived inputs (although this may not be necessary as there would be so many of them) – see Figure 7.2. Although weight analysis of this network would be easier it is the author's view that the modular system would offer the greatest potential. In the network trained in module 2 (Chapter 5) there were 28 inputs. The system in Figure 7.2 would have many more (possible >100). Although this is not unreasonable (e.g. Pomerleau (1993) utilises more than 100 inputs) it theoretically greatly increases the amount of training data required. In each case a further network would need to be trained to predict sandy thin-beds.

Figure 7.1 An advanced modular system for predicting image lithofacies. See text for further details.
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In this thesis spectral analysis of the image logs both vertically and horizontally allowed the quantification of directional heterogeneity. All the wells were near vertical, so the same type of analysis was valid across all wells. However if a new well was drilled in a horizontal position then analysis may not be valid. For instance, the laminations that defined 'laminated shale' were normally 'flat' across the borehole. If these were dipping (thus seen as a sine wave on the image log) the vertical spectrum applied to a single pad could still be used. However, the use of the horizontal spectrum may need to be adapted. In this study some of the lower frequencies were sampled. These would always be present in dipping beds. Thus a different sample may be required for distinguishing for instance, slumped shale. A much more sophisticated application of this technique could utilise a full 2-D spectrum to quantify directional heterogeneity.

7.3.3 Use of predictions

Once lithofacies or image lithofacies have been established, the next step in research should involve the integration of the results into reservoir models. Results from the Lomond field were compared to core (this was what the training data was based on). However the image lithofacies were only partly calibrated (since they were loosely based on an image facies scheme (Baker Atlas 2000 & 2001) that was calibrated to core). As Lovell et al. (1998)
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describes - image data generally lacks precise calibration in terms of textural detail and lithological responses and is based on electrical not visual responses. Core and image data would be complementary the image data helping to overcome any biases in core recovery such as preferential sampling and incomplete recovery. Calibration of the results (as in Chapter 4) would describe how well the image lithofacies describe the real rocks. Network interpretations could then be used to populate reservoir models. How would any model differ from that built already? Can such a model provide a better history match to production data? If these questions can be answered neural networks are more likely to be routinely used in digital well log analysis.

7.4 Applications & use

7.4.1 Classification

As well as the estimation of various properties from wells logs neural networks have been used to solve a large range of problems such as seismic attributes for porosity prediction (e.g. Trapp & Hellmich 2000); classification of surface geochemical data to detect reservoir boundaries (Doraisamy, Vice & Halleck 2000); inversion of surface wave velocities to estimate Eurasian crustal thickness (Deville, Curtis & Roy-Chowdhury, 1999); ore grade estimation from shallow borehole data (Wu & Zhou 1993); steering a moving vehicle (Pomerleau 1993); recognition of vowel sounds from spectral analysis of the sound (Haung & Lippman 1988); Stock market forecasting (e.g. Refenes et al. 1994); medical diagnosis that predicts the length of stay in hospitals (Davis et al. 1993). Conclusions involving the neural network methodology, data handling and interpretation of the results are applicable to these types of studies.

7.4.2 Reservoir modelling (both static and dynamic)

A major use of the results from neural network prediction of lithofacies (and in part the original motivation for the research) is the population of both static and dynamic geological models. In hydrocarbon fields where there are many wells (some have more than 100) the technique has the potential to efficiently populate all of these with many different attributes. Models can be executed quickly to predict lithofacies, porosity, permeability, and water saturation allowing rapid integration of all these into reservoir models. The use of the output
node activation levels can assess uncertainty in predictions providing understanding and reliability of the results.

However the applicability of the ease with which this can be achieved was questioned in this thesis. Limitations of the technique lie in the variation of the data across the field, and this can be due to elements such as fluid content and type, tool type & calibration, and depth interval. All of these variables need to be understood before a model can be successfully applied.

7.4.3 Interpretation of newly drilled wells

A major use of the neural network methodology is in the prediction of properties in a newly drilled well. If a field already contains a large number of wells a model may already be trained and therefore implemented immediately after inspection and calibration (if necessary) of the logs. The model could be generic and trained on all wells in a field or it could be more specific and trained only on wells close to the location of the new well. If a particular part of a field is known to have a particular diagenetic overprint a model could be developed specifically to account for this feature. Since conventional log interpretation in a single well can take place quickly by an experienced petrophysicist this utilisation may be most applicable when used with image logs. As Hall et al. (1996) states ‘the acquisition of borehole image data demands a high commitment in costs of acquisition, rig time, processing and often extensive interpretation time. Interpretation can tie up a highly experienced geologist or log analyst for a considerable period.’ If a model was already trained that could predict image lithofacies this could be applied within days of acquisition. The real benefit of using such models is that they represent a rapid, consistent and objective interpretation of the data. The results can then be used to guide interpretation of the core or manual interpretation of specific log intervals.

7.4.4 Measurement whilst drilling (MWD)

Helle et al. (2001) notes the application of this technique to real-time data. This is a natural extension of the use discussed above in Section 7.4.3. The user of any model in this situation must be confident that it can handle all features that might be encountered, such as changes in fluid type or quantity.
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7.4.5 Fractures

Image data is commonly used to identify and characterise fractures. These can be important in reservoir performance (e.g., the Clair Field, West of Shetland). Spectral analysis of images in a way similar to that described in this thesis could be used to quantify the volume/density of fractures and possibly the orientation of them. Neural network modelling could then be used for classification.

7.5 Main conclusions

In reply to the original objectives of the thesis the main conclusions are now stated.

7.5.1 Prediction of lithofacies and image lithofacies

The backpropagation neural network is capable of discriminating lithofacies and image lithofacies from conventional and image log data in deep-sea clastic reservoirs. The model can provide a rapid, consistent and objective interpretation. Any model is capable of finding the 'typical' log signatures of each class and therefore offers an unbiased estimate of the rock type. In many cases the neural network interpretation can be more correct than a manually derived, simplified lithofacies scheme. Neural network results when deemed wrong (i.e., do not match a simplified lithofacies scheme that has been deemed the 'target data') in this way should not be dismissed as incorrect.

7.5.2 Limitations and interpretation

Classification is affected by network topology, the quantities of each class in the training set, and the distinction of each class.

A major limitation in the use of neural network modelling to predict lithofacies or image lithofacies is practical elements such as tool type and calibration, fluid type and content, and the depth interval investigated.

A neural network model is sensitive to the data it is trained on. If the majority of training examples are taken from zones containing a single fluid type the network will only be capable of predicting successfully in wells that contain that fluid. Where insufficient training data is available to comprehensively describe all possible fluids that may be
encountered, standardisation of the logs to represent a single fluid type before training can overcome this limitation.

A model that is not applicable to a particular well or interval can be identified by measuring the ambiguity in the results – the number of instances where there are multiple predictions or no predictions. When this occurs calibration of the data in that well to the training set can improve predictions.

Raw lithofacies predictions commonly contain thin-beds that occur at the edge of thicker beds due to log inflexion points and thin beds that occur within thicker units - a result of beds that are not fully resolved. These beds can be repaired using simple logic, resulting in a much more consistent geological column. In all cases the new repaired column should be interpreted in conjunction with the raw predictions.

Output node activation levels are important in interpretation of neural network results and indicate potential areas of uncertainty in the network predictions.

Weight analysis of a trained neural network indicates the dependence of the network on the various input parameters. Assessing the weights from the input layer *only* can provide a good measure of this dependence.

### 7.5.1 Incorporation of image data

Statistics and spectral analysis can quantify lithological signatures and texture from borehole images. This analysis is more successful if applied to single pads and flaps of data rather than the whole image. Quantification in this way allows classification of ‘image lithofacies’ by a supervised neural network.

Improved results are obtained when the task of image lithofacies prediction by a neural network is divided into sub-tasks. The division of the logs into lithological groups prior to division into image lithofacies aids discrimination.

The interpolation of conventional logs to be the same resolution as the image derived components can result in these becoming artificially important in network analysis.
Where sandy thin-beds exist in thicker beds of shale then different inputs to those used to detect the above image lithofacies are required for discrimination.

The backpropagation algorithm is capable of sorting input parameters into their importance during training. Consequently where many input parameters exist this can potentially aid future neural network model development.
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Appendix 1 : Tool design and limitations & derivative log calculations

A1.1 Introduction

This appendix begins by briefly outlining some of the principles behind the acquisition of conventional well log data and documents some of the limitations of the technique. The principles behind the acquisition of image logs are discussed in Chapter 5. A short discussion follows on the differences between acquisition in horizontal and vertical wells. Finally Section A1.3 illustrates how the derivative logs used in this thesis were calculated.

A1.2 Data acquisition and limitations

A1.2.1 The gamma ray log

The simple gamma-ray log records a formation’s radioactivity. The radioactivity originates predominantly from naturally occurring uranium, thorium and potassium. The actual tool consists of a sensitive gamma-ray detector that is made up of a scintillation counter and a photomultiplier. The counter is usually a sodium iodide crystal. When gamma rays pass through the crystal a flash occurs. These are recorded by the photo-multiplier over a set period of time. When the tool detects radiation it has already passed through the formation and the drilling mud both of which cause scattering. Thus the volume of mud in the borehole and consequently the borehole diameter affects the value recorded by the tool. For the same reason gamma ray logs are affected by borehole washouts. The vertical bed resolution is approximately 8”-10” and the depth of investigation approximately 10cm.

A1.2.2 The sonic log

The sonic log measures a formation’s interval transit time – the formation’s capacity to transmit sound waves. This is related to porosity and rock texture. The tool consists of a number of emitters and receivers positioned on the main tool body. Emitters send a pulse of sound into the rock at set intervals that are subsequently detected by the receivers. The sonic curves used in this study derive from the pulse that represents the compressional or p-wave (the first arrival). The use of more than one emitter-receiver pair increases the accuracy of
the measurement and effectively eliminates unwanted borehole effects. Even when the borehole is in a poor condition the measurement can still be reliable, unlike the density tool (Rider, 1996). The sonic tool is generally run in the centre of the borehole, thus the pulse travels through the mud, along the borehole wall (it is refracted at the borehole-mud interface) and back through the mud again. Therefore the depth of investigation of the sonic tool is very shallow. The mud effect is eliminated by the use of multiple transmitter-receiver pairs. The vertical resolution is approximately 2ft. Sonic log values are affected by depth, generally showing a regular increase due to compaction.

A1.2.3 The density log

The main use of the density log is to calculate porosity. Measurement is made by bombardment of the formation with gamma rays (from a source) and then by measuring their attenuation (via a detector). Attenuation is a measure of the electron density of the formation that is closely related to its true density. In dense formations attenuation is extreme and few gamma rays reach the detector. When hydrogen (in the form of water or hydrocarbon) is present there is a greater difference between the electron and true density. Therefore this log is always calibrated to the density of calcite (2.71 g/cm³) and pure water (1.00 g/cm³) and presented in g/cm³.

Tools consist of a single gamma ray source and two detectors (that help to compensate for borehole effects) which are mounted on a single plough shaped pad. The pad is pressed against the borehole wall during logging. Density logs are therefore specific to a sector of the borehole. The vertical resolution is good at approximately 2ft, but the depth of investigation is shallow, typically less then 5". Because of the very shallow investigation measurement is very much affected by bad-hole conditions. The pad can also in some circumstances cause the tool to stick. The density log is affected by depth with density increasing with compaction.

A1.2.4 The neutron log

Neutron logs record the formation’s response to bombardment by neutrons. The tool consists of a neutron source and two detectors that are attached to a skid that is pushed against the borehole wall. The source bombards the formation with neutrons and the detectors measure their loss in energy as they pass through it. Most energy loss is through
collision with particles that have the same mass as the neutrons – in logging this is mainly hydrogen. Therefore the log is essentially a measure of the hydrogen content of the formation – be it as pore or bound water (in clay) or hydrocarbon. The hydrogen richness is called the hydrogen Index (HI). The HI is equal to 1 in pure water. The main use of the log is as a porosity index so it is always presented in neutron porosity units. Neutron porosity is the same as real porosity in clean limestone. The depth of investigation of the neutron tool is 6”-10”; the vertical resolution is 3ft. Because of the skid (as opposed to a pad) and the fact that investigation is deeper, the neutron tool is less affected by borehole washouts than the density log. The neutron log is also less affected by depth then the neutron or sonic log.

### A1.2.5 The resistivity log

This log is a measure of a formation’s resistivity. The main use of the log is in the identification of hydrocarbon in porous formations. Simply, hydrocarbons are insulators whereas saline water is very conductive. The tools used in both data sets were inductive logs that actually measure conductivity. Conductivity is directly inverted and plotted as resistivity on log plots. In induction logs a current is induced in the formation, and the capacity of that formation to carry the current is observed. Induction logs consist of emitting and receiving coils separated by an insulated section of the tool. A current is applied to the emitting coil that creates a magnetic field around the tool. This induces eddy currents in the formation that flow around the tool. These currents create their own magnetic field that induces an alternating current in the receiver coil. The separation of the coils in a deep induction log is approximately 1m and thus the induced currents derive from between 1m and 5m away from the borehole. This means that the deep induction log is not affected by the invaded or flushed zone – it is a measurement of the virgin formation. Consequently bed resolution is poor, being of the order of 2m. Deep induction logs are affected by depth (resistivity increases with depth). Log readings are also affected by temperature, although this is generally the temperature of the mud rather than the formation (Rider, pers. comm.).

In this data set the caliper curve was used to identify areas of borehole washout. Data in these regions were subsequently excluded from any training sets.
A1.2 Horizontal wells

Wells from the WDDM concession are all vertical or sub-vertical. However wells in the Lomond Field are all deviated. Some tool measurements are affected by the attitude of the well. In horizontal wells the invasion profile of the mud is different to that of vertical wells due to gravity. Drilling mud will penetrate further into the formation at the base of the borehole than at the top. Compared with a vertical well this will affect some log readings. The pad on a density tool is much more likely to measure the lower section of the borehole and thus may measure a different value than an equivalent section in a vertical well. Newer azimuthal density tools measure the density in different sections of the borehole, and in horizontal wells these are more likely to be different. It is also possible that drilling debris could gather along the borehole of a horizontal well and this could also affect measurement.

Logs such as the neutron, sonic and resistivity are thought to be less affected than the density tool because they do not utilise a pad mechanism.

Although the Lomond wells are deviated, they are not fully horizontal and so it is thought that the above effects on the density tool are not highly significant.

A1.3 Derivative log calculation

Three derivative logs were calculated over the Lomond data set: shale volume, neutron density separation and total porosity. Neutron-density separation and total porosity were used as inputs for neural network analysis, as explained in Chapter 3. Shale volume was used in the standardisation of logs to a single fluid saturation, as explained in Chapter 4 and Appendix 3. The way in which these were calculated is described below.

A1.3.1 Neutron-density separation

This log was calculated in the same way as that described by Gupta & Johnson (2001). The density log can be scaled in neutron porosity units where:

0pu = 2.7gcm\(^{-3}\) which is equivalent to a log value representing 100% carbonate.
100pu = 1gcm\(^{-3}\) equivalent to a log value representing pure water.
Using these equivalent values the density log was scaled in neutron porosity units, and the resulting neutron-density separation curve calculated as:

\[ \text{NPHI} - \text{RHOB} \text{ (scaled in porosity units)} \]

This tends to produce a small or negative value in sand horizons and a larger positive value in shale sections.

### A1.3.2 Shale volume

Shale volume was calculated from a normalisation of the gamma-ray log:

\[ V_{sh} = \frac{GR_{\log} - GR_{\text{min}}}{GR_{\text{max}} - GR_{\text{min}}} \]  
(A 1.1)

Since the gamma-ray curve is sensitive to borehole size, if the borehole was greater than 10” (normally 8.5”) as indicated by the caliper log then the shale volume was set to a null value.

### A1.3.3 Total porosity

A simple total porosity was calculated as follows:

\[ \phi_T = \frac{\rho_{\text{mat}} - \rho_b}{\rho_{\text{mat}} - \rho_{\text{fl}}} \]  
A 1.2

Where:

- \( \phi_T \) = total porosity;
- \( \rho_{\text{mat}} \) = matrix density;
- \( \rho_b \) = bulk density read by the density tool;
- \( \rho_{\text{fl}} \) = density of the ‘fluid’ in the invaded zone.
The values used were taken from Walsgrove (1996) who computed both the matrix and fluid values from cross-plots with core plug values (after a correction to reservoir temperature and pressure):

Well 23/21-T4:
- gas zone 1: \( \rho_{fl} = 0.354 \text{g/cm}^3 \) (13098-13148) and (13682-13734);
- gas zone 2: \( \rho_{fl} = 0.514 \text{g/cm}^3 \) (13194-13428);
- water zone: \( \rho_{fl} = 1.284 \text{g/cm}^3 \)

All other wells:
- gas zones: \( \rho_{fl} = 0.855 \text{g/cm}^3 \)
- water zones: \( \rho_{fl} = 1.038 \text{g/cm}^3 \)

Note Ellis (2003) gives a useful account of formation porosity estimation from the density log.
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The following program is the thin-bed repair program (written in FORTRAN 90) used in thesis. The program shown repairs beds if they are less than 2ft and 1.5 ft in thickness. In total four ‘repaired’ columns are output - each specified thickness has a fully repaired column (where thick beds if they have null values are repaired) and a column that is partially repaired where these thick beds remain. Also this program defaults sections with multiple thin-beds to specific lithofacies – this is stage 2 of the program. This was the program that was used for analysis in Chapter 4. The program was also used in Chapter 5, however facies columns were repaired over 20 data points (2”). This involved the single change to the variable C3, C4, CX3 and CX4 to C20, etc. Also stage 2 was removed for analysis in Chapter 5.

Other programs used in this thesis are:

• A program to calculate the moving statistics of image array data as described in Chapter 5;
• A program to calculate the vertical power spectra of the average button response over a moving window of 128 data points, (courtesy of Roger Hipkin at the School of GeoSciences, Edinburgh University);
• A program to calculate the horizontal power spectra across a single pad of image data, (courtesy of Roger Hipkin at the School of GeoSciences, Edinburgh University);
• A post-processing program that aligns depth tags with the results of the moving power spectra.

These programs are not shown as these represent standard implementation of well-known equations or techniques.
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Thin-bed repair program

PROGRAM thin_bed_corr
!! Post processing program to correct for thin beds

IMPLICIT NONE

! List variables
CHARACTER (len=16):: file_name,fnamc,fnamo/Header
CHARACTER (len=4):: dat,out

INTEGER :: imax,i,fnamlen,L_999
INTEGER :: j,q,list_start,list_end,test,next,length,no_cells
INTEGER :: Facies,Facies_1,Facies_2,half,L_test,L_next

INTEGER, DIMENSION(:) ,ALLOCATABLE :: A
INTEGER, DIMENSION(:) ,ALLOCATABLE :: A_ini
INTEGER, DIMENSION(:) ,ALLOCATABLE :: B
INTEGER, DIMENSION(:) ,ALLOCATABLE :: B2
INTEGER, DIMENSION(:) ,ALLOCATABLE :: C
INTEGER, DIMENSION(:) ,ALLOCATABLE :: C3
INTEGER, DIMENSION(:) ,ALLOCATABLE :: C4
INTEGER, DIMENSION(:) ,ALLOCATABLE :: C3X
INTEGER, DIMENSION(:) ,ALLOCATABLE :: C4X
INTEGER, DIMENSION(:) ,ALLOCATABLE :: D
REAL, DIMENSION(:) ,ALLOCATABLE :: Depth

dat='txt'; out='.out'
WRITE (*,*) 'Enter data filename :'; READ (*,*) file_name
fnamlen=SCAN(file_name,' ')-1
fnamc=file_name(1:fnamlen)//dat(1:4) ! Variable
fnamo=file_name(1:fnamlen)//out(1:4) ! Output filenames

!! Parameters
length=4 ! Minimum bed length not to correct

!! Open file and read in data
OPEN(UNIT=7,FILE=fname ,ACCESS='sequential' ,STATUS='old')
READ(7,* ) imax
ALLOCATE(A_ini(imax),A(imax),B(imax),B2(imax))
ALLOCATE(C(imax),C3(imax),C4(imax),C3X(imax),C4X(imax),D(imax),Depth(imax))
READ(7,*) Header
DO i=1,imax
  READ (7,*) Depth(i),A ini(i)
ENDDO
CLOSE(UNIT=7,STATUS='KEEP')

DO length=3,4
A=A ini

!!-- Stage 1 -----------How many adjacent alike values?

!! Initialise variables
q=1
list_start=1
list_end=1
test=A(1)

!! Do over all list
DO i=2,imax
  IF(test==A(i))THEN
    q=q+1
    list_end=i
  !! If A(i) is same as last cell
  ! Increment no. of alike cells
  ! Move end of alike list
  ELSE
    !! Else
    !! Write last list of alike cells to B
    DO j=list_start,list_end; B(j)=q; ENDDO
  !! Re-initialise variables
  q=1
  list_start=i
  list_end=i
  test=A(i)
ENDIF
ENDDO

!! Finish end of list
DO j=list_start,imax
  B(j)=q

ENDDO

!!-- Stage 2 ----------How are pairings grouped and correct

D = A
i = 1

DO
  IF (i > imax) EXIT
  test = D(i)
  next = D(i + B(i))
  L_test = B(i)
  L_next = B(i + B(i))

  write('*,*)i, test, next

  IF ((L_test < length).OR. (L_next < length)) THEN
    IF (((test = 3).AND. (next = 2)).OR. ((test = 2).AND. (next = 3))) THEN
      IF ((L_test < length).AND. (L_next >= length)) THEN
        Facies = next
      ELSE IF ((L_test >= length).AND. (L_next < length)) THEN
        Facies = test
      ELSE IF ((L_test < length).AND. (L_next < length)) THEN
        Facies = 2
      ENDW
    ELSE IF (((test = 5).AND. (next = 4)).OR. ((test = 4).AND. (next = 5))) THEN
      IF ((L_test < length).AND. (L_next >= length)) THEN
        Facies = next
      ELSE IF ((L_test >= length).AND. (L_next < length)) THEN
        Facies = test
      ELSE IF ((L_test < length).AND. (L_next < length)) THEN
        Facies = 4
      ENDW
    ENDW
  ENDW

  DO j = i, i + B(i) + B(i + B(i)) - 1
    D(j) = Facies
  ENDDO

  ELSE IF (((test = 5).AND. (next = 4)).OR. ((test = 4).AND. (next = 5))) THEN
    IF ((L_test < length).AND. (L_next >= length)) THEN
      Facies = next
    ELSE IF ((L_test >= length).AND. (L_next < length)) THEN
      Facies = test
    ELSE IF ((L_test < length).AND. (L_next < length)) THEN
      Facies = 4
    ENDW
  ENDW
Appendix 2: Programs used in this thesis

DO j=i,i+B(i)+B(i+B(i))-1
   D(j)=Facies
ENDDO

ELSEIF(((test==5).AND.(next==6)).OR.((test==6).AND.(next==5))) THEN
   IF((L_test<length).AND.(L_next>=length)) THEN
      Facies = next
   ELSEIF((L_test>=length).AND.(L_next<length)) THEN
      Facies = test
   ELSEIF((L_test<length).AND.(L_next<length)) THEN
      Facies = 6
   ENDIF
   DO j=i,i+B(i)+B(i+B(i))-1
      D(j)=Facies
   ENDDO
ELSE
   DO j=i,i+B(i)-1
      D(j)=test
   ENDDO
ENDIF
ENDIF

i=i+B(i)
ENDDO

!!-- Stage 3 -----------How many adjacent alike values in corrected?

!! Initialise variables
q=1
list_start=1
list_end=1
test=D(1)

!! Do over all list
DO i=2,imax
   IF(test==D(i)) THEN  !! If A(i) is same as last cell
      q=q+1  !! Increment no. of alike cells
   ENDIF
ENDDO
list_end = i    !! Move end of alike list

ELSE     !! Else
    !! Write last list of alike cells to B
    DO j=list_start, list_end ; B2(j) = q ; ENDDO

    !! Re-initialise variables
    q = 1
    list_start = i
    list_end = i
    test = D(i)
    ENDDIF
    ENDDDO

!! Finish end of list
DO j=list_start, imax
    B2(j) = q
ENDDO

!!-- Stage 4 ---------Sort through alike list and remove variable beds
!!-- Correct upto end of first normal bed
DO i=1,-imax
    test = B2(i)
    list_end = i
    IF (test >= length) EXIT
    ENDDO

DO i=1, list_end+test-1
    C(i) = D(list_end)
ENDDO

!!-- Initial parameter from end of first normal bed
i = list_end+test
list_start = i
Facies_1 = D(list_end)

!!-- Loop over main list and correct for thin beds
DO
    IF (i > imax) EXIT    !--- Don't run past end of list
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IF (B2(i)<length)THEN !-- Check for thin beds
    i=i+1               !! If bed not thin, check next cell
ELSE                      !! Correct thin
    list_end=i
    no_cells=list_end-list_start
    Facies_2=D(i)

!! Correct thin beds
IF(Facies_1==-999)THEN
    DO j=list_start,list_end
        C(j)=Facies_2
    ENDDO
ELSEIF(Facies_2==-999)THEN
    DO j=list_start,list_end
        C(j)=Facies_1
    ENDDO
ELSE
    DO j=list_start,list_end
        half=List_start+INT(no_cells/2)
        IF(j<half)THEN
            C(j)=Facies_1
        ELSE
            C(j)=Facies_2
        ENDIF
    ENDDO
ENDDO
ENDDIF

!! Output normal beds
DO j=i,i+B2(i)-1
    C(j)=D(i)
ENDDO

!! Re-initialise variables
i=i+B2(i)
list_start=i
Facies_1=Facies_2
ENDIF
ENDDO

!!--- Finish end of corrected list
DO i=list_start,imax
  C(i)=Facies_1
ENDDO

IF(length==3)THEN;C3=C;ELSE;C4=C;ENDIF
ENDDO

!!!!!!!!!!!!!! Remove all -999
DO length=3,4
  IF(length==3)THEN;C=C3;ELSE;C=C4;ENDIF
ENDDO

!!-- Stage 1 --------- How many adjacent alike values?

!! Initialise variables
q=1
list_start=1
list_end=1
test=A(1)

!! Do over all list
DO i=2,imax
  IF(test==C(i))THEN
    q=q+1
    list_end=i
  !! If A(i) is same as last cell
  !! Increment no. of alike cells
  !! Move end of alike list
  ELSE
    !! Else
    !! Write last list of alike cells to B
    DO j=list_start,list_end ; B(j)=q ; ENDDO
  !! Re-initialise variables
  q=1
  list_start=i
  list_end=i
  test=C(i)
ENDDIF
ENDDO
!! Finish end of list
DO j=list_start,imax
   B(j)=q
ENDDO

i=1
DO
   IF(i>imax)EXIT
   IF(C(i)==-999)THEN
      L_999=B(i)
      half=i+INT(B(i)/2)
      Facies_1=C(i-1)
      Facies_2=C(i+B(i))
      DO j=i,i+B(i)-1
         IF(j<half)THEN
            C(j)=Facies_1
         ELSE
            C(j)=Facies_2
         ENDIF
      ENDDO
   ENDIF
   i=i+B(i)
ENDDO

IF(length==3)THEN;C3X=C;ELSE;C4X=C;ENDIF
ENDDO

!!--- Write solution to screen
OPEN(UNIT=8,FILE=fnamo ,ACCESS='sequential' ,STATUS='new')
WRITE(8,*)IDEPTH PLith0_3_A PLith0_3_B PLith0_4_A PLith0_4_B'
   DO i=1,imax
      WRITE(*,*)A(i),C(i),D(i),' ',B(i)
   ENDDO
WRITE(8,*)Depth(i),C3(i),C3X(i),C4(i),C4X(i)
WRITE(*,*)Depth(i),C(i)
ENDDO
CLOSE(8,STATUS='KEEP')

ENDPROGRAM
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A3.1 Introduction

In Chapter 4 it was explained how the sonic, density and neutron logs were recalculated to represent a single fluid type. They were recalculated to represent the effective porosity being filled with gas. The following method gives a summary of the calculations carried out and describes any assumptions made. Note this document initially describes the process with reference to well 23/21-T3.

A3.2 Logs affected by fluid

The following logs in the Lomond data set are affected by fluid:
Sonic
Density
Neutron
Resistivity

Sonic, density, and neutron calculations depend on $Sxo$ (water saturation in the invaded zone) as these tools measure the volume of rock very close to the borehole. There exist no shallow resistivity curves in any of the four Lomond wells that are being investigated initially. Therefore no direct measurement can be made of $Sxo$, it can only be estimated. Since the reservoir is to be filled with gas (with no invasion by the mud filtrate), $Sxo$ will be 0.

A3.3 Sonic

The Wyllie time average equation is (Wyllie et al. 1956):

$$
\Delta t = \phi_s.\Delta t_f + (1 - \phi_s).\Delta t_{mat}
$$

(A 3.1)

Where:
$\Delta t$ = sonic log reading;
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$\Delta t_{fl} =$ travel time in invaded zone fluid (mud filtrate, residual water and gas);

$\Delta t_{mat} =$ travel time in matrix;

$\phi_s =$ sonic derived porosity.

This equation can incorporate a shale correction:

$$\Delta t = \phi_s \cdot \Delta t_{fl} + V_{sh} \cdot (\Delta t_{sh}) + (1 - V_{sh} - \phi_s) \cdot \Delta t_{mat} \quad (A \ 3.2)$$

Where:

$V_{sh} =$ shale volume from the gamma ray tool;

$\Delta t_{sh} =$ sonic transit time in shale.

The introduction of the shale parameter means that the calculation is a shale corrected porosity. A density porosity can be corrected for shale in a similar way (see later) and this approximates an effective porosity. Note a clay correction is not used, as no petrographic point counts were available for calibration. Shale volume was calculated from the gamma ray log (explained in Appendix 1). A cross-plot was taken (Figure A3.1) of sonic values against core porosities corrected to reservoir conditions (equation for correction from Walsgrove (1996)). Values were only plotted if shale content was less than 10% (to obtain a clean matrix point). A linear regression line (the most common type where we take an average $y$ for specific $x$) yields a matrix point of $50.53$. This is slightly less than the expected $55.1$ for quartz, and maybe because the matrix is not pure quartz but contains some lithic fragments. The fluid point of $251.83$ appears reasonable given that oil is $238$, and the fluid is mostly oil-based mud with some gas and residual water.

Using the transit times for matrix and fluid, porosity was calculated using the equation above re-arranged:

$$\phi_s = \frac{\Delta t - \Delta t_{mat} + V_{sh} \cdot (\Delta t_{mat} - \Delta t_{sh})}{\Delta t_{fl} - \Delta t_{mat}} \quad (A \ 3.3)$$
A value of 90 usec/ft for shale was used. This was found by inspection of logs in pure shale horizons. A sonic transit time for pure gas was taken to be 626 usec/ft (Gruping 1998). This represents the sonic transit time in methane at 15 psi. No available conversion to reservoir conditions was available for the transit time of gas.

By taking the above parameters it is possible to calculate the sonic transit time for a given fluid content:

\[
\Delta t = \phi_S (\Delta t_{fl} - \Delta t_{mat}) + \Delta t_{mat} - V_{sh} (\Delta t_{mat} - \Delta t_{sh})
\]  

(A 3.4)

**A3.4 Density**

The equation used to calculate an effective porosity is (Mark Bowers pers. comm.):

\[
\phi_E = \frac{\rho_{mat} - \rho_b - V_{sh} (\rho_{mat} - \rho_{sh})}{\rho_{mat} - \rho_{fl}}
\]  

(A 3.5)

Where:
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\[ \phi_E = \text{effective porosity}; \]
\[ V_{sh} = \text{shale volume from the gamma ray log}; \]
\[ \rho_{mat} = \text{matrix density}; \]
\[ \rho_{fl} = \text{invaded zone fluid density (mud filtrate, residual water and gas)}; \]
\[ \rho_b = \text{bulk density} \]
\[ \rho_{sh} = \text{an average shale density}. \]

Effective porosity from the density log was calculated using parameters from the Amoco 1996 report. A fluid value of 0.855 g/cm³ and a matrix value of 2.65 g/cm³ (for well 23/21-T3) were used. A shale density of 2.42 g/cm³ was used from inspection of the logs in pure shale horizons.

The equation for calculating a new density curve becomes:

\[ \rho_b = \rho_{mat} - \phi_E(\rho_{mat} - \rho_{fl}) - V_{sh}(\rho_{mat} - \rho_{sh}) \quad (A\ 3.6) \]

For recalculation of the log to an all-gas reservoir a fluid value of 0.17 g/cm³ was assumed (representing gas slightly denser than methane at the reservoir temperature and pressure, Schlumberger (1987)). However the density tool reads the apparent density. The apparent density of a gas with this density is approximately 0.04 (Schlumberger 1987). This was the value used.

A3.5 Neutron

The neutron log is affected by all hydrogen in the formation. Therefore it is affected by water, oil, gas, mud filtrate and shale (that contains clay which consists of hydrogen in the crystal lattice or as bound water). Relevant equations that describe the neutron tool's response to a formation are:

\[ \phi_N = \phi_E \left[ H_{nf} S_{xo} + H_{hc}(1 - S_{xo}) \right] \quad (Gruping 1998) \quad (A\ 3.7) \]

\[ \phi_N = \phi_E + V_{sh} \phi_{N_{shale}} \quad (Schlumberger 1972) \quad (A\ 3.8) \]
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Where:

$\phi_N$ = porosity as read by the neutron log;

$S_{so}$ = water saturation in the invaded zone;

$\phi_E$ = effective porosity;

$HI_{mf}$ = hydrogen index of the fluid (mud filtrate, gas and residual water);

$HI_{hc}$ = hydrogen index of the hydrocarbon;

$\phi_{N,shale}$ = the neutron reading when $V_{sh}$ is equal to 1.

Equation A3.7 ignores any lithology or shale effects and describes the contribution of the hydrocarbon and mud filtrate only. Equation A3.8 ignores all lithology and hydrocarbon effects and explains the contribution of shale to the neutron reading. These equations essentially explain that the neutron response is made up of the hydrogen index of the mud filtrate multiplied by the volume of this material, summed with the volume of shale multiplied by the hydrogen index of shale, summed with the hydrogen index of the hydrocarbon multiplied by the volume of hydrocarbon. This is valid for limestone formations as the hydrogen index of limestone is zero (Rider 1996). Since matrix is not limestone neutron readings must be corrected. The hydrogen index of quartz is 0.01 (Rider 1996). Therefore the above equations can be re-written to express the mud filtrate, gas and residual water as 'fluid', and for a quartz matrix:

$$\phi_N = 0.01V_{nat} + \phi_e HI_{fl} + V_{sh} HI_{shale}$$  \hspace{1cm} (A 3.9)

In general when gas is present the hydrogen content per unit volume is lower than in water. Accordingly the neutron log calibrated for water filled formations reads porosities that are too low. The reduction in neutron porosity is substantially greater than would be expected if the hydrogen content alone is taken into consideration. This is because for an equivalent water filled formation (of equal hydrogen content), there will be more solids per unit volume of formation – and the solids contribute to the slowing down of neutrons (Schlumberger 1972). This is known as the ‘excavation effect’. If it is assumed that close to the borehole wall (where the neutron log reads) there is little gas (it is possible to say this because the density of the fluid in the invaded zone is close to that expected for oil based mud), then the
HI of the ‘fluid’ from the above equation can be estimated. For clean formations the $V_{sh}$ part of the equation drops to zero. The above equation can be rearranged so that:

$$\phi_N - 0.01 = \phi_e (HI - 0.01)$$  \hspace{1cm} (A 3.10)

So a graph (Figure A3.2) of neutron-0.01 against core porosities will for clean formations (e.g. $V_{sh} < 0.1$ and where effective and total porosities are similar) reveal the hydrogen index of the fluid. The average hydrogen index of the fluid in the gas zone for all wells came to 0.718. For well T3 the hydrogen index of shale used was 0.306 (from a shale point picked on a neutron-density cross-plot and by studying shaly intervals in the well). Therefore it is possible to estimate porosity from the neutron tool:

$$\phi_N = 0.01(1 - \phi_e - V_{sh}) + 0.718\phi_e + 0.306V_{sh}$$

$$\phi_N - 0.306V_{sh} = 0.01 - 0.01\phi_e - 0.01V_{sh} + 0.718\phi_e$$

$$\phi_N - 0.306V_{sh} + 0.01V_{sh} - 0.01 = +0.717\phi_e$$  \hspace{1cm} (A 3.10)

Figure A.3.2 Plot of (NPHI - 0.01) v core porosities (PORCORcord) for the gas zones for all wells with core. All points are ‘clean’ having a shale volume of less than 10%.
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The equation if the invaded zone is filled with gas becomes:

$$
\phi_N = \phi_e [HI_{gas}] + 0.306V_{sh} + 0.01(1 - \phi_e - V_{sh})
$$

(A 3.11)

Where:

- $HI_{gas}$ = hydrogen index of gas, value taken as 0.38 (Schlumberger 1987).

**A3.6 Parameters used for other wells**

The above explanation used well 23/21-T3 as the ‘type’ well in order to establish the technique (although Figure A3.2 was for all core plugs for all wells except 23/21-T4). This analysis was also applied to wells 23/21-T1, T2, T5, T6 and T8. For these a composite plot utilising all available core plugs were used to calculate the relevant fluid and matrix values. Different values were used for the gas and water zones. Fluid contacts were taken from Cook (2000).

**A3.6.2 Sonic**

Sonic values for the matrix and fluid were obtained using a composite plot of all available core data, except from 23/21-T4 (the same as in Walsgrove (1996) for calculating porosity from the density log). All core plugs were corrected to reservoir temperature and pressure using the formula given in Walsgrove (1996).

The resulting sonic cross-plots were taken from wells T1, T2, T3, T5, T8 (i.e. all those with core) and have a clay volume of less than 10%. Figure A3.3 shows the cross-plot for the gas zone, Figure A3.4 the cross-plot for the water zone. Note in the water zone a shale volume cut-off of 20% was used instead of 10%, as using 10% resulted in only 2 points on the graph. Because of the lack of points, it was decided to us the matrix point in the gas zone as the matrix point in the water zone, the underlying assumption being that the average matrix constituents all the way through the reservoir is the same. Therefore the regression to find the fluid point in the water zone was fixed through the point (0, 55.93). The subsequent regression analysis reveals the following parameters:

- matrix point in the gas zone: 55.93usec/ft;
- fluid point in gas zone: 236.88usec/ft;
- matrix point in the water zone: 55.93usec/ft;
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fluid point in water zone: 197.88 usec/ft.

Figure A.3.3 Plot of sonic values (DT) v core porosities (PORCORcord) for the gas zones for all wells with core. All points are 'clean' having a shale volume of less than 10%.

Figure A.3.4 Plot of sonic values (DT) v core porosities (PORCORcord) for the water zones for all wells with core. All points are 'clean' having a shale volume of less than 20%. See text for further details.
The sonic value for pure water is 189usec/ft (Gruping 1998). The slightly higher value for the fluid in the water zone may be the influence of the oil-based mud.

The sonic value of shale was taken as 90usec/ft from inspection of the logs for both the gas and water zones.

The equations and parameters as specified in Section A3.3 were then used to calculate the new sonic log, corrected for gas.

A3.6.3 Density

Walsgrove (1996) shows all wells except 23/21-T4 to have similar cross-plots when determining the fluid point in the water and gas zone. From Walsgrove (1996) the following parameters were extracted:

- fluid density in the gas zone: 0.855g/cm³;
- fluid density in the water zone: 1.038g/cm³;
- grain modal density: 2.65g/cm³.

Note these are for clean sandstone – an acceptance expression of ‘net sand’ only was used. Thus shale is eliminated, and the fluid values only apply to the effective porosity.

The density of gas water specified in Section A3.4 was used to calculate a gas corrected porosity.

A3.6.4 Neutron

The method followed that described in Section A3.5. The graph for the corresponding gas column in all the wells is shown as Figure A3.5, and for the water column Figure A3.6. As for the sonic log there are very few points (core points) in the water leg to constrain the HI index of the fluid. Therefore as for the sonic log a shale volume cut-off of less than 20% was used, instead of 10%.

Both equations (that indicate the hydrogen index of the ‘fluid’) are very similar (as expected).
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Figure A.3.5 Plot of (NPHI - 0.01) v core porosities (PORCORcord) for the gas zones for all wells with core. All points are ‘clean’ having a shale volume of less than 10%.

Figure A.3.6 Plot of (NPHI - 0.01) v core porosities (PORCORcord) for the water zones for all wells with core. All points are ‘clean’ having a shale volume of less than 10%.
The neutron shale point was read from a standard neutron-density cross-plot. A value of 0.314 was selected for all wells.

Appendix 4 : Training intervals for thin-beds

4.1 Introduction

This Appendix lists the training intervals used to train neural network models (in Chapter 5) to predict type-I and type-II thin-beds.

4.2 Type-I thin-beds

From well Simian 1 (1 point from each depth), thin-beds:
6853.7, 6867.1, 6992.9, 7033.3

From well Simian 1, not thin-beds:
6871.4-6871.6, 7029.4-7030.1, 7112.8-7113.8

From well Simian 2 (1 point from each depth), thin-beds:
7054.4, 7122.6, 7162.3, 7209.4

From well Simian 2, not thin-beds:
7161-7161.4, 7256.4-7256.8

From well Simian 3 (1 point from each depth, unless an interval), thin-beds:
6791.3-6791.6, 6798.4, 6803.1, 6803.2, 6803.8, 6811.1, 6875.1, 6905.4, 6975.4, 7060.0

From well Simian 3, not thin-beds:
7140-2-7141, 7129.7-7130, 7126.6-7126.9, 7095.4-7095.6

4.3 Type-II thin-beds

From well Simian 2 (1 point from each depth, unless specified), thin-beds:
7201.7 (x2), 7166.6 (x2), 7160.8 (x2), 7156.1, 7112.0 (x2), 6938.2

From well Simian 2, (1 point from each depth) not thin-beds:
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7346.4, 7303.4, 7283.3, 7263.3, 7236.9, 7204.8, 7182.2, 7184.2, 7032.1, 6882.7

From well Simian 3 (1 point from each depth, unless specified), thin-beds:
6852.2, 6973.8 (x2), 6962.6 (x2), 7057.3 (x2), 7078.1 (x2), 7095.1 (x2), 6949.8

From well Simian 3, (1 point from each depth) not thin-beds:
7245.2, 7147, 7156.8, 7139.1, 7126.3, 7063.5, 6977.0, 6931.4, 6774.3, 6990.1, 7148.6, 7180.6
Appendix 5: Full logs and electronic thesis

An enclosure to this thesis is a CD-ROM containing:

- Contained in the folder 'Lomond' - a full suite of logs and lithofacies predictions from the optimum neural network (trained in Chapter 3) for wells 23/21-T1 – T10, excluding 23/21-T7;
- Contained in the folder 'WDDM_Egypt' - a full suite of logs and images and image lithofacies predictions from the optimum neural network (trained in Chapter 5) for wells Simian 1, 2, and 3;
- In the folder 'Thesis' a copy of this thesis as a single pdf file.

Log acronyms can be found in the notations and conventions section preceding Chapter 1, and in the additional enclosures.
### Enclosure 1 - notations & conventions, Chapters 3 & 4.

<table>
<thead>
<tr>
<th>Log acronyms</th>
<th>Lithofacies columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR</td>
<td>core defined lithofacies</td>
</tr>
<tr>
<td>DT</td>
<td>best performing network from topological experiments</td>
</tr>
<tr>
<td>DT4P</td>
<td>best performing network from experiments with different learning rates and momentum parameters</td>
</tr>
<tr>
<td>ILD</td>
<td>best performing network from experiments with pruning algorithm starting with 23 nodes</td>
</tr>
<tr>
<td>ILM</td>
<td>best performing network from experiments with pruning algorithm starting with 14 nodes</td>
</tr>
<tr>
<td>AHT90</td>
<td>best performing network from experiments with unbalanced data</td>
</tr>
<tr>
<td>RHOB</td>
<td>best performing network from experiments with unbalanced data and lithofacies 1 reduced further</td>
</tr>
<tr>
<td>NPHI</td>
<td>best performing network from training without derivative logs</td>
</tr>
<tr>
<td>PORCOR</td>
<td>best performing network from training with Training Set 2</td>
</tr>
<tr>
<td>KAH</td>
<td>best performing network from training with Training Set 3</td>
</tr>
<tr>
<td>NDSEP</td>
<td>best performing of all networks ‘optimum network’ (actually same as ‘B’)</td>
</tr>
<tr>
<td>PORLOGT</td>
<td>best performing network from experiments with unbalanced data</td>
</tr>
<tr>
<td>DTgas</td>
<td>best performing network from experiments with unbalanced data and lithofacies 1 reduced further</td>
</tr>
<tr>
<td>RHOBgas</td>
<td>best performing network from experiments with unbalanced data and lithofacies 1 reduced further</td>
</tr>
<tr>
<td>NPHItgas</td>
<td>best performing network from experiments with unbalanced data and lithofacies 1 reduced further</td>
</tr>
<tr>
<td>P-Train</td>
<td>best performing network from experiments with unbalanced data and lithofacies 1 reduced further</td>
</tr>
<tr>
<td>ACT_1 - ACT_5</td>
<td>activation of output node representing lithofacies 1-5 (from optimum network)</td>
</tr>
<tr>
<td>ACT_1n - ACT_5n</td>
<td>activation of output node representing lithofacies 1-5 (input data calibrated to training set)</td>
</tr>
<tr>
<td>ACT_1a - ACT_5a</td>
<td>activation of output node representing lithofacies 1-5 (model not trained with resistivity log)</td>
</tr>
<tr>
<td>ACT_1G - ACT_5G</td>
<td>activation of output node representing lithofacies 1-5 (when trained with gas corrected logs and no resistivity)</td>
</tr>
</tbody>
</table>

### Sedimentary facies codes (Figures 4.8 - 4.12)

- **Sandstone**
- **Claystone / mudstone**
- **Siltstone**
- **Calcite cemented**
- **Mud clasts**
- **Calcareous**

#### Lithofacies colour-code

<table>
<thead>
<tr>
<th>Lithofacies</th>
<th>Current ripple lamination</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Contorted / deformed bedding</td>
</tr>
<tr>
<td>C</td>
<td>Dish structures</td>
</tr>
<tr>
<td>D</td>
<td>Water escape pipes</td>
</tr>
<tr>
<td>E</td>
<td>Fractures</td>
</tr>
<tr>
<td>F</td>
<td>Plant fragments / rootlets</td>
</tr>
</tbody>
</table>

**Descriptions in Table 3.2**
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<table>
<thead>
<tr>
<th>Log acronyms</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR</td>
<td>Gamma ray log</td>
</tr>
<tr>
<td>RHOB</td>
<td>Density log</td>
</tr>
<tr>
<td>RHOZ</td>
<td>Density log</td>
</tr>
<tr>
<td>NPHI</td>
<td>Neutron log</td>
</tr>
<tr>
<td>PHIN</td>
<td>Neutron log</td>
</tr>
<tr>
<td>FMImage</td>
<td>Microresistivity image log, unprocessed</td>
</tr>
<tr>
<td>FMImage_P</td>
<td>Microresistivity image log, processed (steps described in Chapter 5)</td>
</tr>
<tr>
<td>C1</td>
<td>First caliper curve from image tool</td>
</tr>
<tr>
<td>C2</td>
<td>Second caliper curve from image tool</td>
</tr>
<tr>
<td>S-PAD</td>
<td>Single pad of data used for analysis</td>
</tr>
<tr>
<td>A1sp</td>
<td>Average of resistivity button responses over a single pad of data</td>
</tr>
<tr>
<td>A2</td>
<td>Vertical moving average of all button data over 2'</td>
</tr>
<tr>
<td>A2sp</td>
<td>Vertical moving average of a single pad of data over 2'</td>
</tr>
<tr>
<td>A6sp</td>
<td>Vertical moving average of a single pad of data over 6'</td>
</tr>
<tr>
<td>CV0sp</td>
<td>Moving coefficient of variation of all button data over 0.5'</td>
</tr>
<tr>
<td>CV6</td>
<td>Moving coefficient of variation of all button data over 6'</td>
</tr>
<tr>
<td>Sk6sp</td>
<td>Skewness of a single pad of data over 6'</td>
</tr>
<tr>
<td>Kurt6sp</td>
<td>Kurtosis of a single pad of data over 6'</td>
</tr>
<tr>
<td>Stack_ssp</td>
<td>Stacked button response over a single pad of data</td>
</tr>
<tr>
<td>ARRAY-H</td>
<td>Synthetic vertical stripes that can be identified by a horizontal spectral analysis</td>
</tr>
<tr>
<td>ARRAY-V</td>
<td>Synthetic horizontal stripes that can be identified by a vertical spectral analysis</td>
</tr>
<tr>
<td>POWER-V</td>
<td>Spectral power from the vertical power spectral analysis, wavelength decreases to the right</td>
</tr>
<tr>
<td>POWER-H</td>
<td>Spectral power from the horizontal power spectral analysis, wavelength decreases to the right</td>
</tr>
<tr>
<td>FAS2 - FAS12</td>
<td>Individual horizontal power spectral curves; the 2\textsuperscript{nd} lowest frequency sampled - 12\textsuperscript{th} lowest frequency sampled</td>
</tr>
<tr>
<td>FSP128_2 - FSP128_64</td>
<td>Individual vertical power spectral curves; the 2\textsuperscript{nd} lowest frequency 64\textsuperscript{th} lowest frequency</td>
</tr>
<tr>
<td>TRAIN_1</td>
<td>Sections from well Simian 1 used for training (black bar)</td>
</tr>
<tr>
<td>Train2a</td>
<td>Sections from well Simian 2 used for training (black bar)</td>
</tr>
<tr>
<td>Train3a</td>
<td>Sections from well Simian 3 used for training (black bar)</td>
</tr>
<tr>
<td>ACT F1 - ACT F7</td>
<td>Activation levels for image lithofacies 1-7 (activation levels come from module 1 for image lithofacies 7, from module 2 for other facies)</td>
</tr>
<tr>
<td>thin_bed</td>
<td>Raw prediction of type-II thin-beds (packages)</td>
</tr>
<tr>
<td>T-BED</td>
<td>As for thin_bed except filtered to leave only packages of thin-beds greater than 2 ft thickness and those occurring in image lithofacies 1 and 2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lithofacies columns</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ImFacids or Image_fa</td>
<td>Image facies defined by Baker Atlas (2000 &amp; 2001) – see key below</td>
</tr>
<tr>
<td>IMFACIESt</td>
<td>Facies scheme that the neural networks were trained to predict; this is a simplified version of the Baker Atlas scheme – see key below</td>
</tr>
<tr>
<td>Mod1_com</td>
<td>Raw results of module 1, used to predict sand, shale and cemented lithofacies</td>
</tr>
<tr>
<td>Mod1_comb</td>
<td>Results of module 1, used to predict sand, shale and cemented lithofacies after thin-bed repair</td>
</tr>
<tr>
<td>IM_FACall</td>
<td>Results from modular system when the shale network in module 2 utilised both conventional and image derived logs as inputs</td>
</tr>
<tr>
<td>IM_FACal2b</td>
<td>As IM_FACall but after thin-bed repair</td>
</tr>
<tr>
<td>IM_FACal3m</td>
<td>Results from modular system when the shale network in module 2 utilised only image derived logs as inputs</td>
</tr>
<tr>
<td>IM_FACim2b</td>
<td>As IM_FACim but after thin-bed repair</td>
</tr>
<tr>
<td>IMFACim3b</td>
<td>Results from a single network trained to predict all 7 image lithofacies at once (non-modular system)</td>
</tr>
<tr>
<td>IMFAC_S2</td>
<td>As IMFAC_S but after thin-bed repair</td>
</tr>
<tr>
<td>IMFACal2p</td>
<td>As IM_FACal2b but with type-I thin-beds added</td>
</tr>
<tr>
<td>IMFACal3p</td>
<td>As IMFACal2p but with type-II thin-beds removed if caliper curve was above a specific threshold - these are the final results shown in Chapter 6</td>
</tr>
</tbody>
</table>
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Key - Baker Atlas image facies scheme (Baker Atlas 2000 & 2001) defined in Table 5.1
[Imfacds or Image_fa columns]

<table>
<thead>
<tr>
<th>Facies</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laminated shale</td>
<td>Laminated sand</td>
</tr>
<tr>
<td>Bioturbated shale</td>
<td>Irregular sand</td>
</tr>
<tr>
<td>Slumped shale</td>
<td>Slumped sand</td>
</tr>
<tr>
<td>Chaotic shale</td>
<td>Structureless and intraclastic sand</td>
</tr>
<tr>
<td>Debris flow</td>
<td>Conglomerate</td>
</tr>
<tr>
<td>Structureless sand</td>
<td>Cross-bedded sand</td>
</tr>
</tbody>
</table>

Key - simplified image lithofacies scheme defined in Table 5.3
[IMFACIESr column]

<table>
<thead>
<tr>
<th>Facies</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laminated shale</td>
<td>1</td>
<td>Conductive sand (irregular, slumped, intraclastic)</td>
</tr>
<tr>
<td>Bioturbated shale</td>
<td>2</td>
<td>Cemented intervals / conglomerate</td>
</tr>
<tr>
<td>Slumped and chaotic shale</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Shaly SST, debris flow</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Resistive sand (structureless sand)</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>