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Abstract

Multiple input multiple output (MIMO) techniques are the most promising technologies for next-generation wireless systems to achieve improved channel reliability as well as high spectral efficiencies. Based on the theoretical foundation, a number of studies focusing on practical implementation of MIMO techniques have been recently presented.

In real MIMO downlink scenarios, the number of users are usually greater than that of transmit antennas at a base station and the base station is likely to provide a variety of services to different quality-of-service (QoS) users. Therefore, a multiuser scheduling algorithm for the real MIMO downlink scenarios has to support a mixture of QoS users simultaneously by exploiting the performance gains of multiple antennas whilst maximizing the sum-rate capacity by selecting a user set for transmission according to performance criteria.

The main topic of this thesis is the design of QoS-guaranteed multiuser schedulers for MIMO systems. This should provide different QoS services to different users whilst satisfying the system-level requirements such as fairness among users, minimum data rate and delay constraints as well as trying to maximize the sum-rate capacity of MIMO channels. For this, this thesis first investigates the performance of MIMO transceiver techniques in terms of error rates and the sum-rate capacity with practical considerations to select a practically appropriate MIMO precoding technique. Then a QoS-aware sequential multiuser selection algorithm is proposed, which selects a user set sequentially from each QoS group in order to satisfy QoS requirements by trading off the transmit antennas between different QoS groups. Using a temporally-correlated MIMO channel model validated by channel measurements, a statistical channel state information (SCSI)-assisted multiuser scheduling algorithm is also proposed, which can minimize the effect of the temporal correlation on the sum-rate capacity. Finally, new metrics are proposed to support fairness among users in terms of throughput or delay whilst maximizing the sum-rate capacity. With these proposed algorithms, the objective of this thesis, to support a mixture of different QoS users simultaneously with fairness considerations whilst maximizing the sum-rate capacity by exploiting the advantages of MIMO techniques with practical implementation in mind, can be achieved.
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<td>Delay threshold</td>
</tr>
</tbody>
</table>
Nomenclature

\( \delta \) Dynamic range of the soft trade-off scheme

\( \Delta H \) Measurement noise matrix

\( \eta_i \) Maximum probability of exceeding the delay threshold

\( \varepsilon \) Variable used in fairness metrics to prevent zero denominators

\( f(s) \) Probability distribution of the vector \( s \)

\( f_c \) Carrier frequency

\( f_d \) Doppler spreads

\( f_D \) Maximum Doppler shift

\( f_{ki} \) Frequencies for the SOS random process

\( F \) Beamforming matrix at the transmitter

\( F^H \) Beamforming matrix at the receiver

\( g_k \) Rayleigh-distributed fading between the transmit antenna and user \( k \)

\( G \) Scaling matrix

\( G_t \) Transmit power gain

\( G_r \) Received power gain

\( \gamma_{ij} \) Fraction of transmission for user \( j \) in the subgroup \( i \)

\( \gamma_k \) Effective channel gain of ZFBF

\( \Gamma_{THP} \) Power increase in THP due to the modulo operation

\( \Gamma_{SNR} \) SNR gap

\( h_{ij}(t) \) Time-varying impulse response between transmit antenna \( j \) and receive antenna \( i \)

\( H \) Hurst parameter

\( H(y) \) Differential entropy of the vector \( y \)

\( H(y|s) \) Conditional differential entropy of the vector \( y \) given the knowledge of the vector \( s \)

\( H(z) \) Differential entropy of the vector \( z \)

\( H \) MIMO channel matrix

\( H_0 \) Perfectly estimated channel matrix

\( H_w \) i.i.d. MIMO channel matrix

\( H_m \) Uncorrelated estimation error matrix

\( \hat{H} \) Estimated Channel matrix

\( I_{QF} \) Fairness Index

\( I \) Identity matrix

\( I(s;y) \) Mutual information between vectors \( s \) and \( y \)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K)</td>
<td>Number of users in a MIMO broadcast channel</td>
</tr>
<tr>
<td>(K_i)</td>
<td>Number of users in (i)th subgroup</td>
</tr>
<tr>
<td>(K_{BE})</td>
<td>Number of BE users in a MIMO broadcast channel</td>
</tr>
<tr>
<td>(K_{CR})</td>
<td>Number of CR users in a MIMO broadcast channel</td>
</tr>
<tr>
<td>(K_{RT})</td>
<td>Number of RT users in a MIMO broadcast channel</td>
</tr>
<tr>
<td>(\lambda_c)</td>
<td>Wavelength</td>
</tr>
<tr>
<td>(\lambda_d)</td>
<td>Mean arrival rate of Poisson data</td>
</tr>
<tr>
<td>(\lambda_i)</td>
<td>Eigenvalues</td>
</tr>
<tr>
<td>(m_s)</td>
<td>Area mean</td>
</tr>
<tr>
<td>(m_d)</td>
<td>Delay slope in the delay fairness metric</td>
</tr>
<tr>
<td>(m_t)</td>
<td>Throughput slope in the throughput fairness metric</td>
</tr>
<tr>
<td>(M_k)</td>
<td>Modulation orders for spatial channels</td>
</tr>
<tr>
<td>(M_R)</td>
<td>Number of receiver antennas</td>
</tr>
<tr>
<td>(M_{BE})</td>
<td>Number of transmit antennas for BE users</td>
</tr>
<tr>
<td>(M_{CR})</td>
<td>Number of transmit antennas for CR users</td>
</tr>
<tr>
<td>(M_{RT})</td>
<td>Number of transmit antennas for RT users</td>
</tr>
<tr>
<td>(\mu)</td>
<td>Water level in the waterfilling algorithm</td>
</tr>
<tr>
<td>(\mu_d(t))</td>
<td>Delay fairness metric</td>
</tr>
<tr>
<td>(\mu_t(t))</td>
<td>Throughput fairness metric</td>
</tr>
<tr>
<td>(N_0)</td>
<td>Single-sided power spectral density of AWGN</td>
</tr>
<tr>
<td>(N_Q)</td>
<td>Number of subgroups whose fairness requirements are identical</td>
</tr>
<tr>
<td>(N_S)</td>
<td>Number of slots in a frame</td>
</tr>
<tr>
<td>(N_{sos})</td>
<td>Number of sinusoids for the SOS random process</td>
</tr>
<tr>
<td>(p_k)</td>
<td>Arbitrary symbol due to the modulo operation</td>
</tr>
<tr>
<td>(P_0)</td>
<td>Packet error rate</td>
</tr>
<tr>
<td>(P)</td>
<td>Total transmit power</td>
</tr>
<tr>
<td>(P_d)</td>
<td>Packet drop probability</td>
</tr>
<tr>
<td>(P_k)</td>
<td>Transmit power allocated to user (k)</td>
</tr>
<tr>
<td>(P_k)</td>
<td>Transmit power allocated to user (k) by ZFBF</td>
</tr>
<tr>
<td>(P_r)</td>
<td>Received power</td>
</tr>
<tr>
<td>(P_t)</td>
<td>Transmitted power</td>
</tr>
</tbody>
</table>
Nomenclature

\( P \)  
Permutation matrix

\( P(n) \)  
Autocorrelation matrix at slot index \( n \)

\( P_{\text{opt}} \)  
Optimum permutation matrix

\( \pi(k) \)  
user \( k \) considering all permutations

\( Q_{\text{MMSE}} \)  
Matrix of MMSE equalizer

\( r \)  
Rank of the MIMO channel

\( r_d^0 \)  
Reference distance

\( r_d^k \)  
Distance between the base station and user \( k \)

\( r' \)  
Number of spatial channels for the waterfilling algorithm

\( r_i(t) \)  
Data rates

\( \bar{r}_i(t) \)  
Exponential moving average of past throughput for user \( i \)

\( R_a \)  
Packet arrival rate

\( R_{\text{BE}} \)  
Throughput of BE users

\( R_{\text{cell}} \)  
Cell radius

\( R_{\text{CR}} \)  
Throughput of CR users

\( R_{\text{RT}} \)  
Throughput of RT users

\( R_{\text{TH}} \)  
Throughput threshold

\( R_{\text{TOTAL}} \)  
Throughput of all users

\( \bar{R}(t) \)  
Average of \( \bar{r}_i(t) \) of all users

\( R_k \)  
Spatial correlation matrix of the MIMO channel by the Kronecker model

\( R_r \)  
Spatial correlation matrix at the receiver

\( R_t \)  
Spatial correlation matrix at the transmitter

\( R_{\text{MIMO}} \)  
Receive processing matrix

\( R_{ss} \)  
Input covariance matrix

\( \rho \)  
Temporal correlation

\( s \)  
Transmit signal vector

\( S \)  
User set

\( S_{\text{BE}} \)  
BE user set

\( S_{\text{CR}} \)  
CR user set

\( S_{\text{max}} \)  
User set obtained by the sum-rate maximization rule

\( S_{\text{RT}} \)  
RT user set

\( S'_{\text{BE}} \)  
BE user set with throughput fairness among users
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{RT}$</td>
<td>RT user set with delay fairness among users</td>
</tr>
<tr>
<td>$SNR_0$</td>
<td>Median of the mean SNR of all users</td>
</tr>
<tr>
<td>$\sigma_e^2$</td>
<td>Variance of measurement noise</td>
</tr>
<tr>
<td>$\sigma_e^2$</td>
<td>Variance of measurement noise</td>
</tr>
<tr>
<td>$\sigma_i^2$</td>
<td>Variance of interference</td>
</tr>
<tr>
<td>$\sigma_s$</td>
<td>Shadow standard deviation</td>
</tr>
<tr>
<td>$\sigma_z^2$</td>
<td>Variance of complex AWGN</td>
</tr>
<tr>
<td>$T_f$</td>
<td>Frame period</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Delay threshold for user $i$ in LWDF</td>
</tr>
<tr>
<td>$T_P$</td>
<td>Cut-off limit of the Pareto distribution</td>
</tr>
<tr>
<td>$T_S$</td>
<td>Slot period</td>
</tr>
<tr>
<td>$T_{MIMO}$</td>
<td>Transmit processing matrix</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Delay</td>
</tr>
<tr>
<td>$\theta_{ki}$</td>
<td>Phases for the SOS random process</td>
</tr>
<tr>
<td>$\theta_c(t)$</td>
<td>Phase in the multiplicative channel model</td>
</tr>
<tr>
<td>$\theta_k(t)$</td>
<td>Phase of $k$th tap in the tapped delay line channel model</td>
</tr>
<tr>
<td>$U_{BE}$</td>
<td>BE user set</td>
</tr>
<tr>
<td>$U_{CR}$</td>
<td>CR user set</td>
</tr>
<tr>
<td>$U_{RT}$</td>
<td>RT user set</td>
</tr>
<tr>
<td>$v_k$</td>
<td>Mobile velocities</td>
</tr>
<tr>
<td>$w_k$</td>
<td>Shadowing variables</td>
</tr>
<tr>
<td>$W$</td>
<td>Signal bandwidth</td>
</tr>
<tr>
<td>$\zeta_k(t)$</td>
<td>Sum-of sinusoids random process</td>
</tr>
<tr>
<td>$y$</td>
<td>Received signal vector</td>
</tr>
<tr>
<td>$z$</td>
<td>Zero mean circular symmetric complex Gaussian noise vector</td>
</tr>
</tbody>
</table>
Chapter 1
Introduction

1.1 Motivation

After pioneering works on the multiple-input multiple-output (MIMO) capacity in [7] and [8] were presented, various researches on MIMO areas have been performed for next generation wireless communication systems. These include multiuser MIMO capacity, MIMO channel models, MIMO transceiver techniques, multiuser scheduling algorithms and practical implementation issues related to MIMO techniques.

It is well known that the single user capacity of a MIMO system increases linearly with the minimum number of transmit and receive antennas as long as the environment has sufficiently rich scattering. This work has been extended to MIMO multiple access channels (MACs or uplink, i.e., channels from mobile terminals to a base station) and MIMO broadcast channels (BCs or downlink, i.e., channels from a base station to mobile terminals), where the multiuser capacity is defined by the capacity region due to the infinite ways to share the transmit power among users. Although there is a duality between the capacity region of these two MIMO channels, calculating the capacity of the MIMO BC is much more difficult than for the MIMO MAC because the MIMO BC is nondegraded. However, the maximum sum-rate capacity of the MIMO BC can be achieved by using the dirty paper coding principle. Dirty paper coding (DPC) provides a theoretical background for practical nonlinear MIMO precoding techniques such as Tomlinson-Harashima precoding (THP) for the MIMO BC. Because a base station in the MIMO BC knows the transmit signal at the transmitter, it can minimize the interference among users by intelligently designing the transmit signal using the DPC principle.

In general, MIMO techniques can provide not only diversity gain which increases the reliability of transmission but multiplexing gain which boosts data rate by exploiting the space dimension due to multiple antennas both at the transmitter and receiver. This diversity-multiplexing trade-off in multiple antennas channels can be applied to MIMO BC scenarios, where the performance gain due to multiple antennas is used to balance the overall system performance with individual requirements.
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There are two aspects on the overall system performance in real MIMO BC scenarios. One aspect is to maximize the sum-rate capacity of the MIMO BC in view of the physical layer. The maximum sum-rate capacity of the MIMO BC can be achieved by the optimal power allocation and encoding order of DPC as long as the number of transmit and receive antennas are identical. When the number of users are larger than that of transmit antennas, which is likely to be in real MIMO BC scenarios, a multiuser selection procedure should be considered. Because the wireless channel is random and each user is likely to have independent fading, the multiuser selection procedure should exploit the multiuser diversity gain by selecting a group of users with the best channel conditions. The sum-rate maximization rule selects a user set of the most orthogonal users who can maximize the sum-rate capacity as well as the multiuser diversity gain among all possible choices of user set. The other aspect is to satisfy different system-level requirements from higher network layers. These include fairness among users, different quality-of-service (QoS) requirements such as minimum data rate and delay constraints. Higher layer protocols consider the physical layer as limited resources such as power and bandwidth, so that they seek the optimal algorithm for allocating these limited resources for a desirable system performance. Therefore, a multiuser scheduling algorithm in the real MIMO BC scenarios combines the multiuser selection procedure considering wireless channel conditions with the resource allocation procedure satisfying system-level requirements in order to maximize the overall system performance, which is related to the cross-layer optimization problem. The spatial gain due to multiple antennas gives one more degree of freedom available, so that the multiuser scheduling algorithm should exploit the spatial gain in order to satisfy the system-level requirements whilst maximizing the sum-rate capacity of MIMO broadcast channels.
1.2 Contribution

Figure 1.1 illustrates the system model for this thesis.

![Diagram of system model](image)

Figure 1.1: The system model for this thesis

The objective of this thesis can be summarized by the following statement:

To propose a multiuser scheduling algorithm for MIMO broadcast channels, which can support a mixture of different QoS users simultaneously with fairness considerations whilst maximizing the sum-rate capacity by exploiting the advantages of MIMO techniques with practical implementation in mind.

This can be split into five key areas:

- To investigate the performance of MIMO precoding techniques in terms of the sum-rate capacity as well as error rates.
- To propose a multiuser selection algorithm, which can support different QoS users simultaneously as well as maximizing the multiuser diversity gain.
- To propose a MIMO broadcast channel model, which is realistic with reasonable complexity from the viewpoint of multiuser scheduling.
- To propose a multiuser scheduling algorithm, which exploits statistical channel state information to minimize performance degradation.
- To propose a multiuser scheduling algorithm, which considers fairness among users with QoS differentiation whilst maximizing the sum-rate capacity.
1.3 Thesis Structure

This thesis is structured as follows:

Chapter 2 will provide some background of this thesis. This includes the characteristics of the wireless channel, the definition of the MIMO channel and existing literature reviews for the modelling of the MIMO channel, and the capacity of the MIMO channel. It will also describe the basic concept of multiuser scheduling in wireless channels.

Chapter 3 will briefly describe MIMO transceiver techniques and compare their performance in terms of error rates with several practical considerations such as a transmit power constraint and channel estimation errors. This comparison will be performed in an independent and identically distributed (i.i.d.) single user MIMO channel.

Chapter 4 will briefly introduce the multiuser MIMO capacity and compare MIMO precoding techniques in terms of the sum-rate capacity in an i.i.d. MIMO broadcast channel. It will also propose a new QoS-aware sequential multiuser selection algorithm, which can support different QoS users simultaneously with QoS constraints by selecting user sets sequentially from the highest QoS user group and changing the number of pre-assigned transmit antennas allocated to different QoS groups dynamically to improve the probability of QoS-guaranteed transmission as well as maximizing the sum-rate capacity.

Chapter 5 will propose a temporally correlated MIMO broadcast channel model, which is simple enough to be used in any system level simulator with ease but realistic enough to describe the key phenomena of real MIMO broadcast channels in view of a multiuser scheduling algorithm. The proposed model will be validated by comparing with the MIMO channel measurements. Chapter 5 will also propose a new statistical channel state information (SCSI)-assisted multiuser scheduling algorithm, which can minimize the effect of the temporal correlation. The proposed algorithm exploits statistical channel state information to minimize the mismatch of channel estimates, so that it can improve the sum-rate capacity in time-varying MIMO broadcast channels.

Chapter 6 will briefly review conventional scheduling algorithms and propose a new QoS-guaranteed multiuser scheduling algorithm, which can support different QoS users with the consideration of fairness among users in terms of throughput or delay, and QoS differentiation between different QoS groups. The proposed algorithm exploits the QoS-aware sequential
multiuser selection algorithm proposed in Chapter 4 for supporting different QoS groups simultaneously. It can further improve the sum-rate capacity by using the soft antenna trade-off scheme, which can adapt to the time-varying channel conditions gracefully to improve the outage probability of QoS violations. It uses the weighted sum-rate maximization rule to find a user set for transmission, whose weight vectors are determined by degree of fairness among users in the same QoS group.

Finally, Chapter 7 will draw conclusions from the work that has been described in this thesis. Suggestions for relevant further work will also be presented.
Chapter 2

Background

This chapter will provide some fundamental theories about the wireless channel, the MIMO channel, the MIMO capacity and a brief description of the concept of scheduling. These are essential to understand this thesis. It will also present common notations used throughout this thesis.

2.1 The Wireless Channel

A signal propagating through the wireless channel arrives at the destination through a number of different paths called multipath. These paths arise from scattering, reflection and diffraction by objects in the environment or refraction in the medium. The different propagation mechanisms influence path loss and fading models differently. We refer to all these distorting mechanisms as "scattering". The signal power drops off due to three effects: mean path loss, macroscopic fading and microscopic fading. The path loss comes from inverse square law power loss and the propagation channel environment, which is range dependent. Long term fading results from a blocking effect by buildings and natural features and is also known as shadowing. Short term fading results from the constructive and destructive combination of multipath and is also known as fast fading. Figure 2.1 shows the combined path loss, long term fading and short term fading wireless channel. Multipath propagation results in the spreading of the signal in different dimensions. These are delay spread, Doppler spread and angle spread [9].

It is useful to note that most of contents in this section are based on [9], [10] and [11]. More detailed discussion about the wireless channel can be found in some classic textbooks [12] [13].
2.1.1 Path Loss

In free space, due to the inverse square law power loss, the received signal at a distance $r^d$ is given by

$$P_r = P_t \left( \frac{\lambda_c}{4\pi r^d} \right)^2 G_t G_r \quad [\text{Watts/m}^2], \quad (2.1)$$

where $P_t$ and $P_r$ denote the transmitted and received power respectively, $\lambda_c$ denotes the wavelength of the carrier frequency, $G_t$ and $G_r$ are the power gains of the transmit and receive antennas, respectively.

For real environments, the following path loss model is commonly used for system design.

$$P_r = P_t \left( \frac{r_0^d}{r^d} \right)^\alpha_l, \quad (2.2)$$

where $r_0^d$ denotes a reference distance and $\alpha_l$ denotes the path loss exponent, which varies from 2.5 to 5 according to the channel environment.
2.1.2 Fading

2.1.2.1 Long Term Fading

Long term fading is caused by blockage from objects such as buildings or natural features in the signal path. It has been shown that its probability density distribution (PDF) can be modelled by a log-normal distribution

$$ p(x) = \frac{1}{\sqrt{2\pi}\sigma_s} \exp\left\{-\frac{(\log x - m_x)^2}{2\sigma_s^2}\right\}, \quad x > 0, \quad (2.3) $$

where $\sigma_s$ denotes the shadow standard deviation and $m_x$ denotes the area mean. The area mean is obtained by averaging the received signal strength over an area that is large enough to average over the shadowing effects [14]. In this case, the area mean is equal to the distance dependent path loss. The decorrelation distance $D$ is defined as the distance to which the correlation coefficient reduces to $e^{-1}$. This has different value according to shadowing environments. In [15], the measurement results showed that $D=8.3m$ and $D=503.9m$ for the urban and suburban environments respectively.

2.1.2.2 Short Term Fading

Short term fading corresponds to the rapid fluctuations of the received signal. It is caused by the scattering of the signal off objects between the transmitter and the receiver. If we assume that fading is caused by the superposition of a large number of independent scattered components, the received signal can be assumed to be an independent zero mean complex Gaussian process. The envelope of the received signal has a Rayleigh density function given by

$$ p(x) = \begin{cases} \frac{x}{\sigma^2} \exp\left\{-\frac{x^2}{2\sigma^2}\right\}, & x \geq 0 \\ 0, & x < 0 \end{cases}, \quad (2.4) $$

where $\sigma^2$ is the variance of $x$.

2.1.2.3 Doppler Spread - Time Selectivity

Time-varying fading due to scatterers or transmitter/receiver motion results in the Doppler spread. The Fourier transform of the time autocorrelation of the channel response to a con-
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Continuous wave tone is defined as the Doppler power spectrum. The Doppler spread is defined as the root mean square bandwidth of the Doppler power spectrum. Coherence time is typically defined as the time lag for which the signal autocorrelation coefficient reduces to 0.7. The coherence time can be approximated as the inverse of the Doppler spread [9].

2.1.2.4 Delay Spread - Frequency Selectivity

In a multipath propagation environment, several time-shifted and scaled versions of the transmitted signal arrive at the receiver. The span of path delays is called the delay spread. If the channel is time-varying, the delay spread also varies with time. In this case, the rms (root mean squared) delay spread is defined by the standard deviation of the delay spread. The delay spread causes frequency-selective fading when the signal bandwidth is larger than the coherence bandwidth. Frequency selective fading can be characterized in terms of the coherence bandwidth, which is the frequency lag for which the channel's autocorrelation coefficient reduces to 0.7. The coherence bandwidth can be approximated as the inverse of the delay spread. If the channel has frequency nonselective or flat fading, it can be modelled as the multiplicative channel model [16].

\[ y(t) = \alpha^c(t)e^{j\theta^c(t)}s(t), \]  

(2.5)

where \( \alpha^c(t) \) and \( \theta^c(t) \) denote the envelope and the phase of the channel respectively and \( s(t) \) and \( y(t) \) are the transmitted and received signal respectively. Note that this thesis assumes frequency nonselective fading, where the signal bandwidth is narrower than the coherence bandwidth. This assumption can be justified if an orthogonal frequency division multiplexing (OFDM) is used with MIMO techniques. In this case, each subcarrier of the MIMO-OFDM system experiences the frequency nonselective fading.

If the channel has frequency selective fading, it can be modelled as the tapped delay line channel model as

\[ y(t) = \sum_{k=1}^{L} \alpha^c_k(t)e^{j\theta^c_k(t)}s(t - \frac{k}{W}), \]  

(2.6)

where \( W \) denotes the signal bandwidth, \( L \) denotes the number of taps, \( \alpha^c_k(t) \) and \( \theta^c_k(t) \) denote the envelope and the phase of \( k \)th tap respectively.
2.1.2.5 Angle Spread - Space Selectivity

Angle spread refers to the spread of angles of arrival/departure of the multipath components, which is usually defined as the rms angle spread. The angle spread causes space selective fading, which means that signal amplitude depends on the spatial location of the antenna. Space selective fading is characterized by the coherence distance, which is the spatial separation for which the signal autocorrelation coefficient reduces to 0.7. The coherence distance can be approximated as the inverse of the angle spread. The angle spread determines the characteristics of spatial correlation channel models. Figure 2.2 shows the one-ring model [17] and its spatial correlation. The power azimuth spectrum of the angle spread can be Gaussian, Laplace or uniform distribution [18]. In Figure 2.2, Gaussian distribution and AOA=45° are assumed. We notice that the spatial correlation decreases as the antenna spacing \( D_A \) and the angle spread increases. This implies that the MIMO channel can be spatially uncorrelated if the antenna spacing is more than half the wavelength of the carrier frequency and a large angle spread obtained from rich scattering around multiple antennas.

2.2 MIMO Channel

Consider a MIMO system with \( M_T \) transmit and \( M_R \) receive antennas, which is illustrated in Figure 2.3. Denoting \( h_{ij}(t) \) as the complex time-varying impulse response between transmit antenna \( j (j = 1, \ldots, M_T) \) and the receive antenna \( i (i = 1, \ldots, M_R) \), the MIMO channel is
given by the $M_R \times M_T$ matrix $H(t)$

$$H(t) = \begin{bmatrix}
    h_{11}(t) & h_{12}(t) & \cdots & h_{1M_T}(t) \\
    h_{21}(t) & h_{22}(t) & \cdots & h_{2M_T}(t) \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{M_R1}(t) & h_{M_R2}(t) & \cdots & h_{M_RM_T}(t)
\end{bmatrix}. \quad (2.7)$$

With the narrowband assumption in Section 2.1.2, the relationship between the input and the output for the MIMO channel can be expressed as

$$y(t) = H(t)s(t) + z(t), \quad (2.8)$$

where $y(t) \in \mathbb{C}^{M_R \times 1}$ denotes the received signal vector at time $t$, $s(t) \in \mathbb{C}^{M_T \times 1}$ denotes the transmit signal vector at time $t$ and $z(t) \in \mathbb{C}^{M_R \times 1}$ denotes the zero mean circular symmetric complex Gaussian (ZMCSCG) noise vector with variance $\sigma_z^2$ at time $t$.

If the MIMO channel response is unchanged for a certain time period of interest (i.e., frequency nonselective block fading), the equation (2.8) reduces to

$$y = Hs + z, \quad (2.9)$$

If the entries of the channel matrix $H$ have ZMCSCG variables with unit variance, it is called an i.i.d. channel $H_w$, which is spatially white. However, the real MIMO channel is not spatially
white due to practical impairments such as spatial correlation, temporal correlation, keyhole
effect and so on. The keyhole effect happens in certain propagation scenarios where all multi-
path components go through a single keyhole, so that the MIMO channel capacity decreases
even though the signals at the antenna elements are uncorrelated. However, it has been shown
that the keyhole effect might not occur frequently in practice [19] and was not observed in the
MIMO channel measurement [20].

A lot of MIMO channel models have been developed to describe real MIMO environments.
Most of them are geometry-based spatial channel models like the one-ring model illustrated in
Figure 2.2. The channel parameters are modelled by finite [21] or infinite scatterers between
the transmit and receive antennas. The geometrical distributions of scatterers as well as their
number determine the characteristics of spatial channel models. In [22], an overview of spa-
tial channel models has been presented. A survey of channel and radio propagation models
for wireless MIMO systems was presented in [23]. Most of spatial channel models assumed
frequency flat fading. Several papers have explored frequency selective fading channels for
wideband MIMO channels based on the tapped-delay line models [24] [25]. The spatial fading
correlation can be simply expressed as a function of AOA, beamwidth, and antenna spacing
[26]. The probability density function of AOA depends on the distribution of scatterers. If the
spatial correlation coefficients at the transmit antennas are independent of those of the receive
antennas, the correlations can be separable. Therefore, the \( M_R M_T \times M_R M_T \) spatial correla-
tion matrix of the MIMO channel \( R_k \) is the Kronecker product of the spatial correlation matrix
at the transmitter and the receiver, which is given by

\[
R_k = R_t \otimes R_r, \tag{2.10}
\]

where \( R_r \) is the \( M_R \times M_R \) spatial correlation matrix at the receiver and \( R_t \) is the \( M_T \times M_T \)
spatial correlation matrix at the transmitter. This concept was validated in several papers by
comparison with measurement results [19]. However, the Kronecker structure of the channel
covariance matrix is suitable for arrays with a moderate number of antenna elements [25]. The
Kronecker model fails in correlated environments where the spatial correlations of transmitter
and receiver are not separable [27]. The MIMO channel with spatial correlation is given by
\[25\] [28]

\[
\mathbf{H} = R_r^{1/2} \mathbf{H}_w R_t^{1/2}. \tag{2.11}
\]
However, these spatial channel models ignored the effect of temporal variations. Joint spatio-temporal models were presented in [24] and [29], where spatio-temporal correlations are modelled based on angle of departure, Rician $K$ factor, keyhole, Doppler spread, delay spread, far clusters, shadowing, and path loss, in addition to conventional spatial model parameters. Rician $K$ factor is defined as the ratio of signal power in dominant component (line-of-sight) over the scattered power (non line-of-sight). In [29], the effect of the Doppler frequency on the fading correlation has been considered. In [30], the effect of the Doppler frequency has been quantified in terms of the level crossing rate.

The effect of the spatial fading correlation on the MIMO capacity has been presented in [31] with the spatial correlation model of equation (2.11), in [32] with the one-ring model, in [33] with a ray-tracing propagation model and in [21] with finite scatterers channel model. All the results from these papers tell us that performance of MIMO systems decreases if there are spatial fading correlations.

It is useful to note that as the number of parameters considered increases, the complexity of the channel model also grows, making it difficult to implement and run the MIMO channel model efficiently despite its improved accuracy. Therefore, a simple but realistic MIMO downlink channel model will be proposed in Chapter 5, which is useful for investigating multiuser scheduling algorithms for the MIMO downlink channel.

### 2.3 MIMO Capacity

The data capacity for an additive white Gaussian noise (AWGN) channel was first introduced by C. E. Shannon in his paper “A mathematical theory of communication” [34]. It is defined as the maximum data rate that can be supported with an arbitrarily small probability of error.

The capacity of a deterministic MIMO channel is defined as the maximum mutual information between input vector $s$ and output vector $y$, given in equation (2.8), as

$$C = \max_{f(s)} I(s; y),$$  \hspace{1cm} (2.12)

where $f(s)$ is the probability distribution of the vector $s$ and $I(s; y)$ is the mutual information between vectors $s$ and $y$. After some mathematical manipulation (See Appendix B), the single
user capacity of the deterministic MIMO channel is given by
\[
C = \max_{\text{Tr}(R_{ss})=P} \log_2 \left| I + \frac{HR_{ss}H^H}{N_0} \right|
\]  
(2.13)

where \( R_{ss} = E[ss^H] \) denotes the input covariance matrix and \( N_0 \) denotes the single-sided power spectral density of AWGN. The total transmit power \( P \) is given by
\[
P = \text{Tr}(R_s) = \sum_{i=1}^{M_T} P_i,
\]  
(2.14)

where \( P_i \) is the transmit power allocated to transmit antenna \( i \).

If the transmitter does not know the channel state information (CSI), the total power can be equally divided among the transmit antennas as \( R_{ss} = \frac{P}{M_T} I \). Then the capacity of the MIMO channel without channel knowledge at the transmitter is given by
\[
C = \log_2 \left| I + \frac{P}{M_T N_0} \cdot HH^H \right|
\]  
(2.15)

When the CSI is known to the transmitter, by the singular value decomposition of \( HH^H \), the capacity of the MIMO channel is given by
\[
C = \sum_{i=1}^{r} \log_2 \left( 1 + \frac{P \lambda_i}{N_0} \right),
\]  
(2.16)

where \( r \ (r \leq \min(M_R, M_T)) \) is the rank of the MIMO channel \( H \) and \( \lambda_i \) are the eigenvalues of \( HH^H \).

The optimal \( P_i \) of any spatial channel can be obtained by the waterfilling algorithm [35]
\[
P_i = \left( \mu \frac{\lambda_i}{N_0} - 1 \right)^+,
\]  
(2.17)

where \( (x)^+ \) denotes \( \max(x, 0) \) and the water level \( \mu \) is selected to satisfy
\[
\sum_{i=1}^{r'} \left( \mu - \frac{N_0}{\lambda_i} \right)^+ = P,
\]  
(2.18)

where \( r' \ (r' \leq r) \) denotes the number of spatial channels with the allocated power \( P_i > 0 \).
The capacity of the MIMO channel can be increased by using the waterfilling algorithm but the capacity gap between the known and unknown channel cases reduces at high SNR values.

If the channel matrix $H$ is random, the information rate associated with the MIMO channel is also a random variable. In order to deal with this, there are ergodic capacity and outage capacity measures for fading MIMO channels. The ergodic capacity is the ensemble average of the information rate over the distribution of the random elements of $H$. The $q$ % outage capacity is the information rate that is guaranteed for $(100 - q)$ % of channel realizations. Figure 2.4 and Figure 2.5 show the ergodic capacity and the 10% outage capacity of a single user MIMO channel for different antenna configurations with the waterfilling algorithm. We notice that the MIMO capacity grows linearly with the minimum number of transmit and receive antennas in terms of both the ergodic capacity and the 10% outage capacity in the single user MIMO channel.

Figure 2.6 shows the ergodic capacity of a $4 \times 4$ MIMO channel with and without channel knowledge at the transmitter. The ergodic capacity when the channel is known to the transmitter is higher than the ergodic capacity when the channel is unknown. However, the difference in the ergodic capacity decreases as SNR increases. This implies that an equal power allocation can have a similar performance to the waterfilling algorithm with a high SNR assumption.

Unlike the single user capacity, a multiuser MIMO capacity is characterized by a capacity
Figure 2.5: The 10% outage capacity of a single user MIMO channel

Figure 2.6: The ergodic capacity of a 4×4 MIMO channel with and without channel knowledge at the transmitter
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region, which will be described later in Chapter 4. In multiuser MIMO scenarios, there may be a base station with multiple antennas and multiple users each with multiple antennas in a single cell. The base station transmits data to multiple users via downlink channels and receives data from multiple users via uplink channels. The MIMO downlink channel is called a MIMO broadcast channel and the MIMO uplink channel is called a MIMO multiple access channel. These concepts will be described in detail in Chapter 4. In order to obtain the maximum value of the multiuser MIMO capacity from the capacity region, there should be an optimal way of dealing with multiple users simultaneously as well as considering the wireless channels. In the next section, the concept of multiuser scheduling will be introduced to explain what could be the optimal way for maximizing the multiuser MIMO capacity, which is one of the main contributions of this thesis.

2.4 Multiuser Scheduling in Wireless Channels

Scheduling is defined as a process which gives a list of events and indicates in what order they will take place. Especially for wireless communications, it is concerned with how to allocate limited resources such as power and bandwidth efficiently for a desirable performance.

Round-robin (RR) scheduling is one of the simplest scheduling algorithms which assigns time slices to each user in equal portions and in order without priority consideration. However, it is inefficient when applied to a time-varying wireless channel. For example, consider two users in a downlink scenario where a base station transmits data to each user according to a certain scheduling algorithm. The maximum possible data rate for user 1 in a time slot is either 4 or 6 [bits/channel use] with equal probabilities 0.5. This is determined by the signal-to-noise ratio (SNR) of the time-varying wireless channel. For user 2, the maximum possible data rate in a time slot is either 2 or 8 [bits/channel use], also with equal probabilities. The base station can serve one user at a time, so that it should select one user according to certain scheduling algorithms. It is assumed that the channels for both users are independent. Because the RR scheduling allows each user to use the channel for transmission once per every two time slots, the average data rates of user 1 ($R_1$) and user 2 ($R_2$) with the RR scheduling are

$$ R_1 = 0.5 \times (0.5 \times 4 + 0.5 \times 6) = 2.5 \text{[bits/channel use]} $$  \hfill (2.19)
Consider a channel aware scheduling algorithm, which only gives a transmission opportunity to a user in a relatively better channel condition. For this, the wireless channel information from the physical layer is sent to the medium access control layer, so that the channel aware scheduler can select a user in a cross-layer fashion. There are four possible combinations of the channel conditions of two users. When the possible data rate of user 1 is 4 [bits/channel use], the possible data rate of user 2 can be 2 or 8 [bits/channel use]. When the possible data rate of user 1 is 6 [bits/channel use], the possible data rate of user 2 can also be 2 or 8 [bits/channel use]. The channel aware scheduler selects user 1 when user 1 has 4 [bits/channel use] and user 2 has 2 [bits/channel use] or user 1 has 6 [bits/channel use] and user 2 has 2 [bits/channel use]. In this way, the average data rates using the channel aware scheduling are

\[ R_1 = 0.25 \times 4 + 0.25 \times 6 = 2.5 \text{[bits/channel use]} \] (2.21)

and

\[ R_2 = 0.25 \times 8 + 0.25 \times 8 = 4 \text{[bits/channel use]} \] (2.22)

With the channel aware scheduling algorithm, the sum-rate is increased by 1.5 [bits/channel use] compared to the RR rule.

In real multiuser wireless communication scenarios, there are several factors to be considered such as quality-of-service (QoS) and data queue status in addition to wireless channel conditions [36]. Different users may require different QoS in different channel conditions. Because the queue length is not infinite, a scheduling algorithm should consider the queue length so that queue overflow is minimized. Let \( P_d \) denote the packet dropping probability due to queue overflow and \( P_0 \) the packet error rate. A packet from a transmitter is correctly received by a receiver, only if it is not dropped from the queue (with probability \( 1 - P_d \)) and correctly received through the wireless channel (with probability \( 1 - P_0 \)) [37]. In this case, the average throughput can be given by \( R_a (1 - P_d) (1 - P_0) \), where \( R_a \) is the packet arrival rate on the queue at the transmitter. Therefore, in order to maximize the average throughput whilst satisfying different QoS requirements, a multiuser scheduler should consider the wireless channel conditions ('channel aware'), the queue status ('queue aware') and QoS ('service aware') si-
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**Figure 2.7:** The concept of multiuser scheduling

multaneously. Note that, in this thesis, the packet dropping probability and the packet error rate are assumed to be negligible, so that throughput is determined by the packet arrival rate and the channel capacity. When the packet arrival rate is less than or equal to the channel capacity, it determines the average throughput. However, when the packet arrival rate is greater than the channel capacity, the average throughput is limited by the channel capacity.

Figure 2.7 illustrates the concept of multiuser scheduling for general wireless communication systems. In general, a multiuser scheduling consists of a user selection procedure and a resource allocation procedure. In the user selection procedure, the multiuser scheduling algorithm selects a single user or a set of multiple users according to a certain scheduling metric. When multiple antennas are used at the transmitter of MIMO systems, the multiuser scheduling algorithm can select multiple users simultaneously to increase the MIMO capacity or a single user to improve the channel reliability of the user. In the resource allocation procedure, the multiuser scheduling algorithm allocates limited resources such as time, bandwidth, power and space (if MIMO techniques are used) to the selected user set in an efficient way considering system level requirements such as QoS and fairness among users as well as channel conditions.

### 2.5 Notations

Throughput this thesis, we use boldface to denote matrices and vectors. For any general matrix $\mathbf{A}$, $\mathbf{A}^T$ denotes the transpose, $\mathbf{A}^H$ denotes the conjugate transpose, $\text{Tr} (\mathbf{A})$ denotes the trace, $\| \mathbf{A} \|$ denotes the vector norm, $\text{diag} \{ \lambda_i \}$ denotes a diagonal matrix with the $(i, i)$ entry equal to $\lambda_i$ and $\mathbf{I}$ denotes the identity matrix. $E[\cdot]$ denotes expectation. For any general set $B$, $|B|$ denotes the cardinality of the set. $\text{MOD}[\cdot]$ denotes the modulo operation.
2.6 Conclusions

This chapter has briefly introduced the characteristics of a MIMO channel and its capacity. It also described the basic concept of multiuser scheduling in wireless channels. The MIMO capacity grows linearly with the minimum number of transmit and receive antennas. The multiuser scheduling consists of the user selection procedure and the resource allocation procedure, so that it maximizes throughput whilst supporting QoS differentiation and fairness among users in a cross-layer fashion. Multiuser scheduling combined with MIMO techniques is the main topic of this thesis.

In Chapter 3, MIMO transceiver techniques are compared in a single user i.i.d. MIMO channel. From Chapter 4 to Chapter 6, topics related to multiuser scheduling algorithms will be presented. In Chapter 5 and Chapter 6, a temporally correlated MIMO channel will be considered to investigate the performance of multiuser scheduling algorithms in a realistic MIMO downlink scenarios.
Chapter 3
Comparison of MIMO Transceiver Techniques with Practical Considerations

3.1 Introduction

This chapter will briefly introduce MIMO transceiver techniques and compare their performance with several practical considerations in an i.i.d. single user MIMO channel. There are two types in MIMO transceiver techniques: MIMO transmit techniques and MIMO receive techniques. The MIMO transmit techniques include beamforming, dirty paper coding (DPC), zero forcing dirty paper coding (ZF-DPC), Tomlinson-Harashima precoding (THP) and various vector precoding techniques. The MIMO receive techniques include maximum likelihood (ML) detector, linear equalizer, decision feedback equalizer (DFE) and Bell Labs layered space-time (BLAST) techniques. Among these transceiver techniques, the performance of ZF-DPC, THP, zero forcing beamforming (ZFBF) and vertical BLAST (V-BLAST) will be compared in terms of error rates with practical considerations such as a transmit power constraint and channel estimation errors.

ZF-DPC is a nonlinear suboptimal implementation of DPC. THP applies a modulo operation to ZF-DPC in order to prevent a possibly large power increase due to the pre-subtraction of ZF-DPC. However, THP suffers from the modulo loss. Unlike V-BLAST, both ZF-DPC and THP use a feedback filter similar to a DFE at the transmitter for interference pre-subtraction. The V-BLAST technique has the feedback filter of the DFE at the receiver for the successive detection and interference subtraction. Although V-BLAST has no power increase like ZF-DPC and no modulo loss like THP, it suffers from the error propagation at the receiver. Indeed, V-BLAST is not likely to be feasible for MIMO BC scenarios, especially with a single receive antenna for each user, because it requires receive antenna cooperation to perform successive detection efficiently at the receiver. Therefore, by comparing the performance of these MIMO transceiver techniques in terms of error rates, it will show why we use THP as a practical MIMO precoding
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Figure 3.1: The system model of a single user MIMO channel

technique despite its suboptimality in the theoretical sense. Later chapters will use THP for developing multiuser scheduling algorithms for multiuser MIMO downlink wireless systems.

This chapter is organized as follows. Section 3.2 describes the system model used in this chapter. Section 3.3 gives brief descriptions of MIMO transceiver techniques. Section 3.4 compares the performance of MIMO transceiver techniques in terms of error rates with practical considerations. A summary for this chapter is presented in Section 3.5.

3.2 System Model

In this section, we focus on a full rank single-user block fading MIMO channel with an equal number of $K$ transmit and receive antennas, which is illustrated in Figure 3.1. Refer to Figure 2.3 for the MIMO channel.

The $K \times 1$ data symbol vector $a \in \mathbb{C}^{K \times 1}$, whose covariance matrix is $R_{aa} = E [aa^H] = \sigma_a^2 I$, is the input to the transmit processing matrix $T_{MIMO}$, whose function depends on MIMO transceiver technique being used. The $K \times 1$ transmit signal vector is $s \in \mathbb{C}^{K \times 1}$, where each element of $s$ has transmit power $P_t$ and its covariance matrix $R_{ss} = E [ss^H] = \sigma_s^2 I$. The $K \times K$ matrix $H = [h_{rt}]$ consists of gain factors $h_{rt}$ between transmit antenna $t$ and receive antenna $r$ which are i.i.d. zero mean circular symmetric complex Gaussian (ZMCSG) random variables with unit variance. The $K \times 1$ vector $z \in \mathbb{C}^{K \times 1}$ denotes complex AWGN with zero mean and variance $\sigma_z^2$. The total transmit power $P$ per symbol period is constrained as

$$\text{Tr} (R_{ss}) \leq P.$$  (3.1)
Then the $K \times 1$ received signal $y \in \mathbb{C}^{K \times 1}$ can be expressed as

$$y = Hs + z.$$  \hfill (3.2)

After appropriate receive processing at the receiver by matrix $R_{\text{MIMO}}$, the transmit data symbol vector is decoded as $\hat{\mathbf{a}}$.

A simple additive measurement noise model [38] for imperfect channel state information (CSI) is assumed as

$$\hat{H} = H + \Delta H,$$  \hfill (3.3)

where the estimated channel $\hat{H}$ consists of an exact channel matrix $H$ and a measurement noise $\Delta H$ of $K \times K$ matrix whose entries are often modelled as i.i.d. i.i.d. ZMCSCG variables with variance $\sigma^2$. Unlike the perfect CSI case, the received signal includes the disturbance component $\Delta Hs$, which is proportional to both the measurement noise and the transmit signal power.

### 3.3 MIMO Transceiver Techniques

In this section, we briefly present MIMO transceiver techniques. A detailed analysis of MIMO transceiver techniques in terms of error rates can be found in [39]. Among them, ZF-DPC, THP, ZFBF and V-BLAST are compared in the next section in terms of error rates with several practical considerations such as modulo loss, transmit power constraints and channel estimation errors.

#### 3.3.1 MIMO Receive Techniques

For any MIMO receive technique, the data symbol vector $a$ becomes the transmit signal vector $s$ without any pre-processing ($T_{\text{MIMO}} = I$). In this case, the variance of the total transmit power of any MIMO receive technique is equal to $K \sigma^2$.

#### 3.3.1.1 Maximum Likelihood Detector

The ML detector is the optimal receiver but it has exponential growth of complexity with the number of transmit antennas and the constellation size of the transmit symbols. This makes it
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difficult to implement in practice. The ML detector searches over all possible vector symbols exhaustively and selects the vector \( \hat{\mathbf{a}} \) according to

\[
\hat{\mathbf{a}} = \arg\min_{\mathbf{s}} \| \mathbf{y} - \mathbf{Hs} \|^2
\]  

(3.4)

In order to reduce the prohibitive complexity of the ML detector, the sphere decoding algorithm has been suggested [40]. The main idea of the sphere decoding algorithm is to reduce the search area from the entire vector space to within a certain hypersphere around the received signal \( \mathbf{y} \).

3.3.1.2 Linear Equalizer

There are two types in the linear equalizer: Zero forcing (ZF) equalizer and minimum mean square error (MMSE) equalizer. Obviously, the output of ZF equalizer is given by

\[
\hat{\mathbf{a}} = \mathbf{s} + \mathbf{H}^+ \mathbf{z},
\]  

(3.5)

where \( \mathbf{H}^+ = (\mathbf{H}^\mathsf{T} \mathbf{H})^{-1} \mathbf{H}^\mathsf{T} \) is the pseudoinverse matrix of \( \mathbf{H} \). The ZF equalizer decouples the matrix channel into \( K \) parallel scalar channels with additive noise. While the ZF equalizer completely eliminates the interference from other spatial channels at the expense of noise enhancement, the MMSE equalizer balances the residual interference and the noise enhancement by finding the matrix

\[
\mathbf{Q}_{MMSE} = \arg\min_{\mathbf{Q}} \mathbb{E} \left[ \| \mathbf{Qy} - \mathbf{s} \|^2 \right].
\]  

(3.6)

Using the principle of orthogonality

\[
\mathbb{E} \left[ (\mathbf{Q}_{MMSE} \mathbf{y} - \mathbf{s}) \mathbf{y}^H \right] = 0,
\]  

(3.7)

\( \mathbf{Q}_{MMSE} \) is easily derived as

\[
\mathbf{Q}_{MMSE} = \left( \mathbf{H}^H \mathbf{H} + \frac{\sigma_s^2}{\sigma_z^2} \mathbf{I} \right) \mathbf{H}^H.
\]  

(3.8)

It is useful to note that the MMSE matrix \( \mathbf{Q}_{MMSE} \) approaches the inverse matrix of ZF equalizer \( \mathbf{H}^+ \) as the signal to noise ratio becomes large.
3.3.1.3 Decision Feedback Equalizer

The conventional decision feedback equalizer consists of two parts: a feedforward filter and a feedback filter. The feedforward filter is identical to the linear transversal equalizer. The feedback filter has the sequence of decisions on previously detected symbols as its input. For a DFE in MIMO channels, the channel $H$ is decomposed into a unitary beamforming matrix $F^H$ and a lower triangular matrix $B$ by taking the QR decomposition as follows:

$$H = F^H B$$ \hspace{1cm} (3.9)

Figure 3.2 shows the general structure of the matrix DFE for MIMO channels. The unitary beamforming matrix $F$ is the feedforward filter and the scaled lower triangular matrix $GB$ becomes a part of the feedback filter, where the diagonal scaling matrix $G = \text{diag} \{b_1^{-1}, \ldots, b_K^{-1}\}$ determines the effective gain of all spatial channels. The received signal vector after the feedforward filter $F$ and the scaling matrix $G$ becomes

$$y' = GFy$$

$$= GBs + GFz.$$ \hspace{1cm} (3.10)

The scalar form of (3.10) for spatial channel $k$ is given by

$$y'_k = s_k + \sum_{l=1}^{k-1} \frac{b_{kl}s_l}{b_{kk}} + z'_k,$$ \hspace{1cm} (3.11)

where $z'_k$ is a scaled AWGN for spatial channel $k$ multiplied by the unitary matrix $F$ and the diagonal scaling matrix $G$. Because the unitary matrix $F$ does not enhance or color the noise $z$, $z'_k$ has a variance of $\frac{\sigma^2}{b_{kk}}$. Because $a = s$, the output of the feedback filter for spatial channel...
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\[ k \text{ is given by} \]
\[
\hat{a}_k = y_k - \sum_{l=1}^{k-1} \frac{b_{kl}}{b_{kk}} \hat{a}_l
\]
\[
= a_k + \sum_{l=1}^{k-1} \frac{b_{kl}}{b_{kk}} (a_l - \hat{a}_l) + z_k'
\]  \hspace{1cm} (3.12)

From (3.12), it is obvious that \((k - 1)\) previously detected symbols are required for obtaining \(\hat{a}_k\) in the feedback operation. However, the error propagation occurs when \(a_l - \hat{a}_l \neq 0\). This results in performance degradation.

3.3.1.4 V-BLAST Receiver

Since the successive detection of V-BLAST [41] [42] is equivalent to the operation of a DFE, the V-BLAST receiver can be interpreted as a special case of the generalized DFE [43]. The main difference between the DFE and V-BLAST is the ordering of detections. The decoding order affects the channel gain, so that the performance can be improved by the optimal ordering. The conventional V-BLAST algorithm finds the optimal ordering of detections in the sequence of maximizing the signal to interference plus noise ratio (SINR) [44]. In Section 3.4, an optimal ordering for minimizing average error rates of all spatial channels will be presented.

3.3.2 MIMO Transmit Techniques

For MIMO transmit techniques, the data symbol vector \(a\) is filtered by the pre-processing matrix \(T_{MIMO}\) before it is transmitted. In this case, the total transmit power depends on the type of MIMO transmit technique used.

3.3.2.1 Linear Beamforming

With transmit beamforming [45], transmit data symbols are separated by different beamforming directions. Let \(h_k \in \mathbb{C}^{K \times 1}\) \((H = [h_1 \cdots h_K]^T)\) and \(w_k \in \mathbb{C}^{K \times 1}\) \((W = [w_1 \cdots w_K])\) be the column channel vector for spatial channel \(k\) and the beamforming weight column vector for
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spatial channel \( k \) respectively. Then the received signal for spatial channel \( k \) is given by [46]

\[
y_k = h_k^T w_k s_k + \sum_{j \neq k} h_k^T w_j a_j + z_k.
\] (3.13)

The receiver detects the transmit symbol \( s_k \) by treating the interference terms as an additive Gaussian noise. However, it is difficult to find the optimal weight vector, especially for large \( K \). Therefore, suboptimal zero forcing beamforming (ZFBF) is widely used for practical purposes. In ZFBF, beamforming vectors are selected so that they satisfy the zero interference condition \( h_k w_j = 0 \) for \( j \neq k \). In this case, the weight matrix \( W \) is simply the pseudoinverse of \( H \), which is given by \((H^T H)^{-1}H^T\).

In order to make the variance of the total transmit power of ZFBF the same as the variance of V-BLAST \( K \sigma_n^2 \), the normalization factor should be used at the transmitter, which is of the form

\[
g_{ZFBF} = \sqrt{\frac{K}{\text{Tr}(H^T H + H^T)}}.
\] (3.14)

### 3.3.2.2 Dirty Paper Coding

In [47], Costa presented the principle of 'dirty-paper coding'; the capacity of a system with known interference at the transmitter is the same as if there were no interference present. No more power is required to cancel the interference.

Let assume \( u \in \mathbb{R} \), \( s \in \mathbb{R} \), \( i \sim \mathcal{N}(0, \sigma_i^2) \) and \( z \sim \mathcal{N}(0, \sigma_z^2) \) be the codeword, the transmit data, the interference with Gaussian distribution of zero mean and variance \( \sigma_i^2 \), and the Gaussian noise with zero mean and variance \( \sigma_z^2 \) respectively. The receiver does not know the interference \( i \). The objective of DPC is to find an appropriate transmit data \( s \) considering the interference \( i \) for delivering the codeword \( u \) to the receiver to avoid the effect of the interference \( i \). Then the received signal \( y \) is given by

\[
y = s + i + z.
\] (3.15)

If the power of the transmit data satisfies the power constraint \(|s|^2 \leq P\), the capacity of this system is

\[
C = \log_2 \left( 1 + \frac{P}{\sigma_z^2} \right),
\] (3.16)

which is independent of \( \sigma_i^2 \). However, it is very difficult to implement in practical multiuser
MIMO systems due to its high computational burden of encoding and decoding, especially when the number users is large [46]. Therefore, practical precoding techniques such as ZF-DPC and THP have been proposed, which exploits the DPC principle. A good illustrative example for DPC can be found in [1]. In Figure 3.3, the transmitter sends \( s \) instead of \( u \) using DPC and the receiver obtains \( \hat{u} \) despite the interference \( i \) after an appropriate signal processing.

### 3.3.2.3 Zero Forcing Dirty Paper Coding

Zero forcing dirty paper coding exploits the DPC principle [48]. It decomposes the MIMO channel \( H \) into a transmit beamforming matrix \( F \) and a lower triangular matrix \( B \) as

\[
H = BF. \tag{3.17}
\]

Note that the QR decomposition for V-BLAST performs the Gram-Schmidt orthogonalization on the columns of the channel while that for ZF-DPC does the Gram-Schmidt procedure along the rows of the channel [49]. The difference between these two procedures is the position of unitary matrix \( F \) and lower triangular matrix \( B \). Figure 3.4 shows the general structure of ZF-
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**Figure 3.4:** The structure of ZF-DPC in MIMO channels

**Figure 3.5:** Constellations of ZF-DPC at transmit and receive antennas. 16-QAM and SNR = 20dB

DPC. We notice that the feedback filter in the DFE receiver is moved to the transmitter. Because of the lower triangular matrix B, the first encoded data stream has no interference, the second encoded data stream experiences interference only from the first encoded data stream and so on. Any interference caused by data stream \( j > i \) on each data stream \( i \) is forced to zero by the pre-subtraction at the transmitter. The output of the feedback filter at spatial channel \( k \) is given by

\[
a'_k = a_k - \sum_{l=1}^{k-1} \frac{b_{kl}}{b_{kk}} a_l,
\]

(3.18)

The second term in equation (3.18) is the pre-subtracted interference, which increases the transmit power of ZF-DPC. Because the transmitter knows the transmitted data symbol, no error propagation occurs unlike the receive technique such as DFE and V-BLAST.

Figure 3.5 shows the constellations of a 4 x 4 MIMO configuration with 16-QAM and SNR = 20dB, which can visualize the effect of pre-subtraction on the constellations. We notice that as
Comparison of MIMO Transceiver Techniques with Practical Considerations

the antenna index increases, the transmit power increases due to the pre-subtraction. However, the transmit power increase of ZF-DPC is cancelled through the MIMO channel. The variance of the total transmit power of ZF-DPC is given by

$$\text{Tr} (R_{ss}) = \left( K + \sum_{k=1}^{K} \sum_{l=1}^{k-1} \frac{\beta_{kl}^2}{\beta_{kk}^2} \right) \sigma_a^2$$ (3.19)

where the index $k$ corresponds to the antenna number in Figure 3.5.

In order to make the variance of the total transmit power of ZF-DPC the same as the variance of V-BLAST $K \sigma_a^2$, the normalization factor should be used at the transmitter, which is of the form

$$g_{\text{ZF-DPC}} = \sqrt{\frac{K}{K + \sum_{k=1}^{K} \sum_{l=1}^{k-1} \frac{\beta_{kl}^2}{\beta_{kk}^2}}}$$ (3.20)

3.3.2.4 Tomlinson-Harashima Precoding

As with ZF-DPC, the output symbols of the feedback filter are successively generated from the input data symbol vector $a$. However, THP uses modulo operators $\text{MOD}[\cdot]$ to avoid a possibly large increase in transmit power of ZF-DPC [50]. Figure 3.6 shows the general structure of THP.

The output of the feedback filter at spatial channel $k$ is given by

$$a'_k = a_k + p_k - \sum_{l=1}^{k-1} \frac{b_{kl} a_l}{b_{kk}}$$ (3.21)

where $p_k$ is an arbitrary symbol due to the modulo operation, which moves $a'_k$ into a certain modulo boundary region $\mathfrak{A}$ [49]. See Figure 3.7(a). For example, when $M$-QAM is used for
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(a) Modulo function 
(b) Modulo operation for M-QAM

Figure 3.7: The modulo function and its operation for M-QAM

\[ a_k, \text{ the symbol } p_k \text{ is an appropriate integer multiple of } 2\sqrt{M}, \text{ which means the constellation is bounded by the square region of width } 2\sqrt{M}. \] Figure 3.7 (b) illustrates how the modulo operator moves the the symbol \( p_k \) to be bounded by the square region of width \( 2\sqrt{M} \).

At the receive antennas, due to the symbol \( p_k \), there are periodic replicas of the original constellation, which makes it necessary to use modulo operators at the receiver. Figure 3.8 shows the constellations of a \( 4 \times 4 \) MIMO configuration with 16-QAM and SNR = 20dB, which can visualize the effect of the modulo operation on the constellations. The transmit signal from TX antenna 1 has no pre-subtracted interference. However, as the antenna index increases, the transmit symbols are uniformly distributed within the boundary region, unlike the case of ZF-DPC illustrated in Figure 3.5. Large antenna index implies much pre-subtracted interference. Due to the symbol \( p_k \) at the transmitter, the constellations at the receiver have a more expanded signal set. However, the modulo operator at the receiver removes the effect of the symbol \( p_k \) and recovers the original constellations.

Although THP prevents the large power increase of ZF-DPC, it still suffers from three kinds of losses: receive modulo loss, transmit power loss and shaping loss\[51\][52]. The receive modulo loss is due to the existence of more neighbours at the edge of original constellations at the receiver. The transmit power loss is due to the extension of the original constellations up to the modulo boundary at the transmitter. The shaping loss is due to the cubic shape of the M-QAM constellation, which generates a capacity loss of 1.53dB from the Shannon capacity for spherical Gaussian distributed signals. If we assume the transmitted symbols of M-QAM THP are uniformly distributed over the boundary region of \( 2\sqrt{M} \), the power increase calculates
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Figure 3.8: Constellations of THP at transmit and receive antennas, 16-QAM and SNR = 20dB

Figure 3.9: The transmit power loss and the receive modulo loss of THP

to [53]

$$\Gamma_{THP} = \frac{M}{M - 1}$$

(3.22)

Figure 3.9 illustrates the power loss at the transmitter and the modulo loss at the receiver. Note that when $M$ increases, this loss becomes negligible. Indeed, if SNR is high, the effect of the receive modulo loss due to more neighbors at the receiver can be ignored [54]. Assuming $M$-QAM is used, the variance of the total transmit power of THP is given by

$$\text{Tr}(R_{ss}) = \sum_{k=1}^{K} \frac{M_k}{M_k - 1} \sigma_a^2,$$

(3.23)

where $M_k$ is the modulation order for spatial channel $k$. 

34
In order to make the variance of the total transmit power of THP the same as the variance of V-BLAST $K\sigma_n^2$, the normalization factor should be used at the transmitter, which is of the form

$$g_{THP} = \sqrt{\frac{K}{\sum_{k=1}^{K} \frac{M_k \sigma_k^2}{M_k - 1}}}$$

### 3.3.2.5 Vector Precoding

As discussed in Section 3.3.2.4, the shaping loss of 1.53dB exists when THP is used [55]. In order to minimize the shaping loss, the spherical shape of constellation with an optimal Gaussian code should be used. This can be performed by considering high-dimensional lattice codes and a vector quantization instead of complex symbols and the modulo operation respectively. For an excellent overview of linear Gaussian channels and the shaping loss, see [56].

Several vector precoding methods have been studied. In [57], a combined precoding and signal shaping algorithm have been proposed, which applies a vector signal shaping algorithm instead of the modulo operation. A trellis precoding technique has been presented in [51], which uses a vector quantization at the transmitter to minimize the shaping loss. In [58] and [59], a vector-perturbation technique has been presented to reduce the energy of transmit signal. Although these vector precoding techniques can achieve an additional shaping gain of 1.53dB compared to THP, these are difficult for the practical implementation. Indeed, because the objective of this thesis is to develop multiuser scheduling algorithms with practical considerations in MIMO broadcast channels, simple precoding techniques like THP are sufficient for the analysis of the developed scheduling algorithms. Therefore, no further discussion about vector precoding techniques will be presented.

### 3.4 Comparison of MIMO Transceiver Techniques

In this section, we compare ZF-DPC, THP, ZFBF and V-BLAST in terms of error rates in order to investigate the effect of practical impairments such as the modulo loss of THP, the transmit power constraint and channel estimation errors. This comparison will show that THP, despite its modulo loss, is an appropriate MIMO precoding technique for practical implementation of real MIMO BC wireless systems. Figure 3.10 illustrates a general MIMO transceiver for this comparison and Table 3.1 shows its configuration according to MIMO transceiver types.
In order to compare those MIMO transceiver techniques, several assumptions are made. First, we assume $K = 4$ and $M$-QAM signal sets with cardinality $M = 2^2, \ldots, 2^8$, which corresponds to integer rates ranging from 2 to 8 [bits/symbol]. Secondly, the total data rate ($R_{TOTAL}$) is fixed to 16 [bits/channel use]. In this case, the total data rate $R_{TOTAL}$ is distributed to each spatial channel according to the channel gains, which is called 'loading', determined by the diagonal components of the lower triangular matrix $B$. Because the noise variance of each spatial channel is identical for single user multi-antenna scenarios, the signal to noise ratio at the receiver is determined by the channel gain factor $b_{kk}$. Therefore, the data rate $R_k$ for spatial channel $k$ is determined by

$$R_k = \frac{R_{TOTAL}}{K} + \frac{1}{K} \log_2 \left( \frac{|b_{kk}|^{2K}}{\prod_{l=1}^{K} |b_{ll}|^2} \right). \quad (3.25)$$

These rates are quantized to integers from 2 to 8. In order to compensate for rate quantization errors and to make the same error rates for all spatial channels, a residual transmit power control is performed before transmission.

$$P_k = \frac{P \cdot 2^{R_{Q_k}}}{\sum_{i=1}^{K} 2^{R_{Q_i}}}, \quad (3.26)$$
where $R_{Qk}$ denotes the quantized data rate of spatial channel $k$. This power control algorithm adjusts the power ratio of each spatial channel, whilst not increasing the total transmit power. The rate allocation algorithm of equation (3.25) and the residual power control algorithm of equation (3.26) are discussed in [60], so that it is recommended to see the reference for more detailed information. Thirdly, as discussed in Section 3.3.1.4, the decoding order of V-BLAST affects the system performance. Therefore, an optimal permutation matrix $P_{opt}$ for the ordering is applied to improve the error rate performance. Similar to V-BLAST, the performance of MIMO precoding techniques is also affected by the ordering. The selection of the permutation matrix depends on performance criteria. The following permutation matrix is used in order to maximize the minimum spatial channel gain as in [61] because the smallest spatial channel gain dominates the overall error rate.

$$P_{opt} = \arg \max_P \min \left\{ |b_{11}|^2, \ldots, |b_{KK}|^2 \right\} \quad (3.27)$$

Note that the permutation matrix $P_{opt}$ is applied when the QR decomposition of the channel matrix $H$ is performed. For ZF-DPC and THP, the permuted channel matrix $HP$ is decomposed as

$$HP_{opt} = BF. \quad (3.28)$$

For V-BLAST, the permuted channel matrix $HP$ is decomposed as

$$HP_{opt} = F^H B. \quad (3.29)$$

If the performance criterion is to maximize the capacity, the optimum permutation matrix can be given by [62]

$$P_{opt} = \arg \max_P \sum_{k=1}^{K} \frac{1}{|b_{kk}|^2}. \quad (3.30)$$

Lastly, we only focus on the ZF solution though there is some improvement by using the MMSE criterion at low SNR. For more information on the use of the MMSE criterion, refer to [54] and [63].

For the fair comparison, we use an effective SNR ($\sigma_y^2 / \sigma_z^2$), the signal variance with the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is iden-
3.4.1 Effect of Transmit Power Constraint

Figure 3.11 compares the average symbol error rates of different MIMO transceiver techniques with and without the transmit power constraint. When the transmit power constraint is applied, the transmit power of all MIMO transceiver techniques is set to be $K\sigma_n^2$. In the case of no transmit power constraint (label: no constraint), ZF-DPC performs best because it has neither modulo loss nor error propagation. Since the effect of the modulo loss in THP and that of the error propagation in V-BLAST is almost the same, the performance difference between THP and V-BLAST is negligible without the transmit power constraint. Linear ZFBF performs the worst among MIMO transceiver techniques. However, with the transmit power constraint (label: constraint), the performance of the precoding technique is degraded because the effective SNRs of all spatial channels at the receiver decrease due to the transmit power constraint compared to the V-BLAST technique. Since the power increase of ZF-DPC is much larger than that of THP, the performance of ZF-DPC is much worse than that of THP with the transmit.
power constraint. Although the modulo operation of THP prevents a possibly large increase in power, THP still has the modulo loss, which causes the decrease of effective SNR. Hence, the performance of THP is slightly worse than that of V-BLAST with the transmit power constraint.

3.4.2 Effect of Channel Estimation Errors

In Figure 3.12 and Figure 3.13, we compare the average symbol error rates of MIMO transceiver techniques with measurement noise variance $\sigma_e^2 = -20$dB and $\sigma_e^2 = -15$dB relative to the transmit power respectively. Because the pre-subtraction boosts the effect of channel measurement noise, the precoding technique is more sensitive to the effect of imperfect CSI than the V-BLAST technique regardless of the transmit power constraint. In contrast to the case of perfect CSI, THP performs slightly worse than V-BLAST with imperfect CSI without the transmit power constraint at high SNR. The amount of performance degradation of the precoding technique is proportional to both SNR and measurement noise variance. Between MIMO precoding techniques, ZF-DPC is the most sensitive to the effect of imperfect CSI because the total amount of spatial interference is proportional to transmit power in the additive measurement noise MIMO channel. The performance degradation of ZF-DPC with imperfect CSI is so severe that ZF-DPC is not likely to be appropriate for practical dirty paper coding.
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Figure 3.13: Average SER performance of different MIMO transceiver techniques with channel estimation error $K = 4$, $R_{TOTAL} = 16$, and $\sigma_e^2 = -15dB$.

3.5 Summary

This chapter has briefly introduced MIMO transceiver techniques. The performance of MIMO transceiver techniques such as ZF-DPC, THP, ZFBF and V-BLAST has been compared in terms of error rates. Nonlinear MIMO transceiver techniques such as ZF-DPC, THP and V-BLAST techniques have similar complexities and require the ordering of encoding or decoding for improving the performance based on the DFE structure [64].

THP performs slightly worse than V-BLAST with practical considerations such as the transmit power constraint and channel estimation errors due to the modulo loss. However, V-BLAST is not likely to be feasible for multiuser MIMO BC scenarios with single receive antenna for each user because it requires antenna cooperation for the successive detection at the receiver. Therefore, V-BLAST is not appropriate for the objective of this thesis. However, by comparing the error performance of V-BLAST with MIMO precoding techniques, the effect of the modulo loss in THP and the large power increase in ZF-DPC can be evaluated in terms of error rates. Between nonlinear MIMO precoding techniques, THP, despite its modulo loss, is much more feasible for the practical implementation than ZF-DPC in terms of the error rate performance because the large power increase of ZF-DPC makes its performance too sensitive to practical impairments. Nonlinear THP performs better than linear ZFBF regardless of practical consid-
erations in terms of error rates.

In the next chapter, we will analyse these MIMO precoding techniques, combined with several multiuser selection algorithms, in terms of the sum-rate capacity in an i.i.d. MIMO broadcast channel.
4.1 Introduction

In Chapter 3, MIMO precoding techniques have been introduced and compared in terms of error rates with practical considerations such as the transmit power constraint and channel estimation errors. This comparison has been performed in a single user MIMO channel.

This chapter will propose a new QoS-aware sequential multiuser selection algorithm. Indeed, it will compare MIMO precoding techniques in terms of the sum-rate capacity. MIMO receive techniques will not be considered from this chapter because they are not likely to be feasible for multiuser MIMO BC scenarios due to difficulty in receive antenna cooperation among users.

In real MIMO BC scenarios, each user may request different types of service such as the unsolicited grant service (UGS) for the T1/E1 application, real-time (RT) video, file transfer protocol (FTP), email and hypertext transfer protocol (HTTP), each with different QoS requirements. For example, RT video is sensitive to delay but FTP is not sensitive to delay as much as RT video. For the T1/E1 application, a minimum data rate should always be guaranteed. If different QoS requirements are prioritized according to their service characteristics, T1/E1 (constant rate: CR) service may have the highest priority followed by RT video. HTTP (Best Effort: BE) may have the lowest priority among these services.

Two important issues related to QoS parameters are as follows [65]:

- How can a mixture of different QoS services, for example, such as RT and BE services be supported simultaneously with satisfying delay constraints of RT users whilst maximizing the sum-rate capacity?

- How can fairness among users with QoS differentiation be achieved whilst minimizing the degradation of the overall performance?
This chapter will propose a new QoS-aware sequential multiuser selection algorithm in order to answer the first question. In Chapter 6, by considering fairness among users in terms of throughput or delay, and applying antenna trade-offs between different QoS groups, the answer to the second question will be presented.

This chapter is organized as follows. Section 4.2 describes the system model used in this chapter. Section 4.3 explains the concept of the multiuser MIMO capacity and presents the sum-rate capacity of MIMO precoding techniques. Section 4.4 proposes a QoS-aware sequential multiuser selection algorithm. Numerical results are presented in Section 4.5. A summary for this chapter is presented in Section 4.6.

### 4.2 System Model

Consider an i.i.d. block fading MIMO broadcast channel with $M_T$ transmit antennas at a base station (BS) and $K(K \geq M_T)$ users each with a single receive antenna ($M_R = 1$), which is illustrated in Figure 4.1. Let $h_k \in \mathbb{C}^{M_T \times 1}$ denote the channel between the transmit antenna array and the receive antenna for user $k$, whose elements are complex Gaussian random variables with zero mean and unit variance. Then the MIMO BC can be represented as

$$y_k = h_k^T s + z_k, \quad k = 1, \ldots, K,$$  \hspace{1cm} (4.1)
Figure 4.2: The geometric model of the multiuser MIMO broadcast channel

\[ h_k = \sqrt{SNR_0 \left( \frac{r_k^d}{R_{cell}} \right)^{-\alpha_t}} \cdot \omega_k \cdot g_k, \]  

where \( SNR_0 \) denotes the median of signal-to-noise-ratio (SNR) of all users averaged over fading, \( r_k^d \) denotes the distance between user \( k \) and the base station, \( R_{cell} \) denotes the cell radius, \( \alpha_t \) denotes the path loss exponent, \( \omega_k \) denotes a shadowing variable with standard deviation \( \sigma_s \). The vector \( g_k = [g_{k1} \ g_{k2} \ \cdots \ g_{kM_T}]^T \) represents the Rayleigh-distributed fading between the transmit antenna array and user \( k \), whose components are i.i.d. zero mean circular symmetric complex Gaussian (ZMCSCG) random variables with unit variance. Figure 4.2 shows the geometric system model.

4.3 Multiuser MIMO Capacity

In Chapter 2, we derived the capacity of a single user MIMO channel

\[ C = \max_{\text{Tr}(R_{ss}) = P} \log_2 \left| \mathbf{I} + \frac{\mathbf{HH}^H}{N_0} \right|, \]  

where \( \mathbf{H} \) is the channel matrix.
However, the multiuser capacity is not defined by a single value. This is because there are infinitely many ways to share the transmit power among multiple users. In this case, all possible achievable rate vectors consist of a rate region. Mathematically, the union of all achievable rate vectors is called the capacity region of a multiuser system [11].

Figure 4.3 shows a simple example of the capacity region for a two user case. Let $P$, $P_1$ and $P_2$ be the total transmit power, the allocated power to the first user and the allocated power to the second user respectively ($P_1 + P_2 \leq P$). Rates of the first user ($R_1$ [bits/channel use]) and the second user ($R_2$ [bits/channel use]) are determined by $P_1$ and $P_2$. When $P_1 = P$, all transmit power is assigned to the first user and the corresponding capacity becomes $C_1$. When $P_1 + P_2 = P$, the maximum sum-rate capacity (solid line) is achieved. When $P_1 + P_2 < P$, the rate vector is located at a certain point within the achievable rate region. With the total power constraint ($P_1 + P_2 \leq P$), the system cannot achieve any sum-rate in the unachievable rate region. More transmit power is needed to expand the achievable rate region. For an overview of the capacity region, see [68].

There are two kinds of multiuser MIMO channels [68]: the MIMO multiple access channel (MIMO MAC) and the MIMO broadcast channel (MIMO BC), which are illustrated in Figure 4.4. In the MIMO MAC, a group of users transmit their data to one receiver via uplink channels. In this case, a multiple access scheme such as Time Division Multiple Access (TDMA), Code Division Multiple Access (CDMA) or Space Division Multiple Access (SDMA) is required to share the common wireless channel efficiently. In the MIMO BC, one transmitter sends its data
to many receivers via downlink channels. This means that all users have to share the bandwidth and transmit power by certain performance criteria. An introduction to the multiuser MIMO downlink channels is found in [69] and [70].

The capacity of the MIMO MAC has been derived in [71]. However, the capacity of the MIMO BC is difficult to find due to the lack of a general theory on nondegraded broadcast channels. It is said that the multiple antenna broadcast channel is nondegraded when users receive different strength signals from different transmit antennas, so that the users cannot be absolutely ranked by their channel strength [68]. See [35] for a detailed definition of degradedness. There is a duality between the capacity region of the MIMO BC and that of the MIMO MAC. For more detailed information on the duality, see [72]. However, the achievable rate region of the MIMO BC can be obtained by applying the DPC result at the transmitter [48] [73]. Based on the result of multiple receive antenna case in [74], denoting $\pi(k)$ as user $k$ considering all permutations of the encoding order by $\pi$, an achievable rate of user $\pi(k)$ with a single receive antenna is given by

$$r \left( P_{\pi(k)} \right) = \log_2 \left( 1 + \sum_{j \geq k} P_{\pi(j)} h_{\pi(k)}^H h_{\pi(k)} \right) \left( 1 + \sum_{j > k} P_{\pi(j)} h_{\pi(k)}^H h_{\pi(k)} \right)$$

(4.4)

where $P_{\pi(j)}$ is the input power allocated to user $\pi(j)$. With a transmit power constraint $\sum_{k=1}^K P_k \leq P (P_k \geq 0)$, the dirty paper region $C_{DPC} (P, H)$ is determined by a set of all possible points in a $K$-dimensional vector space, which is mathematically defined as the convex hull of the union of all such rate vectors over all permutations. In mathematics, the convex hull for
a set of points $X$ in a vector space is the minimal convex set containing $X$. An object is called convex if, for every pair of points within the object, every point on the straight line segment that joins them is also within the object. For example, a solid cube is convex, but anything that is hollow or has a dent in it is not convex.

$$C_{DPC}(P, H) \equiv C_0 \left( \bigcup_{\pi, P_k} r_k(P_{\pi(k)}) \right).$$

(4.5)

In this case, the maximum sum-rate capacity is the surface of the convex hull, which is the upper bound of the dirty paper region. Readers interested in the details of the the information-theoretic multiuser capacity are referred to [75], [76], [77] and [78].

In general, the number of users in real MIMO BC scenarios are likely to be greater than that of transmit antennas at the base station. This generates a multiuser selection problem, which selects a user set for transmission according to certain performance criteria. Because all users in a wireless channel are likely to have independent fading with rich scattering, any user selection algorithm should utilize this characteristics well. Obviously, if one user should be selected at a time in order to maximize the capacity, the optimal selection would be to select a user with the best channel condition. This exploits the multiuser diversity gain. The multiuser diversity is a form of selection diversity, which selects one user with the best channel condition at a certain time among multiple users, each with independent fading [79]. However, if the base station serves multiple users simultaneously by transmitting different data through different spatial channels similar to spatial multiplexing in a single user MIMO channel, it can increase the multiuser capacity compared to the case of using all transmit antennas for one user at a time [75]. If all users are orthogonal to each other, the optimal multiuser selection may be to select users with the largest individual spatial channel gains up to the number of transmit antennas. In reality, unfortunately, it is not likely that all users are orthogonal. This necessitates a joint consideration of multiple users in obtaining a user set for transmission. When nonlinear MIMO precoding techniques exploiting the DPC principle such as ZF-DPC [48] and THP [49] are used, any interference from other users can be successively cancelled by a certain encoding order provided perfect channel state information (CSI) is available at the transmitter. However, linear MIMO precoding techniques like zero forcing beamforming (ZFBF) cannot cancel the interference. They only use orthogonal channel directions by suppressing other users' interference. Therefore, the capacity of nonlinear MIMO precoding techniques is usually better than that of linear MIMO precoding techniques. However, as the number of users goes to infinity,
the performance of linear MIMO precoding techniques approaches that of DPC [46]. This is because the probability of finding orthogonal users among all users may increase as the number of users becomes very large [80].

When the number of users \( K \) is larger than the number of transmit antennas \( M_T \) in MIMO broadcast channels, a multiuser selection algorithm finds a user set \( S (S \subset \{1, \cdots, K\}, |S| \leq M_T) \), which satisfies certain performance criteria by considering all possible choices of the user set \( S \). If the performance criterion is to maximize the sum-rate capacity, the maximum sum-rate capacity can be obtained by

\[
C_{MAX} = \max_S C(S),
\]

where \( C(S) \) is determined by the type of MIMO precoding technique used. Equation (4.6) is called the *sum-rate maximization rule*. Throughout this thesis, this rule will be used despite its relatively large computational complexity compared to the techniques in [46], [80] and [81]. This is because the sum-rate maximization rule can be the most intuitive multiuser selection algorithm, which can be applied to any MIMO precoding technique with any QoS requirements. A complexity-reducing technique can be developed later based on the QoS-guaranteed multiuser scheduling algorithm proposed in this thesis. In Chapter 6, the weighted sum-rate maximization rule [46] will be used, where a weight vector representing a certain performance criterion is considered along with the achievable rate vector in selecting a user set.

If DPC is used for the MIMO precoding technique, from (4.5), \( C(S) = C_{DPC}(P, \mathbf{H}(S)) \), where \( \mathbf{H}(S) \) is the MIMO channel matrix composed by the selected user set \( S \). If ZF-DPC is used for the MIMO precoding technique, \( C(S) \) is given by

\[
C_{ZF-DPC}(S) = \max_S \sum_{k \in S} \log_2 \left( 1 + \frac{b_{kk}^2 P_k}{P} \right),
\]

subject to \( P_k \geq 0 \), \( \sum_{k \in S} P_k \leq P \).

where \( b_{kk} \) denotes the \( k \)th diagonal element of the lower triangular matrix \( \mathbf{B} \) obtained by the QR decomposition of the channel matrix formed by the selected user set and \( P_k \) denotes the transmit power allocated to user \( k \). Denoting the modulo loss of user \( k \) due to THP as \( \Gamma_{THP}^k \),
the sum-rate capacity of THP is

\[
C_{THP}(S) = \max_S \sum_{k \in S} \log_2 \left( 1 + \frac{b_{kk}^2 P_k}{\Gamma_{THP}} \right),
\]
subject to \( P_k \geq 0, \sum_{k \in S} P_k \leq P. \)

If ZFBF is used, the sum-rate capacity is of the form [46]

\[
C_{ZFBF}(S) = \max_{\hat{P}_k} \sum_{k \in S} \log_2 \left( 1 + \gamma_k \hat{P}_k \right),
\]
subject to \( \hat{P}_k \geq 0, \sum_{k \in S} \hat{P}_k \leq P, \)

where \( \gamma_k \) is the effective channel gain, which is given by

\[
\gamma_k = \frac{1}{\left[ (H(S)H(S)^H)^{-1} \right]_{k,k}}.
\]

\( \hat{P}_k = \gamma_k^{-1} P_k \) is the transmit power allocated to user \( k. \)

Note that the optimal \( P_k \) of any MIMO precoding techniques can be found by the waterfilling algorithm [46] similar to the single user case in Chapter 2

\[
P_k = (\mu \gamma_k - 1)^+, \]

where \((x)^+\) denotes \( \max (x, 0) \) and the water level \( \mu \) is selected to satisfy

\[
\sum_{k \in S} \left( \mu - \frac{1}{\gamma_k} \right)^+ = P.
\]

For simplicity of implementation in this thesis, several assumptions can be made. First, although the maximum sum-rate capacity of THP can be achieved by the optimal transmit power allocation [82], these optimal strategies are ignored for simplicity. Therefore, an equal power allocation over spatial channels can be assumed. Secondly, the number of elements in a user set \( S \) is assumed to be the same as the number of transmit antennas \( |S| = M_T \). Then, the
sum-rate capacity of ZF-DPC, THP and ZFBF reduces respectively to

\[ C_{ZF-DPC}(S, M_T) = \sum_{k=1}^{M_T} \log_2 \left( 1 + \frac{b_k(t)^2P}{M_T} \right), \]

\[ C_{THP}(S, M_T) = \sum_{k=1}^{M_T} \log_2 \left( 1 + \frac{\beta_k(t)P}{M_T \Gamma_{THP}} \right), \]

\[ C_{ZFBF}(S, M_T) = \sum_{k=1}^{M_T} \log_2 \left( 1 + \frac{\gamma_kP}{M_T} \right). \]

Figure 4.5 compares the sum-rate capacity of MIMO precoding techniques such as ZF-DPC, THP and ZFBF with the ergodic MIMO capacity in an i.i.d. 4 x 4 MIMO channel. In order to account for the transmit power increase of THP due to the modulo loss in the equation (3.23), M-QAM is assumed to be used. We notice that as SNR increases, the modulo loss of THP can be ignored. This means that the sum-rate capacity of THP can be approximated as the sum-rate capacity of ZF-DPC with a high SNR assumption. Linear ZFBF performs more poorly than nonlinear MIMO precoding techniques such as ZF-DPC and THP. This is because nonlinear MIMO precoding techniques can cancel the interference from other users using the DPC principle. However, ZFBF only uses orthogonal channel directions, which reduces the
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effective channel gains. This result is consistent with the result in [83].

There are several multiuser selection algorithms in addition to the sum-rate maximization rule. For example, the norm-based rule, originally proposed for antenna selection with single user MIMO systems (Refer to [84] and [85] for an overview of antenna selection), selects $M_T$ users with the largest channel norm $\| h_k \|^2$ in decreasing order, so that the sum of the selected individual channel norm is maximized. However, this does not consider multiple users jointly, so that the sum-rate capacity obtained by the norm-based rule is smaller than the sum-rate capacity by the sum-rate maximization rule as long as multiple users are not orthogonal. The round-robin (RR) is the simplest multiuser selection rule, which only gives equal transmission opportunity to all users without considering channel conditions, so that it cannot exploit the multiuser diversity gain.

4.4 QoS-aware Sequential Multiuser Selection Algorithm

This section proposes a new QoS-aware sequential multiuser selection algorithm, which can serve a mixture of different QoS users simultaneously whilst satisfying their QoS requirements as well as maximizing the sum-rate capacity in MIMO broadcast channels.

Multiple transmit and receive antennas can provide not only diversity gain for improving reliability [86] but multiplexing gain [7] for increasing data rate by exploiting the space dimension. In [87] and [88], the concept of spatial gain trade-off between multiplexing gain and diversity gain have been presented. This motivates the invention of a new antenna trade-off scheme between different QoS groups in MIMO broadcast channels. The higher priority group takes precedence in using multiple transmit antennas. The number of transmit antennas assigned to each QoS group can be determined by the wireless channel conditions and QoS status. The proposed QoS-aware multiuser selection algorithm exploits the concept of the antenna trade-off scheme to achieve QoS differentiation.

Unlike conventional opportunistic scheduling algorithms [2] [3] [4], which serve one user at a time, the proposed algorithm selects multiple users from different QoS groups sequentially and changes the number of transmit antennas assigned to each QoS group dynamically according to certain performance criteria. For example, let there be $K_{RT}$ users in the RT user group with the delay constraint $D_{TH}$ and $K_{BE}$ users in the BE user group in a MIMO BC, where $K_{RT} + K_{BE} = K$. Further, let $M_{RT}$ and $M_{BE}$ be the number of pre-assigned transmit
antennas for RT and BE users respectively. Initially, a fixed number of transmit antennas is assumed to be assigned to each group, that is, $M_{RT}$ for the RT user group and $M_{BE}$ for the BE user group, where $M_{RT} + M_{BE} = M_T$.

The proposed QoS-aware sequential multiuser selection algorithm works as follows. When the average delay of the RT group is less than the delay threshold $D_{TH}$, the multiuser selection algorithm selects $M_{RT}$ users from the RT user group, then it selects $M_{BE}$ users from the BE user group. However, when the average delay of the RT user group is larger than the delay threshold $D_{TH}$, the multiuser selection algorithm selects $M_T$ users from the RT user group and assigns all transmit antennas to the selected RT user set assuming $K_{RT} \leq M_T$. In this case, the BE user group has no chance of using its pre-assigned transmit antennas because the RT group occupies them to satisfy the delay constraint $D_{TH}$. This is called the antenna trade-off scheme, which changes the number of transmit antennas between QoS groups dynamically in order to satisfy QoS requirements whilst maximizing the sum-rate capacity.

The computational complexity decreases as the number of subgroups increases. However, this will reduce the sum-rate capacity due to the reduction in the user space for exploiting multiuser diversity in the sum-rate maximization rule. When the RT user group always use all transmit antennas, the number of all possible combinations of users for the sum-rate maximization rule with the sequential multiuser selection is always less than or equal to the case of no division

$$\binom{K_{RT}}{M_T} \leq \binom{K}{M_T}.$$  \hspace{1cm} (4.16)

When the BE group always has a chance of using its pre-assigned transmit antennas, the number of all possible combinations for the sum-rate maximization rule with the sequential multiuser selection is also always less than or equal to the case of no division

$$\binom{K_{RT}}{M_{RT}} + \binom{K_{BE}}{M_{BE}} \leq \binom{K}{M_T}.$$  \hspace{1cm} (4.17)

In real situations, the computational complexity when using the sum-rate maximization rule for the sequential multiuser selection depends on the multiuser MIMO configuration such as number of transmit antennas, number of QoS groups and users in these groups, QoS requirements, wireless channel conditions and so on. Figure 4.6 shows a simple example of the complexity reduction when user groups are equally divided into several equal-sized subgroups.
4.4.1 Example I: Multiuser Selection with the Case of Real Time and Best Effort Users

Figure 4.7 shows the flow chart of the proposed QoS-aware sequential multiuser selection algorithm with the case of RT and BE users. The sum-rate maximization rule is assumed to be used. Assuming the base station selects a user set for transmission on a frame-by-frame basis, the proposed algorithm selects a user set for each frame according to the flow chart shown in Figure 4.7. In this case, the selected user set for each frame may be different from one another with the proposed algorithm. Let there be two QoS groups: the delay-constrained RT user set $U_{RT} := \{u_k \mid k = 1, \ldots, K_{RT}\}$ and the BE user set $U_{BE} := \{u_k \mid k = 1, \ldots, K_{BE}\}$. It is assumed that each user group has its priority: here RT users have higher priority than BE users. Let $S_{RT}$ ($S_{RT} \subset U_{RT}$) and $S_{BE}$ ($S_{BE} \subset U_{BE}$) be the selected RT user set and the selected BE user set respectively. The function $C(X, Y)$ used in this flow chart means the sum-rate capacity determined by the user set $X$ and the number of transmit antennas $Y$ based on (4.13), (4.14) or (4.15), which is determined by the type of the MIMO precoding technique used.

At first, the proposed algorithm compares the average HOL delay of RT users ($D_{RT}$) with the delay threshold $D_{TH}$. If $D_{RT} > D_{TH}$, all transmit antennas are assigned to the user set $S_{RT}$ in order to improve the probability of supporting delay-guaranteed transmission ($|S_{RT}| = M_T$).
Figure 4.7: The flow chart of the proposed QoS-aware sequential multiuser selection algorithm with the sum-rate maximization rule in the case of a mixture of RT and BE users based on (4.13), (4.14) or (4.15)
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In this case, there are \( \binom{K_{RT}}{M_{RT}} \) possible ways of selecting \( S_{RT} \) from \( U_{RT} \). If the average HOL delay of RT users (\( D_{RT} \)) does not exceed the delay threshold \( D_{TH} \), the proposed algorithm finds user sets \( S_{RT} \) of \( M_{RT} \) users from \( U_{RT} \) and \( S_{BE} \) of \( M_{BE} \) users from \( U_{BE} \) sequentially. In this case, there are \( \binom{K_{RT}}{M_{RT}} + \binom{K_{BE}}{M_{BE}} \) possible ways of selecting users because the ‘already-selected’ RT user set \( S_{RT} \) does not increase the combinations of possible user sets of \( S_{BE} \). It only affects the selection of BE users. There are some restrictions in selecting BE users with the proposed algorithm if \( S_{RT} \) should be included in that procedure. Any BE user who has high cross correlation with users in \( S_{RT} \) might be excluded even if it has high individual channel gain. In other words, we need to find a BE user set \( S_{BE} \) which includes the effect of the previously selected RT user set \( S_{RT} \) is to select the ‘most orthogonal’ \( M_{BE} \) users with respect to the previously selected RT user set \( S_{RT} \) as well as BE users themselves. This restricts our choice of users and results in a further reduction of multiuser diversity gain. The performance degradation of the RT user set \( S_{RT} \) due to the addition of the BE user set \( S_{BE} \) may be negligible because users from these two sets are likely to be the most orthogonal users. Indeed, if the encoding order of nonlinear MIMO precoding techniques such as ZF-DPC and THP is such that the selected RT users are encoded first, the effect of BE users on the performance of the RT user set \( S_{RT} \) can be ignored due to interference cancellation in the DPC principle.

4.4.2 Example II: Multiuser Selection with the Case of Constant Rate, Real Time and Best Effort Users

Let there be three QoS groups in the MIMO BC: the rate-constrained CR user set \( U_{CR} := \{ u_k | k = 1, \ldots, K_{CR} \} \), the delay-constrained RT user set \( U_{RT} := \{ u_k | k = 1, \ldots, K_{RT} \} \) and the BE user set \( U_{BE} := \{ u_k | k = 1, \ldots, K_{BE} \} \), where \( K_{CR}, K_{RT} \) and \( K_{BE} \) are the number of CR, RT and BE users respectively and \( K_{CR} + K_{RT} + K_{BE} = K \). It is assumed that each user group has its priority: CR users have the highest priority, RT the second highest and BE the lowest priority. Initially, each user group has its pre-assigned transmit antennas but there is a priority for their actual use in transmission. For example, when the throughput performance of CR users does not satisfy a certain rate constraint, RT users and BE users have no chance of using their pre-assigned transmit antennas for transmission because their priorities are lower than CR users. CR users occupy all transmit antennas in order to satisfy the rate constraint. When the throughput performance of CR users satisfies the rate constraint and the delay performance of RT users does not satisfy the delay constraint, only BE users have no chance of using their pre-assigned transmit antennas for transmission. In this case, CR and RT
users occupy all transmit antennas for transmission.

Let $S_{CR}$ ($S_{CR} \subset U_{CR}$), $S_{RT}$ ($S_{RT} \subset U_{RT}$) and $S_{BE}$ ($S_{BE} \subset U_{BE}$) be the selected CR user set, the selected RT user set and the selected BE user set respectively and $M_{CR}$, $M_{RT}$ and $M_{BE}$ be the number of pre-assigned transmit antennas for CR, RT and BE users respectively and $M_{CR} + M_{RT} + M_{BE} = M_{T}$. Figure 4.8 shows the flow chart of the proposed QoS-aware sequential multiuser selection algorithm with the case of CR, RT and BE users. For simplicity, it is assumed that $K_{CR} \geq M_{T}$ and $K_{RT} \geq M_{T}$ in this flow chart. At first, the proposed algorithm selects $S_{CR}$ using the sum-rate maximization rule from the CR group $U_{CR}$. There are $\binom{K_{CR}}{M_{CR}}$ possible ways of selecting $S_{CR}$ from $U_{CR}$ for the selection of CR users. If the sum-rate capacity of $S_{CR}$ ($R_{CR}$) does not exceed the throughput threshold $R_{TH}$, all transmit antennas are assigned to CR users in order to improve the probability of supporting throughput-guaranteed transmission. Otherwise, the proposed algorithm compares the average HOL delay of RT users ($D_{RT}$) with the delay threshold $D_{TH}$. If the average HOL delay of RT users ($D_{RT}$) exceeds the delay threshold $D_{TH}$, the proposed algorithm finds a user set $S_{RT}$ of $(M_{T} - M_{CR})$ users from RT users. In this case, all transmit antennas are assigned to CR and RT users. If the average HOL delay of RT users ($D_{RT}$) does not exceed the delay threshold $D_{TH}$, the proposed algorithm finds user sets $S_{RT}$ of $M_{RT}$ users from $U_{RT}$ and $S_{BE}$ of $M_{BE}$ users from $U_{BE}$ sequentially.

4.5 Numerical Results

Throughout the simulations, it is assumed that the median SNR of all users $SNR_{0} = 6$ dB, the path loss exponent $\alpha = 4$, the cell radius $R_{cell} = 1$ km and the shadow standard deviation $\sigma_{s} = 8$ dB for channel parameters. ZF-DPC, THP and ZFBF are used for MIMO precoding techniques. The data arrivals in queues for RT and BE users are assumed to be independent Poisson processes with mean arrival rate $\lambda_{d} = 2$ [bits/channel use]. Similar to the case in Chapter 3, $M$-QAM signal sets with cardinality $M = 2^{2}, \cdots, 2^{8}$, which corresponds to integer rates ranging from 2 to 8 [bits/symbol/channel use] are used. It is also assumed that the received SNR of each user experiences saturation due to several practical impairments caused by antennas, radio frequency (RF) circuitry, analogue-to-digital converters (ADC), digital-to-analogue converters (DAC) and so on. We do not investigate the source of the saturation in this thesis but assume the received SNR is saturated at 40 dB. In this case, 256-QAM will be sufficient to provide the maximum possible spectral efficiency for any user with very large channel gain.
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Selection from CR users

\[ S \subset U_{CR}, |S| = M_{CR} \]

\[ S_{CR} = \arg \max \limits_{S} C(S, M_{CR}) \]

Selection from RT users

\[ S \subset U_{RT}, |S| = M_{RT} \]

\[ S_{RT} = \arg \max \limits_{S} C(S \cup S_{CR}, M_{CR} + M_{RT}) \]

Selection from BE users

\[ S \subset U_{BE}, |S| = M_{BE} \]

\[ S_{BE} = \arg \max \limits_{S} C(S \cup S_{CR} \cup S_{RT}, M_{RT}) \]

Serve only CR and RT users

\[ S = S_{CR} \cup S_{RT} \]

Serve only CR users

\[ S = S_{CR} \]

Serve only BE users

\[ S = S_{CR} \cup S_{RT} \cup S_{BE} \]

MIMO Precoding with \( S \)

Figure 4.8: The flow chart of the proposed QoS-aware sequential multiuser selection algorithm with CR, RT and BE users based on (4.13), (4.14) or (4.15)
A simple saturation function can be given by

\[ f(x) = \sqrt{\frac{x^2}{1 + \beta^{-2}x^2}}, \quad (4.18) \]

where \( \beta \) is a desired saturation value, and \( x \) is the linear signal-to-noise ratio determined by the MIMO channel matrix. Figure 4.9 shows the operation of the saturation function defined as (4.18). We notice that the input signal is saturated nearly from the value of \( \beta \). However, it is useful to note that the saturation function used in this thesis may not describe the real saturation effect exactly. Further work should be performed to make a real model for the saturation effect.

### 4.5.1 Sum-rate Capacity in MIMO Broadcast Channels

THP and ZFBF are known to be the most practically feasible MIMO precoding techniques. THP is a nonlinear MIMO precoding technique using the DPC principle and ZFBF is a linear MIMO precoding technique applying the inverse channel matrix at the transmitter. Therefore, these two techniques are compared in this section.

Figure 4.10 shows the sum-rate capacity of THP and ZFBF with \( M_T = 4 \). We notice that user selection algorithms affect the sum-rate capacity. The sum-rate maximization rule shows the best performance regardless of the type of MIMO precoding techniques in terms of the sum-rate.
capacity because it optimizes the user set choice for that parameter. However, it requires much more computation than other selection rules. Because the norm-based rule does not consider interference among users, it has worse performance than the sum-rate maximization rule. The round-robin rule shows the poorest performance, which is unchanged regardless of the number of users. This is because the round-robin rule does not exploit the multiuser diversity when it selects a user set for transmission. The amount of degradation of ZFBF when using the norm-based rule is larger than that of THP. This implies that THP is more robust to the type of user selection criterion used than ZFBF. Similar comparisons of MIMO precoding techniques can be found in [46], [81] and [89], which have similar results as presented in this thesis.

4.5.2 QoS-aware Sequential Multiuser Selection for Real Time and Best Effort Users

In this section, we apply the proposed QoS-aware sequential multiuser selection algorithm to the case of supporting RT and BE users simultaneously with a delay constraint.

Due to the nature of random fading wireless channels, “QoS-guarantee” in wireless channels means statistical QoS, not deterministic QoS [90]. The deterministic QoS does not allow any QoS violations at all, so that it is very difficult to satisfy such a stringent QoS requirement. For-
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Unfortunately, in most real wireless systems, deterministic QoS conditions are not usually required. They can tolerate a small amount of instantaneous QoS violations (i.e., by buffering), so that statistically-defined QoS can be satisfied. For example, a guaranteed-delay in wireless systems means that the average delay is within a target delay threshold with a certain outage probability. Therefore, for the delay performance, we assume 90% outage delay, where the head-of-line (HOL) delay of each user's queue is guaranteed for 90% of the channel realizations, so that 10% of delay values can exceed the delay threshold $D_{TH}$. Twenty five percent of users are assumed to be RT users ($K_{RT} = 0.25K$ and $K_{BE} = 0.75K$).

Figure 4.11 shows the delay performance of THP and ZFBF with different user selection criteria when using the QoS-aware sequential multiuser selection algorithm with $M_T = 4$, $M_{RT} = 1$ and $D_{TH} = 4096$ [channel uses]. We notice that the sum-rate maximization rule has better performance than the norm-based rule in terms of delay regardless of the MIMO precoding technique used. With the sum-rate maximization rule, the number of users satisfying the delay constraint of the RT users ranges up to about 48 users. If the norm-based rule is used, the delay performance of both MIMO precoding techniques are worse than the case of the sum-rate maximization rule. The amount of degradation of ZFBF with the norm-based rule is larger than that of THP with the norm-based rule because THP can actively remove mutual interference.

![Figure 4.11](image-url)

Figure 4.11: The delay performance of THP and ZFBF with different user selection criteria, $M_T = 4$, $SNR = 6dB$, $\alpha = 4$, $R_{cell} = 1km$, $\sigma_\alpha = 8dB$, $M_{RT} = 1$, $M_{BE} = 3$, $D_{TH} = 4096$ and $K_{RT} = 0.25K$. 

<table>
<thead>
<tr>
<th>Number of users</th>
<th>THP Sum-rate max.</th>
<th>ZFBF Sum-rate max.</th>
<th>THP Norm-based</th>
<th>ZFBF Norm-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>4000</td>
<td>5000</td>
<td>6000</td>
<td>7000</td>
</tr>
<tr>
<td>16</td>
<td>3500</td>
<td>4500</td>
<td>5500</td>
<td>6500</td>
</tr>
<tr>
<td>24</td>
<td>3000</td>
<td>4000</td>
<td>5000</td>
<td>6000</td>
</tr>
<tr>
<td>32</td>
<td>2500</td>
<td>3500</td>
<td>4500</td>
<td>5500</td>
</tr>
<tr>
<td>40</td>
<td>2000</td>
<td>3000</td>
<td>4000</td>
<td>5000</td>
</tr>
<tr>
<td>48</td>
<td>1500</td>
<td>2500</td>
<td>3500</td>
<td>4500</td>
</tr>
<tr>
<td>56</td>
<td>1000</td>
<td>1500</td>
<td>2500</td>
<td>3500</td>
</tr>
<tr>
<td>64</td>
<td>500</td>
<td>1000</td>
<td>1500</td>
<td>2500</td>
</tr>
</tbody>
</table>
between users by the pre-subtraction process.

Figure 4.12 shows the delay performance of different number of transmit antennas and delay thresholds with the proposed QoS-aware sequential multiuser selection algorithm. THP and the norm-based rule are used for this plot. The proposed algorithm can satisfy any delay threshold $D_{TH}$ for a certain range of the number of users by changing transmit antennas dynamically to satisfy the delay constraint. When $M_T = 8$, the proposed algorithm can support about two times as many users as the case of $M_T = 4$ whilst maintaining the HOL delay of the RT user near $D_{TH} = 4096$ [channel uses].

Figure 4.13 shows the throughput performance of RT and BE users when using the QoS-aware sequential multiuser selection algorithm. We notice that the total throughput $R_{TOTAL}$ decreases when there is the delay constraint $D_{TH}$ applied at the transmitter. As the number of users increases, the throughput of RT users ($R_{RT}$) increases in order to keep the delay within the delay threshold $D_{TH}$. In this case, the throughput of BE users ($R_{BE}$) decreases because the RT users take all the transmit antennas more frequently to guarantee their delay performance, which results in less chance of transmission for BE users.
4.5.3 QoS-aware Sequential Multiuser Selection for Constant Rate, Real Time and Best Effort Users

In this section, we apply the proposed QoS-aware sequential multiuser selection algorithm to the case of supporting CR, RT and BE users simultaneously with a delay constraint. Unlike Section 4.5.2, the saturation effect and M-QAM modulation are not considered in this section. Instead, ZF-DPC is assumed to be used. It is also assumed that $K_{CR} = 2$, $M_{CR} = 2$ (i.e., no CR user selection and the number of CR users is fixed), $M_{RT} = 1$, $M_{BE} = 1$ and $D_{TH} = 1024$ [channel uses].

Figure 4.14, Figure 4.15 and Figure 4.16 show the throughput of CR, RT and BE users with different throughput threshold values ($R_{TH}$) against the number of non-CR users.

When there are no QoS constraints (label: no QoS) such as $R_{TH}$ and $D_{TH}$, that is, all CR, RT and BE users have transmission opportunities through their pre-assigned transmit antennas, the throughput is maximized as presented in Figure 4.14. However, when $D_{TH} = 1024$ [channel use] and $R_{TH} = 4$ [bits/channel use], the throughput of BE users begins to decrease over about 15 non-CR users as presented in Figure 4.15. This is because few transmission opportunities are given to the lowest priority BE user group in order to support higher priority CR and RT users. However, the throughput of RT users does not decrease until the number of non-CR users reaches 40, as presented in Figure 4.16.
Figure 4.14: Throughput performance of CR, RT and BE users with different throughput threshold values, $M_T = 4$, $\alpha_1 = 4$, $R_{cell} = 1\text{km}$, $\sigma_s = 8\text{dB}$, $K_{CR} = 2$, $M_{CR} = 2$, $M_{RT} = 1$, $D_{TH} = 1024$, $M_{BE} = 1$, $\lambda_d = 3$ and $K_{RT} = 0.25K$.

Figure 4.15: Throughput performance of CR, RT and BE users with different throughput threshold values, $M_T = 4$, $\alpha_1 = 4$, $R_{cell} = 1\text{km}$, $\sigma_s = 8\text{dB}$, $K_{CR} = 2$, $M_{CR} = 2$, $M_{RT} = 1$, $D_{TH} = 1024$, $M_{BE} = 1$, $\lambda_d = 3$ and $K_{RT} = 0.25K$. 
user group. When $R_{TH} = 12$ [bits/channel use], the throughput of non-CR users is very small because the algorithm usually assigns all transmit antennas to the CR user group to satisfy the guaranteed throughput as presented in Figure 4.16. For rate-constrained CR users, the rate constraints within the achievable rate region is always satisfied regardless of the number of RT and BE users, who have lower priorities than CR users. In this case, the throughput performance of RT users, not to mention of BE users, is worse than the case of no QoS constraints, and the throughput of CR users becomes the total throughput.

Figure 4.17 shows the average HOL delay of RT users with different throughput threshold values ($R_{TH}$) against number of the non-CR users. We notice that when $R_{TH} = 4$ [bits/channel use], the delay threshold $D_{TH} = 1024$ [channel uses] is guaranteed up to about 32 non-CR users. However, when $R_{TH} = 16$ [bits/channel use], the delay constraint of RT users cannot be guaranteed regardless of the number of non-CR users because the highest priority CR users take most of the transmission opportunities to attain the throughput threshold.
4.6 Summary

This chapter has proposed a new QoS-aware sequential multiuser selection algorithm for MIMO broadcast channels with different types of QoS users. The concept of multiuser MIMO capacity has been briefly introduced and sum-rate capacities of several MIMO precoding techniques such as ZF-DPC, THP and ZFBF have been compared.

The proposed QoS-aware sequential multiuser selection algorithm can support a mixture of QoS users by selecting users sequentially and applying MIMO precoding techniques. It can also improve the probability of supporting QoS-guaranteed transmissions using the antenna trade-off scheme. This will be investigated in more detail in Chapter 6. Furthermore, it can maximize the sum-rate capacity with QoS differentiation by using the sum-rate maximization rule in selecting users from each QoS group.

Among MIMO precoding techniques, nonlinear THP performs better than linear ZFBF in terms of the sum-rate capacity despite the modulo loss. It has been shown that the modulo loss can be ignored at high SNRs compared to ZF-DPC. This justifies that THP is an appropriate MIMO precoding technique for real MIMO BC scenarios in terms of the sum-rate capacity, along with the results in Chapter 3, where THP was compared with other MIMO transceiver techniques.
in terms of error rates with practical considerations. In Chapter 5 and Chapter 6, we focus on multiuser scheduling design using THP as an example.

Before developing a QoS-guaranteed multiuser scheduling algorithm exploiting the proposed QoS-aware sequential multiuser selection algorithm in Chapter 6, a simple MIMO broadcast channel model will be proposed and compared with the MIMO channel measurements in the next chapter. Based on the proposed channel model, a new multiuser scheduling algorithm, which can improve the throughput performance by exploiting statistical channel state information in selecting a user set for transmission, will be proposed.
Chapter 5

Statistical CSI-assisted Multiuser Scheduling in Temporally-correlated MIMO Broadcast Channels

5.1 Introduction

The performance of MIMO precoding techniques have been investigated in terms of error rates in a single user MIMO channel in Chapter 3 and in terms of the sum-rate capacity in a multiuser MIMO broadcast channel in Chapter 4. However, this analysis assumed \textit{i.i.d.} block fading MIMO channels, which is not likely to match real propagation environments.

This chapter will propose a temporally correlated MIMO broadcast channel model. There are a lot of factors that should be considered for the modelling of real MIMO broadcast channels but it is not only difficult but too complex to include all these factors such as spatial correlation, temporal correlation, polarization, keyhole, delay spread, shadowing and path loss in a realistic simulation model. Some parameters may have little effect despite the complexity to model them accurately, so that the proposed channel model is simple enough to be used in any system level simulator with ease but realistic enough to describe the key phenomena of temporally correlated MIMO broadcast channels. In order to validate the proposed channel model, a comparison with the MIMO channel measurements will be performed.

Based on the proposed channel model, a new SCSI-assisted multiuser scheduling algorithm will be suggested. The SCSI-assisted multiuser scheduling algorithm can minimize the effect of the temporal correlation. The proposed algorithm utilizes SCSI for the selection of a user set, which can minimize the mismatch of channel estimates in order to improve the sum-rate capacity.

This chapter is organized as follows. Section 5.2 proposes a temporally correlated MIMO broadcast channel model. Section 5.3 briefly describes the MIMO channel measurements. Section 5.4 compares the characteristics of the proposed channel model and the MIMO channel measurements.
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measurements. Section 5.5 proposes a new SCSI-assisted multiuser scheduling algorithm. Numerical results for the proposed SCSI-assisted multiuser scheduling algorithm are presented in 5.6. A summary for this chapter is presented in Section 5.7.

5.2 Simulation Model for Real MIMO Broadcast Channels

In reality, MIMO channels are correlated both in space due to insufficient spacing between multiple antenna elements and in time due to Doppler spread effects. For a multiuser scheduler in a MIMO broadcast channel, the temporal correlation is more crucial than the spatial correlation. The reason is as follows: If any MIMO precoding technique is used in the MIMO BC, CSI at the transmitter is essential for transmit processing. It is likely that there is a time difference between obtaining CSI and using that CSI at the transmitter. Because the channel is time-varying due to the Doppler spread, there always exist mismatches of the channel estimate due to that difference. This degrades the performance of any MIMO precoding techniques. However, if the multiuser scheduler exploits the statistical CSI (SCSI) such as mean and covariance from the past instantaneous CSI (ICSI), it can allocate users to different time slots more efficiently when considering the temporal correlation, which can minimize the performance degradation due to imperfect CSI.

Consider a temporally correlated MIMO BC with $M_T$ transmit antennas at a base station (BS) and $K(K \geq M_T)$ users each with a single receive antenna ($M_R = 1$). Let $h_k(t) \in \mathbb{C}^{M_T \times 1}$ denote the channel at time $t$ between the transmit antenna array and the receive antenna for user $k$. Then the MIMO BC at time $t$ can be represented as

$$ y_k(t) = h_k^T(t) s(t) + z_k(t), \quad k = 1, \cdots, K, \quad (5.1) $$

where $s(t) \in \mathbb{C}^{M_T \times 1}$ is the transmit signal vector with a covariance matrix $R_{ss} = E[s(t)s(t)^H] = \sigma^2 I$ and a transmit power constraint $\text{Tr}(R_{ss}) \leq P$, the scalar $y_k(t)$ is the received signal for user $k$ and $z_k(t)$ is the complex additive white Gaussian noise (AWGN) with zero mean and unit variance for user $k$ at time $t$.

The transmit signals are assumed to experience path loss, log-normal shadowing and Rayleigh
fading. In this case, the channel $h_k(t)$ can be represented as \[ h_k(t) = \sqrt{SNR_0 \left( \frac{r_k^2(t)}{R_{cell}} \right)^{-a_l}} \cdot \omega_k(t) \cdot g_k(t), \]

where $SNR_0$ denotes the median SNR of all users averaged over fading, $r_k^2(t)$ denotes the distance between user $k$ and the base station, $R_{cell}$ denotes the cell radius, $a_l$ denotes the path loss exponent and $\omega_k(t)$ denotes a shadowing of user $k$ at time $t$. The vector $g_k(t) = [g_{k1}(t) \ g_{k2}(t) \ \cdots \ g_{kM_T}(t)]^T$ represents the Rayleigh-distributed fading between the transmit antenna array and user $k$ at time $t$, whose components are i.i.d. zero mean circular symmetric complex Gaussian (ZMCSCG) random variables with unit variance. For simplicity, all users are assumed to be located at the same distance from the base station and experience only log-normal shadowing and Rayleigh fading due to the Doppler spread $f_d^k$, which is determined by the carrier frequency $f_c$ and the velocity $v_k$ as $f_d^k = \frac{v_k}{c}$. 

The effect of shadowing is modelled as a log-normal process with standard deviation $\sigma_y$ \[ \omega_k(t) = 10^{[\sigma_y \zeta_k(t) + m_s]/20}, \]

where $m_s$ is the area mean determined by shadowing and $\zeta_k(t)$ is a sum-of-sinusoids (SOS) random process for user $k$ at time $t$, which is given by 

\[ \zeta_k(t) = \sum_{i=1}^{N_{sos}} c_{ki} \cos(2\pi f_{ki} t + \theta_{ki}). \]

In equation (5.4), the gains $c_{ki}$ and the frequencies $f_{ki}$ are non-zero, real-valued constant values for user $k$, $N_{sos}$ is the number of sinusoids and the phases $\theta_{ki}$ are i.i.d. uniform random variables on the interval $(0, 2\pi)$ for user $k$. There are several methods to determine the parameters $c_{ki}$ and $f_{ki}$. In this thesis, the method of equal areas (MEA) \[ \zeta_k(t) = \sum_{i=1}^{N_{sos}} c_{ki} \cos(2\pi f_{ki} t + \theta_{ki}). \]

Then, the following equations are derived for these parameters 

\[ c_{ki} = \sqrt{\frac{2}{N_{sos}}}, \quad f_{ki} = \frac{v_k}{2\pi D} \tan \left[ \frac{\pi(i - 0.5)}{2N_{sos}} \right], \]

where $D$ denotes the decorrelation distance determined by shadowing environments. For Rayleigh fading, the sum-of-sinusoids statistical model \[ \zeta_k(t) = \sum_{i=1}^{N_{sos}} c_{ki} \cos(2\pi f_{ki} t + \theta_{ki}). \]

Many conventional Rayleigh fading models have been developed based on the Jakes model \[ \zeta_k(t) = \sum_{i=1}^{N_{sos}} c_{ki} \cos(2\pi f_{ki} t + \theta_{ki}). \] However, the Jakes model is
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<table>
<thead>
<tr>
<th>Item</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>Circular cell with radius $R_{cell}$</td>
</tr>
<tr>
<td>Antenna Configuration</td>
<td>$M_T$ TX antennas for a BS and $K$ users with a single RX antenna</td>
</tr>
<tr>
<td>Path Loss</td>
<td>$\alpha_l$</td>
</tr>
<tr>
<td>Long Term Fading</td>
<td>Log-normal shadowing ($\sigma_s, D$)</td>
</tr>
<tr>
<td>Short Term Fading</td>
<td>Rayleigh</td>
</tr>
<tr>
<td>Doppler Spread</td>
<td>$f_d$</td>
</tr>
<tr>
<td>Delay Spread</td>
<td>None</td>
</tr>
<tr>
<td>Temporal Correlation</td>
<td>$\rho(\tau) = J_0(2\pi f_d \tau)$</td>
</tr>
<tr>
<td>Spatial Correlation</td>
<td>None</td>
</tr>
<tr>
<td>Cross Polarization</td>
<td>None</td>
</tr>
<tr>
<td>Saturation Effect</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters for the proposed channel model for MIMO broadcast channels

A deterministic model because it has no random variables in its equation, which has limitations when modelling $i.i.d.$ random multiple antenna matrix entries. The Rayleigh fading variable $g_{km}(t)$ of the $m$th transmit antenna for user $k$ at time $t$ is given by

$$g_{km}(t) = \sqrt{\frac{1}{N_{sos}}} \left\{ \sum_{i=1}^{N_{sos}} \cos(\psi_{i,km}) \cos \left[ 2\pi f_d^k t \cdot \cos \left( \frac{2\pi i - \pi + \theta_{km}}{4N_{sos}} \right) + \phi_{km} \right] 
+ j \sum_{i=1}^{N_{sos}} \sin(\psi_{i,km}) \cos \left[ 2\pi f_d^k t \cdot \cos \left( \frac{2\pi i - \pi + \theta_{km}}{4N_{sos}} \right) + \phi_{km} \right] \right\}, \quad (5.6)$$

where $\theta_{km}$, $\phi_{km}$ and $\psi_{i,km}$ are mutually $i.i.d.$ uniform random variables over $(-\pi, \pi)$ for all $i$, $m$ and $k$. With this model, the temporal correlation of any user with delay $\tau$ can be given by $\rho(\tau) = m_\sigma J_0(2\pi f_d \tau)$, where $J_0$ is the zeroth order Bessel function of the first kind [94] [95]. Table 5.1 summarizes the proposed channel model.

5.3 MIMO Channel Measurements

The MIMO channel measurements were conducted in the city centre of Bristol, UK as part of a Mobile Virtual Centre of Excellence (M-VCE) programme in 2005 [6] [96] [97] [98]. This campaign used realistic antenna deployments, where two pairs of dual polarized transmit antennas at the base station and two pairs of crossed dipoles for reception were used at different locations in a dense urban cellular environment. The transmitting site was located on the roof of a building 33m above ground level and with a coverage area of one 65° sector. MIMO channel
soundings were made with a user walking or sitting within the coverage area. The base station had maximum output power of 43dBm in the 20MHz band, centred at 2GHz with two panel antennas with the frequency range between 1900 and 2170MHz. Parameters for the MIMO channel soundings are given in Table 5.2.

### 5.4 Validation of the Proposed Channel Model

In this section, numerical results for the validation of the proposed channel model are presented. Throughout the simulations for the validation, it is assumed that the number of transmit antennas \( M_T = 4 \), the number of users \( K = 4 \), \( SNR_0 = 0dB \) and the number of sinusoids for the generation of Rayleigh fading and shadowing \( N_{\text{tos}} = 128 \), which is sufficiently large enough to have good agreement with desired properties [91] [92]. In order to model the large scale environment of the MIMO channel measurements, the shadow standard deviation of the measured data from 19 different locations was estimated. Assuming no significant path loss effect, the shadow standard deviation is roughly estimated as 6.2dB by mapping points with the received power and its distance from the base station. This result seems reasonable since in [15], the measured values for standard deviation of shadowing are 4.3dB and 7.5dB for urban and suburban environments respectively. The decorrelation distance \( D \) for shadowing might be several tens of meters for that urban environment and it is assumed to be \( D = 30m \) because the simulated data with that value matches better with the measured data than any other values considered in terms of the distribution of channel eigenvalues. In [15], the decorrelation distance for the urban environment and the suburban environment are given as 8.3m and 503.9m respectively. We also assume the carrier frequency \( f_c = 2GHz \) and the Doppler spread \( f_d = 8Hz \), which corresponds to walking pace for all users. The time period between discrete channel realizations is set to be 6.144ms, which is the same as time grid used in the measurements. By

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier Frequency</td>
<td>2GHz</td>
</tr>
<tr>
<td>Measurement Bandwidth</td>
<td>20MHz</td>
</tr>
<tr>
<td>Number of Transmit Antennas</td>
<td>4</td>
</tr>
<tr>
<td>Number of Receive Antennas</td>
<td>4</td>
</tr>
<tr>
<td>Timing Grid for Sampling the Channel</td>
<td>6.144ms</td>
</tr>
<tr>
<td>Measurement Duration</td>
<td>6s</td>
</tr>
</tbody>
</table>

**Table 5.2: Measurement parameters for MIMO channel sounding [6]**
normalizing each column vector of the channel matrix over the time axis separately, the effect of cross polarization discrimination (XPD), defined as a mean level difference between two orthogonal polarized components, can be ignored.

Figure 5.1 shows a comparison between the measured data and the simulated data both in the time domain and in the Doppler domain. We notice that the Doppler spread of the walking reference is about 8Hz, which corresponds to a velocity of about 4.3km/h at the 2GHz centre frequency. The Doppler spread of the simulated data is set to be the same as that of the measured data for comparison. In this case, we observe that the temporal variations of the measured data and the simulated data seem to match well.

Figure 5.2 shows the cumulative distribution function (CDF) of the eigenvalues of the measured data and the simulated data. In this plot, it is assumed that there are four users, each with a single receive antenna and four transmit antennas at the base station, which forms a 4 × 4 MIMO broadcast channel. We notice that the measured data and the simulated data match well. The small differences may be due to spatial correlations between transmit antennas.

Figure 5.3 shows the effect of the spatial correlation between receive antennas. Denoting the 4 × 4 MIMO channel matrix as \( \mathbf{H} \), every point in each curve is obtained by averaging all non-diagonal entries of the matrix \( \mathbf{H}^\dagger \mathbf{H} \). Then the CDF is constructed with these points from all
By considering the case of two pairs of crossed dipoles at the receiver ($M_R = 4$) suffers from non-zero cross correlations (0.1 ~ 0.2) due to insufficient spacing of receive antennas. However, if the spatial correlation at the receiver is removed, namely, four different antennas from four different users ($K = 4, M_R = 1$) to emulate MIMO BC conditions, the cross correlation become small enough to be ignored compared to the case of four receive antennas from one user ($M_R = 4$). If an antenna spacing at the base station is designed so that spatial correlation is minimized, the proposed model can be used for emulating real MIMO broadcast channels with a single receive antenna for each user in terms of spatial correlation characteristics.

5.5 Statistical CSI-assisted Multiuser Scheduling

In this section, we investigate the sum-rate capacity of THP considering scheduling delay and propose a new SCSI-assisted multiuser scheduling algorithm using THP to minimize the effect of scheduling delay in the temporally correlated MIMO broadcast channel proposed in Section 5.2. The discrete time index $n$ will be used in this section because CSI is obtained discretely in real MIMO BC scenarios. Figure 5.4 shows the system model for the SCSI-assisted multiuser scheduling algorithm with THP.
Figure 5.3: CDFs of the standard deviation of cross correlations with different antenna configuration with a $4 \times 4$ MIMO channel matrix, $M_T = 4$

Figure 5.4: The system model for the SCSI-assisted multiuser scheduling algorithm with THP
5.5.1 Sum-rate Capacity of THP with Scheduling Delay

For simplicity of implementation, several assumptions were made in Chapter 4. In addition to these assumptions, if the target bit-error rate (BER) of the system is very small (i.e., \( \text{BER} \leq 10^{-6} \)) and high signal-to-noise ratio (SNR) operation is assumed for all users, the modulo loss can be ignored [54] except for the shaping loss of 1.53dB, which can be achieved by using multidimensional lattice codes rather than M-QAM. Then, the sum-rate capacity of THP at time \( n \) can be approximated as

\[
C_{THP}(S, n) = \sum_{k=1}^{M_T} \log_2 \left( 1 + \frac{b^2_{kk}(n) P_k}{M_T} \right).
\]

In order to investigate the effect of scheduling delay on the sum-rate capacity of THP, it is assumed that one downlink frame of the MIMO BC with time period \( T_f \) consists of \( N_S \) (\( N_S > 1 \)) time slots with time period \( T_s \). Then the ICSI is updated once per every frame at the base station. Denoting the maximum Doppler shift as \( f_D \), the frame period should be selected such that [99]

\[
T_f < \frac{1}{2f_D}.
\]

ICSI can be obtained by using either a feedback channel or the reciprocity principle in the case of time division duplex (TDD) systems. There are several sources for imperfect ICSI [39] but it is assumed that the ICSI is perfect at the beginning of every frame [94] for simplicity. In this case, the only imperfection is the mismatch of the channel estimate due to scheduling delay. This mismatch results in performance degradation, which will generally increases through the time slots of each frame. The amount of degradation for user \( k \) is determined by the temporal correlation, which is a function of the Doppler spread \( f_D \) and multiples of the slot period \( nT_s \). Based on the results in [94], an equivalent time-varying channel matrix reflecting scheduling delay within the frame at slot index \( n \) can be written as

\[
H(n) = P(n)H_0 + \sqrt{1 - P(n)P^H(n)}H_m, \quad n = 1, \ldots, N_S,
\]

where \( P(n) = \text{diag}\{\rho_1(nT_s), \ldots, \rho_{M_T}(nT_s)\} \) denotes the autocorrelation matrix of the user set \( S \), \( \sqrt{1 - P(n)P^H(n)} \) represents the amplitude increase in the channel estimation error due to scheduling delay, \( H_0 \) is the perfectly estimated channel matrix at the beginning of each frame and \( H_m \) is an uncorrelated estimation error matrix which has the same statistical characteristics.
as the estimated channel $H_0$. Equation (5.9) implies that any decrease in ICSI becomes a delay-induced channel estimation error due to scheduling delay.

From equation (5.1), the received signal vector via the equivalent MIMO BC becomes

$$y(n) = P(n)H_0s + \sqrt{I - P(n)P^H(n)H_m}s + z(n), \quad (5.10)$$

where $y(n) \in \mathbb{C}^{MT \times 1}$ and $z(n) \in \mathbb{C}^{MT \times 1}$ are vector forms of the received signal and complex AWGN respectively.

In equation (5.10), the first term denotes the desired signal and the second term denotes the additive measurement noise due to the delay-induced estimation error. After the modulo operation at the receiver, the output data vector becomes

$$\hat{a} = \text{MOD}_{RX}[P(n)H_0s]$$

$$= \text{MOD}_{RX}[P(n)BF \cdot F^H \text{MOD}_{TX}((BG)^{-1}a)]$$

$$= \text{MOD}_{RX}[P(n)B \cdot (BG)^{-1}(a + p)]$$

$$= \text{MOD}_{RX}[P(n)G^{-1}(a + p)]$$

$$= P(n)G^{-1}a, \quad (5.11)$$

where $\text{MOD}_{TX}[:]$ and $\text{MOD}_{RX}[:]$ are the modulo operations at the transmitter and receiver respectively. The vector $p$ denotes an arbitrary symbol vector due to the modulo operation at the transmitter. (See Section 3.3.2.4). The modulo operation at the receiver subtracts the arbitrary symbol vector added at the transmitter. Because $F$ is a unitary matrix, $F^HF = I$ in the above equation.

The variance of the estimate noise, $\sqrt{I - P(n)P^H(n)H_m}s$, is given by

$$\sqrt{I - P(n)P^H(n)}E[(H_m)s(H_m^s)^H] \overset{(a)}{=} M_T(I - P(n)P^H(n))R_{ss}, \quad (5.12)$$

where $(a)$ follows from the fact that $E[H_mH_m^H] = M_TI$. Because $\sigma_k^2 \simeq \sigma_{\hat{a}}^2$ with THP [100], the effective SNR of user $k$ at slot index $n$ is given by

$$\text{SNR}_k(n) = \frac{b_{kk}^2\mu_k^2(n)\sigma_k^2}{M_T(1 - \mu_k^2(n))\sigma_{\hat{a}}^2 + 1}, \quad (5.13)$$

The effective SNR is obtained by the channel gain $b_{kk}^2$ and the temporal variation determined
by the autocorrelation function \( \rho_k(n) \). If there is no temporal correlation, the effective SNR reduces to the normal SNR value \( b_{kk}^2 \sigma_a^2 \).

Since \( \sigma_a^2 = \frac{P}{M_T} \), the sum-rate capacity with THP is written as

\[
C_{THP}(S, H(n)) = \sum_{k=1}^{M_T} \log_2 \left( 1 + \frac{b_{kk}^2 \rho_k^2(n) P}{M_T \left( 1 - \rho_k^2(n) \right) P + 1} \right). \tag{5.14}
\]

5.5.2 CSI-assisted Multiuser Scheduling Algorithm

Although the base station obtains ICSI once per every frame, it can utilize the previous ICSI for obtaining SCSI such as the mean and covariance due to channel stationarity [94]. This SCSI can be used for estimating the temporal correlation of the MIMO BC. In this case, the multiuser scheduling can use SCSI in selecting a user set on a slot-by-slot basis between frame starts when precise ICSI is not available. The CSI-assisted sum-rate maximization rule at slot index \( n \in \{1, \ldots, N_S\} \) finds a user set \( S_{max}(n) \) according to

\[
S_{max}(n) = \arg \max_{S \subseteq \{1, \ldots, K\}, |S|=M_T} C_{THP}(S, H(n)). \tag{5.15}
\]

The CSI-assisted sum-rate maximization rule uses the equivalent estimated channel model (5.9) for the multiuser selection procedure. Any user with a rapid decrease in the temporal correlation may be assigned to the first a few slots in the frame. This may improve the total throughput in return for increased complexity. This is because the multiuser selection procedure has to be performed on a slot-by-slot basis if the proposed algorithm is applied. The selected user set for each time slot may be different from one another if the CSI-assisted multiuser scheduling algorithm is applied on a slot-by-slot basis. However, the normal multiuser selection algorithm withoutCSI on a frame-by-frame basis using the channel matrix \( \mathbf{H}(0) = \mathbf{H}_0 \) would allocate the same choice of users to all slots. Figure 5.5 shows the flow chart of the proposed algorithm, which also demonstrates the difference between the CSI-assisted multiuser scheduling algorithm and the normal multiuser selection algorithm.

When the temporal variations of the MIMO BC are small compared to the coherence time, the proposed CSI-assisted multiuser scheduling algorithm has little improvement from the normal sum-rate maximization algorithm, which is performed on a frame-by-frame basis. However, if the temporal variations are large, the performance improvement by the proposed algorithm is evident. This will be shown in the next section.
Figure 5.5: The flow chart of the CSI-assisted multiuser scheduling algorithm with THP based on (5.13) and (5.15)
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Figure 5.6: The performance of the SCSI-assisted multiuser scheduling algorithm against $SNR_0$ with different relative Doppler spread configuration, $T_f = 2ms$, $M_T = 2$ and $K = 32$.

5.6 Numerical Results

In this section, numerical results for the proposed SCSI-assisted multiuser scheduling algorithm are presented. Throughout the simulations, we assume the number of transmit antennas $M_T = 2$, the number of users $K = 32$ and the number of sinusoids $N_s = 5$. The relative Doppler spread values of all users, $f_d T_f$, are assumed to be i.i.d. uniform random variables over $[0.1, 0.5)$. The estimated standard deviation for shadowing, 6.2dB, in Section 5.4 is not used in this section because it is not a typical value for emulating the urban environment and no corresponding decorrelation distance is obtained from the channel measurements. Instead, the standard deviation $\sigma_s = 4.3$dB and the decorrelation distance $D = 8.3m$ are assumed for the urban environment [15].

Figure 5.6 shows the performance of the SCSI-assisted multiuser scheduling algorithm against the median SNR of all users $SNR_0$ with different relative Doppler spread configuration. We assume $T_f = 2ms$ in this plot. When the relative Doppler spreads of all users are identical, the throughput decreases as the relative Doppler spread increases. This is because the temporal correlation for all users decreases more rapidly as the relative Doppler spread increases. However, when the relative Doppler spreads of all users have a uniform distribution over $[0.1, 0.5)$, the proposed SCSI-assisted multiuser scheduling algorithm performs better than the multiuser...
scheduling algorithm which does not use SCSI and applies a frame-basis multiuser selection. The performance difference between these two schemes is evident as the $SNR_0$ increases because the delay-induced channel estimation error produces an irreducible error floor in the high SNR region.

Figure 5.7 shows the performance of the SCSI-assisted multiuser scheduling algorithm against the frame period $T_f$. We assume $SNR_0 = 15$dB for all users in this plot. When the frame period is small enough compared to the coherence time of the channel, the performance improvement of the proposed algorithm is negligible. However, as the frame period increases, the performance advantage of using SCSI becomes evident. The proposed SCSI-assisted multiuser scheduling algorithm performs better than the multiuser scheduling without SCSI considerations when $T_f > 0.2$ms. When $T_f = 2$ms, the throughput gain due to the proposed algorithm is about $1.5$ [bits/channel use]. Note that the amount of performance improvement and complexity increase of the proposed algorithm depends on the channel conditions and the number of slots in the frame structure.
5.7 Summary

This chapter has proposed a temporally correlated MIMO broadcast channel model, which has reasonable complexity but can describe realistic temporally correlated MIMO broadcast channels with multiple antennas for a base station and a single receive antenna for each user. The proposed model was validated by comparing with the MIMO channel measurements. Numerical results showed that if there is only temporal correlation in MIMO broadcast channels, the proposed channel model can sufficiently represent the real MIMO broadcast channels. Based on the proposed channel model, a new SCSI-assisted multiuser scheduling algorithm has been proposed. Due to the temporal variations of the MIMO BC, mismatch in the channel estimate occurs, which affects the reliability of CSI at the transmitter. Because the degree of mismatch is different among users if their Doppler spreads are unequal, the proposed algorithm can minimize such mismatches. This is achieved by allocating users with high Doppler spreads to the front part of a frame. For this, the proposed algorithm makes use of SCSI as well as ICSI for the allocation of users to the spatio-temporal dimension. By doing this, it can minimize the effect of scheduling delay due to the temporal correlation to improve the sum-rate capacity of THP in the MIMO BC.

In the next chapter, a new QoS-guaranteed multiuser scheduling algorithm will be proposed based on the temporally correlated MIMO broadcast channel described in this chapter. Indeed, it will exploit the QoS-aware sequential multiuser selection algorithm in Chapter 4 for supporting different QoS users in the MIMO BC.
Chapter 6
QoS-guaranteed Multiuser Scheduling in MIMO Broadcast Channels

6.1 Introduction

Alongside the choice of MIMO precoding technique, multiuser scheduling is one of the most important issues of the MIMO BC for satisfying different QoS requirements such as throughput, delay constraint and fairness among users. A number of studies focusing on combined MIMO precoding techniques and multiuser scheduling methods for the MIMO BC have been presented. However, most of them do not consider different QoS requirements such as different data rates, delay constraints and different fairness requirements among users.

In this chapter, a new QoS-guaranteed multiuser scheduling algorithm will be proposed for supporting a mixture of different QoS users simultaneously whilst satisfying fairness among users in realistic MIMO BC scenarios. This will be useful when a base station is providing a variety of services to different users with different QoS requirements and fairness considerations. For this, the proposed algorithm includes a new metric to allow different levels of throughput or delay fairness among users in the same QoS group. It also uses a more advanced soft antenna trade-off scheme than the one used as part of the sequential multiuser selection algorithm in Chapter 4 for differentiation between different QoS groups. With the proposed antenna trade-off scheme, a higher priority group takes precedence in using multiple antennas for satisfying its QoS requirement. The number of transmit antennas allocated to each QoS group can be determined by the wireless channel conditions and the QoS requirements. After determining the number of transmit antennas allocated to each QoS group using the antenna trade-off scheme, the proposed scheduling algorithm finds user sets starting from the highest QoS group sequentially. It uses the QF scheduling algorithm from each QoS group, so that the final user set for transmission consists of users who can maximize the sum-rate capacity as well as satisfying fairness requirements.

The proposed QoS-guaranteed multiuser scheduling algorithm has the following features.
The proposed algorithm can provide fairness among users in the same QoS group by the QoS-aware Fair (QF) scheduling algorithm. This fairness either relates to delay or throughput. This can be performed by applying new weight vectors to the weighted sum-rate maximization rule. The weight vectors represent the degree of fairness among users and affect the selection of a user set used in the weighted sum-rate maximization rule.

The proposed algorithm can support different QoS classes simultaneously using the QoS-aware sequential multiuser selection algorithm proposed in Chapter 4 with an advanced soft antenna trade-off scheme, which gracefully adapts to the time-varying wireless channel conditions.

The proposed algorithm can trade degree of fairness among users with the total throughput. This can be performed by adjusting the sensitivity of the weight vectors. It can provide more throughput in return for a decrease in fairness among users and vice versa.

This chapter is divided into two parts. The first part briefly introduces conventional scheduling algorithms. The second part proposes a QoS-guaranteed multiuser scheduling algorithm in detail. This chapter is organized as follows. Section 6.2 briefly overviews conventional scheduling algorithms. Section 6.3 proposes a QoS-guaranteed multiuser scheduling algorithm, which includes a QoS-aware fair scheduling algorithm for the same QoS group and antenna trade-off schemes between different QoS groups. A summary for this chapter is presented in Section 6.4.

6.2 Overview of the Scheduling Algorithms

The scheduling problem is one of the most important issues in multiuser wireless systems. The objective of any scheduling algorithm for wireless systems may be as follows: A scheduler should allocate limited resources such as bandwidth, power and frequency in the most efficient way for achieving a desirable performance. This can be performed by jointly considering the physical layer and higher network layers in an integrated framework. The most well-known and simple cross-layer resource allocation is link adaptation techniques such as adaptive modulation and coding (AMC) [101] [102]. The medium access control (MAC) layer determines the AMC parameters according to the wireless channel conditions in the physical layer.

For an overview on the cross-layer optimization, see [65] [103] and [104].

In general, the service requirements in the higher network layers such as fairness, data rate and
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delay do not always coincide with the wireless channel conditions. This is because the fading in the wireless channels are independent of the service requirements. This makes it difficult to find the optimal trade-off point between the individual requirements and the overall system performance. Therefore, lots of scheduling algorithms have been suggested to find the optimal solution. Among these scheduling algorithms, this section introduces the most basic scheduling algorithms such as proportional fair (PF) [2], largest weighted delay first (LWDF) [3], modified largest weighted delay first (M-LWDF) [4] and the exponential rule [5]. However, these opportunistic selection rules do not consider the selection of multiple users simultaneously. This motivates the research on multiuser scheduling algorithms which select and serve multiple users simultaneously.

Overviews of scheduling algorithms with QoS considerations for wireless systems are found in [105] and [106].

6.2.1 Proportional Fair Scheduling [2]

The PF scheduling rule is designed to satisfy long-term throughput fairness among users by considering the channel conditions and the amount of past throughput simultaneously whilst exploiting multiuser diversity. The PF scheduler selects a user with index \( k \) at time \( t \) according to

\[
k(t) = \arg \max_{i \in \{1, \ldots, K\}} \frac{r_i(t)}{\bar{r}_i(t)}, \tag{6.1}
\]

where \( r_i(t) \) is the data rate of user \( i \) at time \( t \) and \( \bar{r}_i(t) \) is the exponential moving average of past throughput of user \( i \), which is updated as

\[
\bar{r}_i(t + 1) = \left(1 - \frac{1}{\alpha_t}\right) \bar{r}_i(t) + \frac{1}{\alpha_t} r_i(t), \tag{6.2}
\]

where \( \alpha_t \) is the smoothing factor, which determines the fairness window size of the scheduler. Large values of \( \alpha_t \) means a large time window. As \( \alpha_t \) increases, the average period for long-term throughput also increases.
6.2.2 Largest Weighted Delay First Scheduling [3]

The LWDF scheduling rule selects a user with index $k$ at time $t$ according to

$$k(t) = \arg \max_{i \in \{1, \ldots, K\}} a_i d_i(t),$$

(6.3)

where $d_i(t)$ is the HOL delay of user $i$ and $a_i (a_i > 0)$ are constants, which are determined by the probabilistic QoS parameters as

$$a_i = -\frac{\log (\eta_i)}{T_i},$$

(6.4)

where $T_i$ and $\eta_i$ are the delay threshold and the maximum probability of exceeding that delay threshold respectively. They define the probabilistic QoS requirement of user $i$ as follows.

$$\Pr \{d_i > T_i\} \leq \eta_i.$$  

(6.5)

Any user with strict QoS requirement (i.e., small $T_i$ and $\eta_i$) has large value of $a_i$, which results in high priority in the selection procedure.

6.2.3 Modified Largest Weighted Delay First Scheduling [4]

The M-LWDF scheduling rule combines the PF scheduling rule and the LWDF scheduling rule in order to consider both throughput fairness and delay simultaneously.

$$k(t) = \arg \max_{i \in \{1, \ldots, K\}} \frac{a_i r_i(t) d_i(t)}{\bar{r}_i(t)}.$$  

(6.6)

With this selection rule, the scheduler can support different QoS requirements by the probabilistic QoS definitions as well as considering throughput fairness among users simultaneously. For example, BE users may have small $a_i$ compared to RT users if they have lower priority than RT users. Any BE user with a lower past throughput than other users may have a chance of transmission to keep throughput fairness among users.
6.2.4 The Exponential Rule [5]

The exponential rule uses the exponential function in dealing with the delay term in the M-LWDF scheduling rule, which is given by

$$k(t) = \arg \max_{i \in \{1, \ldots, K\}} \frac{a_i r_i(t)}{r_i(t)} \exp \left( \frac{a_i d_i(t) - a \bar{D}}{1 + \sqrt{a \bar{D}}} \right),$$

where $a \bar{D} = \frac{1}{N} \sum_{i=1}^{N} a_i d_i(t)$ and $N$ denotes the number of slots considered. For reasonable values of $a_i$, this selection rule tries to equalize the weighted delays $a_i d_i(t)$ when their differences are large. If any user has a large weighted delay than the other users by more than order $\sqrt{a \bar{D}}$, the exponential term becomes very large, which makes the PF term relatively very small. On the other hand, with small weighted delay differences, the exponential term is close to one and the selection rule acts as the PF scheduling rule.

6.3 QoS-guaranteed Multiuser Scheduling Algorithm

In this section, a new QoS-guaranteed multiuser scheduling algorithm is proposed and analyzed. The proposed algorithm consists of two parts: the QoS-aware fair (QF) scheduling algorithm for the same QoS users and an antenna trade-off scheme for different QoS users. The QF scheduling algorithm can provide fairness among users in terms of throughput or delay respectively. It can also adjust the degree of fairness by trading fairness among users with the total throughput. The antenna trade-off scheme can support different QoS groups simultaneously with QoS differentiation whilst keeping fairness among users. When the weighted sum-rate maximization rule [107] is used, the proposed algorithm can achieve the sum-rate capacity whilst satisfying these user specific requirements.

In the next section, a channel model will be presented, which was already described in Chapter 5. Based on the proposed channel model, new multiuser scheduling algorithms will be proposed in the remainder of this chapter.

6.3.1 System Model

Consider a temporally-correlated fading MIMO BC with $M_T$ transmit antennas at a base station and $K$ ($K \geq M_T$) users each with a single receive antenna ($M_{RT} = 1$). Let $h_k(t) \in \mathbb{C}^{M_T \times 1}$
denote the channel at time $t$ between the transmit antenna array and the receive antenna for user $k$. Then the MIMO BC at time $t$ can be represented as

$$y_k(t) = h_k^T(t)s(t) + z_k(t), \quad k = 1, \cdots, K,$$

(6.8)

where $s(t) \in \mathbb{C}^{M_T \times 1}$ denotes the transmit signal vector with a covariance matrix $R_{ss} = E[s(t)s(t)^H] = \sigma_s^2 I$ and a transmit power constraint $\text{Tr}(R_{ss}) \leq P$, the scalar $y_k(t)$ is the received signal for user $k$ and $z_k(t)$ is the complex additive white Gaussian noise (AWGN) with zero mean and unit variance for user $k$ at time $t$.

The transmit signals are assumed to experience path loss, log-normal shadowing and Rayleigh fading. In this case, the channel $h_k(t)$ can be expressed as

$$h_k(t) = \sqrt{SNR_0 \left( \frac{r_k^d(t)}{R_{\text{cell}}} \right)^{-\alpha_l}} \omega_k(t) \cdot g_k(t),$$

(6.9)

where $SNR_0$ denotes the median of the mean SNR of all users averaged over fading, $r_k^d(t)$ denotes the distance between user $k$ and the base station, $R_{\text{cell}}$ denotes the cell radius, $\alpha_l$ denotes the path loss exponent and $\omega_k(t)$ denotes a shadowing of user $k$ at time $t$. The vector $g_k(t) = [g_{k1}(t) \ g_{k2}(t) \ \cdots \ g_{kM_T}(t)]^T$ represents the Rayleigh-distributed fading between the transmit antenna array and user $k$ at time $t$. The statistical Rayleigh fading model [92] generates i.i.d. circular symmetric complex Gaussian random variables for the elements of $g_k(t)$ with zero mean and unit variance. All users are assumed to be located at the same distance from the base station and experience frequency non-selective Rayleigh fading due to the Doppler spread $f_d$.

### 6.3.2 QoS-aware Fair (QF) Scheduling Algorithm

#### 6.3.2.1 Fairness metrics for QF scheduling

In real MIMO BC scenarios, a base station is likely to provide a variety of services to different users, each with different QoS requirements. In this case, throughput fairness among users does not mean the allocation of the same amount of bandwidth to all users. In order to support such heterogeneous user channels, define the scaled deviation as

$$\Delta x = \frac{x - \bar{x}}{\bar{x}},$$

(6.10)
where \( x \) is the observation and \( \mathcal{x} \) is the required value of \( x \). It can represent the relative degree of fairness regardless of the resource being considered. For example, there are two users with throughput requirements \( R_1 \) and \( R_2 \) respectively. It is assumed that the throughput requirement of the first user \( X_1 \) is two times as large as that of the second user \( X_2 \), namely, \( R_2 = 2R_1 \).

If the data rates (the observations) of \( X_1 \) and \( X_2 \) are \( 0.5R_1 \) and \( R_1 \) respectively at a certain instant, the scaled deviations with respect to the throughput requirements (the required values) are \( \Delta x_1 = (0.5R_1 - R_1)/(0.5R_1) = -1.0 \) for \( X_1 \) and \( \Delta x_2 = (R_1 - 2R_1)/R_1 = -1.0 \) for \( X_2 \). In this case, throughput fairness is said to be satisfied in terms of the relative achievement.

In order to apply the concept of the scaled deviation to the QF criterion, an exponential function taking the argument \( \Delta x \) is used. According to the type of resource, either \( \exp(\Delta x) \) or \( \exp(-\Delta x) \) can be used as elements of the weight vector for a weighted sum-rate maximization rule. In the case of throughput fairness, \( \exp(-\Delta x) \) is used so that any user with relatively smaller throughput than other users has a large weight value. On the contrary, in the case of delay fairness, \( \exp(\Delta x) \) is used so that any user with relatively larger delay than other users has a large weight value.

Prior to applying the scaled deviation to fairness cases, let us introduce the other parameter \( m \), which changes the slope of the exponential function with a form of \( \exp(m\Delta x) \) or \( \exp(-m\Delta x) \). Later, this slope parameter will be used for controlling the degree of fairness. Figure 6.1 shows the characteristics of the scaled exponential function \( \exp(m\Delta x) \) with \( \mathcal{x} = 1 \).

When \( m = 0.1 \), the output of the scaled exponential function is saturated near one when \( x > 1 \) regardless of the scaled deviation. However, as \( m \) increases, the output of the scaled exponential function grows rapidly when \( x > 1 \). This makes a small change in \( x \) cause a significant increase in the output.

For throughput fairness, define the throughput fairness metric \( \mu_k(t) \) for user \( k \) at time \( t \) as

\[
\mu_k(t) = \exp\left( m_t \frac{\hat{R}(t) - a_k \tilde{r}_k(t)}{\mathcal{x} + a_k \tilde{r}_k(t)} \right),
\]

where \( m_t \) (\( m_t \geq 0 \)) is the throughput slope of the exponential function, which determines the sensitivity of (6.10) to throughput fairness as might be expected from Figure 6.1. Smaller values of \( m_t \) mean less strict throughput fairness among users and typically gives only average throughput fairness among users. Indeed, when \( m_t = 0 \), the weighted sum-rate maximization problem reduces to the normal sum-rate maximization problem without any fairness considera-
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Figure 6.1: The characteristics of the scaled exponential function \( \exp(m \Delta x) \) with the slope parameter \( m \), \( \bar{x} = 1 \)

The scalars \( d_k^i \) are constants to allow different throughput requirements among users. The variable \( \varepsilon \) is an appropriate small value for ensuring the denominator is nonzero. The value \( \bar{r}_k(t) \) is the exponential moving average of the past throughput for user \( k \), which is updated as

\[
\bar{r}_k(t + 1) = \left( 1 - \frac{1}{\alpha_t} \right) \bar{r}_k(t) + \frac{1}{\alpha_t} R_k(t),
\]

(6.12)

where \( \alpha_t (\alpha_t > 0) \) is the smoothing factor and \( R_k(t) \) is the data rate of user \( k \) at time \( t \). The scalar \( \bar{R}(t) \) in (6.11) is defined as

\[
\bar{R}(t) = \frac{1}{K} \sum_{k=1}^{K} \bar{r}_k(t).
\]

(6.13)

According to equation (6.11), any user with \( \alpha_t d_k^i \bar{r}_k(t) > \bar{R}(t) \) has a value less than one as its weight. In this case, that user might be excluded from a selected user set for transmission by the weighted sum-rate maximization rule to meet the throughput fairness constraint among users despite its high channel gain.

For delay fairness, define the delay fairness metric \( \mu_k^d(t) \) for user \( k \) at time \( t \) as

\[
\mu_k^d(t) = \exp \left( m_d \frac{a_k^d d_k(t) - \bar{D}(t)}{\varepsilon + a_k^d d_k(t)} \right),
\]

(6.14)
where \( m_d \) (\( m_d \geq 0 \)) is the delay slope of the exponential function, which determines the sensitivity of delay fairness as in the case of throughput fairness. Again, small values of \( m_d \) means less strict delay fairness among users. The scalars \( \sigma_k^d \) are constants to allow different delay requirements among users, which can be defined as in (6.4). The scalar \( d_k(t) \) denotes the head-of-line (HOL) delay in the queue of user \( k \) and \( \bar{D}(t) \) is defined as

\[
\bar{D}(t) = \frac{1}{K} \sum_{k=1}^{K} d_k(t).
\]  

(6.15)

### 6.3.2.2 Weighed Sum-rate Maximization Rule with THP

From equation (5.7) in Chapter 5, the sum-rate capacity of THP at time \( t \) was given by

\[
C_{\text{THP}}(S, t) = \log_2 \left( 1 + \frac{b_{kk}(t) P}{M_T} \right) .
\]  

(6.16)

From equations (6.11), (6.14) and (6.16), denoting \( U := \{ u_k | k = 1, \cdots, K \} \) as the total user set, the weighted sum-rate maximization rule considering throughput and delay fairness with THP at time \( t \) can be given as (6.17) and (6.18) respectively.

\[
S_{\text{max}}^t(t) = \arg \max_{S \subseteq U, |S| = M_T} \sum_{k=1}^{M_T} \mu_k^t(t) \log_2 \left( 1 + \frac{b_{kk}(t) P}{M_T} \right).
\]  

(6.17)

\[
S_{\text{max}}^d(t) = \arg \max_{S \subseteq U, |S| = M_T} \sum_{k=1}^{M_T} \mu_k^d(t) \log_2 \left( 1 + \frac{b_{kk}(t) P}{M_T} \right).
\]  

(6.18)

In order to evaluate the performance of the proposed algorithm, the PF scheduling and the LWDF scheduling are used for throughput fairness and delay fairness respectively. The weighting used for the existing PF scheduling rule for user \( k \) is the inverse of the exponential moving average of past throughput, so that the weighted sum-rate maximization rule for throughput fairness with the PF algorithm is given by

\[
S_{\text{max}}^t(t) = \arg \max_{S \subseteq U, |S| = M_T} \sum_{k=1}^{M_T} \frac{1}{\bar{p}_k(t)} \log_2 \left( 1 + \frac{b_{kk}(t) P}{M_T} \right).
\]  

(6.19)

For delay fairness with the existing LWDF scheduling rule, the weighted sum-rate maximiza-
The solution rule is of the form
\[
S_{\text{max}}^t(t) = \arg \max_{S \subseteq \mathcal{U},|S|=M_T} \max_{k=1}^{M_T} \sum_{k} a_k^{d} d_k(t) \log_2 \left( 1 + \frac{b_{kk}^2(t)P}{M_T} \right).
\] (6.20)

In equation (6.4), the constants \(a_k^d\) are defined by probabilistic QoS requirements. It is useful to note that the time index \(t\) will be omitted to simplify equations from the next section.

If there are two or more different QoS groups, the QoS-guaranteed multiuser scheduling algorithm determines the number of transmit antennas allocated to each QoS group. Then, the QF scheduling algorithm is applied at each stage to find a user set for that QoS group. In this case, the number of selected users from each QoS group is the number of transmit antennas allocated to each QoS group, which is determined by the antenna trade-off scheme introduced in the next section.

6.3.3 Antenna Trade-off between Different QoS Groups

In order to support different QoS users simultaneously in the MIMO BC, an antenna trade-off scheme for different QoS groups proposed in Chapter 4. In this section, the advanced soft antenna trade-off scheme is proposed and investigated in more detail. The improvement is obtained using the advanced soft antenna trade-off scheme by changing the number of transmit antennas allocated to each QoS group gracefully according to the time-varying channel conditions. We assume there are two QoS groups in the MIMO BC: a best effort (BE) user set \(U_{BE} := \{u_k | k = 1, \ldots, K_{BE}\}\) and a delay-constrained real-time (RT) user set \(U_{RT} := \{u_k | k = 1, \ldots, K_{RT}\}\), where \(K_{BE}\) and \(K_{RT}\) are the number of BE and RT users respectively and \(K_{BE} + K_{RT} = K\). It is assumed that RT users have a higher priority than BE users in terms of QoS requirements. The objective of any multiuser scheduling algorithm in this configuration is to satisfy the delay constraint of RT users whilst maximizing the total throughput of all users. A simple multiuser scheduling algorithm may reserve a certain fixed number of transmit antennas to each group for supporting BE and RT users simultaneously. A more advanced way for serving different QoS groups is to change the number of transmit antennas assigned to each QoS group according to certain criteria. This can increase the degree of adaptability to fading MIMO channels. For this adaptive antenna trade-off scheme, each QoS group has its set of pre-assigned transmit antennas but there is a priority for their actual use in transmission. RT users have higher priority than BE users in using multiple transmit antennas.
For example, when the average HOL delay of RT users is within a certain delay threshold, RT and BE users use their pre-assigned groups of antennas for transmission. When the average HOL delay of RT users exceeds the delay threshold, RT users occupy a higher number of transmit antennas according to the antenna trade-off scheme, then BE users use any remaining transmit antennas for transmission. If there is no antenna trade-off between QoS groups ('fixed scheme'), the number of transmit antennas allocated to each group is always fixed.

There are two methods for trading off transmit antennas: the hard trade-off and soft trade-off schemes. The hard trade-off scheme, which is already proposed in Chapter 4 assigns all transmit antennas to RT users when the average delay of RT users exceeds the delay threshold. When this happens, BE users have no chance of using their pre-assigned antennas for transmission. The hard trade-off scheme determines the number of transmit antennas for RT users, $M_{RT}$ according to

$$M_{RT} = M_s + (M_T - M_s) u [\bar{D}_{RT} - D_{TH}] ,$$

(6.21)

where $\bar{D}_{RT}$ denotes the average HOL delay of RT users, $D_{TH}$ denotes the delay threshold of RT users, $M_s (M_s < M_T)$ denotes the pre-assigned groups of antennas for RT users and $u(\cdot)$ denotes the unit step function. With the soft trade-off scheme, $M_{RT}$ varies from the pre-assigned antennas $M_s$ up to the total number of transmit antennas $M_T$ determined by

$$M_{RT} = M_s + \sum_{i=0}^{M_T-M_s-1} u [\bar{D}_{RT} - (1 - \delta i) D_{TH}] ,$$

(6.22)

where $\delta$ determines the dynamic range of the soft trade-off scheme. When $\delta = 0$, the equation (6.22) becomes the same as that for the hard trade-off scheme. Figure shows the number of transmit antennas allocated to RT users for different antenna trade-off schemes. This
graceful adaptation by the soft trade-off scheme has better performance than the hard trade-off scheme in terms of the outage probability. BE users have the remaining transmit antennas \( M_{BE} = M_T - M_{RT} \) for their transmission. After the number of transmit antennas for each QoS group is determined, the multiuser scheduling algorithm selects a user set from each QoS group sequentially using the QoS-aware sequential multiuser selection algorithm proposed in Section 4.4 of Chapter 4. It is assumed that the number of selected BE and RT users are the same as the number of determined transmit antennas for BE and RT users respectively. For the selection of RT users, delay fairness among RT users is employed. Similarly, for the selection of BE users, throughput fairness among BE users is considered. In other words, the proposed QoS-guaranteed multiuser scheduling algorithm in this configuration not only considers throughput and delay fairness among BE and RT users respectively but includes the delay constraint of RT users. For this, the proposed multiuser scheduling algorithm uses the antenna trade-off scheme for determining the number of transmit antennas for each QoS group and the weighted sum-rate maximization rule for selecting an optimal user set with fairness considerations.

The weighted sum-rate maximization rule with delay fairness finds a user set \( S_{RT}^d \) among all possible user sets \( S_{RT} \) (\( S_{RT} \subset U_{RT}, |S_{RT}| = M_{RT} \)) according to

\[
S_{RT}^d = \arg \max_{S_{RT}} \sum_{k=1}^{M_{RT}} \mu_k^d \log_2 \left( 1 + \frac{b_{kk}^d P}{M_{RT}} \right). \tag{6.23}
\]

For the selection of BE users, the weighted sum-rate maximization rule with throughput fairness finds a user set \( S_{BE}^d \) among all possible user sets \( S_{BE} \) (\( S_{BE} \subset U_{BE}, |S_{BE}| = M_{BE} \)) and the 'already selected' RT user set \( S_{RT}^d \) according to

\[
S_{BE}^d = \arg \max_{S_{BE}} \left\{ \sum_{k=1}^{M_{BE}} \mu_k^d \log_2 \left( 1 + \frac{b_{kk}^d P}{M_{BE}} \right) + C \left( S_{RT}^d \right) \right\}, \tag{6.24}
\]

where \( C \left( S_{RT}^d \right) \) is the weighted sum-rate capacity of the already selected RT user set \( S_{RT}^d \), which is of the form

\[
C \left( S_{RT}^d \right) = \sum_{i \in S_{RT}^d} \mu_i^d \log_2 \left( 1 + \frac{b_{ii}^d P}{M_{RT}} \right). \tag{6.25}
\]

After user sets are selected from each QoS group is determined, THP is performed on the final user set \( S_{max} = S_{RT}^d \cup S_{BE}^d \) for transmission.
6.3.4 Numerical Results

In this section, numerical results using MATLAB for the proposed algorithm are presented. Throughout the simulations, we assume the number of transmit antennas $M_T = 4$, the median SNR of all users $SNR_0 = 10$dB and the distance for user $k$, $r_k^d = R_{cel}$. It is also assumed that the carrier frequency $f_c = 2$GHz and the velocity $v_k = 5.4$km/h for all users. For shadowing, standard deviation $\sigma_s = 4.3$dB and decorrelation distance $D = 8.3$m are assumed to emulate urban environments [15]. The data arrivals in queues for all users are assumed to be independent Poisson processes with arrival rate $\lambda_d$.

Several fairness indices have been suggested for the measurement of fairness for different resource allocation schemes. The Jain Fairness Index [108] [109] is one quantitative measure of fairness. Denoting the number of users as $K$, the Jain Fairness Index is given by

$$I_{Jain} = \frac{\left(\sum_{k=1}^{K} \gamma_k \right)^2}{K \sum_{k=1}^{K} \gamma_k^2}, \quad (6.26)$$

where $\gamma_k$ is the fraction of transmission resource allocated to user $k$. In this thesis, a modified fairness index based on the Jain Fairness Index is proposed in order to consider different fairness requirements as

$$I_{QF} = \frac{1}{N_G} \sum_{i=1}^{N_G} \frac{\left(\sum_{j=1}^{K_i} \gamma_{ij} \right)^2}{K_i \sum_{j=1}^{K_i} \gamma_{ij}^2}, \quad (6.27)$$

where $N_G$ is the number of subgroups with different fairness requirements, $K_i (\sum_{i=1}^{N_G} K_i = K)$ is the number of users in the subgroup $i$ and $\gamma_{ij}$ is the fraction of transmission resource allocated to user $j$ in the subgroup $i$, which satisfies $\sum_{j=1}^{K_i} \gamma_{ij} = 1$. When perfect fairness is achieved, $I_{QF} = 1$. $I_{QF}$ decreases from one as degree of unfairness increases. When perfect unfairness (i.e., all resources are allocated to one user) is achieved, $I_{QF} = 1/K$.

6.3.4.1 Throughput Fairness with the QF Scheduling Algorithm

Figure 6.3 and Figure 6.4 compare the throughput and the fairness index of the PF algorithm and the proposed QF algorithm for different smoothing factors $\alpha_t$ against the throughput slope $m_t$ respectively. The number of users $K = 8$ and the constants $\alpha_{k1}$ are assumed to be one. We notice that PF-THP and QF-THP have the same fairness index when the average throughout of each scheme is identical (cross-over point). For example, when $\alpha_t = 10$, these two algorithms
Figure 6.3: The comparison between the PF algorithm and the proposed QF algorithm in terms of the average throughput for different smoothing factors against the throughput slope $m_t$, $M_T = 4$, $SNR_0 = 10dB$, $f_c = 2GHz$, $v_k = 5.4km/h$, $\sigma_s = 4.3dB$, $D = 8.3m$, $K = 8$ and $a_k^t = 1$.

Figure 6.4: The comparison between the PF algorithm and the proposed QF algorithm in terms of fairness index for different smoothing factors against the throughput slope $m_t$, $M_T = 4$, $SNR_0 = 10dB$, $f_c = 2GHz$, $v_k = 5.4km/h$, $\sigma_s = 4.3dB$, $D = 8.3m$, $K = 8$ and $a_k^t = 1$.
have the same average throughput of about 10.9 [bits/channel use] with fairness index of about 0.90. This means that the performances of these two schemes are basically the same in terms of the average throughput and fairness. However, the proposed QF algorithm is able to control the degree of fairness by trading the average throughput for fairness among users. The larger $m_t$ is, the higher the throughput fairness among users and the lower the throughput. The smoothing factor $\alpha_t$ determines the time window size for fairness. Larger time windows give more flexibility than smaller window sizes in selecting users due to the multiuser diversity. This increases the average throughput of all users. We notice that the case of $\alpha_t = 1000$ has larger average throughput and fairness index than the case of $\alpha_t = 10$. The percentage achievement is defined as

$$\frac{(R_B/R_A)_{out}}{(R_B/R_A)_{req}} \times 100 \, \%$$

(6.28)

where $(R_B/R_A)_{req}$ denotes the ratio of the required throughput of group B to group A and $(R_B/R_A)_{out}$ denotes the ratio of the actual throughput of group B to group A. Figure 6.5 shows the performance of the proposed QF algorithm for different throughput requirements. It is assumed that half of the users (group A) have a required throughput $R_A$ and the others (group B) have a required throughput $R_B$. The smoothing factor $\alpha_t = 1000$ is also assumed. The smoothing factor $\alpha_t = 1000$ is also assumed. Because the PF algorithm does not consider
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**Figure 6.6:** The comparison between the LWDF algorithm and the proposed QF scheduling algorithm in terms of the average delay against the delay slope $m_d$. $M_T = 4$, $SNR_0 = 10dB$, $f_c = 2GHz$, $v_k = 5.4km/h$, $a_s = 4.3dB$, $D = 8.3m$, $\lambda_d = 1.25$ and $K = 8$.

different throughput requirements among users, it performs the worst in terms of the percentage achievement to the required throughput ratio. A large throughput slope $m_t$ means strict fairness among users, so that the case of $m_t = 10$ with QF-THP performs better than the case of $m_t = 1$ in terms of the degree of fairness, which corresponds to the trend of the results in Figure 6.4.

### 6.3.4.2 Delay Fairness with QF Scheduling Algorithm

Figure 6.6 and Figure 6.7 compare the average delay and the fairness index of the LWDF algorithm and the proposed QF algorithm for different smoothing factors $a_d$ against the delay slope $m_d$ respectively. The number of users $K = 8$ and the constants $a_d^d$ are assumed to be one. The arrival rate $\lambda_d = 1.25$ [bits/channel use] is assumed for all users. Unlike the LWDF algorithm, the proposed QF algorithm can adjust the degree of fairness by changing the delay slope $m_d$. The average delay and the fairness index of the LWDF algorithm is the same regardless of the constants $a_d$. Similar to the case of throughput fairness, the performance of these two algorithms in terms of the average delay and the fairness index is the same when $m_d \approx 1$. In this case, the fairness index is 0.82 and the average delay is about 25 [channel uses]. The delay fairness metric increases the degree of fairness by increasing the average delay of all
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Figure 6.7: The comparison between the LWDF algorithm and the proposed QF scheduling algorithm in terms of fairness index against the delay slope $m_d$, $M_T = 4$, $SNR_0 = 10dB$, $f_c = 2GHz$, $v_k = 5.4km/h$, $\sigma_s = 4.3dB$, $D = 8.3m$ $\lambda_d = 1.25$ and $K = 8$.

users. This results in the decrease of the average throughput of all users.

Figure 6.8 and Figure 6.9 show the effect of changing the degree of delay fairness on both the throughput and the delay performance respectively. As expected, the case of more strict delay fairness ($m_d = 10$) performs worst in terms of the throughput and delay performance. However, it achieves the highest degree of fairness in return for the performance degradation. The case of less strict delay fairness ($m_d = 0.1$) performs better than any other cases because it gives more flexibility than the case of $m_d = 10$ in selecting users for transmission. For example, when the arrival rate per user is 1.75 [bits/channel use], the average throughput when $m_d = 0.1$ is larger than the average throughput when $m_d = 10$ by about 1.2 [bits/channel use] if the proposed algorithm is used.

Figure 6.10 shows the performance of the proposed QF algorithm for different delay requirements. It is assumed that half of the users (group A) have a required delay $D_A$ and the others (group B) have a required delay $D_B$. We notice that the proposed QF algorithm can satisfy the different delay requirements up to the ratio $(D_B/D_A)_{req} = 2.5$ when $m_d = 10$. When $m_d = 1$, the proposed QF algorithm performs worse than the LWDF algorithm. However, when the delay slope $m_d$ becomes large, the average delay of all users also increases, which results in a decrease of the average throughput of all users.
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Figure 6.8: Throughput performance of the LWDF algorithm and the proposed QF algorithm against different arrival rates per user, $M_T = 4$, $SNR_0 = 10\text{dB}$, $f_c = 2\text{GHz}$, $v_k = 5.4\text{km/h}$, $\sigma_s = 4.3\text{dB}$, $D = 8.3\text{m}$, $K = 8$ and $a_k^d = 1$.

Figure 6.9: Delay performance of the LWDF algorithm and the proposed QF algorithm against different arrival rates per user, $M_T = 4$, $SNR_0 = 10\text{dB}$, $f_c = 2\text{GHz}$, $v_k = 5.4\text{km/h}$, $\sigma_s = 4.3\text{dB}$, $D = 8.3\text{m}$, $K = 8$ and $a_k^d = 1$. 
Figure 6.10: The percentage achievement of different delay requirements with the LWDF algorithm and the proposed QF algorithm, $M_T = 4$, $SNR_0 = 10$dB, $f_c = 2$GHz, $v_k = 5.4$km/h, $\sigma_s = 4.3$dB, $D = 8.3$m and $K = 8$.

6.3.4.3 Antenna Trade-off between Different QoS Groups

For the performance analysis of the proposed antenna trade-off scheme, it is assumed that there are 4 RT users ($K_{RT} = 4$) and 12 BE users ($K_{BE} = 12$) for each QoS group. The pre-assigned transmit antenna to RT users $M_S$ is assumed to be one. For throughput fairness, $\alpha_t = 1000$ is also assumed. All users in BE and RT groups have the same throughput and delay requirements respectively. For the delay threshold for RT users, $D_{TH} = 50$ [channel use] is assumed. The parameter $\delta = 0.1$ is assumed for the dynamic range of the soft trade-off scheme.

Figure 6.11 and Figure 6.12 show the outage probability of the average delay of RT users exceeding the delay threshold $D_{TH}$ and the average throughput with fairness considerations for different transmit antenna configurations respectively. We notice in Figure 6.11 that the soft trade-off scheme performs best among all transmit antenna configurations in terms of the outage probability because it can change the number of transmit antennas assigned to RT users gracefully according to the channel conditions. This enables the multiuser scheduling algorithm to minimize the outage probability of the average delay of RT users exceeding the delay threshold $D_{TH}$. The hard trade-off scheme performs worse than the soft trade-off scheme but better than the fixed scheme in terms of the outage probability. However, the fixed scheme performs best in terms of the throughput of all users ($R_{TOTAL}$) and that of BE users ($R_{BE}$) because it can al-
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Figure 6.11: The outage probability of the average delay of RT users exceeding the delay threshold $D_{TH}$ for different antenna configurations, $M_T = 4$, $SNR_0 = 10dB$, $f_c = 2GHz$, $v_k = 5.4km/h$, $\sigma_s = 4.3dB$, $D = 8.3m$, $K_{RT} = 4$, $K_{BE} = 12$, $D_{TH} = 50$, $\alpha_t = 1000$, $\alpha_k^i = 1$, $\alpha_k^d = 1$ and $\delta = 0.1$.

Figure 6.12: The throughput performance for different antenna configuration, $M_T = 4$, $SNR_0 = 10dB$, $f_c = 2GHz$, $v_k = 5.4km/h$, $\sigma_s = 4.3dB$, $D = 8.3m$, $K_{RT} = 4$, $K_{BE} = 12$, $D_{TH} = 50$, $\alpha_t = 1000$, $\alpha_k^i = 1$, $\alpha_k^d = 1$ and $\delta = 0.1$. 
ways include BE users regardless of the delay status of RT users. This maximizes the multiuser diversity gain. Nevertheless, the throughput results of the fixed scheme are misleading because it cannot satisfy the delay constraints of RT users unlike the other antenna trade-off schemes. Between antenna trade-off schemes, the soft trade-off scheme performs also better than the hard trade-off scheme in terms of the throughput. When the arrival rate per user is greater than about 2 [bits/channel use], the throughput of the soft trade-off scheme is almost the same as that of the hard trade-off scheme. This is because the number of transmit antennas selected by the soft trade-off scheme is likely to be the same as that by the hard trade-off scheme when the average delay of RT users is much larger than the delay threshold. Indeed, the throughput of BE users with antenna trade-off schemes is almost zero when the arrival rate is greater than 2 [bits/channel use]. This is because RT users have higher priority and they take more transmit antennas than the pre-assigned value $M_s$ very frequently to satisfy the delay constraint. This results in less chance of transmission for BE users.

### 6.4 Summary

This chapter has proposed a new QoS-guaranteed multiuser scheduling algorithm, which consists of a QoS-aware Fair (QF) scheduling for selecting users in the same QoS group with throughput or delay fairness among users. It also introduced a more advanced antenna trade-off scheme based on the antenna trade-off scheme proposed in Chapter 4 for supporting different QoS users simultaneously with QoS differentiation. For the selection of a user set with the proposed QF scheduling algorithm, the weighted sum-rate maximization rule is exploited so that the selected user set satisfies the different fairness requirements whilst maximizing the sum-rate capacity. The exponential function with a scaled fairness deviation as its argument is used for fairness among users in terms of throughput and delay respectively. The proposed QF scheduling algorithm can also control the degree of fairness by adjusting the slope of the exponential fairness metric. In serving BE and RT users with delay constraints simultaneously, the antenna trade-off scheme performs better than the fixed antenna scheme in terms of both the delay performance of RT users and the throughput performance of all users. Between antenna trade-off schemes, the soft trade-off scheme shows better performance in terms of the outage probability and the throughput due to the graceful adaption to the time-varying channel conditions.
Chapter 7
Conclusions

This chapter concludes this thesis. In Section 7.1, the contents of individual chapters are viewed. Section 7.2 compares the objective of this thesis and the achievement. Some suggestions for further research are presented in Section 7.3.

7.1 Review of Thesis Contents

Chapter 2 provided some background knowledge relevant to this thesis including the wireless channel, the MIMO channel and its capacity, and the basic concept of multiuser scheduling.

Chapter 3 compared the performance of MIMO transceiver techniques such as ZF-DPC, THP, ZFBF and V-BLAST in terms of error rates. THP performs slightly worse than V-BLAST with practical considerations such as the transmit power constraint and channel estimation errors due to the modulo loss. However, V-BLAST is not likely to be feasible for multiuser MIMO BC scenarios with a single receive antenna for each user because it requires antenna cooperation for successive detection at the receivers. Therefore, V-BLAST is not appropriate for the objective of this thesis. Among nonlinear MIMO precoding techniques, THP, despite its modulo loss, is much more feasible for practical implementation than ZF-DPC in terms of the error rate performance because the large power increase of ZF-DPC makes its performance too sensitive to practical impairments. This comparison showed that THP despite the modulo loss can be a practical MIMO precoding technique for real MIMO BC wireless systems.

Chapter 4 proposed a new QoS-aware sequential multiuser selection algorithm for MIMO broadcast channels with different QoS users. The proposed QoS-aware sequential multiuser selection algorithm can support different QoS users simultaneously by selecting user sets sequentially from the highest QoS group and changing the number of pre-assigned transmit antennas allocated to different QoS groups to improve the probability of QoS-guaranteed transmission as well as maximizing the sum-rate capacity. Numerical results showed that the proposed algorithm can support best effort and real time users simultaneously whilst satisfying the delay...
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constraint of real time users. It can also support constant rate, real time and best effort users simultaneously with the throughput constraint of constant rate users and the delay constraint of real time users. Indeed, the concept of multiuser MIMO capacity was briefly introduced and a comparison of MIMO precoding techniques such as ZF-DPC, THP and ZFBF in terms of the sum-rate capacity was performed. Numerical results showed that the modulo loss of THP could be ignored at high SNRs compared to ZF-DPC. Nonlinear THP performs better than linear ZFBF in terms of the sum-rate capacity despite the modulo loss. This justifies that THP is an appropriate MIMO precoding technique for real MIMO BC scenarios in terms of the sum-rate capacity, along with the results in Chapter 3, where THP was compared with other MIMO transceiver techniques in terms of error rates.

Chapter 5 proposed a temporally correlated MIMO BC simulation channel model, which has reasonable complexity but can describe realistic temporally-correlated MIMO broadcast channels with multiple antennas for a base station and a single receive antenna for each user. The proposed channel model was validated by comparing with the MIMO channel measurements. Numerical results showed that if there is only temporal correlation in MIMO broadcast channels, the proposed channel model can sufficiently represent the real MIMO broadcast channels. Based on the proposed channel model, a new SCSI-assisted multiuser scheduling algorithm was also proposed. Due to the temporal variation, mismatch in the channel estimate occurs, which affects the reliability of CSI at the transmitter. Because the degree of mismatch is different among users if their Doppler spreads are different, the proposed algorithm can minimize the effect of the channel mismatch by allocating users with high Doppler spreads to the front part of a frame using the statistical channel state information. By doing this, it can minimize the effect of scheduling delay due to the temporal variation, so that it can improve the sum-rate capacity.

Chapter 6 proposed a new QoS-guaranteed multiuser scheduling algorithm, which can support different QoS users simultaneously with the consideration of fairness among the same QoS users and QoS differentiation between different QoS groups. By selecting users sequentially, the proposed algorithm can support a mixture of QoS users whilst satisfying the system-level requirements. With the antenna trade-off scheme, the proposed algorithm can improve the probability of QoS-guaranteed transmission. For this, the more advanced soft trade-off scheme based on the hard trade-off scheme proposed in Chapter 4 was proposed, which performs better in terms of the outage probability by gracefully adapting to the time-varying channel conditions.
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By using the weighted sum-rate maximization rule, the proposed algorithm can maximize the sum-rate capacity whilst satisfying fairness among users. Indeed, it can trade the degree of fairness with the total throughput by changing the weight vectors.

7.2 The Objectives and the Achievements of this Thesis

This section compares the five key areas related to the objective of this thesis presented in Chapter 1 and the results achieved in this thesis.

The five key areas and their corresponding achievements are as follows:

1. To investigate the performance of MIMO precoding techniques in terms of the sum-rate capacity as well as error rates.
   - The performance of THP was compared with MIMO transceiver techniques such as ZF-DPC, ZFBF and V-BLAST in an i.i.d. single user MIMO channel in terms of error rates in Chapter 3, and compared with MIMO precoding techniques such as ZF-DPC and ZFBF in an i.i.d. multiuser MIMO broadcast channel in terms of the sum-rate capacity in Chapter 4. The modulo loss of THP can be ignored with a high SNR assumption and exact CSI at the transmitter.

2. To propose a multiuser selection algorithm, which can support different QoS users simultaneously as well as maximizing the multiuser diversity gain.
   - A QoS-aware sequential multiuser selection algorithm can support a mixture of different QoS users simultaneously by selecting user sets from the highest QoS group sequentially and changing the number of transmit antennas allocated to each QoS group dynamically to increase QoS-guaranteed transmission. By applying the sum-rate maximization rule, the proposed algorithm find a user set of the most orthogonal users, which can maximize the sum-rate capacity.

3. To propose a MIMO broadcast channel model, which is realistic with reasonable complexity from the viewpoint of multiuser scheduling.
   - A comparison between the proposed temporally correlated MIMO broadcast channel model and the MIMO channel measurements showed that the proposed channel model can represent real temporally-correlated MIMO broadcast channels with
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multiple antennas at a base station and a single antenna for each user with reasonable complexity.

4. To propose a multiuser scheduling algorithm, which exploits statistical channel state information to minimize performance degradation.

- A SCSI-assisted multiuser scheduling algorithm can minimize the effect of scheduling delay to maximize the sum-rate capacity. Mismatch of channel estimates in temporally correlated MIMO broadcast channels decreases the sum-rate capacity but it can be minimized, unlike spatial correlation, if the proposed algorithm allocates users with high Doppler spreads to the first part of the time frame using statistical channel state information.

5. To propose a multiuser scheduling algorithm, which consider fairness among users with QoS differentiation whilst maximizing the sum-rate capacity

- A QoS-guaranteed multiuser scheduling algorithm selects users sequentially from the highest QoS group considering fairness among users in the same QoS group. The weighted sum-rate maximization rule finds a user set of satisfying fairness in terms of throughput or delay whilst maximizing the sum-rate capacity. The spatial gain trade-off between different QoS groups can differentiate QoS services, so that higher priority QoS group has higher probability of QoS guaranteed transmission.

7.3 Suggestions for Further Work

The work of this thesis has considered the QoS-guaranteed multiuser scheduling algorithm combined with MIMO precoding techniques in realistic MIMO broadcast channels. However, there are a number of points which have not been addresse here and which merit much more work:

- In real MIMO BC scenarios, different services are likely to be based on the Internet, so that conventional traffic models may not describe their characteristics well. In Appendix D, the characteristics of real traffic models have been investigated. The self-similarity of traffic data degrades the delay performance due to burstiness. Therefore, a multiuser scheduling algorithm minimizing this effect could be investigated.
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- Although the weighted sum-rate maximization rule used in this thesis can achieve the sum-rate capacity whilst satisfying fairness among users, the computational complexity of the rule increases rapidly as the number of users grows. Therefore, any complexity reducing technique could be investigated.

- The channel model used in this thesis only considered the temporal correlation with a single receive antenna for each user. However, more realistic MIMO broadcast channel model could be considered by combining with spatial channel models including the saturation effect to simulate real MIMO broadcast channels with multiple antennas both for the base station and users.

- Although the channel state information at the transmitter is essential to any MIMO precoding techniques for the DPC principle, this thesis assumed only mismatch of channel estimates due to scheduling delay. Therefore, the effect of imperfect CSI could be included.
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Appendix B

The Capacity of the MIMO Channel

The capacity of a deterministic MIMO channel is defined as the maximum mutual information between input vector $s$ and output vector $y$ as

$$ C = \max_{f(s)} I(s; y) = H(y) - H(y|s), \quad (B.1) $$

where $f(s)$ is the probability distribution of the vector $s$, $I(s; y)$ is the mutual information between vectors $s$ and $y$, $H(y)$ is the differential entropy of the vector $y$ and $H(y|s)$ is the conditional differential entropy of the vector $y$ given the knowledge of the vector $s$. The maximum of $I(s; y)$ over input probability distribution is obtained when the input vector $s$ is zero mean circular symmetric complex Gaussian (ZMCSCG) variable. Since the vector $s$ and $z$ are independent, $H(y|s) = H(z)$ [110]. Therefore the equation (B.1) simplifies to

$$ \max_{f(s)} I(s; y) = H(y) - H(z). \quad (B.2) $$

The differential entropy of vector $y$ is [8]

$$ H(y) = E \left[ - \log_2 p(y) \right] = \log_2 |\pi R_{yy}| + (\log_2 e) E \left[ y^H R_{yy}^{-1} y \right] = \log_2 |\pi R_{yy}| + (\log_2 e) \text{Tr} \left( E \left[ y y^H \right] R_{yy}^{-1} \right) = \log_2 |\pi e R_{yy}|, \quad (B.3) $$

where $R_{yy}$ is the covariance matrix of $y$ and the probability distribution, $p(y)$ is

$$ p(y) = \det \left( \pi R_{yy} \right)^{-1} \exp \left( -y^H R_{yy}^{-1} y \right). \quad (B.4) $$
The Capacity of the MIMO Channel

However, $R_{yy}$ satisfies

\[
R_{yy} = \mathbb{E} [y y^H] = \mathbb{E} [(Hs + z)(Hs + z)^H] = HE [ss^H] H^H + N_0 I = HR_{ss} H^H + N_0 I. \tag{B.5}
\]

Therefore,

\[
H(y) = \log_2 |\pi e HR_{ss} H^H + \pi e N_0 I|. \tag{B.6}
\]

Similarly,

\[
H(z) = \log_2 |\pi e N_0 I|. \tag{B.7}
\]

Then, $I(s; y)$ in the equation (B.1) becomes

\[
I(s; y) = \log_2 \left| I + \frac{HR_{ss} H^H}{N_0} \right|. \tag{B.8}
\]

The capacity of the MIMO channel is of the form

\[
C = \max_{\text{tr}(R_{ss}) = \rho} \log_2 \left| I + \frac{HR_{ss} H^H}{N_0} \right|. \tag{B.9}
\]
Appendix C
SNR Gap for Practical Coding Techniques

The Shannon capacity of an additive white Gaussian noise channel is given by

$$C = \log_2(1 + SNR). \quad (C.1)$$

This ideal result assumes infinite length of codebook to achieve very small bit error rates (BERs). However, uncoded QAM used in this thesis is far from capacity achieving in practice. This means that an extra amount power, called SNR gap, $\Gamma_{SNR}$, is required to achieve the Shannon capacity when uncoded QAM is used [52] [111]. The SNR gap $\Gamma_{SNR}$ is a function of the BER and specific coding method. For example, for uncoded QAM with the target BER $10^{-3}$ and $10^{-6}$, $\Gamma_{SNR} = 5.23$dB and $\Gamma_{SNR} = 8.8$dB respectively. When an ideal channel coding is used, $\Gamma_{SNR}$ equals to 0dB. The capacity including the SNR gap is of the form

$$C = \log_2 \left( 1 + \frac{SNR}{\Gamma_{SNR}} \right). \quad (C.2)$$

Figure C.1 shows the effect of the SNR gap on the ergodic capacity of the MIMO channel.

This implies that the capacity results in this thesis have to be scaled according to the coding gain of practical channel coding techniques.
Figure C.1: The ergodic capacity with different SNR gap values, $M_T = 4$ and $M_R = 4$. 
Appendix D
Real Traffic Models

Because different services in real MIMO BC scenarios are likely to be based on the Internet, the conventional telephony traffic models are not appropriate for real traffic data models. Most traditional traffic models developed for telephone systems are based on Markov models [112] [113]. They assume exponentially distributed inter-arrival times, which makes mathematical analysis simple. However, they cannot describe the behaviour of real traffic of data networks. An overview of traffic models in broadband networks is found in [114].

Empirical studies of traffic measurements demonstrated that real network traffic data has self-similarity [115] [116], which cannot be modelled by the conventional Markov models. Self-similarity implies that the traffic is similar to itself on all different time scales [117]. Self-similarity ('burstiness') preserves a certain property of a process irrespective of scaling in time. Long range dependence (LRD) means that there are statistically significant correlations across large time scales. LRD processes are referred to as asymptotically self-similar [118]. They have statistically significant correlations across large time scales. Long range dependence and self-similarity are the main properties of Internet traffic.

Self-similarity can be characterized by the Hurst parameter. The degree of self-similarity can be found by several methods such as the variance-time plot, the R/S plot, the periodogram method and the Wavelet analysis [117] [118]. Traffic data is said to be self-similar if the Hurst parameter $H$ is such that $0.5 < H < 1$.

There are several methods for constructing self-similar processes. Most of self-similar processes use heavy-tailed distribution to represent the burstiness of traffic data. The $M$/Pareto model overlaps many Poisson processes to make a burst process [119]. The number of Poisson processes has the Pareto distribution, which is given by cumulative distribution function

$$F(x) = 1 - \left(\frac{k}{x}\right)^\alpha,$$

where the constant $k > 0$, $0 < \alpha < 2$ and $x \geq k$. The constant $\alpha$ determines the decrease rate of the Pareto tail. For example, when $\alpha$ is large, the decrease rate is high. When plotted on a
log-log scale, as $x$ increases, $1 - F(x)$ appears as a straight line with slope $-\alpha$. The ON/OFF model [116] overlaps many i.i.d. alternating ON/OFF processes, where each ON and OFF duration has heavy-tailed distribution. The rate-limited extended alternating fractal renewal process (RL-EAFRP), which is based on the ON/OFF model, limits the data rate by using a cut-off Pareto distribution for the length of the generated data packet [120]. However, it does not limit the ON/OFF period. In this case, any user may experience an infinite OFF period, which should be excluded from an active user set by a multiuser scheduler. Users without data in their queues more than a certain period of time will be classified into an inactive user set, so that the multiuser scheduler only need to consider the active user set for its multiuser selection algorithm. Hence, we propose the modified RL-EAFRP traffic model, which uses the cut-off Pareto distribution for generating the length of data packets as well as the ON/OFF period, so that all users considered can be included in the active user set whilst maintaining self-similarity.

The one parameter cut-off Pareto distribution is given by [121] [122]

$$F_T(x) = \frac{1 - \left(\frac{1}{1 + x}\right)^\alpha}{1 - \left(\frac{1}{1 + T_P}\right)^\alpha},$$

(D.2)

where $T_P$ is the cut-off limit and $x \geq 0$.

For the ON period, the OFF period and the length of data, $\alpha_1$, $\alpha_0$ and $\alpha_{data}$ are used respectively for $\alpha$ in the equation (D.2). The simulator can generate the cut-off Pareto-distributed random numbers easily by the inverse CDF method [123].

Figure D.1 shows examples of traffic data generated by the proposed cut-off Pareto traffic model. The cut-off limit of the ON/OFF periods are assumed to be 10,000 throughout this appendix. The parameter settings $(T_P, \alpha_1, \alpha_0, \alpha_{data})$ of the examples are (200, 1.25, 1.75, 0.75) for RT video, (1500, 0.75, 0.75, 0.75) for FTP and (1500, 1.75, 0.75, 0.75) for HTTP.

Figure D.2 shows the performance degradation when the heavy-tailed traffic data is used. The plot was obtained with the delay fairness among users as in Chapter 6 with $M_T = 4$, $K = 8$, $m_d = 1$, $\alpha_1 = 1.25$, $\alpha_t = 1.25$ and $T_P = 10$. Small $\alpha_0$ means large burstiness. Therefore, as $\alpha_0$ decreases, the performance degradation becomes evident.

Figure D.3 shows the variance-time plot of the heavy-tailed traffic data with different $\alpha_0$ and Poisson data with the same parameters as in Figure D.2. If the asymptotic slope, $\beta$, ranges between -1 and 0 in the variance-time plot, this suggests self-similarity with the estimate of the
**Figure D.1:** Examples of heavy-tailed traffic data

**Figure D.2:** Delay performance with different traffic models, $M_T = 4$, $K = 8$, $m_d = 1$, $\alpha_1 = 1.25$, $\alpha_t = 1.25$ and $T_P = 10$. 
Figure D.3: The variance-time plot of heavy-tailed traffic data with different $\alpha_0$ and Poisson data, $\alpha_1 = 1.25$, $\alpha_{data} = 1.25$ and $T_p = 10$.

Hurst parameter $H = 1 + \frac{\hat{\beta}}{2}$. We notice that the Poisson data has $\hat{\beta} = -1$, which corresponds to $H = 0.5$. This means that the Poisson data has no self-similarity. However, the heavy-tailed traffic data have self-similarity with the Hurst parameter between $0.5 < H < 1$. 
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Comparison of MIMO Transceiver Techniques with Practical Considerations
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Abstract – Recently, multiple-input multiple-output (MIMO) techniques have received a lot of attention because of their high spectral efficiency. Recent studies have been focused on the practical implementation of these MIMO techniques. In this paper, a comparison of MIMO transceiver techniques such as Tomlinson-Harashima precoding (THP), zero forcing dirty paper coding (ZF-DPC) and vertical Bell Laboratories Layered Space-Time (V-BLAST) is performed. We consider the effect of practical impairments such as imperfect CSI (channel state information) and a transmit power constraint. If the total power is restricted at the transmitter for fairness, ZF-DPC performs worst among those techniques although it does not suffer modulo loss and error propagation. Due to the pre-subtraction of the spatial interference, precoding techniques like ZF-DPC and THP are more sensitive to the effect of imperfect CSI than V-BLAST.

1. Introduction

In recent years, the multiple-input multiple-output (MIMO) technique has emerged as one of the most promising approaches for next-generation wireless systems to achieve very high data rates as well as high spectral efficiencies. Different space-time coding techniques have been proposed to achieve the capacity advantages of MIMO techniques. Vertical BLAST [2], a simplified version of Diagonal BLAST (D-BLAST) [1], has been proposed due to the complexities of D-BLAST implementation. While the transmit data streams of D-BLAST are dispersed diagonally across antennas and time, each data stream in V-BLAST is sent to a different transmit antenna. This configuration can reduce the computational complexity at the receiver compared with D-BLAST. However, in V-BLAST, error propagation may occur because received symbol streams are decoded and cancelled successively during the detection procedure.

Error propagation can be eliminated with precoding techniques because the successive interference cancellation is performed at the transmitter, where all data streams are known. Practical precoding techniques have been developed by using the result of dirty paper coding. In [3], Caire and Shamai proposed a zero-forcing dirty paper coding which forces to zero the interference caused by users \( j > i \) on each user \( i \). This is done by using a QR-type decomposition of the channel combined with the pre-subtraction of the noncausal interference at the transmitter. Although the SNR of each spatial channel of ZF-DPC is unchanged, the pre-subtraction increases the total transmit power. Hence, Tomlinson-Harashima precoding, which employs a modulo operation, is an effective means to minimize the total transmit power. For an overview of THP in MIMO channels, see [4]. Although the modulo operation of THP prevents a possibly large increase in the total transmit power, it still suffers from three kinds of losses [5]. Power loss is generated by the increase in power due to the extension of the original constellation at the transmitter. Modulo loss is due to the existence of more neighbors at the edge of the original constellation at the receiver. Because the transmit signal constellation of THP is a uniform cubic shape, there also exists a shaping loss of 1.53dB relative to the Shannon capacity.

In general, MIMO transceiver techniques use channel state information (CSI) at the transmitter to achieve the best performance by adapting the transmission rate and power to channel state variations. However, the amount of channel state information needed at the transmitter is different according to the type of MIMO transceiver techniques. MIMO precoding techniques like THP and ZF-DPC require full CSI, which includes the magnitude and phase of each spatial path, for pre-subtracting spatial interference at the transmitter. For receive BLAST technique, only channel covariance matrix is sufficient for determining the adaptive modulation order of each spatial channel at the transmitter. If channel state information is not perfect, as is usual in most practical cases, the performance is degraded. The performance criterion to be optimized can be either to maximize the capacity or to minimize the average error rate. In [4], the average error rates of THP and V-BLAST were investigated. But it considers neither the effect of imperfect CSI nor the transmit power constraint. Indeed, it did not include the average error rate of ZF-DPC.

In this paper, we compare the average symbol error rates of different MIMO transceiver techniques such as THP, ZF-DPC and V-BLAST considering the effect of imperfect CSI with the transmit power constraint. For a fair comparison, we make the total power of each transceiver technique identical at the transmitter.

The reminder of this paper is organized as follows. Section 2 describes the channel model. In section 3, we discuss different MIMO transceiver techniques. Section 4 is for loading, which adjusts the transmission rate and power of the MIMO transceiver technique to channel variations. Numerical results for the average error rates of different MIMO transceiver techniques are shown in section 5. Conclusions are presented in section 6.
2. Channel Model

We use boldface to denote matrices and vectors. $|A|$ denotes the determinant. For any general matrix $B$, $B^H$ denotes the conjugate transpose and $\text{Tr}(B)$ denotes the trace. $J$ denotes the identity matrix and $\text{diag}(\{\lambda_i\})$ denotes a diagonal matrix with the $(i, i)$ entry equal to $\lambda_i$ and $E[\cdot]$ denotes expectation.

We focus on a full rank square MIMO channel with an equal number of $K$ transmit and receive antennas. The $K \times 1$ transmit signal vector is $x$, where each element of $x$ has transmit power $P$ and its covariance matrix $R_x = E[xx^H]$. The $K \times K$ matrix $H = \{h_{ir}\}$ consists of gain factors $h_{ir}$ between transmit antenna $t$ and receive antenna $r$ which are independent and identically distributed (i.i.d.) zero mean circular symmetric complex Gaussian (ZMCSCG) random variables with unit variance. The $K \times 1$ vector $n$ denotes additive white Gaussian noise (AWGN) whose covariance matrix is equal to the identity matrix scaled by $\sigma_n^2$. The total transmit power $P$ per symbol period is constrained to the average power $\bar{P}$ as

$$E[P] = E[\text{Tr}(R_x)] \leq \bar{P}. \quad (1)$$

Then the $K \times 1$ received signal $y$ can be expressed as

$$y = Hx + n. \quad (2)$$

We assume a simple additive measurement noise model for imperfect CSI as

$$\hat{H} = H + \Delta H, \quad (3)$$

where the estimated channel $\hat{H}$ consists of an exact channel matrix $H$ and a measurement noise $\Delta H$ of $K \times K$ matrix whose entries are i.i.d. ZMCSCG variables with variance $\sigma_n^2$. Unlike the perfect CSI case, the received signal includes the disturbance component $\Delta Hx$, which is proportional to both the measurement noise and the transmit signal power.

3. MIMO Transceiver Techniques

Figure 1 illustrates a general MIMO transceiver in the fading MIMO channel.

MIMO transceiver techniques such as THP, ZF-DPC and V-BLAST are considered within this generalized structure. The data vector $a$ consists of complex symbols taken from $M$-QAM constellation, i.e. each entry $a_i$ ($i = 1, 2, \ldots, K$) belongs to the set $\mathfrak{A} = \{\xi(a_i^r + ja_i^i) | a_i^r, a_i^i \in \{\pm1, \pm3, \ldots, \pm(\sqrt{M} - 1)\}\}$, where $\xi$ is a normalization factor which makes the average power ($\sigma_a^2$) identical regardless of the modulation order $M$.

For each MIMO transceiver technique, all blocks in Figure 1 have their configurations according to Table 1. For example, ZF-DPC has no modulo operation at either the transmitter or the receiver. V-BLAST needs no transmit gain adjustment because the successive interference cancellation is performed at the receiver. Although the modulo operation in THP increases the average transmit power according to the modulation order $M$, the increase can be neglected at high SNR.

## Table 1: Configuration of MIMO transceivers (MOD : modulo, DEC : decision)

<table>
<thead>
<tr>
<th>Block</th>
<th>ZF-DPC</th>
<th>THP</th>
<th>V-BLAST</th>
</tr>
</thead>
<tbody>
<tr>
<td>TX</td>
<td>$C_T$</td>
<td>$1$</td>
<td>$\text{MOD (\star)}$</td>
</tr>
<tr>
<td></td>
<td>$B_T$</td>
<td>$B : I$</td>
<td>$B : I$</td>
</tr>
<tr>
<td></td>
<td>$F_T$</td>
<td>$F$</td>
<td>$F$</td>
</tr>
<tr>
<td>RX</td>
<td>$C_R$</td>
<td>$I$</td>
<td>$\text{MOD (\star)}$</td>
</tr>
<tr>
<td></td>
<td>$B_R$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td></td>
<td>$F_R$</td>
<td>$I$</td>
<td>$I$</td>
</tr>
</tbody>
</table>

Given the channel matrix $H$, the QR-type decomposition of the estimated channel matrix $\hat{H}$ is performed. Since the feedforward matrix $F$ at the transmitter side is indispensable in the MIMO BC, the LQ decomposition should be performed for the precoding technique. The LQ decomposition of $\hat{H}$ reads

$$\hat{H} = SF^H, \quad (4)$$

where $F$ is a unitary matrix and $S$ is a lower triangular matrix. The diagonal scaling matrix is then given as $G = \text{diag}(s_1, \ldots, s_K)$ and the feedback matrix reads $B = G\hat{H} = GS$. $B = [b_{ij}]$ has unit diagonal, $b_{ij} = 1$, and $b_{ij} = 0$ for $j > i$. However, for the V-BLAST technique, the QL decomposition is performed, i.e.

$$\hat{H} = FS^H. \quad (5)$$

While the QL decomposition can be seen as performing Gram-Schmidt orthogonalization on the columns of the channel, the LQ decomposition corresponds to the orthogonalization along the rows of the channel [4].

In the remainder of this section, we discuss implementation issues relating to these algorithms.

3.1. ZF-DPC

Because of the triangular structure of the feedback matrix $B$, the output symbols of the feedback filter $\hat{x}_k$ are successively generated from the input data symbols $a_k \in \mathfrak{A}$

$$\hat{x}_k = v_k a_k - \sum_{l=1}^{k-1} b_{kl} \hat{x}_l, \quad (k = 1, \ldots, K). \quad (6)$$
The conventional V-BLAST algorithm finds the equalizer interpreted as a special case of the generalized equivalent to the operation of the decision feedback processing which could increase the transmit power.

V-BLAST technique needs no power normalization at the transmitter because it does not perform any pre-processing.

We will discuss it further in the next section.

3.3. V-BLAST
Since the successive detection of V-BLAST is equivalent to the operation of the decision feedback equalizer (DFE), the V-BLAST receiver can be interpreted as a special case of the generalized DFE [7]. The conventional V-BLAST algorithm finds the optimal ordering of the detection to maximize the signal to interference plus noise ratio (SINR). This can be performed in the DFE structure by introducing the permutation matrix \( P \) as equation (13) to find the optimal ordering. The transmit signal vector \( x \) equals to the input data vector \( a \) at the V-BLAST transmitter. It means there is no increase in transmit power with the V-BLAST technique. Instead, for each stage of successive cancellation at the decision feedback equalizer, the stream with the highest SINR is decoded and stripped away from the received signal vector, which causes the propagation of decoded errors. Unlike precoding techniques like ZF-DPC and THP, V-BLAST only requires channel covariance matrix at the transmitter for the adaptive modulation of each spatial channel according to its channel gain.

4. Loading
Loading adjusts the transmission rate and power to make the best use of spatial channels. Several algorithms are known to find the optimal rate and power distribution for loading. The algorithm [11] determines the rate distribution according to the capacity of the spatial channels. In this paper, we follow the approach at [10], where loading is performed to minimize the average error probability. Denoting the gain factors of the \( K \) spatial channels as \( s_{kj} \), the diagonal components of the lower triangular matrix by the QR-type decomposition of the estimated channel \( \tilde{H} \), the total fixed-sum rate \( R \) is distributed according to (12) such that the overall symbol error rate is minimized [4]. Note that the signal to noise ratio of each spatial channel is determined by the gain factor \( s_{kj} \) because the noise variance of each spatial channel is identical for single user multi antenna scenarios.

\[
R_t = K + \frac{1}{K} \log_2 \left( \frac{\sum_{k=1}^{K} s_{kj}^2}{\prod \sum_{k=1}^{K} s_{kj}^2} \right) \tag{12}
\]

These rates are quantized to integers in an allowed range. In order to compensate for rate quantization errors and to make the same error rates for all spatial channels, the transmit signals are multiplied by a residual transmit power allocation matrix \( V \), where \( V = \text{diag}(v_1, ..., v_K) \) and \( \text{Tr}(V) = 1 \), for fine adjustment as in [10].

Since the encoding/decoding order affects the amount of the interference from previously encoded/decoded signals, the performance can be varied according to the ordering. For the fixed sum rate loading, we use the permutation matrix (13) to maximize the minimum spatial channel SNR as [12] because the worst spatial channel dominates the overall error rate.

\[
P_{\text{opt}} = \arg\max_{P} \left\{ |s_{11}|^2, ..., |s_{kk}|^2 \right\} \tag{13}
\]
5. Numerical Results

Throughout the simulations, we assume $K = 4$, i.e. the channel matrix $H$ is a square $4 \times 4$ matrix. We use $M$-QAM signal sets with cardinality $M = 2^3, ..., 2^9$, which correspond to integer rates ranging from 2 to 8 bits per symbol interval. We also assume that the total rate is fixed to 16 bits per symbol interval. Although there is some improvement by adapting the minimum mean square error (MMSE) criterion at low SNR, we only focus on the ZF solution.

For the fair comparison, we use an effective SNR ($\frac{\sigma_1^2}{\sigma_2^2}$), the signal variance with the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint, ZF-DPC performs best because it has neither modulo loss nor error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation. Since the effect of the transmit power constraint applied, divided by the noise variance, instead of SNR. This is because the transmit power and received SNR is different according to the normalization factor of the MIMO transceiver technique. For the receive V-BLAST technique, the effective SNR is identical to SNR at the receiver. But the transmit power of precoding techniques consists of the transmit signal and the pre-subtracted interference, the modulo loss in THP and that of the error propagation.
The amount of performance degradation of the precoding technique is proportional to both SNR and measurement noise variance. Between two precoding techniques, ZF-DPC is more sensitive to the effect of imperfect CSI than THP because the total amount of spatial interference is proportional to transmit power in the additive measurement noise MIMO channel. The performance degradation of ZF-DPC with imperfect CSI is so severe that ZF-DPC is not appropriate for practical dirty paper coding.

6. Conclusions

In this paper, we compared two transmit precoding techniques, namely THP and ZF-DPC, and the receive V-BLAST technique taking into account practical considerations.

Simulation results showed that ZF-DPC had the worst average symbol error rate performance among those MIMO transceiver techniques, if we limited the transmit power for the fair comparison. This is despite the fact that it had neither the modulo loss of THP nor the error propagation of V-BLAST. The transmit power constraint reduced the effective SNR of the precoding technique, which caused performance degradation for both THP and ZF-DPC compared to the receive V-BLAST technique. Precoding techniques were more sensitive to the effect of CSI than V-BLAST because the pre-subtraction operation at the transmitter amplifies the effect of imperfect CSI. The performance degradation of THP is negligible compared to V-BLAST.

Practically, THP may be particularly useful for the downlink or broadcast channel, where a multiple antenna base station sends data packets to a group of users, each possibly only having a single receive antenna. In that scenario, V-BLAST is not normally feasible because it needs receive antenna cooperation for successive interference cancellation at the receivers.

However, the presented model in this paper does not include all practical considerations. Hence, further work should be performed to compare the performance of various MIMO transceiver techniques in a more realistic MIMO channel model.
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Abstract—In recent years, multiuser applications of MIMO techniques have received a lot of attention because of their large capacity gains for next generation multiuser wireless systems. In this paper, we propose a new sequential user selection algorithm and analyze its performance in multiuser QoS-guaranteed MIMO downlink channels. Multiple QoS-guaranteed users can be supported simultaneously while non-QoS users can receive the available residual throughput without sacrificing QoS guarantees by flexibly allocating spatial gains to different QoS classes. The proposed algorithm can also reduce computational complexities of user selection procedures by dividing the whole user group into several subgroups according to their QoS priorities. We assume throughput-constrained constant rate users, delay-constrained real time users and no-constraint best effort users for different QoS classes. Numerical results demonstrate that our model can provide QoS-guaranteed services for constant rate users and real time users simultaneously, at the cost of some reduction in the total throughput for the MIMO downlink channels.

1. INTRODUCTION

Recently, multiple-input multiple-output (MIMO) techniques have received considerable attention because they can provide not only diversity gain which increases the reliability of transmission, but multiplexing gain which boosts data rate by exploiting the space dimension. MIMO techniques were first studied in single user scenarios. It is well known that the single user capacity of a MIMO system increases linearly with the minimum number of transmit and receive antennas. In multiuser MIMO broadcast channels (BCs or downlink, i.e., channels from the base station to mobile users), dirty-paper coding [1] (DPC) can achieve the sum-rate capacity [2]. However, not only is it difficult to implement in practice, DPC also considers throughput and neglects various quality-of-service (QoS) parameters such as data rate and packet delay. In most real scenarios, each user requests different types of service such as video, file transfer protocol (FTP) and hypertext transfer protocol (HTTP), each with different QoS requirements. Hence, the overall system performance should be considered to satisfy these QoS requirements of all users, not only the achievable capacity. This makes a system-level design for multiuser MIMO broadcast channels more complicated than mere implementation of throughput-optimal DPC techniques. Indeed, due to the time-varying nature of wireless channels, providing different users with different QoS requirements in wireless channels is a more challenging task than in wired networks. Various 'channel-aware' scheduling algorithms have been proposed to achieve optimal performance with different QoS requirements [3]-[5]. Most previous works limit their scope to opportunistic scheduling where only the best user is selected at any time for transmission. However, in the MIMO BC, multiple users can be served simultaneously, which necessitates finding the optimal user subset to satisfy the different QoS requirements of users as well as maximizing the total throughput of the system. Due to the prohibitive complexity of finding an optimal subset of users in the MIMO BC, several complexity-reduced suboptimal scheduling algorithms have been proposed. In [6] and [7], zero-forcing (ZF) precoding instead of DPC was used to reduce the complexity because it provides spatial separation among users and thereby support multiple users simultaneously. It has been shown that the sum-rate of ZF schemes approaches that of DPC as the number of users goes to infinity. However, these papers did not consider different QoS requirements. QoS-based user scheduling with transmit beamforming for multiuser MIMO systems has been considered in [8]. The beamforming strategy used in [8] made each transmit antenna pattern take independent scheduling decisions for user allocation with conventional opportunistic scheduling, which transforms the multiuser scheduling problem into the spatial multiplexing of several single user schedulers. In [9], users were classified into QoS-guaranteed real-time (RT) users and no QoS-guaranteed best-effort (BE) users. It showed that the combination of zero forcing beamforming and existing QoS algorithms like modified largest weighted delay first (MLWDF) could provide statistical QoS guarantees to RT users. However, it did not provide any scheduling method to support BE users while simultaneously guaranteeing the QoS of RT users. Most existing models applied zero-forcing beamforming techniques to the physical layer for reducing the complexity at the cost of reduced sum-rate capacity compared to DPC.

In this paper, we propose a new sequential user selection algorithm, which can be combined with practical DPC techniques for different QoS-guaranteed services in the MIMO BC. The proposed algorithm can reduce the computational complexity of the selection of users by dividing the whole user...
group into several subgroups according to their QoS priorities. Users are sequentially selected from the higher priority subgroups first and the QoS criterion of each subgroup determines the trade-off of spatial gain between multiplexing for lower priority users and for higher priority users. However, the QoS user selection scheme results in the decreased capacity compared to DPC. This is because even the exhaustive optimal selection becomes suboptimal due to the reduction of dimension for multiuser diversity compared to the selection of users from the whole user group. Note that this result arises because there is a trade-off between maximizing the total throughput and guaranteeing certain QoS requirements. In other words, QoS is guaranteed at the cost of reducing the total throughput.

The rest of this paper is organized as follows. In section II, the system model is introduced. Section III explains the proposed sequential user selection algorithm. Numerical results are presented in Section IV. Conclusions are drawn in Section V.

II. SYSTEM MODEL

We use boldface to denote matrices and vectors. For any general matrix $A$, $A^T$ denotes the transpose and $A^{-1}$ denotes the conjugate transpose, and diag($A$) denotes a diagonal matrix with the (i, i) entry equal to $a_{ii}$.

Let a MIMO broadcast channel has $M_t$ transmit antennas at the base station and $K$ users each with a single receive antenna and $h_k$ denote the channel between the transmit antenna arrays and the receive antenna for user $k$. Then the downlink channel can be represented as

$$h_k = h_k^T x + z_k, \quad k = 1, \ldots, K,$$

where $x \in \mathbb{C}^{M_t \times 1}$ is the transmit signal vector, $h_k$ is the received signal for user $k$ and $z_k$ is the additive white Gaussian noise (AWGN) for user $k$ with zero mean and unit variance. The transmit signals are assumed to experience path loss, log-normal shadow fading and block multipath fading. The channel is assumed to be fixed during a time slot and to vary independently over time slots. This means recalculating path loss, shadowing and fading coefficients for each user. Then the channel $h_k$ at any time slot can be expressed as

$$h_k = \sqrt{\text{SNR}_0} \frac{(R_t/R)}{\sigma_h} g_k,$$

where SNR$_0$ denotes the average signal-to-noise-ratio (SNR) at the boundary of cell radius $R$,

- $R_t$ is the base-mobile distance of user $k$, $\alpha$ denotes the path loss exponent, $s_k$ is a log-normal shadow fading variable with standard deviation $\sigma_h$.
- The column vector $g_k = [g_{k1}, g_{k2}, \ldots, g_{kn}]^T$ represents the channel response between the transmit antenna arrays and user $k$, whose components are independent and identically distributed (i.i.d.) zero mean circular symmetric complex Gaussian (ZMCSCG) random variables with unit variance.

III.SEQUENTIAL USER SELECTION ALGORITHM

In this section, we explain the proposed sequential user selection algorithm for QoS-guaranteed scheduling in the MIMO BC. The motivation of this algorithm is that multiple QoS-guaranteed users should be supported simultaneously while non-QoS users may receive the maximum possible throughput without sacrificing the performance of QoS-guaranteed users.

For simplicity, we assume that there are three kinds of QoS users: throughput-constrained constant rate (CR) users, delay-constrained real time (RT) users and best effort (BE) users with no constraints. Each QoS class has its priority for sequential selection: CR users have the highest priority, RT the second highest and BE the lowest priority. Initially, each class has its own number of transmit antenna patterns but there is priority for the actual transmission using these antenna patterns. For example, when the throughput performance of constant rate users does not satisfy a certain throughput threshold, real time users and best-effort users have no chance of using their pre-assigned transmit antennas for transmission because their priorities are lower than constant rate users.

Since the channel $h_k$ is random, the capacity associated with the MIMO BC is also a random variable. It means that no scheduling algorithm can always guarantee deterministic QoS in wireless channels. Fortunately, in most real wireless systems, these hard QoS conditions are not usually required. They can tolerate a small amount of instantaneous QoS violation [9] (i.e., through buffering). For this reason, guaranteed-throughput means the average throughput during certain time slots is above throughput thresholds, and guaranteed-delay means the average delay is within delay thresholds with a certain outage probability.

Let $U := \{u_k \mid k = 1, \ldots, K\}$ denote the total user set and

$U^{\text{CR}} := \{u_k \mid k = 1, \ldots, K_{\text{CR}}\}$, \quad $U^{\text{RT}} := \{u_k \mid k = 1, \ldots, K_{\text{RT}}\}$ \quad and \quad $U^{\text{BE}} := \{u_k \mid k = 1, \ldots, K_{\text{BE}}\}$

are disjoint where $K_{\text{CR}} + K_{\text{RT}} + K_{\text{BE}}$. In addition, let $S^\text{CR} (S^\text{CR} \subset U^\text{CR})$, $S^\text{RT} (S^\text{RT} \subset U^\text{RT})$ and $S^\text{BE} (S^\text{BE} \subset U^\text{BE})$ denote the set of selected constant rate, real time and best effort users respectively.

The MIMO BC is also a random variable. It means that no scheduling algorithm can always guarantee deterministic QoS in wireless channels. Fortunately, in most real wireless systems, these hard QoS conditions are not usually required. They can tolerate a small amount of instantaneous QoS violation [9] (i.e., through buffering). For this reason, guaranteed-throughput means the average throughput during certain time slots is above throughput thresholds, and guaranteed-delay means the average delay is within delay thresholds with a certain outage probability.

Let $U := \{u_k \mid k = 1, \ldots, K\}$ denote the total user set and

$U^{\text{CR}} := \{u_k \mid k = 1, \ldots, K_{\text{CR}}\}$, \quad $U^{\text{RT}} := \{u_k \mid k = 1, \ldots, K_{\text{RT}}\}$ \quad and \quad $U^{\text{BE}} := \{u_k \mid k = 1, \ldots, K_{\text{BE}}\}$

are disjoint where $K = K_{\text{CR}} + K_{\text{RT}} + K_{\text{BE}}$. In addition, let $S^\text{CR} (S^\text{CR} \subset U^\text{CR})$, $S^\text{RT} (S^\text{RT} \subset U^\text{RT})$ and $S^\text{BE} (S^\text{BE} \subset U^\text{BE})$ denote the set of selected constant rate, real time and selected best effort users respectively. $M^\text{CR}$, $M^\text{RT}$ and $M^\text{BE}$ are the number of pre-assigned transmit antennas for constant rate, real time and best effort users respectively. We assume that zero-forcing DPC [10] is used for the MIMO precoding technique. If the channel is fixed during a time slot, then the capacity associated with the MIMO BC is given by [10]
\[ C^{\text{ZF-DPC}} = \sum_{k=1}^{M} \log_2 \left( 1 + \frac{b_k^2 P_k}{1 + b_k^2 P_k} \right), \]  

where \( b_k \) is the \( k \)th diagonal entry of \( B \), \( b_k^2 \) is the effective channel gain to user \( k \) and \( P_k \) is the input signal power allocated to user \( k \) with a power constraint of \( P \) by \( \sum_{k=1}^{M} P_k \leq P \). We also assume that the selection criterion is to maximize the sum-rate capacity of ZF-DPC, which is given by

\[ S_{\text{max}} = \arg \max_{S} C^{\text{ZF-DPC}}(S), \]

where \( M_s \) is the number of selected transmit antenna beam patterns \((M_s \leq M_T)\) and \( S \) is every possible user group which selects \( M_s \) users from all users. We assume that the number of selected users for transmission is the same as that of transmit antennas.

Figure 1 shows the flow chart of the proposed algorithm. At first, the algorithm selects \( S^{\text{CR}}_{\text{max}} \) by the maximum sum-rate rule among all possible combinations of CR user set \( S^{\text{CR}} \) with \( M_s^{\text{CR}} \) transmit antennas. There are \( \left( \begin{array}{c} U^{\text{CR}} \\ S^{\text{CR}} \end{array} \right) \) possible ways of choosing \( S^{\text{CR}} \) from \( U^{\text{CR}} \) for the selection of CR users. If the sum-rate capacity of \( S^{\text{CR}}_{\text{max}} \) \( (C^{\text{CR}}) \) does not exceed the throughput threshold \( (C_{\text{TH}}) \), all transmit antennas are assigned to users in \( S^{\text{CR}}_{\text{max}} \) to improve the probability of throughput-guaranteed transmission. If the number of CR users is less than that of transmit antennas, we do use ‘diversity gain’ for CR users. Otherwise, \( S^{\text{RT}}_{\text{max}} \) is chosen from all RT users and previously selected \( S^{\text{CR}}_{\text{max}} \). In this case, there are \( \left( \begin{array}{c} U^{\text{RT}} \\ S^{\text{RT}} \end{array} \right) \) possible ways of choosing RT users because already-selected \( S^{\text{CR}}_{\text{max}} \) does not increase the combinations of possible user sets of \( S^{\text{RT}} \). It only affects the sum-rate capacity of \( S^{\text{RT}}_{\text{max}} \). There are some restrictions for the selection of RT users with the maximum
sum-rate rule if \( S_{CR}^\text{max} \) is included. Any RT user who has high cross correlation with users in \( S_{CR}^\text{max} \) might be excluded even if they have high individual channel gain. In other words, to find a set of the maximum sum-rate in \( \mathcal{U}_{RT} \) is to select the 'most orthogonal' RT users with respect to previously selected CR users as well as RT users themselves, which results in the reduction of multiuser diversity gain. The selection of RT users does not affect the performance of the selected CR users because of ZF-DPC, which pre-subtracts interference from other users, after the selection procedure. To decide whether BE users can be transmitted to, the delay of RT users (\( D_{RT} \)) is compared with the delay threshold (\( D_{TH} \)). If the delay of real time users is less than \( D_{TH} \), BE users will be selected in the same way as RT users. In this case, both \( S_{CR}^\text{max} \) and \( S_{RT}^\text{max} \) are considered to find the maximum sum-rate capacity selection including BE users. Otherwise, all transmit antennas are allocated to CR and RT users.

IV. NUMERICAL RESULTS

In this section, numerical results for the performance of the proposed sequential user selection algorithm are presented. Throughout the simulations, we assume \( M_t = 4 \), SNR = 6 dB, \( \alpha = 4 \), \( R = 1 \) km and shadowing standard deviation of 8 dB for the MIMO downlink channel.

Figure 2 shows the sum-rate capacity of the proposed algorithm and Figure 3 shows the computational complexity, the number of combinations for the maximum sum-rate rule, as a function of the number of users. Due to the decrease in the number of users for multiuser diversity effect, the capacity becomes worse as the number of subgroups increases. However, it is obvious that as \( K \) approaches to infinity, the throughput of the proposed algorithm goes to the throughput without division of user group regardless of the number of subgroups provided the number of subgroups is finite and does not increase with the number of users. This is because we can always find an orthogonal set of \( M_t \) users among the finite subgroups with infinite number of users.

In contrast to the capacity, the computational complexities are rapidly decreased as the number of subgroups increases. The whole group search, with no division of users, rapidly becomes prohibitive even for practical values of \( K \), e.g., \( K > 30 \). Thus the whole group search will not be feasible for real MIMO BC scenarios, where there may be more than 4 transmit antennas and over 30 users.

In Figure 4, we plot the throughput performance of the proposed algorithm versus the number of non-CR (i.e., RT and BE) users for different throughput thresholds (\( C_{TH} \)). These plots are derived assuming \( U_{CR} = 2 \), \( S_{CR} = 2 \) (i.e., no CR user selection and the number of CR users is fixed), \( M_t^{CR} = 2 \), 25% of RT users among non-CR users, \( M_t^{RT} = 1 \), \( M_t^{BE} = 2 \) and \( D_{TH} = 1024 \) slots. We assume 90% outage delay for the delay performance where the delay is guaranteed for 90% of the channel realizations so that 10% of delay values can exceed the delay threshold. We also assume that the signal power \( P = 1 \) and \( P_t = P_t = \cdots = P_t = 1/M_t \). Data packets for all users arrive in queues at any time slot with mean arrival rate \( \lambda = 3 \) bits/channel use of a Poisson process independently and wait for transmission. If there is no trade-off of spatial gain, where all RT and BE users as well as CR users always have transmission opportunities through their pre-assigned transmit antenna patterns, the total throughput is maximized due to the absence of QoS constraints, which can maximize the multiuser diversity effect. We notice that the total throughput decreases QoS constraints are present. When \( C_{TH} = 4 \) bits/channel use, the throughput of BE users begins to decrease over 15 non-CR users. This is because few transmission opportunities are given to the lowest priority BE users in order to support higher priority users. When \( C_{TH} = 12 \) bits/channel use, the throughput of non-CR users is very small because the algorithm usually assigns all transmit antennas to CR users to satisfy the guaranteed throughput. For throughput guaranteed CR users, the throughput within the MIMO capacity region is always satisfied regardless of the number of RT and BE users, who
have lower priorities than CR users. In this case, the throughput performance of RT users, not to mention BE users, is worse than the case of no trade-off, and the throughput of CR users becomes the total system throughput.

In this paper, we proposed a sequential user selection algorithm which can provide QoS-guaranteed services in MIMO broadcast channels. The proposed algorithm exploits the spatial gain of multiple transmit antennas in the MIMO BC to maximize the possible throughput of all users by the maximum sum-rate rule while simultaneously guaranteeing the throughput of constant rate users and the delay of real time users within certain thresholds. The proposed algorithm performs the trade-off of spatial multiplexing not only to maximize the total throughput but to improve the performance of QoS-guaranteed users. Users are sequentially selected from the higher priority subgroups first and transmission opportunities for lower priority subgroups are determined by performance criteria of higher priority subgroups. Any interference from other users is pre-subtracted at the transmitter by ZF-DPC, which assures no performance degradation of already-selected higher priority users.

Numerical results showed that the proposed algorithm could provide throughput-guaranteed service to constant rate users and delay-guaranteed service to real-time users simultaneously.

However, for QoS-guaranteed services, the degradation of the total throughput is inevitable. Hence, maximizing the total capacity of the MIMO BC is necessary if the system wants to admit more QoS-guaranteed services.
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Abstract—Although the capacity of multiple-input multiple output (MIMO) broadcast channels (BCs) can be achieved by dirty-paper coding (DPC), it is difficult to apply the results directly to practical quality-of-service (QoS)-guaranteed multiuser wireless systems. In this paper, we propose a new multiuser scheduling algorithm which exploits spatial gain of MIMO techniques for QoS-guaranteed services and analyze its performance with several MIMO precoding techniques. We assume that there are real-time (RT) users and best effort (BE) users in the MIMO BC. Numerical results demonstrate that the average delay of RT users can be guaranteed within certain delay thresholds by trading off spatial multiplexing for different user classes. Nonlinear Tomlinson-Harashima precoding (THP) is more robust to different types of user selection algorithms and shows better performance than linear zero-forcing beamforming (ZFBF) both in delay and throughput performance.

I. INTRODUCTION

Over recent years, multiple-input multiple-output (MIMO) techniques have received a lot of attention because they can provide not only diversity gain which increases the reliability of transmission but multiplexing gain which boosts data rate by exploiting the space dimension. MIMO techniques were first studied in single user scenarios. It is well known that the single user capacity of a MIMO system increases linearly with the minimum number of transmit and receive antennas. In multiuser MIMO broadcast channels (BCs) or downlink, i.e., channels from the base station to mobile users), dirty-paper coding (DPC) [1] can achieve the sum-rate capacity [2]. However, because DPC is difficult to implement in real systems, practical precoding techniques have been developed by using the result of DPC. Tomlinson-Harashima precoding (THP) [3] is one of practical implementation techniques of DPC. It pre-subtracts interference from other antennas successively at the transmitter and employs a nonlinear modulo operation to prevent a possible increase in the transmit power due to the pre-subtraction. A linear beamforming (BF) strategy is the other approach for MIMO broadcast channels. It has been considered as a practical MIMO precoding technique, despite not using the DPC principle, by several authors [4]-[6] because of its reduced complexity and spatial separation among transmit antennas. In addition, the gap between the capacity of DPC and that of linear beamforming is reduced if multiuser diversity can be exploited.

Multiuser diversity is a form of selection diversity among users in the MIMO BC. If there are sufficiently large numbers of users, the transmitter can select the 'most orthogonal' users with favorable channel conditions for transmission. This means that nonlinear precoding techniques like THP are no longer required to achieve the capacity of DPC, because there is no interference among orthogonal users. It has been shown that the sum-rate of beamforming approaches that of DPC as the number of users goes to infinity [5].

The other implementation issue of MIMO systems for downlink channels is how to provide quality-of-service (QoS) to different users. In real MIMO BC scenarios, each user may request different types of service such as video, file transfer protocol (FTP) and hypertext transfer protocol (HTTP), each with different QoS requirements. Several QoS-based multiuser scheduling algorithms have been suggested for the MIMO BC. In [7], joint linear beamforming and conventional opportunistic scheduling algorithms was proposed. Because of spatial separation due to the beamforming technique, each transmit beamformer can take an independent scheduling decision, which transforms the multiuser scheduling problem into the spatial multiplexing of several single user schedulers. In [8], users were classified into QoS-guaranteed real-time (RT) users and no QoS-guaranteed best-effort (BE) users. It presented that the combination of zero-forcing beamforming (ZFBF) and existing delay-aware scheduling algorithms could provide statistical QoS guarantee to real-time users.

Although these existing algorithms exploit practical multiuser scheduling methods in the MIMO BC, they do not fully take advantage of MIMO techniques and apply only to one specific MIMO precoding technique. For example, in order to use an opportunistic scheduling algorithm in multiuser scenarios, the separation of spatial channels is essential to calculate the opportunistic scheduling rule with the individual rate of each separated channel. This means that nonlinear precoding techniques like THP can not be easily combined with the opportunistic scheduling rule because nonlinear precoding techniques usually require consideration of the capacity region, not the individual rate to get the optimal performance in multiuser scenarios.

In this paper, we propose a new QoS-based multiuser scheduling algorithm in the MIMO BC, which provides QoS-guaranteed services as well as maximizing the total throughput by trading off spatial multiplexing gain for different QoS classes. The object of this paper is that, by flexibly
allocating spatial gain to all users for maximizing the total throughput or to only QoS users for improving the reliability of them, multiple QoS users can be supported while simultaneously non-QoS users may receive the available residual throughput. The key idea of the trade-off is to support non-QoS users without sacrificing the performance of QoS users to maximize the total throughput.

The rest of this paper is organized as follows. In section II, the system model is introduced. In section III, we review several MIMO precoding techniques and their sum-rate capacity in brief. Section IV explains the proposed algorithm. Numerical results are presented in section V. Conclusions are drawn in section VI.

II. SYSTEM MODEL

We use boldface to denote matrices and vectors. For any general matrix A, A^T denotes the transpose, and A^H denotes the conjugate transpose, and diag(λ_i) denotes a diagonal matrix with the (i, i) entry equal to λ_i.

Let a MIMO broadcast channel has M_t transmit antennas at the base station and K users each with a single receive antenna and h_k ∈ ℍ^{M_t×1} denote the channel between the transmit antenna arrays and the receive antenna for user k. Then the downlink channel can be represented as

\[
y_k = h_k^H x + z_k, \quad k = 1, \ldots, K,
\]

where x ∈ ℍ^{M_t×1} is the transmit signal vector, y_k is the received signal for user k and z_k is the complex additive white Gaussian noise (AWGN) for user k with zero mean and unit variance. The transmit signals are assumed to experience path loss, log-normal shadow fading and block multipath fading. The channel is assumed to be fixed during a time slot and to vary independently over time slots. This means recalculating path loss, shadowing and fading coefficients for each user. Then the channel h_k at any time slot can be expressed as [10]

\[
h_k = \sqrt{\text{SNR}_k} (\gamma / R)^\alpha \cdot s_k \cdot g_k,
\]

where SNR_k denotes the average signal-to-noise-ratio (SNR) at the boundary of cell radius R, γ is the base-mobile distance of user k, α denotes the path loss exponent, s_k is a log-normal shadow fading variable with standard deviation σ_s. The column vector \( g_k = [g_{k1} \; g_{k2} \ldots \; g_{Kn}]^T \) represents the channel response between the transmit antenna arrays and user k, whose components are independent and identically distributed (i.i.d.) zero mean circular symmetric complex Gaussian (ZMCSCG) random variables with unit variance.

III. REVIEW OF MIMO PRECODING TECHNIQUES

In this section, we briefly go over several MIMO precoding techniques (ZF-DPC, THP and ZFBF) and their sum-rate capacity. In this paper, for the sum-rate capacity of each precoding technique, the number of selected users for transmission is assumed to be the same as that of transmit antennas.

A. ZF-DPC

Zero-forcing dirty paper coding (ZF-DPC) [11] exploits the DPC principle [1]; the capacity of a system with known interference at the transmitter is the same as if there were no interference present. It decomposes the MIMO channel into transmit beamforming matrix F and lower triangular matrix B using QR decomposition. Because of the lower triangular matrix B, the first encoded user has no interference, the second encoded user experiences interference only from the first encoded user and so on. Any interference caused by users j > i on each user i is forced to zero by the pre-subtraction at the transmitter.

The sum-rate capacity of ZF-DPC is given by [11]

\[
C_{\text{ZF-DPC}} = \sum_{i=1}^{M_t} \log_2 \left( 1 + b_{ik} b_{ik}^* P_i / \Gamma_{\text{thr}} \right),
\]

where \( b_{ik} \) is the kth diagonal entry of B, \( b_{ik}^* \) is the effective channel gain to user k and \( P_i \) is the input signal power allocated to user k with a power constraint of P by \( \sum_{i=1}^{M_t} P_i \leq P \). The second term in the logarithm function, \( b_{ik} b_{ik}^* P_i / \Gamma_{\text{thr}} \), is the effective SNR of user k at the receiver. It is useful to note that the total power of the MIMO precoding techniques are not constrained in this paper. There may be possible power increase in ZF-DPC due to the pre-subtraction regardless of the input signal power. However, the power increase at the transmitter does not affect the effective SNR at the receiver because it is cancelled through the MIMO channel.

B. THP

Due to the pre-subtraction of interference at the transmitter, the transmit power of ZF-DPC increases, which may not be feasible for the practical implementation. THP employs a modulo operation to prevent the possible large increase of the transmit power of ZF-DPC. However, the modulo operation incurs additional losses to THP [12], which degrades the capacity. Let the modulo loss be denoted as \( \Gamma_{\text{thr}} \) [12], then the capacity of THP can be represented as

\[
C_{\text{THP}} = \sum_{i=1}^{M_t} \log_2 \left( 1 + b_{ik} b_{ik}^* P_i / \Gamma_{\text{thr}} \right).
\]

where \( \Gamma_{\text{thr}} \) is the modulo loss of user k. If the target bit-error rate (BER) of the system is very small (e.g. BER ≤ 10^{-4}), the modulo loss can be approximated as (5) because precoding loss [14] due to the power increase at the transmitter become the most evident among all the losses.

\[
\Gamma_{\text{thr}} \cong M_k + M_k - 1,
\]

where \( M_k \) denotes the modulation order of M-QAM for user k. Note that the modulo loss becomes negligible as \( M_k \) increases.

C. ZFBF

Unlike the above two nonlinear precoding techniques, the beamforming vectors of linear ZFBF are selected to avoid
interference among users by inverting the MIMO channel matrix. This results in power inefficiency because any user in ZFBF can not transmit its signal in the direction of the other users. However, this gives complete spatial separation among users because of perfect nulling.

The capacity of ZFBF is given by [5]

\[ C_{ZFBF} = \sum_{k} \log_2 \left( 1 + \gamma_k P_k \right), \]

where \( \gamma_k \) is the effective channel gain of user \( k \), which is represented as

\[ \gamma_k = \frac{1}{\text{diag}\left( (HH^H)^{-1} \right)} \]

IV. TRADE-OFFS OF SPATIAL GAIN OF MIMO TECHNIQUES

In this section, we explain the proposed scheduling algorithm. We assume that there are two kinds of QoS users: delay-constrained real-time (RT) users and best-effort (BE) users with no constraints. Each class has a number of pre-assigned transmit antennas but there are different priorities for the actual use of them for transmission. Real-time users have higher priority than best-effort users in using the transmit antennas. For example, when the performance of real-time users does not satisfy a certain delay threshold, best-effort users have no chance of using their pre-assigned antennas for transmission.

Since the channel \( h_k \) is random, the capacity associated with the MIMO BC is also a random variable. Hence, we use a statistical QoS for the analysis. It means that no scheduling algorithm can always guarantee 'deterministic' QoS in wireless channels. Fortunately, in most real wireless systems, these hard QoS conditions are not usually required [8]. They can tolerate a small amount of instantaneous QoS violation (i.e., by buffering). For this reason, a guaranteed-delay in wireless systems means that the average delay is within a target delay threshold with a certain outage probability.

Let \( U := \{ u_i | k = 1, \ldots, K \} \) denote the total user set and \( U^{RT} := \{ u_i | l = 1, \ldots, K_{RT} \} \) and \( U^{BE} := \{ u_i | l = 1, \ldots, K_{BE} \} \) are the set of real-time and best-effort users respectively. \( U^{RT} \) and \( U^{BE} \) are disjoint, each has \( K_{RT} \) and \( K_{BE} \) elements respectively with \( K_{RT} + K_{BE} = K \). Indeed, let \( S^{RT} \subseteq U^{RT}, |S^{RT}| = M^{RT} \), \( S^{BE} \subseteq U^{BE}, |S^{BE}| = M_{RT} - M^{RT} \) denote the set of selected real-time and best-effort users respectively, where \( M^{RT} \) is the number of pre-assigned transmit antennas for real time users. In this case, the set of selected users for transmission by a certain selection criterion at any given time is represented as \( S \) \( (S \subseteq U, |S| = M_{RT}) \).

Figure 1 shows the concept of the proposed algorithm. The function \( f \) \( (x, y, z) \) represents the user selection rule, where \( x \) is pre-allocated users, \( y \) is a user set for the selection and \( z \) is the number of transmit antennas left for the selection.

At first, the algorithm selects \( S^{RT} \) by a certain selection rule assuming \( M^{RT} \) pre-assigned transmit antenna beam patterns. The selection rule can be any performance criterion such as the sum-rate [4] selection which maximizes the sum-rate capacity of the selected users; the norm-based [9] selection which selects users with large channel norm \( \|h_k\| \); or the round-robin selection which gives equal opportunity for transmission to all users. For example, the sum-rate rule finds the real time user set \( S^{RT}_{\text{max}} \) by calculating the capacity formula (3), (4) or (6) in the form shown in (8) with every possible user group of \( M^{RT} \) users from all the real time users.

\[ S^{RT}_{\text{max}} = \arg \max_{S^{RT}} C(S^{RT}) \]

Figure 1. The flow chart of the proposed algorithm

There are \( \left( \begin{array}{c} K_{RT} \\ M^{RT} \end{array} \right) \) possible ways of choosing \( S^{RT} \) from \( U^{RT} \) for the selection of real time users if a group-wise selection rule like the sum-rate rule is employed. However, the norm-based and the round-robin rules can select \( S^{RT} \) directly from \( U^{RT} \) without considering all possible combinations of user groups, which reduces the complexity of the selection of users compared to the sum-rate rule.

If the average delay of \( S^{RT} \) exceeds the delay threshold \( (D_{RT}) \), all transmit antennas are assigned to the real-time users to reduce the delay of the real-time users, and the set \( S^{BE} \) becomes the empty set. Otherwise, \( S^{BE} \) is chosen among best-effort users. The former case uses spatial multiplexing of real time users to guarantee the delay performance and the latter case uses spatial multiplexing of both real-time and best-effort users to increase...
the throughput performance of all users. This trade-off of spatial gain is determined by the delay threshold for real-time users.

Note that any group-wise selection of best-effort users should include $S^R$, the set of 'already-selected' real-time users. For example, if the sum-rate rule is employed, any best-effort user who has high cross correlation with users in $S^R$ might be excluded even though they have high individual channel gain. In other words, in order to find a set of the maximum sum-rate users from $U^R$, one should select the most orthogonal users from previously selected real-time users as well as best-effort users themselves, which reduces the multiuser diversity effect. However, the selection of best-effort users does not affect the performance of the selected real-time users if nonlinear MIMO precoding techniques are used for these selected users. For example, if THP is used for the MIMO precoding technique, any possible interference to real-time users caused by best-effort users can be removed by the pre-subtraction of interference at the transmitter if the channel state information (CSI) is perfect.

V. NUMERICAL RESULTS

In this section, numerical results for the performance of the proposed algorithm are presented. Throughout the simulations, we assume $\text{SNR}_{254} = 6 \text{ dB}$, $\alpha = 4$, $R = 1 \text{ km}$ and shadowing standard deviation of $8 \text{ dB}$ for the MIMO downlink channel. We also assume that the received SNR of each user experiences the saturation due to several practical impairments caused by antennas, radio frequency (RF) circuitry, analogue-to-digital converters (ADC), digital-to-analogue converters (DAC) and so on. We do not investigate the source of the saturation in this paper but assume the received SNR is saturated at $40 \text{ dB}$. The saturation function is given by

$$g(x) = \frac{x}{1 + \beta^{-1} x},$$

where $\beta$ is a desired saturation value, and $x$ is the SNR determined by the MIMO channel parameters except the practical impairments.

For MIMO precoding techniques, we use zero-forcing dirty-paper coding (ZF-DPC) [11], THP and ZFBF [5]. Each MIMO precoding technique uses M-QAM signal sets with cardinality $M = 2^2, 2^4$, which corresponds to integer data rates ranging from 2 to 8 bits per symbol interval. This means that the capacity term of each user in (3), (4) and (6) is quantized to integer data rates from 2 bits/channel use to 8 bits/channel use by the floor function. Because we assume the received SNR is saturated at $40 \text{ dB}$, 256-QAM will be sufficient for any user with large channel gain. Although the encoding order of nonlinear MIMO precoding techniques affects the capacity of each individual user in the MIMO BC, the selected users are ordered according to their effective channel gain for simplicity. We also assume that the total input signal power of $P = 1$ and each user has the same input power as $P_0 = P_1 = \cdots = P_k = 1/M_r$. Data packets for all users arrive in queues at any time slot with mean arrival rate $\lambda = 2$ bits/channel use of a Poisson process independently and wait for transmission. For the delay performance, we evaluate the head-of-line (HOL) delays of real-time users.

Figure 2 shows the throughput performance versus the number of users for different combinations of MIMO precoding techniques and user selection criteria with $M_r = 4$. First, if all users are not divided into two subgroups ("No div."), the throughput of ZF-DPC is best among MIMO precoding techniques. THP performs worse than ZF-DPC due to modulo loss [12]. Although the capacity of linear beamforming goes to that of DPC as the number of users $K$ goes to infinity [5], it performs worst with a practically finite number of users. Second, we notice that the division of users according to their QoS classes results in poorer performance due to the reduction of the multiuser selection diversity gain. However, we notice that the performance degradation of ZFBF is worse than that of THP with the division of users. Third, user selection algorithms affect the throughput performance. The group-wise sum-rate rule shows the best performance because it selects a user set which has the maximum capacity among all possible combinations but it requires much more computation than other selection rules. Because the norm-based rule does not consider interference among users, it has worse performance than the sum-rate rule. The round-robin rule shows the poorest capacity performance, which is unchanged regardless of the number of users. This is because the round-robin rule does not consider the channel conditions of all users when it chooses users for transmission. It is useful to note that the performance degradation of linear ZFBF with the norm-based rule is more severe than that of nonlinear THP with the norm-based rule, which shows that the performance of THP is more robust to the type of the user selection algorithm than ZFBF. If we compare the computational complexity of finding a maximum sum-rate user set with that of finding users with large norm of the channel, THP with the norm-based rule can be a reasonable engineering trade-off between complexity and performance for practical systems.

![Figure 2. Throughput performance of different MIMO precoding techniques and user selection algorithms with the proposed algorithm for $M_r = 4$](image-url)
Figure 3 shows the computational complexity of the proposed algorithm if the sum-rate rule is used for the selection of users. We notice that the computational complexities are rapidly reduced as the number of subgroups increases. The complete search with no division of users rapidly becomes prohibitive even for practical values of $K$, e.g., $K > 30$. However, it is obvious that as $K$ approaches to infinity, the throughput of the proposed algorithm goes to the throughput without division of user group regardless of the number of subgroups provided the number of subgroups is finite and does not increase with the number of users. This is because we can always find an orthogonal user set of $M_T$ users among the finite subgroups with infinite number of users.

The delay performance of real-time users is presented in Figure 4. THP and the norm-based rule are used for the plot. It is assumed that there are 25% of real-time users among all users and the delay threshold ($D_{th}$) is the average HOL delay of real-time users. We assume 90% outage delay for the delay performance where the delay is guaranteed for 90% of the channel realizations so that 10% of delay values can exceed the delay threshold. We notice that the proposed algorithm can satisfy any delay threshold ($D_{th}$) for a certain range of the number of users. While the trade-off of spatial gain occurs, the delay stays near the delay threshold but the delay grows rapidly when the number of active users is more than the theoretical users that the MIMO system can support. With $D_{th} = 4096$ slots, the scheduler can guarantee the delay of the real time users up to 48 users when $M_T = 4$ is used. With $M_T = 8$, the scheduler can support about two times as many users as the case of $M_T = 4$ while maintaining the delay of the real time users at $D_{th} = 4096$ slots. If there are more transmit antennas, the delay-guaranteed range is increased because the MIMO capacity is significantly increased.

Figure 4 shows how the trade-off of spatial gain affects the throughput performance. We assume THP with the norm-based rule, $M_T = 4$ and $M^{RT} = 1$. If there is no trade-off, the total throughput increases as the number of users grows because spatial gain is always used as multiplexing for maximizing the throughput. However, with the trade-off, the total throughput is reduced to guarantee the delay of real time users. When spatial gain is used only for real-time users, the multiuser diversity gain is reduced. We notice that as the number of users increases, the throughput of best-effort users decreases because the real-time users take all the transmit antennas more frequently to guarantee their delay performance, which results in less chance of transmission for best-effort users.

Figure 6 shows the delay performance for different MIMO precoding techniques and user selection algorithms for $D_{th} = 4096$ slots, $M_T = 4$ and $M^{RT} = 1$.
of maximizing the sum-rate capacity, for practical multiuser MIMO downlink systems with different QoS requirements.

However, the proposed algorithm in this paper does not consider changing the number of pre-assigned transmit antennas for real-time users when their average delay does not satisfy the delay threshold. It only switches between a real-time user transmission-only mode and a simultaneous real-time and best-effort user transmission mode. The QoS of real-time users can be achieved at the cost of the total throughput. Hence, if there are several delay thresholds for real-time users, the scheduler can make a gradual decision on trade-offs either by changing the number of pre-assigned transmit antennas or by switching the transmission mode. In this case, the system performance can be further improved.

VI. CONCLUSIONS

In this paper, we proposed a new multiuser scheduling algorithm which trades spatial gain of multiple transmit antennas between best-effort users and real-time users for QoS-guaranteed services in the MIMO broadcast channels. Because the trade-off of spatial gain is used for the delay performance of real-time users, the selection rule can focus on how to maximize the total throughput of all users, not any other QoS parameters. In other words, the maximum throughput can be supported by the selection algorithm while guaranteeing the delay of real-time users by the flexible use of spatial gain.

In view of practical implementation, nonlinear Tomlinson-Harashima precoding has better performance both in delay and throughput and is more robust to different types of selection algorithms than linear zero-forcing beamforming. THP with the norm-based selection rule can be a reasonable combination, despite not being an optimal approach in the sense

We notice that the sum-rate rule has better performance than other selection rules regardless of the MIMO precoding technique used. In this case, the number of users guaranteeing the delay performance of the real-time users ranges up to about 48 users. If the norm-based rule is used, the delay performance of THP is slightly worse than the case of the sum-rate rule. ZFBF with the norm-based rule shows worse delay performance than THP with the norm-based rule because THP can actively remove mutual interference by the pre-subtraction, which is similar to finding a set of orthogonal users. The round-robin rule has the poorest performance among selection rules because it does not consider channel conditions at all. Note that if the system should admit more than 48 users with THP and the norm-based rule with parameters in this paper, a system engineer may assign more transmit antennas, an extra hardware burden or use a more computationally complex user selection algorithm, an extra software burden.
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Figure 6. Delay Performance of real-time users with the proposed algorithm for different MIMO precoding and user selection algorithms for $M = 4$ and $M' = 1$. We notice that the sum-rate rule has better performance than other selection rules regardless of the MIMO precoding technique used. In this case, the number of users guaranteeing the delay performance of the real-time users ranges up to about 48 users. If the norm-based rule is used, the delay performance of THP is slightly worse than the case of the sum-rate rule. ZFBF with the norm-based rule shows worse delay performance than THP with the norm-based rule because THP can actively remove mutual interference by the pre-subtraction, which is similar to finding a set of orthogonal users. The round-robin rule has the poorest performance among selection rules because it does not consider channel conditions at all. Note that if the system should admit more than 48 users with THP and the norm-based rule with parameters in this paper, a system engineer may assign more transmit antennas, an extra hardware burden or use a more computationally complex user selection algorithm, an extra software burden.
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Abstract- In this paper, a simple multiple input multiple output (MIMO) broadcast channel model is proposed and compared with measured MIMO channels. The proposed model uses a sum-of-sinusoids model for temporal correlation and the Kronecker model for spatial correlation. MIMO channel measurements were performed in the city of Bristol, UK as a part of the Mobile VCE programme. These were conducted in the 2GHz frequency band with two pairs of dual polarized transmit antennas (4 transmit antennas) at the base station and with two pairs of crossed dipoles (4 receive antennas) at the receiver for different locations in a dense urban cellular environment. For validation of the proposed MIMO model, the standard deviation of cross correlations and eigenvalues are compared between the measured data and the simulated data. Numerical results demonstrate that the temporal correlation is more meaningful than the spatial correlation in view of multiuser scheduling in MIMO broadcast channels. Indeed, the proposed model has similar characteristics to the measured MIMO channels taking into account temporal correlation properties.

I. INTRODUCTION

For the original MIMO capacity analysis of [1] and [2], the entries of MIMO channel matrices were assumed to be independent and identically distributed (i.i.d.) complex Gaussian random variables. Afterwards, various MIMO channel models have been proposed to describe real channel environments. The Kronecker model is the most well-known simplified spatial model for MIMO channels. This concept was validated by comparison with measurement results [3][4]. The Kronecker structure of the channel covariance matrix is suitable for arrays with a moderate number of antenna elements. However, the elements of real MIMO channels are correlated both in time due to Doppler spread effects and space due to insufficient spacing between multiple antenna elements. Joint spatial temporal models were presented in [5], where spatial and temporal correlations are modeled based on angle of departure (AOD), Doppler spread, shadowing and path loss, in addition to conventional spatial model parameters such as antenna spacing, beamwidth and so on. As the number of parameters considered increases, the complexity of the model also grows, making it difficult to implement and run the MIMO channel efficiently despite its improved accuracy.

For a multiuser scheduler in a MIMO broadcast channel (BC, or downlink, i.e. channels from the base station to mobile terminals), the temporal correlation is one of the most crucial factors. The reason is as follows; if a MIMO precoding technique is used in the MIMO BC, channel state information (CSI) at the transmitter is essential for transmit processing. It is likely that there is a time difference between obtaining CSI and using that CSI at the transmitter in a temporally correlated channel. Because the channel is time-varying due to the Doppler spread, there always exist mismatches of the channel estimate caused by that difference. This degrades the performance of the MIMO precoding technique. However, if the multiuser scheduler exploits the statistical CSI (SCSI) such as mean and covariance from the past instantaneous CSI (ICSI), it can allocate users to different time slots more efficiently whilst considering the temporal correlation [6]. This can minimize the performance degradation due to imperfect CSI caused by temporal variations. Unlike the case of the temporal correlation, the effect of the spatial correlation caused by insufficient antenna spacing might not be overcome completely by the multiuser scheduler because it is determined by the physical antenna configuration and channel environments. In this case, the performance degradation can be minimized if the antenna spacing is sufficient to guarantee very small spatial correlation values or rich scattering, so that the MIMO channel matrix has i.i.d. elements. This means that parameters related to the temporal correlation are more important than those related to the spatial correlation to make a realistic simulation model for investigating the performance of the multiuser scheduler in the MIMO broadcast channel.

Therefore, the object of this paper is to provide a simple but realistic MIMO BC model for multiuser scheduling algorithms. There are a lot of factors that should be considered for the modeling of real MIMO BCs but it is not only difficult but too complex to include all these factors in a simulation model. Some parameters may have little effect despite the complexity to model them accurately. In order to validate our proposed model, we compare it with MIMO channel measurements followed by
an example in Section IV, which explains why the temporal correlation is more meaningful than the spatial correlation in view of multiuser scheduling.

The rest of this paper is organized as follows. In section II, the proposed MIMO broadcast channel model is introduced. Section III explains the MIMO channel measurements. Section IV compares the effect of spatial and temporal correlations on multiuser scheduling in terms of scheduling. Validation of the proposed model is presented in Section V. Conclusions are drawn in Section VI.

II. THE PROPOSED MIMO BROADCAST CHANNEL MODEL

We use boldface to denote matrices and vectors. For any general matrix $A$, $A^T$ denotes the transpose, $A^H$ denotes the conjugate transpose and $\text{Tr}(A)$ denotes the trace.

Consider a MIMO broadcast channel with $M_T$ transmit antennas at a base station and $K$ users each with a single receive antenna. Let $h_k(n) \in \mathbb{C}^{M_T \times 1}$ denote the channel at time $n$ between the transmit antenna array and the receive antenna for user $k$. Note that we use a discrete time index $n$ to represent the time variation. Then the downlink channel can be represented as

$$y_k(n) = h_k^*(n)x(n) + z_k(n), \quad k = 1, \ldots, K,$$

where $x(n) \in \mathbb{C}^{M_T \times 1}$ is the transmit signal vector with a power constraint $\text{Tr}(x^H x) \leq P$, $y_k(n)$ is the received signal for user $k$ and $z_k(n)$ is the complex additive white Gaussian noise (AWGN) with zero mean and unit variance.

The channel is assumed to exhibit path loss, log-normal shadow fading and Rayleigh fading as in conventional radio channel models. Then the channel $h_k(n)$ can be expressed as

$$h_k(n) = \sqrt{\frac{\text{SNR}_k(n)}{R}} s_k(n) \cdot g_k(n),$$

where $\text{SNR}_k(n)$ denotes the average signal-to-noise-ratio (SNR) of user $k$, $s_k(n)$ denotes the distance between user $k$ and the base station, $R$ denotes the cell radius, $\alpha_k$ denotes the path loss exponent, $s_k(n)$ denotes the log-normal shadowing for user $k$. The vector $g_k(n) = [g_{k1}(n) \ g_{k2}(n) \ \ldots \ g_{kM_T}(n)]^T$ represents the Rayleigh-distributed fading between the transmit antenna array and user $k$. Although path loss exists in real radio channels, it can be ignored if all users are located at the same distance from the base station, so that the proposed model does not consider path loss parameters. The effect of shadowing is modeled as a log-normal process with standard deviation, which can be expressed as [7]

$$s_k(n) = 10^{\gamma_k n(n)/10},$$

where $\gamma_k(n)$ is a sum-of-sinusoids (SOS) random process of user $k$ at time instant $n$, which is given by

$$\gamma_k(n) = \sum_{m=1}^{M_T} c_k(m) \cos \left( 2\pi f_k n + \theta_k(m) \right),$$

In (4), the gains $c_k$ and the frequencies $f_k$ are non-zero, real-valued constant quantities for user $k$, $N_k$ is the number of sinusoids and the phases $\theta_k(m)$ are i.i.d. uniform random variables on the interval $(0, 2\pi)$ for user $k$. There are several methods to determine the parameters $c_k$ and $f_k$. In this paper, we use the method of equal areas (MEA) [7] and the following equations are derived for those parameters

$$c_k = \frac{2}{N_k}, \quad f_k = \frac{1}{2\pi D} \tan \left[ \frac{\pi (i - 0.5)}{2N_k} \right],$$

where $D$ denotes the decorrelation distance. For Rayleigh fading, the sum-of-sinusoids statistical model [8] is applied. Many conventional Rayleigh fading models are based on the Jakes model [9]. However, the Jakes model is a deterministic model, which has limitations when modeling i.i.d. random multiple antenna matrix entries. According to the Rayleigh fading model, the Rayleigh fading variable $g_{km}(n)$ of the $m$th transmit antenna for user $k$ is given by

$$g_{km}(n) = \frac{1}{N_k} \sum_{i=1}^{N_k} \cos \theta_{km} \cos \left( 2\pi f_k n + \frac{2\pi i - \pi + \theta_{km}}{4N_k} + \phi_k \right)$$

$$+ \frac{1}{N_k} \sum_{i=1}^{N_k} \sin \theta_{km} \cos \left( 2\pi f_k n + \frac{2\pi i - \pi + \theta_{km}}{4N_k} + \phi_k \right),$$

where $f_k$ denotes the Doppler frequency of user $k$, $\theta_{km}$, $\phi_k$, and $\theta_{km}$ are mutually i.i.d. uniform random variables over $[-\pi, \pi]$ for all $i$, $m$ and $k$. With this model, the temporal correlation of any user with delay $\tau$ can be given by $J_0(2\pi f_k \tau)$, where $J_0$ is the zeroth order Bessel function of the first kind.

Assuming the base station selects $M_T$ users and forms a channel matrix $H = [h_1 \ldots h_K]$ for transmission, with the Kronecker spatial correlation model, the channel matrix $H$ can be given by [4] and [10]

$$H = R^{1/2} H W R^{1/2},$$

where $R$ is the $M_T \times M_T$ spatial correlation matrix at the receiver, $H$ is the $M_T \times M_T$ spatial correlation matrix at the base station and $H_w$ is a $M_T \times M_T$ matrix of which elements are i.i.d. complex Gaussian random variables with zero mean and unit variance. For the spatial correlation matrices, $H$ can be assumed to be an identity matrix if users are separated enough to ignore the spatial correlation between them. Assuming a linear array of equally-spaced $M_T$ parallel antenna elements at the base station, the spatial correlation matrix can be given by the following Toeplitz matrix [11]

$$R = \begin{bmatrix}
1 & \rho_1 & \ldots & \rho_1^{(M_T-1)} \\
\rho_1 & 1 & \ldots & \rho_1 \\
\vdots & \ddots & \ddots & \ddots \\
\rho_1^{(M_T-1)} & \ldots & \rho_1 & 1
\end{bmatrix},$$

where $\rho_1$ represents the spatial correlation between two adjacent antenna elements, which can be approximated as [12]

$$\rho_1 = \exp \left[ -23\lambda^2 \frac{d^2}{\lambda^2} \right].$$

In (9), $\lambda$ denotes the angular spread, $d$ denotes the distance between two adjacent transmit antenna elements and $\lambda$ denotes the wavelength of the carrier frequency.

Table I summarizes the proposed channel model.
III. THE MIMO CHANNEL MEASUREMENTS

The MIMO channel measurements were conducted in the city centre of Bristol, UK as part of a Mobile Virtual Centre of Excellence (M-VCE) elective programme [13]. This campaign used realistic antenna deployments, where two pairs of dual polarized transmit antennas at the base station and two pairs of crossed dipoles for reception were used at different locations in a dense urban cellular environment. The transmitting site was located on the roof of a building 33m above ground level and with a coverage area of one 65° sector. MIMO channel soundings were made with a user walking or sitting within the coverage area. Parameters for the MIMO channel soundings are given in Table II.

Table I: The Parameters for the Proposed Channel Model

<table>
<thead>
<tr>
<th>Item</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna configuration</td>
<td>Transmitter: $M_f$</td>
</tr>
<tr>
<td></td>
<td>Receiver: $K$ users each with a single antenna</td>
</tr>
<tr>
<td>Path loss exponent</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>Long term fading</td>
<td>Log-normal shadowing ($\sigma_l, D$)</td>
</tr>
<tr>
<td>Short term fading</td>
<td>Rayleigh</td>
</tr>
<tr>
<td>Doppler spread</td>
<td>$f_d$</td>
</tr>
<tr>
<td>Delay spread</td>
<td>None</td>
</tr>
<tr>
<td>Temporal correlation</td>
<td>$\rho_{k,s}(n)$</td>
</tr>
<tr>
<td>Spatial correlation</td>
<td>Kretzacker model ($T_s$)</td>
</tr>
</tbody>
</table>

The MIMO channel measurements were conducted in the city centre of Bristol, UK as part of a Mobile Virtual Centre of Excellence (M-VCE) elective programme [13]. This campaign used realistic antenna deployments, where two pairs of dual polarized transmit antennas at the base station and two pairs of crossed dipoles for reception were used at different locations in a dense urban cellular environment. The transmitting site was located on the roof of a building 33m above ground level and with a coverage area of one 65° sector. MIMO channel soundings were made with a user walking or sitting within the coverage area. Parameters for the MIMO channel soundings are given in Table II.

Table II: Measurement Parameters for MIMO Channel Soundings

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier Frequency</td>
<td>2GHz</td>
</tr>
<tr>
<td>Measurement Bandwidth</td>
<td>20MHz</td>
</tr>
<tr>
<td>Number of TX antennas</td>
<td>4</td>
</tr>
<tr>
<td>Number of RX antennas</td>
<td>4</td>
</tr>
<tr>
<td>Time Grid for Sampling the Channel</td>
<td>5.144ms</td>
</tr>
<tr>
<td>Measurement Duration</td>
<td>6s</td>
</tr>
</tbody>
</table>

IV. EFFECT OF SPATIAL AND TEMPORAL CORRELATIONS ON MULTIUSER SCHEDULING

In this section, the performance of the SCSI-assisted multiuser scheduling algorithm [6] is analyzed to show how the temporal correlation is more meaningful than the spatial correlation. For this, Tomlinson-Harashima preceding (THP) [14] is used for the MIMO precoding technique.

With assumptions of an equal transmit power allocation and high SNR, the sum-rate capacity of THP with $M_f$ selected user set can be given by

$$C_{\text{THP}}^{\text{mp}} = \frac{N_f}{\log_2 \left( 1 + \frac{b_i^2}{M_f} \right)} = \frac{K}{\log_2 \left( 1 + \frac{b_i^2}{M_f} \right)}.$$ (7)

In order to investigate the effect of the temporal correlation, it is assumed that one downlink frame of the MIMO BC with time period $T_f$ consists of $N_{\text{slot}} (N_{\text{slot}} > 1)$ time slots each with time period $T_s$. Then the ICSI is updated once per every frame at the base station. Assuming the Jakes power spectrum as in Section II, the temporal correlation function when $n = mT_s$ after the initial accurate channel measurement at $n = 0$ can be written as

$$\rho_{k,s}(n) = J_0 \left( 2\pi f_d n T_s \right), \quad m = 1, \ldots, N_{\text{slot}}.$$ (8)

In this case, any decrease in ICSI becomes a delay-induced channel estimation error due to the temporal correlation [14]. Then the sum-rate capacity considering the temporal variation can be written as

$$C_{\text{MP}}^{\text{mp}}(n) = \frac{K}{\log_2 \left( 1 + \frac{b_i^2}{M_f} \rho_{k,s}(n) \right)} = \frac{K}{\log_2 \left( 1 + \frac{b_i^2}{M_f} \right) P + 1}.$$ (9)

where $b_i^2$ is the effective channel gain.

Because a frame consists of multiple slots, with the SCSI-assisted multiuser scheduling algorithm, a user set for transmission is selected on a slot-by-slot basis using SCSI, so that the sum-rate capacity can be improved compared to a frame-by-frame multiuser scheduler without SCSI. Although the base station obtains ICSI once per every frame, it can utilize the previous ICSI for obtaining SCSI such as mean and covariance due to channel stationarity [15]. This SCSI can be used for estimating the temporal correlation of the MIMO BC when precise ICSI is not available. The SCSI-assisted sum-rate maximization rule finds a user set $S_{\text{MAX}}(n)$ at every slot index $n$ according to

$$S_{\text{MAX}}(n) = \arg \max_{\{0,1, \ldots, K\}} C_{\text{MP}}^{\text{mp}}(n).$$ (10)

According to this selection rule, any user with a rapid decrease in the temporal correlation may be assigned to the first few slots in the frame. This may improve the sum-rate capacity in return for increased complexity. This is because the multiuser selection procedure has to be performed on a slot-by-slot basis if the SCSI-assisted algorithm is applied.

Figure 1 shows the performance of the SCSI-assisted multiuser scheduling algorithm for different spatio-temporal channel parameters. We assume the frame period $T_f = 2$s, the number of transmit antennas $M_f = 4$, the number of users $K = 8$ and the number of time slots in a frame $N_{\text{slot}} = 5$. The relative Doppler spread values of all users $f_d T_f$, are assumed to be i.i.d. uniform random variables over $[0.1, 0.5]$. The antenna spacing is assumed to be $d = 0.5 \lambda$. When the relative Doppler spreads of all users have a uniform distribution over $[0.1, 0.5]$, the SCSI-assisted multiuser scheduling algorithm (label 'SCSI') performs better than the normal multiuser scheduling algorithm (label 'No SCSI'), which does not use SCSI and applies a frame-based multiuser selection. The performance difference between these two schemes is evident as the SNR increases because the delay-induced channel estimation error produces an irreducible error floor in the high SNR region. We notice that the performance improvement by using the SCSI-assisted multiuser scheduling algorithm can be achieved regardless of the angular spread ($\Lambda$), which is related with the spatial correlation. When the $\text{SNR}_b = 20$dB, the capacity increase is about 2 [bits/channel use] regardless of spatial channel.
parameters. A smaller angular spread ($\Lambda$) means higher spatial correlation between antennas, which reduces the sum-rate capacity. This plot shows that the effect of the temporal correlation can be minimized by using an appropriate multiuser scheduling algorithm. However, the spatial correlation cannot be overcome by the multiuser scheduling algorithm used in this paper.

Figure 1. The performance of the SCSI-assisted multiuser scheduling algorithm in spatio-temporally correlated MIMO broadcast channels

V. VALIDATION OF THE PROPOSED CHANNEL MODEL

In this section, numerical results for the validation of the proposed model are presented. Throughout the simulations for the proposed MIMO broadcast channel model, we assume the number of transmit antennas $M_T = 4$, the number of users $K = 4$ and the average signal to noise ratio $\text{SNR}_0 = 0$dB for all users and the number of sinusoids for Rayleigh fading and shadowing $N_s = 128$, which is sufficiently large enough to have good agreement with desired properties [7][8].

In order to model the large scale environment of the MIMO channel measurements, the shadowing standard deviation of the measured data from 19 different locations was estimated. Assuming no significant path loss effect, the shadowing standard deviation is roughly estimated as $\sigma_s = 6.2$dB by mapping points with the received power and its distance from the base station. This result seems reasonable since, in [16], the measured values for standard deviation of shadowing are 7.5dB and 4.3dB for suburban and urban environments respectively. The decorrelation distance for shadowing might be several tens of meters for the urban environment but the decorrelation distance $D = 30$m is assumed in this paper considering the geometrical characteristics of the city of Bristol. We also assume that the carrier frequency $f_c = 2$GHz and the Doppler spread $f_d = 8$Hz, which corresponds to walking pace for all users. The time period between discrete channel realizations is set to be 6.144 ms, which is the same as time grid used in the measurements. By normalizing each column vector of the channel matrix over the time axis separately, the effect of cross polarization discrimination (XPD), defined as a mean level difference between two orthogonal polarized components, can be ignored in the measured data.

Figure 2 shows a comparison between the simulated data and the measured data both in the time domain and in the Doppler domain. We notice that the Doppler spread of the walking reference is about 8Hz, which corresponds to a velocity of about 4.3km/h at the 2GHz center frequency. The Doppler spread of the simulated data is set to be the same as that of the measured data for comparison. In this case, we observe that the temporal variations of the measured data and the simulated data seem to match well.

Figure 3 shows the cumulative distribution function (CDF) of the eigenvalues of the measured data and the simulated data. In this plot, it is assumed that there are four users, each with a single receive antenna and four transmit antennas at the base station, which forms a $4 \times 4$ MIMO broadcast channel and the angular spread $\Lambda = \pi/4$.

Figure 3. Comparison of the eigenvalues between the simulated data and the measured data with a $4 \times 4$ channel matrix ($M_T = 4$, $K = 4$, $M_a = 1$) with $\Lambda = \pi/4$.
The measured data and the simulated data match well when the antenna spacing $d$ is 0.5λ. When the antenna spacing $d$ is 0.25λ, the eigenvalues decrease due to the spatial correlation, which leads to a decrease in capacity. This implies that a MIMO broadcast channel with multiple antennas at the base station and a single receive antenna for each mobile terminal can ignore the effect of the spatial correlation if the antenna spacing is sufficient to guarantee very small spatial correlation values.

Figure 4 shows the CDF of spatial correlation at the receiver. Denoting the 4x4 MIMO channel matrix as $H$ every point in each curve is obtained by averaging all non-diagonal entries of the matrix $HH^T$. Then the CDF is constructed with these points from all channel realizations.

![CDF of spatial correlation](image)

Figure 4. CDFs of the standard deviation of cross correlations with different antenna configurations with a full rank, 4x4 channel matrix ($M = 4$) with $\Lambda = \pi/4$

We notice that the case of two pairs of crossed dipoles at the receiver ($M_R = 4$, $K = 1$) suffers from relatively high cross correlations (0.1 - 0.15) due to insufficient spacing of receiving antennas. However, if the spatial correlation at the receiver is removed, namely, four different antennas are selected from four different users ($M_R = 1$, $K = 4$), to emulate the MIMO BC conditions, the cross correlation becomes small enough to be ignored compared to the case of four receive antennas from one user ($M_R = 4$), which has similar cross correlation characteristics to the simulated data with $d = 0.5λ$. However, as the antenna spacing decreases, the spatial correlation increases. When $d = 0.25λ$, the spatial correlation is larger than the case of $d = 0.5λ$.

V. CONCLUSION

In this paper, we proposed a simple MIMO broadcast channel model, which has reasonable complexity but can describe a realistic MIMO broadcast channel with multiple antennas at a base station and single receive antennas for each terminal. The proposed model was validated by comparing with MIMO channel measurements. Numerical results showed that the effect of temporal correlation can be minimized by multiuser scheduling, so that the temporal correlation is more meaningful than the spatial correlation when simulating multiuser scheduling algorithms. Indeed, the comparison between the measured data and the simulated data showed that the temporal correlation among channel parameters is sufficient to describe the realistic MIMO broadcast channel in terms of eigenvalues and cross correlations.
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Statistical CSI-assisted Multiuser Scheduling in MIMO Broadcast Channels

S. Lee and J. Thompson

Abstract—A new multiuser scheduling algorithm which can minimize the effect of scheduling delay in order to improve the sum-rate capacity in a temporally-correlated MIMO broadcast channel (BC) is presented. The scheduling delay induces an additive channel estimation error noise as well as decreasing the effective channel gain due to temporal variations. The proposed algorithm utilizing statistical channel state information (CSI) allocates users with high Doppler spread in the first part of a frame so that the effect of scheduling delay can be minimized. Numerical results demonstrate that the proposed CSI-assisted multiuser scheduling algorithm can improve the sum-rate capacity of the MIMO BC.

Index Terms—Multiple input multiple output (MIMO), broadcast channel (BC), channel state information (CSI), multiuser scheduling, scheduling delay.

I. INTRODUCTION

For multiuser MIMO broadcast channels (BCs, or downlink, i.e., channels from the base station to mobile users), many combined MIMO precoding and multiuser scheduling methods have been suggested [1] [2]. However, these multiuser scheduling algorithms do not consider temporal variations of the MIMO BC. The temporal variations cause mismatches of the channel estimate, which may affect the reliability of the channel state information (CSI) at the transmitter. This results in performance degradation because MIMO precoding techniques usually require CSI for transmit signal processing.

In this letter, we propose a new statistical channel state information (CSI)-assisted multiuser scheduling algorithm for the temporally-correlated MIMO BC. The proposed algorithm utilizes CSI for the selection of a user set, which can minimize the mismatch of channel estimates in order to improve the sum-rate capacity. Assuming a frame consists of multiple slots, with the proposed CSI-assisted multiuser scheduling algorithm, a user set for transmission is selected on a slot-by-slot basis using CSI, so that the sum-rate capacity can be improved compared to a frame-by-frame multiuser scheduler without CSI.

The rest of this paper is organized as follows. In Section II, the system model is introduced. In Section III, the proposed CSI-assisted multiuser scheduling algorithm is presented. Numerical results are presented in Section IV. Conclusions are drawn in Section V.

II. SYSTEM MODEL

We use boldface to denote matrices and vectors. For any general matrix $A$, $A^T$ denotes the transpose, $A^H$ denotes the conjugate transpose, $\text{Tr}(A)$ denotes the trace and $\text{diag}(A_i)$ denotes a diagonal matrix with the $(i,i)$ entry equal to $A_i$. $I$ denotes the identity matrix. $E[\cdot]$ denotes expectation and $\text{MOD}[\cdot]$ denotes modulo operation.

Consider a narrowband temporally-correlated Rayleigh fading MIMO BC with $M_T$ transmit antennas at a base station and $K(K \geq M_T)$ users each with a single receive antenna. Let $h_k(t) \in C^{M_T \times 1}$ denote the channel at time $t$ between the transmit antenna array and the receive antenna for user $k$, whose elements are complex Gaussian random variables with zero mean and unit variance. Then the MIMO BC at time $t$ can be represented as

$$y_k(t) = h_k^T(t)s(t) + z_k(t), \quad k = 1, \ldots, K,$$  \hspace{1cm} (1)

where $s(t) \in C^{M_T \times 1}$ is the transmit signal vector with a covariance matrix $R_{ss} = E[s(t)s(t)^H] = \sigma^2 I$ and a power constraint $\text{Tr}(R_{ss}) \leq P$, the scalar $y_k(t)$ is the received signal for user $k$ and $z_k(t)$ is the complex additive white Gaussian noise (AWGN) with zero mean and unit variance for user $k$ at time instant $t$. Each user is assumed to experience independent frequency non-selective fading with different Doppler spread $f_d$. In this case, the temporal correlation of any user with delay $\tau$ can be given by $p_k(\tau) = J_0(2\pi f_d \tau)$, where $J_0$ is the zeroth order Bessel function of the first kind [3].

For the THP technique in the MIMO BC, a channel matrix $H(S)$ is formed with a user set $S (|S| \leq M_T)$ and decomposed into a unitary transmit beamforming matrix $F$ and lower triangular matrix $B$ by taking the QR decomposition. For simplicity of implementation, several assumptions are made. First, although the maximum sum-rate capacity of THP can be achieved by optimal ordering and transmit power allocation, these optimal strategies are ignored. Therefore, an equal power allocation over spatial channels is assumed. Second, the number of elements in a user set $\hat{S}$ is assumed to be the same as the number of transmit antennas ($|\hat{S}| = M_T$). Lastly, if the target bit-error rate (BER) of the system is very small (i.e., $\text{BER} \leq 10^{-6}$) and high signal-to-noise ratio (SNR) operation is assumed for all users, the modulo loss can be ignored [4]. Then, the sum-rate capacity of THP at time $t$ can be approximated as

$$C_{\text{THP}}(S, t) = \sum_{k=1}^{M_T} \log_2 \left( 1 + \frac{h_k^2(t)P}{M_T} \right).$$  \hspace{1cm} (2)

With this, the sum-rate maximization rule with THP finds a user set $\hat{S}_{\text{max}}$ at time $t$ according to

$$\hat{S}_{\text{max}}(t) = \arg \max_{S \subseteq \{1, \ldots, K\}, |S| = M_T} C_{\text{THP}}(S, t).$$  \hspace{1cm} (3)

After the user set $\hat{S}_{\text{max}}$ is determined, THP is performed at the transmitter for transmission.

Fig. 1 shows the block diagram of THP with the selected user set $\hat{S}_{\text{max}}$ in the MIMO BC. The vector
III. STATISTICAL CSI-ASSISTED MULTIUSER SCHEDULING

It is assumed that one downlink frame of the MIMO BC with time period $T_F$ consists of $N_S$ ($N_S > 1$) time slots with time period $T_s$. Then the ICSI is updated once per every frame at the base station. However, different users can be transmitted to in each time slot. Denoting the maximum Doppler spectrum as $f_D$, the frame period should be selected such that [6]

$$T_F < \frac{1}{2f_D}. \quad (4)$$

ICSI can be obtained by using either a feedback channel or the reciprocity principle in the case of time-division duplex (TDD) systems. There are several sources for imperfect ICSI but it is assumed that the ICSI is perfect at the beginning of every frame [3] for simplicity. In this case, the only imperfection is the mismatch of the channel estimate due to scheduling delay. This mismatch results in performance degradation, which will generally increase through the time slots of each frame. The amount of degradation for user $k$ is determined by the temporal correlation, which is a function of the Doppler spread $f_D$ and multiples of the slot period $nT_s$.

Based on the results in [3], an equivalent time-varying channel matrix reflecting scheduling delay within the frame at slot index $n$ can be written as

$$H(n) = P(n)H_0 + \sqrt{1 - P(n)}P^H(n)H_m, \quad n = 1, \ldots, N_S, \quad (5)$$

where $P(n) = \text{diag}\{\rho_1(nT_s), \ldots, \rho_{M_T}(nT_s)\}$ denotes the autocorrelation matrix of the user set $S_{\text{Max}}$ and the $\text{diag}\{\}$ denotes the diagonal matrix. $\sqrt{1 - P(n)}P^H(n)H_m$ represents the amplitude increase in the channel estimation error due to scheduling delay, $H_0$ is the perfectly estimated channel matrix at the beginning of each frame and $H_m$ is an uncorrelated estimation error matrix which has the same statistical characteristics as the estimated channel $H_0$. Equation (5) implies that any decrease in ICSI becomes a delay-induced channel estimation error due to scheduling delay.

From (1), the received signal via the equivalent MIMO BC becomes

$$y(n) = P(n)H_0s + \sqrt{1 - P(n)}P^H(n)H_m s + z(n), \quad (6)$$

where $y(n) \in \mathbb{C}^{M_T \times 1}$ and $z(n) \in \mathbb{C}^{M_T \times 1}$ are vector form of the received signal and complex AWGN respectively.

In (6), the first term denotes the desired signal and the second term denotes the additive measurement noise due to the delay-induced estimation error. After the modulo operation at the receiver, the output data vector becomes

$$\hat{a} = \text{MOD}[P(n)H_0s] = P(n)G^{-1}a. \quad (7)$$

The variance of the estimate noise, $\sqrt{1 - P(n)}P^H(n)H_m s$, is given by

$$M_T(1 - P(n))P^H(n)R_{aa}, \quad (8)$$

because $E[H_mH_m^H] = M_TI$. Since $\sigma_a^2 \approx \sigma_a^2$ with THP [7] and $\sigma_a^2 = \sigma_m^2$, the sum-rate capacity considering the temporal variation is written as

$$C_{\text{THP}}(S, H(n)) = \sum_{k=1}^{M_T} \log_2 \left( 1 + \frac{b_{kk} \sigma_m^2(n)P}{M_T(1 - P(n))P + 1} \right). \quad (9)$$

Although the base station obtains ICSI once per every frame, it can utilize the previous ICSI for obtaining SCSI such as mean and covariance due to channel stationarity [3]. This SCSI can be used for estimating the temporal correlations of the MIMO BC when precise ICSI is not available. The SCSI-assisted sum-rate maximization rule at slot index $n$ ($n = 1, \ldots, N_S$) finds a user set $S_{\text{Max}}(n)$ according to

$$S_{\text{Max}}(n) = \arg \max_{S \subseteq \{1, \ldots, K\}, |S| = M_T} C_{\text{THP}} (S, H(n)). \quad (10)$$

The SCSI-assisted sum-rate maximization rule uses the equivalent estimated channel model (5) for the multiuser selection procedure. Any user with a rapid decrease in the temporal correlation may be assigned to the first few slots in the frame. This may improve the total throughput in return for the increased complexity. This is because the multiuser selection procedure has to be performed on a slot-by-slot basis if the proposed algorithm is applied. When the temporal variations of the MIMO BC are small compared to the coherence time, the proposed SCSI-assisted multiuser scheduling algorithm has little improvement from the normal sum-rate maximization algorithm, which is performed on a frame-by-frame basis. This would give the same choice in the multiuser selection procedure for all slots.

IV. NUMERICAL RESULTS

Throughout the simulations, we assume $M_T = 2$, $K = 32$ and $N_S = 5$. The relative Doppler spread values of all users, $f_D T_f$, are assumed to be independent and identically distributed (i.i.d.) uniform random variables over $[0.1, 0.5]$. Fig. 2 shows the performance of the SCSI-assisted multiuser scheduling algorithm against SNR with different relative Doppler spread configurations. We assume $T_f = 2\text{ms}$ in this plot.
When the relative Doppler spreads of all users are identical, the throughput decreases as the relative Doppler spread increases. This is because the temporal channel correlation for all users decreases more rapidly as the relative Doppler spread increases. However, when the relative Doppler spreads of all users have a uniform distribution over \([0.1, 0.5]\), the proposed SCSI-assisted multiuser scheduling algorithm performs better than the multiuser scheduling algorithm which does not use CSI and applies a frame-basis multiuser selection. The performance difference between these two schemes is evident as the SNR increases because the delay-induced channel estimation error produces an irreducible error floor in the high SNR region.

Fig. 3 shows the performance of the SCSI-assisted multiuser scheduling algorithm against frame period \(T_f\). We assume \(SNR = 15dB\) for all users in this plot. When the frame period is small enough compared to the coherence time of the channel, the performance improvement of the proposed algorithm is negligible. However, as the frame period increases, the performance advantage of using CSI becomes evident. The proposed SCSI-assisted multiuser scheduling algorithm performs better than the multiuser scheduling without CSI considerations when \(T_f > 0.2ms\). Note that the amount of performance improvement and complexity increase of the proposed algorithm depends on the channel conditions and the number of slots in the frame structure.

**V. CONCLUSIONS**

We proposed a SCSI-assisted multiuser scheduling algorithm for the temporally-correlated MIMO BC. Due to the temporal variations of the MIMO BC, mismatch in the channel estimate occurs, which may affect the reliability of CSI at the transmitter. Because the degree of mismatch is different among users if their Doppler spreads are unequal, the proposed algorithm can minimize the effect of such mismatches. This is achieved by allocating users with high Doppler spreads to the front part of a frame, so that it can improve the sum-rate capacity. The selected user set for each time slot may be different from one another if the SCSI-assisted multiuser scheduling algorithm is applied on a slot-by-slot basis. However, the normal multiuser selection algorithm without SCSI on a frame-by-frame basis would give the same choice to all slots. For this, the proposed algorithm makes use of CSI as well as ICSI for the selection of a user set for transmission. By doing this, it can minimize the effect of scheduling delay whilst improving the sum-rate capacity of THP in the MIMO BC.
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Abstract—This paper proposes a new multiuser scheduling algorithm, which can support a mixture of different quality-of-service (QoS) user groups simultaneously whilst satisfying fairness among users in the same QoS group in MIMO broadcast channels (BCs). For this, the proposed multiuser scheduling algorithm consists of two parts: a QoS-aware Fair (QF) scheduling in the same QoS group and an antenna trade-off scheme between different QoS groups. The proposed QF scheduling algorithm finds a user set which can satisfy fairness among users in terms of throughput or delay respectively. In addition, the proposed antenna trade-off scheme can minimize the QoS violations of a higher priority user group by trading off the number of transmit antennas allocated to different QoS groups. Numerical results demonstrate that the proposed QF scheduling method not only satisfies different types of fairness among users but can adjust the degree of fairness among users. The proposed antenna trade-off scheme can improve the probability of QoS-guaranteed transmission whilst maximizing the total throughput.

Index Terms—Multiple input multiple output (MIMO), broadcast channel, dirty paper coding (DPC), weighted sum-rate capacity, quality of service (QoS), multiuser scheduling, fairness.

I. INTRODUCTION

In multiuser MIMO broadcast channels (BCs), i.e., the channels from the base station to mobile users, dirty paper coding (DPC) [1] can achieve the sum-rate capacity [2]. However, because DPC is difficult to implement in real systems due to its excessively high complexity, practical precoding techniques such as Tomlinson-Harashima precoding (THP) and zero-forcing beamforming (ZF-BF) have been developed. Zero forcing dirty paper coding (ZF-DPC) [3] is a nonlinear suboptimal implementation of DPC based on interference pre-subtraction. THP applies a modulo operation to ZF-DPC to prevent a possibly large power increase due to the pre-subtraction of ZF-DPC. Linear ZF-BF is more simple method than THP because no user ordering for pre-subtraction is required at the transmitter. Throughput comparisons between these MIMO precoding techniques can be found in [4] and [5].

Alongside the choice of MIMO precoding technique, multiuser scheduling is one of the most important issues of the MIMO BC for satisfying different quality-of-service (QoS) requirements such as throughput, delay constraint and fairness among users. A lot of scheduling methods have been suggested [6] [7] [8]. Round robin (RR) is a simple algorithm which serves users in a cyclic fashion regardless of the channel conditions. Proportional fair (PF) scheduling [6] is designed to meet long-term throughput fairness among users by considering the wireless channel conditions and the amount of past throughput simultaneously to exploit the multiuser diversity effect. The Modified-largest weighted delay first (M-LWDF) [8] is a throughput optimal scheduling strategy which takes into account the channel conditions and the state of queues. With M-LWDF, different QoS requirements are satisfied in terms of the outage probability.

A number of studies focusing on combined MIMO precoding techniques and multiuser scheduling methods for the MIMO BC have been presented. In [9], the performance of ZF-BF with several scheduling algorithms with a multiuser selection algorithm of reduced-complexity has been analyzed. Joint ZF-BF and scheduling for the optimal throughput with reduced complexity has been considered in [10]. However, these studies do not consider different QoS requirements such as different data rates, delay constraints and different fairness requirements among users.

In this paper, a new QoS-guaranteed multiuser scheduling algorithm is proposed for supporting a mixture of different QoS users simultaneously whilst satisfying fairness among users in realistic MIMO BC scenarios, where a base station is providing a variety of services to different users with different QoS requirements and fairness considerations. For this, the proposed algorithm includes a new fairness metric for the achievement of different throughput or delay fairness among users in the same QoS group and a new antenna trade-off scheme for the QoS differentiation between different QoS groups. With the proposed antenna trade-off scheme, a higher priority group takes precedence in using multiple antennas for satisfying its QoS requirement. The number of transmit antennas allocated to each QoS group can be determined by the wireless channel conditions and QoS requirements. After determining the number of transmit antennas allocated to each QoS group using the antenna trade-off scheme, the proposed QoS-guaranteed multiuser scheduling algorithm finds user sets from the highest QoS group sequentially using the QF scheduling algorithm from each QoS group, so that the final user set for transmission consists of different QoS users who can maximize the total throughput as well as satisfying fairness requirements.

The main contributions of this paper are as follows:

• A new throughput fairness metric supporting different data rates among users as well as enabling a trade-off between throughput and degree of throughput fairness in the MIMO BC.

• A new delay fairness metric supporting different delay constraints among users as well as enabling a trade-off between delay and degree of delay fairness in the
MIMO BC.

- A new antenna trade-off scheme which changes the number of transmit antennas allocated to each QoS group according to the priority order for satisfying prioritized QoS between different QoS groups.

The rest of this paper is organized as follows. In Section II, the system model is introduced. In Section III, the proposed fairness scheduling algorithms are presented. Section IV explains the proposed antenna trade-off scheme. Numerical results are presented in Section V. Conclusions are drawn in Section VI.

II. SYSTEM MODEL

We use boldface to denote matrices and vectors. For any general matrix $A$, $A^T$ denotes the transpose, $A^H$ denotes conjugate transpose and $\text{Tr}(A)$ denotes the trace. $|\cdot|$ denotes expectation. For any general set $B$, $|B|$ denotes the cardinality of the set.

Consider a narrowband temporally-correlated fading MIMO BC with $M_T$ transmit antennas at a base station and $K$ ($K \geq M_T$) users each with a single receive antenna. Let $h_k(t) \in \mathbb{C}^{M_T \times 1}$ denote the channel at time $t$ between the transmit antenna array and the receive antenna for user $k$. Then the MIMO BC at time $t$ can be represented as

$$y_k(t) = h_k^T(t) s(t) + z_k(t), \quad k = 1, \ldots, K, \quad (1)$$

where $s(t) \in \mathbb{C}^{M_T \times 1}$ is the transmit signal vector with a power constraint $\text{Tr}(E[|s(t)s(t)^H|]) \leq P$, $y_k(t)$ is the received signal for user $k$ and $z_k(t)$ is the complex additive white Gaussian noise (AWGN) with zero mean and unit variance for user $k$ at time instant $t$. The transmit signals are assumed to experience path loss, log-normal shadowing and Rayleigh fading. In this case, the channel $h_k(t)$ can be expressed as [11]

$$h_k(t) = \sqrt{SNR_0} \left(\frac{r_k(t)}{R_c}\right)^{-\alpha_p} \omega_k(t) \cdot g_k(t), \quad (2)$$

where $SNR_0$ denotes the median of the mean signal-to-noise-ratio (SNR) of all users averaged over fading at the cell boundary of distance $R_c$, $r_k(t)$ denotes the distance between user $k$ and the base station, $\alpha_p$ denotes the path loss exponent and $\omega_k(t)$ denotes the shadowing for user $k$ at time $t$ given by [12]. The vector $g_k(t) = [g_{k1}(t) g_{k2}(t) \ldots g_{kM_T}(t)]^T$ represents the Rayleigh-distributed fading between the transmit antenna array and user $k$ at time $t$. The Rayleigh fading model [13] generates independent and identically distributed (i.i.d.) complex Gaussian random variables for the elements of $g_k(t)$ with zero mean and unit variance. All users are assumed to be located at the same distance from the base station and experience frequency non-selective Rayleigh fading with Doppler spread $f_d$, which is determined by the carrier frequency $f_c$ and the velocity $v_k$ as $f_d = \frac{2\pi f_c}{C}$, where $C$ is the speed of light. In this case, the temporal correlation of any user with delay $\tau$ can be given by $\rho = m_x J_0(2\pi f_d \tau)$, where $m_x$ is the area mean determined by shadowing and path loss, $\tau$ is the delay in time and $J_0$ is the zeroth order Bessel function of the first kind [14].

III. QoS-AWARE FAIR (QF) SCHEDULING ALGORITHMS

A. Fairness metrics for QF scheduling

In real MIMO BC scenarios, a base station is likely to provide a variety of services to different users, each with different quality of service (QoS) requirements. In this case, throughput fairness among users does not mean the allocation of the same amount of bandwidth to all users.

In order to support such heterogeneous user channels, define the scaled deviation as

$$\Delta x = \frac{x - \bar{x}}{x}, \quad (3)$$

where $x$ is the observation and $\bar{x}$ is the required value of $x$. It can represent the relative degree of fairness regardless of the resource being considered. For example, there are two users with throughput requirements $R_1$ and $R_2$ respectively. It is assumed that the throughput requirement of the first user $X_1$ is twice as large as that of the second user $X_2$, namely, $R_2 = 2R_1$. If the data rates (observations) of $X_1$ and $X_2$ are $0.5R_1$ and $R_1$ respectively at a certain instant, the scaled deviation with respect to the throughput requirements (the required value) are $\Delta x_1 = (0.5R_1 - R_1)/(0.5R_1) = -1.0$ for $X_1$ and $\Delta x_2 = (R_1 - 2R_1)/R_1 = -1.0$ for $X_2$. In this case, throughput fairness is said to be satisfied in terms of the relative achievement in spite of the reduced amount of data delivered to each user.

In order to apply the concept of the scaled deviation to the QF criterion, an exponential function taking the argument $\Delta x$ is used. According to the type of resource, either $\exp(\Delta x)$ or $\exp(-\Delta x)$ can be used as elements of the weight vector for a weighted sum-rate maximization rule. In the case of throughput fairness, $\exp(-\Delta x)$ is used so that any user with relatively smaller throughput than other users has a large weight value. On the contrary, in the case of delay fairness, $\exp(\Delta x)$ is used so that any user with relatively larger delay than other users has a large weight value.

Prior to applying the scaled deviation to fairness cases, let us introduce the other parameter $m$, which changes the slope of the exponential function with a form of $\exp(m\Delta x)$ or $\exp(-m\Delta x)$. Later, this slope parameter will be used for controlling the degree of fairness. Fig. 1 shows the characteristics of the scaled exponential function $\exp(m\Delta x)$ with $\bar{x} = 1$. When $m = 0.1$, the output of the scaled exponential function is saturated near one when $x > 1$, regardless of the scaled deviation. However, as $m$ increases, the output of the scaled exponential function grows rapidly when $x > 1$. This makes a small change in $x$ cause a significant increase in the output.

For throughput fairness, define the throughput fairness metric $\mu_k(t)$ for user $k$ at time $t$ as

$$\mu_k(t) = \exp \left( m \left( \frac{R(t) - \bar{R}_k(t)}{\bar{R}_k(t)} \right) \right), \quad (4)$$
where $m_T$ ($m_T \geq 0$) is the throughput slope of the exponential function, which determines the sensitivity of (3) to throughput fairness. As might be expected from Fig. 1, smaller values of $m_T$ mean less strict throughput fairness among users and typically gives only average throughput fairness among users. Indeed, when $m_T = 0$, the weighted sum-rate maximization problem reduces to the normal sum-rate maximization problem without any fairness consideration. The scalars $a_k^d$ are constants to allow different throughput requirements among users. The variable $\varepsilon$ is an appropriate small value for ensuring the denominator is nonzero. The value $\bar{r}_k(t)$ is the exponential moving average of the past throughput for user $k$, which is updated as

$$\bar{r}_k(t+1) = \left(1 - \frac{1}{\alpha_t}\right) \bar{r}_k(t) + \frac{1}{\alpha_t} R_k(t),$$

where $\alpha_t (\alpha_t > 0)$ is the smoothing factor and $R_k(t)$ is the data rate of user $k$ at time $t$. The scalar $\bar{R}(t)$ in (4) is defined as $\bar{R}(t) = (1/K) \sum_{k=1}^{K} \bar{r}_k(t)$. According to (4), any user with $a_k^d \bar{r}_k(t) > \bar{R}(t)$ has a value less than one as its weight. In this case, that user might be excluded from a selected user set for transmission by the weighted sum-rate maximization rule to meet the throughput fairness constraint among users despite its high channel gain.

For delay fairness, define the delay fairness metric $\mu_k^d(t)$ for user $k$ at time $t$ as

$$\mu_k^d(t) = \exp \left( m_d a_k^d d_k(t) - \bar{D}(t) \right),$$

where $m_d$ ($m_d \geq 0$) is the delay slope of the exponential function, which determines the sensitivity of delay fairness as in the case of throughput fairness. Again, small values of $m_d$ means less strict delay fairness among users. The scalars $a_k^d$ are constants to allow different delay requirements among users. The scalar $d_k(t)$ denotes the head-of-line (HOL) delay in the queue of user $k$ and $\bar{D}(t)$ is defined as $\bar{D}(t) = (1/K) \sum_{k=1}^{K} d_k(t)$.

### B. Weighted sum-rate maximization with THP

For the THP technique in the MIMO BC, a channel matrix $H(S_0)$ is formed with a user set $S_0$ ($|S_0| \leq M_T$) and decomposed into unitary transmit beamforming matrix $F$ and lower triangular matrix $B$ by taking the QR decomposition. Because of the lower triangular matrix $B$, any interference caused by users $j > i$ on each user $i$ is forced to zero by pre-subtraction at the transmitter. However, due to the pre-subtraction, the transmit power increases, so that THP employs the modulo operation to minimize this. Denoting the transmit power allocated to user $k$ as $P_k$ and $b_k$ as $k$th diagonal element of the matrix $B$, the achievable sum-rate capacity of THP is given by

$$C(S_0) = \max_{k \in S_0} \sum_{k} \log_2 \left( 1 + \frac{b_k^2 P_k}{\Gamma_{THP}^k} \right),$$

subject to $P_k \geq 0$, $\sum_{k \in S_0} P_k \leq P$.

where $\Gamma_{THP}^k$ denotes the modulo loss of user $k$ [15]. For simplicity, several assumptions are made before applying the achievable sum-rate capacity to the weighted sum-rate maximization rule. First, although the maximum sum-rate capacity of THP can be achieved by the optimal transmit power allocation [16], these optimal strategies are ignored for simplicity. Therefore, an equal power allocation over spatial channels is assumed. Second, the number of elements in a user set $S$ is assumed to be the same as that of transmit antennas ($|S| = M_T$). Lastly, if the target bit-error rate (BER) of the system is very small (i.e. BER $\leq 10^{-6}$) and high SNR is assumed for all users, the modulo loss can be ignored [17] except the shaping loss of 1.53dB, which can be achieved by using multidimensional lattice codes rather than M-QAM modulation. Then, the sum-rate capacity of THP at time $t$ is approximated as

$$C_{THP}(S, t) = \sum_{k=1}^{M_T} \log_2 \left( 1 + \frac{b_k^2 \bar{R}_k(t) P}{M_T} \right).$$

From (4), (6) and (8), denoting $U = \{u_k | k = 1, \cdots, K\}$ as the total user set, the weighted sum-rate maximization rule considering throughput and delay fairness with THP at time $t$ can be given as (9) and (10) respectively.

$$S_k^t \max = \arg \max_{\mathcal{S} \subseteq U, |\mathcal{S}| = M_T} \sum_{k=1}^{M_T} \mu_k^d(t) \log_2 \left( 1 + \frac{b_k^2 \bar{R}_k(t) P}{M_T} \right).$$

$$S_k^d(t) = \arg \max_{\mathcal{S} \subseteq U, |\mathcal{S}| = M_T} \sum_{k=1}^{M_T} \mu_k^d(t) \log_2 \left( 1 + \frac{b_k^2 \bar{R}_k(t) P}{M_T} \right).$$

The weighting used for the existing PF algorithm for user $k$ is the inverse of the exponential moving average of the past throughput, so that the weighted sum-rate maximization rule for throughput fairness with the PF algo-
There are two methods for trading off transmit antennas: the hard trade-off and soft trade-off schemes. The hard trade-off scheme assigns all transmit antennas to RT users when the average delay of RT users exceeds the delay threshold. When this happens, BE users have no chance of using their pre-assigned antennas for transmission. The hard trade-off scheme determines the number of transmit antennas for RT users \( M_{RT} \) according to

\[
M_{RT} = M_S + (M_T - M_S) u \left[ \frac{\bar{D}_{RT} - D_{TH}}{1 - \delta_i} \right],
\]

where \( \bar{D}_{RT} \) denotes the average HOL delay of RT users, \( D_{TH} \) denotes the delay threshold of RT users, \( M_S \) (\( M_S < M_T \)) denotes the pre-assigned groups of antennas for RT users and \( u(\cdot) \) denotes unit step function. With the soft trade-off scheme, \( M_{RT} \) varies from the pre-assigned antennas \( M_S \) up to the total number of transmit antennas \( M_T \) determined by

\[
M_{RT} = M_S + \sum_{i = 0}^{M_T - M_S - 1} u \left[ \frac{\bar{D}_{RT} - (1 - \delta_i) D_{TH}}{1 - \delta_i} \right],
\]

where \( \delta \) determines the dynamic range of the soft trade-off scheme. When \( \delta = 0 \), equation (14) becomes the same as that for the hard trade-off scheme. This graceful adaptation by the soft trade-off scheme has better performance than the hard trade-off scheme. BE users have the remaining transmit antennas \( M_{BE} = M_T - M_{RT} \) for their transmission. After the number of transmit antennas for each QoS group is determined, the multiuser scheduling algorithm selects a user set from each QoS group sequentially. It is assumed that the number of selected BE and RT users are the same as the number of determined transmit antennas for BE and RT users respectively. For the selection of RT users, delay fairness among RT users is employed. Similarly, for the selection of BE users, throughput fairness among BE users is considered. In other words, the proposed multiuser scheduling algorithm in this configuration not only considers throughput and delay fairness among BE and RT users respectively but includes the delay constraint of RT users. For this, the proposed multiuser scheduling algorithm uses the antenna trade-off scheme for determining the number of transmit antennas for each QoS group and the weighted sum-rate maximization rules for selecting an optimal user set with fairness considerations. The weighted sum-rate maximization rule with delay fairness finds a user set \( S_{RT}^{d} \) among all possible user set \( S_{RT} \) (\( S_{RT} \subset U_{RT}, |S_{RT}| = M_{RT} \)) according to

\[
S_{RT}^{d} = \arg \max_{S_{RT}} \sum_{k = 1}^{M_{RT}} \mu_{k}^{d} \log_2 \left( 1 + \frac{\mu_{k}^{d} P_k}{M_{RT}} \right),
\]

For the selection of BE users, the weighted sum-rate maximization rule with throughput fairness finds a user set \( S_{BE} \) among all possible user sets \( S_{BE} \) (\( S_{BE} \subset U_{BE}, |S_{BE}| = M_{BE} \)) and the 'already selected' RT user set \( S_{RT}^{d} \) according to

\[
S_{BE} = \arg \max_{S_{BE}} \sum_{k = 1}^{M_{BE}} \mu_{k} \log_2 \left( 1 + \frac{\mu_{k} P_k}{M_{BE}} \right) + C \left( S_{RT}^{d} \right),
\]
where $C(S_{RT}^d)$ is the weighted sum-rate capacity of the already selected RT users, which is of the form

$$C(S_{RT}^d) = \sum_{i \in S_{RT}^d} \mu_i \log_2 \left( 1 + \frac{P_i R_i}{M_{RT}} \right).$$

(17)

After user sets are selected from each QoS group, THP is performed on the final user set $S_{\text{max}}$ ($S_{\text{max}} = S_{RT} \cup S_{HE}$) for transmission.

V. Numerical Results

Throughout the simulations, we assume the number of transmit antennas $M_T = 4$, the median SNR of all users $SNR_0 = 10$dB, the path loss exponent $\alpha_p = 4$ and the distance $r_k = R_e$. It is also assumed that the carrier frequency $f_c = 2$GHz and the velocity $v_k = 5.4$km/h for all users. For shadowing, standard deviation $\sigma_s = 4.3$dB and decorrelation distance $D = 8.3$m are assumed to emulate urban environments [18]. The data arrivals in queues for all users are assumed to be independent Poisson processes with arrival rate $\lambda$. If the queue dropping probability due to queue overflow and the error rate through the MIMO BC are negligible, throughput can be determined by the arrival rate and the sum-rate capacity. When the arrival rate is less than or equal to the sum-rate capacity, it defines the throughput. However, when the data arrival rate is greater than the sum-rate capacity, the sum-rate capacity determines the throughput.

Several fairness indices have been suggested for the measurement of fairness for different resource allocation schemes. In this paper, a new fairness index based on the Jain Fairness Index [19], [20] is proposed in order to consider different fairness requirements as

$$I_{QF} = \frac{1}{N_G} \sum_{i=1}^{N_G} \left( \frac{\sum_{j=1}^{K_i} \gamma_{ij}}{\sum_{j=1}^{K_i} \gamma_{ij}} \right)^2,$$

(18)

where $N_G$ is the number of subgroups with different fairness requirements, $K_i (\sum_{i=1}^{N_G} K_i = K)$ is the number of users in the subgroup $i$ and $\gamma_{ij}$ is the fraction of transmission resource allocated to user $j$ in the subgroup $i$, which satisfies $\sum_{j=1}^{K_i} \gamma_{ij} = 1$. When perfect fairness is achieved, $I_{QF} = 1$. $I_{QF}$ decreases from one as degree of unfairness increases. When perfect unfairness (i.e. all resources are allocated to one user) is achieved, $I_{QF} = 1/K$.

A. Throughput Fairness with QF Scheduling Algorithm

Fig. 2 and Fig. 3 compare the throughput and the fairness index of the PF algorithm and the proposed QF algorithm for different smoothing factors $\alpha_t$ against the throughput slope $m_t$ respectively. The number of users $K = 8$ and the constants $\alpha_t$ are assumed to be one. We notice that PF-THP and QF-THP have the same fairness index when the average throughput of each scheme is identical (cross-over point). For example, when $\alpha_t = 10$, these two algorithms have the same average throughput of about 10.9 [bits/channel use] with fairness index of about 0.90.

This means that the performances of these two schemes are basically the same in terms of the average throughput and fairness. However, the proposed QF algorithm is able to control the degree of fairness by trading the average throughput for fairness among users. The larger $m_t$ is, the higher the throughput fairness among users and the lower the throughput. The smoothing factor $\alpha_t$ determines the time window size for fairness. Larger time windows give more flexibility than smaller window sizes in selecting users due to the multiuser diversity. This increases the average throughput of all users. We notice that the case of $\alpha_t = 1000$ has larger average throughput and fairness index than the case of $\alpha_t = 10$. The percentage achievement
is defined as
\[
\frac{(R_B/R_A)_{\text{out}}}{(R_B/R_A)_{\text{req}}} \times 100 \text{ [\%]},
\]  
(19)
where \((R_B/R_A)_{\text{out}}\) is the ratio of the actual throughput of group B to group A and \((R_B/R_A)_{\text{req}}\) denotes the ratio of the required throughput of group B to group A. Fig. 4 shows the performance of the proposed QF algorithm for different throughput requirements. It is assumed that half of the users (group A) have a required throughput \(R_A\) and the others (group B) have a required throughput \(R_B\). The smoothing factor \(\alpha_4 = 1000\) is also assumed. Because the PF algorithm does not consider different throughput requirements among users, it performs the worst in terms of the percentage achievement to the required throughput ratio. A large throughput slope \(m_t\) means strict fairness among users, so that the case of \(m_t = 10\) with QF-THP performs better than the case of \(m_t = 1\) in terms of the degree of fairness, which corresponds to the trend of the results in Fig. 3.

B. Delay Fairness with QF Scheduling Algorithm

Fig. 5 and Fig. 6 compare the average delay and the fairness index of the LWDF algorithm and the proposed QF algorithm for different smoothing factors \(\alpha_d\) against the delay slope \(m_d\) respectively. The number of users \(K = 8\) and the constants \(\alpha_d^A\) are assumed to be one. The arrival rate \(\lambda = 1.25\) [bits/channel use] is assumed for all users. Unlike the LWDF algorithm, the proposed QF algorithm can adjust the degree of fairness by changing the delay slope \(m_d\). The average delay and the fairness index of the LWDF algorithm is the same regardless of the constants \(\alpha_d^B\). Similar to the case of throughput fairness, the performance of these two algorithms in terms of the average delay and the fairness index is the same when \(m_d \approx 1\). The delay fairness metric increases the degree of fairness by increasing the average delay of all users. This results in the decrease of the average throughput of all users.

Fig. 7 and Fig. 8 show the effect of changing the degree of delay fairness on both the throughput and the delay performance respectively. As expected, the case of less strict delay fairness \((m_d = 10)\) performs worst in terms of the throughput and delay performance. However, it achieves the highest degree of fairness in return for the performance degradation. The case of less strict delay fairness \((m_d = 0.1)\) performs better than any other cases because it gives more flexibility than the case of \(m_d = 10\) in selecting users for transmission.

Fig. 9 shows the performance of the proposed QF algorithm for different delay requirements. It is assumed that half of the users (group A) have a required delay \(D_A\) and
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Fig. 7. Throughput performance of the LWDF algorithm and the proposed QF algorithm against different arrival rates per user, $M_T = 4$, $SNR_0 = 10$dB, $f_c = 2$GHz, $v_k = 5.4$km/h, $\sigma_s = 4.3$dB, $D = 8.3$m, $K = 8$ and $a_k^s = 1$.

Fig. 8. Delay performance of the LWDF algorithm and the proposed QF algorithm against different arrival rates per user, $M_T = 4$, $SNR_0 = 10$dB, $f_c = 2$GHz, $v_k = 5.4$km/h, $\sigma_s = 4.3$dB, $D = 8.3$m, $K = 8$ and $a_k^s = 1$.

the others (group B) have a required delay $D_B$. We notice that the proposed QF algorithm can satisfy the different delay requirements up to the ratio $(D_B/D_A)_{req} = 2.5$ when $m_d = 10$. When $m_d = 1$, the proposed QF algorithm performs worse than the LWDF algorithm. However, when the delay slope $m_d$ becomes large, the average delay of all users also increases, which results in a decrease of the average throughput of all users.

C. Antenna Trade-off between Different QoS Groups

For the performance analysis of the proposed antenna trade-off scheme, it is assumed that there are 4 RT users ($K_{RT} = 4$) and 12 BE users ($K_{BE} = 12$) for each QoS group. The pre-assigned transmit antenna to RT users $M_S$ is assumed to be one. For throughput fairness, $\alpha_t = 1000$ is also assumed. All users in BE and RT groups have the same throughput and delay requirements respectively. For the delay threshold for RT users, $D_{TH} = 50$ [channel use] is assumed. The parameter $\delta = 0.1$ is assumed for the dynamic range of the soft trade-off scheme.

Fig. 9. The percentage achievement of different delay requirements with the LWDF algorithm and the proposed QF algorithm, $M_T = 4$, $SNR_0 = 10$dB, $f_c = 2$GHz, $v_k = 5.4$km/h, $\sigma_s = 4.3$dB, $D = 8.3$m and $K = 8$.

Fig. 10. The outage probability of the average delay of RT users exceeding the delay threshold $D_{TH}$ for different antenna configurations, $M_T = 4$, $SNR_0 = 10$dB, $f_c = 2$GHz, $v_k = 5.4$km/h, $\sigma_s = 4.3$dB, $D = 8.3$m, $K_{RT} = 4$, $K_{BE} = 12$, $D_{TH} = 50$, $\alpha_t = 1000$, $a_k^s = 1$ and $\delta = 0.1$.

Fig. 10 and Fig. 11 show the outage probability of the average delay of RT users exceeding the delay threshold $D_{TH}$ and the average throughput with fairness considerations for different transmit antenna configurations respectively. We notice in Fig. 10 that the soft trade-off scheme performs best among all transmit antenna configurations in terms of the outage probability because it can change the number of transmit antennas assigned to RT users gracefully according to the channel conditions. This
enables the multiuser scheduling algorithm to minimize the outage probability of the average delay of RT users exceeding the delay threshold $D_{TH}$. The hard trade-off scheme performs worse than the soft trade-off scheme but better than the fixed scheme, which does not change the number of pre-allocated transmit antennas, in terms of the outage probability. However, the fixed scheme performs best in terms of the throughput of all users ($R_{TOTAL}$) and that of BE users ($R_{BE}$) because it can always include BE users regardless of the delay status of RT users. This maximizes the multiuser diversity gain. Nevertheless, the throughput results of the fixed scheme are misleading because it cannot satisfy the delay constraints of RT users unlike the other antenna trade-off schemes. Between antenna trade-off schemes, the soft trade-off scheme performs also better than the hard trade-off scheme in terms of the throughput. When the arrival rate per user is greater than about 2 [bits/channel use], the throughput of the soft trade-off scheme is almost the same as that of the hard trade-off scheme. This is because the number of transmit antennas selected by the soft trade-off scheme is likely to be the same as that by the hard trade-off scheme when the average delay of RT users is much larger than the delay threshold. Indeed, the throughput of BE users with antenna trade-off schemes is almost zero when the arrival rate is greater than 2 [bits/channel use]. This is because RT users have higher priority and they take more transmit antennas than the pre-assigned value $S_B$ very frequently to satisfy the delay constraint. This results in less chance of transmission for BE users.

VI. CONCLUSIONS

We proposed and analyzed a new QoS-guaranteed multiuser scheduling algorithm, which consists of a QoS-aware Fair (QF) scheduling for selecting users in the same QoS group with throughput or delay fairness among users. We also discussed an antenna trade-off scheme for supporting different QoS users simultaneously with QoS differentiation. For the selection of a user set with the proposed QF scheduling algorithm, the weighted sum-rate maximization rule is exploited so that the selected user set satisfies the different fairness requirements whilst maximizing the sum-rate capacity. The exponential function with a scaled fairness deviation as its argument is used for fairness among users in terms of throughput and delay respectively. The proposed QF scheduling algorithm can also control the degree of fairness by adjusting the slope of the exponential fairness metric. In serving BE and RT users with delay constraints simultaneously, the antenna trade-off scheme performs better than the fixed antenna scheme in terms of both the delay performance of RT users and the throughput performance of all users. Between antenna trade-off schemes, the soft trade-off scheme shows better performance in terms of the outage probability and the throughput due to the graceful adaption to the time-varying channel conditions.

However, the computational complexity of weighted sum-rate maximization rule used by the proposed multiuser scheduling algorithm grows rapidly as the number of users increases. Hence, additional work should be done in order to decrease the complexity of the proposed algorithm for practical implementation.
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