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ACRONYMS AND PRINCIPAL MATHEMATICAL SYMBOLS

MUSIC  - Multiple Signal Classification

N  - number of sensors in array
M  - number of signals being received
\( \hat{u}_n \)  - intended position of \( n^{th} \) sensor
\( u_n \)  - true positions of \( n^{th} \) sensor
\( \Delta u_n \)  - error in position of \( n^{th} \) sensor
\( e_m \)  - bearing of \( m^{th} \) signal
\( z_m \)  - unit vector pointing at \( m^{th} \) transmitter
\( \hat{q}(\theta) \)  - signal vector for bearing \( \theta \)
\( R \)  - covariance matrix
\( \lambda_n \)  - \( n^{th} \) eigenvalue of covariance matrix
\( v_n \)  - \( n^{th} \) eigenvector of covariance matrix
CHAPTER 1 INTRODUCTION

1.1 Bearing Estimation using a Phased Array

There are many applications for systems that can determine the direction from which a signal is being received, particularly in the fields of radio [1]-[7] and sonar [1], [8], [9]. If the bearing is measured from different locations, the position of the transmitter can be estimated using triangulation.

The task of finding the bearing, and possibly power, of a received signal is known as bearing estimation or direction finding. The simplest technique is to use a single highly directional sensor which is rotated mechanically to explore different bearings.

However, an alternative approach, and the one of interest here, is to use an array of several sensors, which are often arranged in a straight line or around the circumference of a circle [10]. If the distances between the sensors are comparable with the wavelength of the signal being received, the bearing can be computed from the phase shifts between the signals from different sensors. The work reported in this thesis concerns the
effects of errors in the sensor positions on this process.

The basic principle of bearing estimation is illustrated in Figure 1.1, which shows an array of five sensors in a straight line with a spacing of half a wavelength between adjacent sensors. The array is receiving a single sinusoidal plane wave transmission with a bearing of approximately 13 degrees and the diagram shows the wavefronts (peaks) passing over the sensors.

The wavefronts arrive at sensor 1 first then pass over each of the other sensors in turn and the output signals from the sensors are therefore time-delayed, or phase-shifted, versions of each other. Since the phase angle at the transmitter is unknown, the signal from sensor 1 is arbitrarily chosen to act as a reference and the phases at the other sensors are measured with respect to sensor 1 as illustrated.

It should be clear that the phase shifts depend on the bearing of the signal. In particular, if the wavefronts were parallel with the line of the array, the sensor outputs would all be identical and there would be no phase differences.

In the example illustrated, it would be straightforward to work backwards from the measured phase angles to the
Figure 1.1 Sensor array
bearing of the signal using trigonometry. In practice, however, the following factors tend to complicate the situation.

In view of the plane wave assumption, individual cycles of the waveform are indistinguishable and the observed phase angles are all folded into the range $-\pi$ to $\pi$ radians. For example, $\frac{5\pi}{2}$ would be measured as $\frac{\pi}{2}$, any complete cycles of $2\pi$ radians being lost. It follows that the phase difference observed between a particular pair of sensors can often be explained by bearings other than the true one. Bearing estimation algorithms resolve these ambiguities by combining the information from all of the pairs of sensors in the array.

Another problem is noise, which may be received with the signal or generated in the receivers themselves. Noise corrupts the measured phase angles, causing errors in the bearing estimation. It is common practice to record a large number of samples from each sensor then apply an averaging process in an attempt to reduce the effects of noise.

Further complications arise when there is more than one signal present. In this case, the output from each sensor is a sum of sinusoids with different phase angles. Even in situations where only one signal is expected, the
desired signal may be accompanied by reflections from the atmosphere or the surrounding terrain, producing an effect known as multipath [11]–[15]. It is very difficult to separate the direct and reflected signals if there is a constant phase relationship between them and this is a severe practical problem in many applications.

Bearing estimation is essentially a form of spectral analysis which operates in a spatial domain rather than the more common frequency domain [16]. In time series analysis, the aim is to produce a spectrum of power against frequency. Similarly, bearing estimation algorithms generate a spectrum of power against bearing. Peaks in the spectrum are assumed to indicate signals which are being received, as illustrated in Figure 1.2.

Most bearing estimation techniques are closely related to algorithms used for time series analysis, and methods such as the Fourier transform [17]–[19], autoregressive analysis [17]–[20], the minimum energy method [17], [18], [21], and eigenvector methods [11], [17], [18], [22], [23] have all been adapted for use in bearing estimation [16].
Figure 1.2 Bearing spectrum
1.2 Research Topics in Bearing Estimation

In view of the close relationship between bearing estimation and time series analysis, it is not surprising that research topics in the two fields tend to be fairly similar. In both areas, there are a number of algorithms which perform the same task with different compromises between performance, computational cost, and robustness. Researchers have devoted themselves to understanding the basic properties of the algorithms, comparing the techniques with each other, and modifying them so as to cope better with practical problems such as high noise levels.

Some material has been published clarifying the link between bearing estimation and time series analysis and presenting a common methodology for the various techniques [16]. The algorithms most commonly discussed are conventional beamforming [12], [16], [24]-[27], minimum energy (sometimes referred to as maximum likelihood) [12], [16], [24]-[26], [28]-[34], autoregressive analysis (linear prediction) [12], [16], [24], [28], [35], [36], eigenvector methods (particularly MUSIC) [11], [16], [22], [25]-[27], [29], [37]-[43], and maximum entropy [16], [28]-[32].
One of the most important properties of a bearing estimation algorithm is its resolution, which is the ability of the technique to distinguish two signals with similar bearings and produce two distinct peaks in the bearing spectrum. A number of authors have compared the resolution properties of different techniques [12], [24]-[27], [29], [30], [37], [44]. Some researchers have produced super-resolution algorithms which are claimed to have exceptionally good resolution properties [30], [37], [45].

Some effort has been devoted to improving the performance of the algorithms at poor signal to noise ratios [45]-[48] and a great deal of research has been aimed at developing algorithms which cope with the highly correlated signals encountered when multipath is present [11], [13-15], [49]-[59]. There has also been work on the synthesis of optimal array geometries [60]-[62] and the development of bearing estimation algorithms with low computational requirements [63]-[65]. Some authors have described completely new algorithms, such as ESPRIT [66], [67].

One area which appears to have received little attention is the effect of errors in the positions of the sensors. Since the phase difference between two sensors is determined by both the bearing of the signal and positions of the sensors, errors in the positions cause errors in
the phase measurement, which in turn lead to errors in the bearing spectrum.

The study of sensor positioning errors was selected as the main area for the research described in this thesis and the precise aims of this work are discussed in the next section. While the thesis was being prepared, a number of references on the same topic as Chapter 4 were discovered [49], [68]-[81]. Indeed, the subject appears to be becoming quite popular as evidenced by the number of papers on array calibration algorithms presented at the International Conference on Acoustics, Speech, and Signal Processing in 1988 [49], [68]-[70].

1.3 Scope of Thesis

The work presented in this thesis concerns the sensitivity of phased array bearing estimation systems to errors in the positions of the sensors. The research is specifically aimed at portable radio direction finding systems operating at narrow aperture in the HF frequency band (i.e. 3MHz to 30MHz). The main application for such systems is the interception of radio transmissions in a battlefield environment. It is assumed that the transmitters are within approximately 60 miles of the
direction finding array, meaning that propagation is entirely by ground wave [82], [83] and an azimuth-only system is sufficient.

Within the HF band, frequencies of between 6MHz and 10MHz are particularly common, resulting in wavelengths of between 30 and 50 metres. At these frequencies, a direction finding array with a spacing of, say, half a wavelength between adjacent sensors is clearly too large for all of the sensors to be mounted on a common structure. The result is that the sensors must be positioned individually and small errors in the positions of the sensors are likely to occur.

The research is divided into two main sections, the first of which aims to produce theoretical expressions relating factors such as the average error in an estimated bearing to the tolerance on the sensor positions and this is repeated for various bearing estimation algorithms. The second objective is to develop a calibration procedure to improve the performance of the algorithms when sensor positioning errors are present.

The analysis of the effects of the errors is approached by considering the X and Y coordinates of the sensor positions to be normally-distributed random variables. The mean of each variable is the correct value of the
corresponding coordinate, while the (very small) variance expresses the magnitude of the errors likely to be produced when setting up the array.

Having made this definition, all of the quantities which are influenced by the sensor positions become random variables with means and variances determined by the variance of the sensor positions. Thus the analysis proceeds by observing the way in which this variance propagates through the bearing estimation algorithms.

The algebra required to do this is not straightforward and a number of approximations are required to make the problem manageable. However, computer simulations confirm the theoretical results over a range of variances.

The second piece of work develops a calibration algorithm to compensate for sensor positioning errors. The algorithm detects and measures errors in the sensor positions by analyzing the sensor outputs while signals with known bearings are being received. Clearly, this limits the application of the method to situations where it is practical to provide such signals.

The algorithm uses the idea of triangulation in a novel way. Rather than using two or more direction finding arrays to locate the position of a single transmitter, two
or more transmitters are used to estimate the positions of the sensors in a single direction finding array. Once the true sensor positions have been discovered in this way, they can be taken into account subsequently when performing bearing estimation on signals with unknown bearings.

1.4 Layout of Thesis

Chapter 2 presents a detailed mathematical description of a number of bearing estimation techniques, the aim being to establish the concepts and notation required for the original work described in the later chapters. The discussion concentrates on the MUSIC algorithm [22], although the conventional beamforming and minimum energy methods are also described. The three techniques are compared using computer simulations.

The original research analyzing the effects of sensor positioning errors is described in Chapter 3. A statistical model is defined in which the errors are characterized by the variance of the sensor positions. Equations are derived relating high-level parameters of the bearing spectrum such as the means and variances of the peak height and peak position to the variance in the
error model. This is repeated for different bearing estimation techniques and the results are confirmed using computer simulations.

Chapter 4 presents the original work on the array calibration algorithm. Using concepts from the MUSIC technique described in Chapter 2, a cost function is defined which expresses the error between the (unknown) true sensor positions and the ones assumed in the bearing estimation process. The calibration algorithm attempts to discover the true positions by iteratively updating a set of estimated positions in a way which minimizes the cost function. Computer simulations confirm the effectiveness of the approach.

Chapter 5 presents conclusions on the material which has been covered. A number of suggestions for further research are included.
CHAPTER 2 BEARING ESTIMATION TECHNIQUES

2.1 Introduction

This chapter provides the background material for the original research presented in Chapters 3 and 4. The account is based on the definitive papers published by Johnson [16] and Schmidt [11], [22].

The chapter is broadly divided into three parts, the first of which develops a data model to describe the samples, or snapshots, obtained from an array of sensors. The discussion starts by introducing notation for the positions of the sensors, the bearings and frequencies of the signals being received, and the sampling rate and then an expression is derived for the outputs from the sensors as functions of time. This is expressed in matrix notation and a number of algebraic properties are highlighted.

The second part of the chapter considers the problem of bearing estimation, which involves recovering the bearings of the signals from the sequence of samples implied by the data model. The covariance matrix of the sensor outputs is introduced and its algebraic properties are considered
in some detail. In particular, an analysis of the eigenvalues and eigenvectors of the covariance matrix leads to a discussion of signal and noise subspaces and a derivation of the MUSIC technique for bearing estimation. The conventional beamforming and minimum energy methods are also described.

The third part of the chapter presents a number of bearing spectra produced by a computer simulation system, the aim being to introduce the simulation scenario used in Chapters 3 and 4. The results in this chapter merely confirm well-known basic properties of the MUSIC, conventional beamforming, and minimum energy methods.

2.2 Sensor Positions

In Figure 2.1, an array of $N$ omni-directional sensors is receiving signals from different directions. The index $n$ always lies in the range 1 to $N$ and can thus be used to refer to any sensor in the array.

The processing of the sensor outputs is assumed to be narrowband with a nominal operating frequency of $\omega_c$ radians per second and the sensor positions are specified using a Cartesian coordinate scheme in which the units are
Figure 2.1 General bearing estimation problem
wavelengths at this frequency. The use of this convention rather than units of distance provides convenient normalization and accommodates the fact that the apparent array size depends on frequency.

All of the sensors lie in the same horizontal plane and the position of sensor \( n \) within this plane is described by the vector \( \hat{u}_n \), which expresses the position relative to the origin. The origin is defined to be the position of sensor 1.

\[
\hat{u}_1 = 0
\]  

(2.1)

The vector \( \hat{u}_n \) actually describes the intended position of sensor \( n \), which may be slightly different from its true position when the array is set up. Sensor positioning errors are the subject of the original research described in Chapters 3 and 4. This chapter, however, follows the normal convention of assuming that there are no sensor positioning errors present. Under this assumption, the true sensor positions are equal to the intended ones and are therefore known precisely.
2.3 Received Signals

Returning to Figure 2.1, the array of N sensors is receiving a total of M signals. Since the array can resolve at most N - 1 signals [8], it is assumed that the number of signals is less than the number of sensors.

\[ M < N \] (2.2)

The signal index m lies in the range 1 to M. All of the received signals are plane waves (i.e. sinusoids) and it is assumed that the transmitters are sufficiently distant for the wavefronts to be considered straight and parallel over the area covered by the array. The bearing of signal m is therefore the same from each sensor and is denoted by \( e_m \). The unit vector \( z_m \) points towards the transmitter and the direction of propagation is therefore \(-z_m\).

Although the data model involves the bearing \( e_m \), it does not include the distance from the array to the transmitter. Instead, the state of the transmitter is described by a phasor \( a_m(k) \), which represents the signal that would be observed at the origin of the sensor coordinate system. \( k \) is the sample index, which ranges from 1 to K and \( a_m(k) \) is defined as follows.
\[ a_m(k) = A_m \exp \left( j(2\pi(k - 1) \frac{\omega_m}{\omega_s} + \alpha_m) \right) \]  \hspace{1cm} (2.3)

\( A_m, \omega_m, \) and \( \alpha_m \) are the amplitude, frequency and phase angle of signal \( m, \omega_s \) is the sampling frequency, and \( j \) is the square root of \(-1\). Since the system is narrowband, all of the signals should ideally have the same frequency \( \omega_c \). However, sinusoids with identical frequencies would be mutually correlated since the same phase relationships would persist throughout the sampling period. In practice, received signals usually drift with respect to each other over a period of time and this phenomenon can be modelled by allowing each signal to have a slightly different frequency.

\[ \omega_1 = \omega_2 = \ldots = \omega_M = \omega_c \]  \hspace{1cm} (2.4)

The bearing estimation techniques described in this chapter assume that the signals are uncorrelated. Sets of two or more mutually correlated signals are encountered in practice when problems such as multipath are present and considerable research effort has been directed towards modifying the techniques so as to cope with this situation [11], [13]-[15], [50], [51]. The problem will not, however, be addressed here.
Since the sensor positions are specified in terms of the ideal operating frequency $\omega_c$, the array size is distorted slightly for signals at other frequencies. It is assumed, however, that this effect is too small to be significant and that the apparent shifts in the sensor positions are much smaller than those caused by genuine sensor positioning errors.

2.4 Signal Vectors

So far, the discussion has shown that the signal observed at the origin due to transmitter $m$ can be represented by the phasor $a_m(k)$. Since the wavefronts generally arrive at a particular sensor some time before or after passing over the origin, the signals observed by the sensors are time-shifted versions of $a_m(k)$. In view of the plane wave assumption, individual cycles of $a_m(k)$ cannot be distinguished and the time delays can therefore be expressed as phase shifts.

In Figure 2.2, $\hat{d}_{nm}$ is the distance from the origin to sensor $n$ along the axis of propagation of signal $m$ and it is this distance which determines the phase shift between the origin and the sensor. Stated mathematically, $\hat{d}_{nm}$ is the length of the component of the sensor position $\hat{u}_n$.
Figure 2.2 Distances along axis of propagation
along the bearing of the transmitter $z_m$ and can be calculated as the scalar product of the two vectors.

$$\hat{e}_{nm} = \hat{u}_n \cdot \hat{z}_m$$  \hspace{1cm} (2.5)

The phase shift from the origin to the position of sensor $n$ is $\hat{\psi}_{nm}$ radians. Since the distance $\hat{e}_{nm}$ is measured in wavelengths, it can be converted to a phase angle by multiplying by $2\pi$.

$$\hat{\psi}_{nm} = 2\pi \hat{e}_{nm}$$  \hspace{1cm} (2.6)

The phasor describing the signal observed by sensor $n$ is denoted by $s_{nm}(k)$ and is equal to $a_m(k)$ with a phase shift of $\hat{\psi}_{nm}$ applied. An expression for $s_{nm}(k)$ is found by modifying (2.3) to include the new phase term.

$$s_{nm}(k) = A_m \exp\left[j(2\pi(k - 1)\frac{\omega_m}{\omega_s} + \alpha_m + \hat{\psi}_{nm})\right]$$

$$= \exp(j\hat{\psi}_{nm}) A_m \exp\left[j(2\pi(k - 1)\frac{\omega_m}{\omega_s} + \alpha_m)\right]$$

$$= \hat{q}_{nm}a_m(k)$$  \hspace{1cm} (2.7)

where

$$\hat{q}_{nm} = \exp(j\hat{\psi}_{nm})$$  \hspace{1cm} (2.8)
The phasor $q_{nm}$ is a complex number with unit magnitude and an argument equal to $\psi_{nm}$. It should be noted that $q_{nm}$ contains less information than $\psi_{nm}$ since any complete cycles of $2\pi$ radians in $\psi_{nm}$ are lost in the process of evaluating (2.8).

Since sensor 1 is always positioned at the origin, the signal observed by this sensor is $a_m(k)$ without any phase shift and the following rules apply to sensor 1 for any signal $m$.

\[
\begin{align*}
\hat{c}_{1m} &= 0 & (2.9) \\
\hat{\psi}_{1m} &= 0 & (2.10) \\
\hat{q}_{1m} &= 1 & (2.11) \\
\hat{s}_{1m}(k) &= a_m(k) & (2.12)
\end{align*}
\]

Equations (2.8), (2.11), and (2.12) can be expressed for all $N$ sensors using the following matrix notation.

\[
\hat{s}_m(k) = \hat{q}_m a_m(k) \quad (2.13)
\]

where

\[
\hat{s}_m(k) = [a_m(k) \ s_{2m}(k) \ s_{3m}(k) \ \ldots \ s_{Nm}(k)]^T
\]

(2.14)

\[
\hat{q}_m = [1 \ \hat{q}_2m \ \hat{q}_3m \ \ldots \ \hat{q}_{Nm}]^T
\]

(2.15)
The column vector $\hat{q}_m$ is known as the signal vector for signal $m$ and this vector completely characterizes the response of the array to a signal from the direction $z_m$. If two different bearings produce identical signal vectors then transmissions from those directions cannot be distinguished. This is illustrated in Figure 2.3 using a linear array, which is a common configuration in which the sensors are placed in a straight line with equal spacing between adjacent sensors. An array of this type produces identical signal vectors for the bearings $e_m$ and $\pi - e_m$.

2.5 The Data Model

The vector $s_m(k)$ only accounts for the contribution of transmission $m$ to the data obtained from the array. Now, it is generally accepted that the principle of superposition applies to all common propagation media, such as those encountered in radio and sonar [11]. The sensor outputs are therefore obtained by summing $s_m(k)$ over the $M$ transmissions. A noise term is included to model receiver noise.

$$s(k) = \sum_{m=1}^{M} s_m(k) + w(k) = \sum_{m=1}^{M} \hat{q}_m a_m(k) + w(k)$$

(2.16)
Signals with bearings of $e_m$ and $\pi - e_m$ cannot be distinguished by linear array.

Figure 2.3 Linear array ambiguities
where

\[ s(k) = [s_1(k) \ s_2(k) \ldots \ s_N(k)]^T \]  \hspace{1cm} (2.17)

\[ w(k) = [w_1(k) \ w_2(k) \ldots \ w_N(k)]^T \]  \hspace{1cm} (2.18)

The complex number \( s_n(k) \) is the \( k \)th sample from sensor \( n \) and the column vector \( s(k) \) contains the set of samples obtained simultaneously from the \( N \) sensors. \( s(k) \) is commonly referred to as a snapshot.

\( w_n(k) \) is a sample of a complex Gaussian noise process with a mean of zero and a variance of \( \sigma_w^2 \). The noise component from a particular sensor is uncorrelated with the noise from other sensors and the signals being received. The properties of the noise are considered later in more detail during the discussion on covariance matrices.

Equation (2.16) can be expressed in matrix form as follows.

\[ s(k) = H a(k) + w(k) \]  \hspace{1cm} (2.19)

where

\[ H = [\hat{g}_1 \ \hat{g}_2 \ldots \ \hat{g}_M] \]  \hspace{1cm} (2.20)

\[ a(k) = [a_1(k) \ a_2(k) \ldots \ a_M(k)]^T \]  \hspace{1cm} (2.21)
\( H \) is an \( N \) by \( M \) matrix which has the \( M \) signal vectors \( \hat{q}_m \) as its columns and \( \hat{q}(k) \) is a column vector containing the \( M \) phasors \( a_m(k) \) which describe the signals observed at the origin. Equation (2.19) is the data model for the snapshots \( \hat{s}(k) \) collected from the array.

### 2.6 Properties of the Signal Vectors

The signal vectors which form the columns of \( H \) span a subspace within \( \mathbb{C}^N \), which denotes the \( N \)-dimensional vector space containing all column vectors with \( N \) complex elements. Since \( H \) has \( M \) columns, the dimension of the subspace is at most \( M \) and is normally equal to \( M \). The rank of \( H \), denoted by \( r(H) \), is equal to the dimension of this subspace.

\[
r(H) \leq M \quad (2.22)
\]

The rank is less than \( M \) if there is any linear dependence within the set of signal vectors. For example, a linear array produces identical signal vectors for the bearings \( e_m \) and \( \pi - e_m \) as noted earlier. If transmissions were present from both of these directions, they would contribute only one dimension to the subspace instead of two. In general, it is assumed that \( H \) is full rank and
the effect of lower ranks is discussed later where appropriate.

2.7 Covariance Matrices

The remainder of the chapter is devoted to a study of a number of techniques for performing bearing estimation. Given the snapshots \( s(k) \) and the sensor positions \( \hat{u}_n \), the aim of the process is to deduce the bearings of the signals being received. This may be viewed as an attempt to recover the coefficients of the underlying data model. In particular, if the matrix \( H \) is discovered then the signal vectors become available, which in turn imply the signal bearings.

The first step in the analysis of the snapshots is to form the covariance matrix \( R \), which is defined as follows.

\[
R = E[s(k)s^H(k)]
\]

(2.23)

The operator \( E[] \) denotes the expected value and the superscript \( H \) indicates the Hermitian transpose. In practice, it is impossible to obtain the expected value precisely and \( R \) must be approximated by averaging over a finite number of snapshots as follows.
Recalling the definition of the snapshot $s(k)$ given in (2.19), $R$ must depend on $H$, $a(k)$, and $w(k)$ and the precise relationship can be discovered by substituting the (2.19) into (2.23). Since the signals and the noise are uncorrelated, cross terms involving $a(k)$ and $w(k)$ are assumed to vanish.

\[
R = E[(Ha(k) + w(k))(Ha(k) + w(k))^H] = E[Ha(k)a^H(k)H^H + w(k)w^H(k)] = HEE[a(k)a^H(k)]H^H + E[w(k)w^H(k)] \tag{2.25}
\]

The two expected values in (2.25) are the covariance matrices of $a(k)$ and $w(k)$, which are denoted by $R_a$ and $R_w$ respectively.

\[
R = HR_aH^H + R_w \tag{2.26}
\]

where

\[
R_a = E[a(k)a^H(k)] \tag{2.27}
\]

\[
R_w = E[w(k)w^H(k)] \tag{2.28}
\]
The matrices $R_a$ and $R_w$ are known as the *signal covariance matrix* and the *noise covariance matrix* respectively.

The next three sections make a number of deductions about the matrices $R_w$ and $R_a$ and the product $HR_aH^H$. These observations are then combined to obtain some important properties of the covariance matrix $R$.

### 2.8 Properties of the Noise Covariance Matrix

$R_w$ is the covariance matrix of the vector $\mathbf{w}(k)$ and, in common with all other covariance matrices, it is Hermitian (i.e. $R_w = R_w^H$) [84]. Each element $(R_w)_{ij}$ expresses the degree of correlation between the additive noise signals produced by sensors $i$ and $j$. An element $(R_w)_{nn}$ on the leading diagonal is equal to the power of the noise component from sensor $n$, which is $\sigma^2_w$ for all of the sensors. Since the noise from different sensors is uncorrelated, the off-diagonal elements are all equal to zero and $R_w$ is therefore a scaled identity matrix.

$$R_w = \sigma_w^2 I$$

(2.29)

Substituting (2.29) into (2.26), the data model can be re-written as follows.
\[ R = H R_a H^H + \sigma_w^2 I \]  

(2.30)

Since an identity matrix is full rank [85], the rank of \( R_w \) is guaranteed to be equal to \( N \) provided that there is noise present (i.e. \( \sigma_w^2 > 0 \)).

\[ r(R_w) = N \]  

(2.31)

2.9 Properties of the Signal Covariance Matrix

As noted earlier, \( R_a \) is the covariance matrix of the vector \( a(k) \) which contains the \( M \) phasors \( a_m(k) \). Like \( R_w \), this matrix is Hermitian. The elements on the leading diagonal of \( R_a \) are the powers of the \( M \) signals. Recalling the definition of \( a_m(k) \) given in (2.3), the power of signal \( m \) is \( A_m^2 \).

\[ (R_a)_{mm} = A_m^2 \]  

(2.32)

An off-diagonal element \((R_a)_{ij}\) expresses the degree of correlation between signals \( i \) and \( j \). If the \( M \) signals are uncorrelated, the off-diagonal elements are all equal to zero and the matrix is diagonal. Non-zero off-diagonal terms indicate that some correlation is present and if \(|(R_a)_{ij}| = A_i A_j \) (with \( i \neq j \)) then signals \( i \)
and \( j \) are completely correlated.

This can only happen if there is fixed phase relationship throughout the sampling period, in which case the two signals must have identical frequencies (i.e. \( \omega_i = \omega_j \)). In this case, the constant phase difference is given by \( \arg((R_a)_{ij}) \), which is equal to \( \alpha_i - \alpha_j \).

The rank of \( R_a \) is equal to the number of independent signals, which is normally \( M \). If there are any completely correlated pairs, the rank is reduced and the matrix is singular.

\[
r(\mathbf{R}_a) \leq M
\]  

(2.33)

\( \mathbf{R}_a \) is assumed to be full rank unless otherwise stated. Completely correlated signals can be caused by multipath [11]-[15] as illustrated in Figure 2.4. The direct signal from the transmitter is accompanied by reflections from the ground or other objects. Refraction in the atmosphere can produce a similar effect.

Multipath creates a situation in which there are two or more sets of wavefronts arriving at the sensor array from different directions. There are time delays between the signals due to the differing path lengths. If the distances change significantly during the sampling period,
Figure 2.4 Multipath
the signals drift with respect to each other and are perceived as separate transmissions. If, however, the path lengths remain constant, the signals arriving at the array are completely correlated.

2.10 Properties of the matrix product $H R_a H^H$

From (2.25), $H R_a H^H$ is the covariance matrix of the vector formed by the product $H a(k)$ and is therefore Hermitian. Using the rule that the rank of a product of matrices cannot exceed the rank of any factor [86], the rank of $H R_a H^H$ must be limited by the rank of $H$ or $R_a$, whichever is lowest. From (2.22) and (2.33), both $H$ and $R_a$ have a rank less than or equal to $M$ and the same limit therefore applies to the rank of $H R_a H^H$.

$$r(H R_a H^H) \leq M \quad (2.34)$$

The rank is normally equal to $M$ unless the rank of $H$ is reduced by array geometry anomalies or $R_a$ fails to be full rank due to correlated signals. Since $H R_a H^H$ is an $N$ by $N$ matrix and $M < N$, the matrix cannot be full rank and must therefore be singular. It follows that the determinant of $H R_a H^H$ is equal to zero.
\[ |H R_a H^H| = 0 \quad (2.35) \]

The \( N \) eigenvalues of \( H R_a H^H \) are denoted by \( \lambda_1, \ldots, \lambda_N \) in ascending order. Since the matrix is Hermitian, all of the eigenvalues are greater than or equal to zero \([85]\). Furthermore, there must be at least one eigenvalue equal to zero because the matrix is singular and it follows that \( H R_a H^H \) is positive semi-definite. The number of eigenvalues greater than zero is equal to the rank of the matrix, \( M \).

\[ \lambda_1 = \lambda_2 = \ldots = \lambda_{N-M} = 0 \quad (2.36) \]
\[ 0 < \lambda_{N-M+1} < \lambda_{N-M+2} < \ldots < \lambda_N \quad (2.37) \]

### 2.11 Properties of the Covariance Matrix

Like \( R_W \), \( R_a \), and \( H R_a H^H \), the covariance matrix \( R \) is Hermitian. An element \( R_{nn} \) on the leading diagonal is equal to the power of the output from sensor \( n \), this being the noise power plus the total power of all of the signals being received.

An off-diagonal element \( R_{ij} \) is the cross-correlation between the outputs from sensors \( i \) and \( j \). These terms contain the phase information that is used to deduce the
signal bearings. The phase angle \( \text{arg}(R_{ij}) \) is equal to the phase shift between the two sensors, \( \hat{\psi}_{im} - \hat{\psi}_{jm} \), summed over the \( M \) signals.

Now, the rank of a sum of matrices cannot exceed the sum of the ranks of the original matrices [86]. From (2.26), \( \tilde{R} \) is the sum of \( HRa_{i}^{H} \) and \( R_{w} \), whose ranks are \( r(HRa_{i}^{H}) \prec M \) and \( r(R_{w}) = N \) according to (2.34) and (2.31). The lowest limit on the rank of \( \tilde{R} \) occurs when \( r(HRa_{i}^{H}) = 1 \), in which case \( r(\tilde{R}) \prec N + 1 \). Notice, however, that the maximum possible rank is \( N \) since \( \tilde{R} \) is an \( N \) by \( N \) matrix. Thus the presence of noise usually ensures that \( \tilde{R} \) is full rank.

\[
r(\tilde{R}) = N \tag{2.38}
\]

The rules governing the eigenvalues of \( HRa_{i}^{H} \) derived in the last section can be used to achieve some insight into the eigenvalues of \( \tilde{R} \). The first step is to rearrange (2.30) so that \( HRa_{i}^{H} \) is isolated.

\[
HRa_{i}^{H} = \tilde{R} - \sigma_{w}^{2}I \tag{2.39}
\]

From (2.35), the determinant of \( HRa_{i}^{H} \) is equal to zero. Substituting (2.39) into (2.35), the determinant of the matrix formed by the expression \( \tilde{R} - \sigma_{w}^{2}I \) must also be equal to zero.
Equation (2.40) defines the noise power $\sigma_w^2$ to be one of the eigenvalues of $\tilde{\mathbf{R}}$, these being $\lambda_1, \ldots, \lambda_N$ in ascending order. From (2.39), the eigenvalues of $\tilde{\mathbf{R}}$ differ from those of $\tilde{\mathbf{H}}^\mathbf{R}a\tilde{\mathbf{H}}$ by $\sigma_w^2$ [22].

$$\lambda_n = \lambda_n - \sigma_w^2$$

Since the eigenvalues of $\tilde{\mathbf{H}}^\mathbf{R}a\tilde{\mathbf{H}}$ are all greater than or equal to zero, (2.41) implies that the eigenvalues of $\tilde{\mathbf{R}}$ are all greater than or equal to $\sigma_w^2$. Furthermore, (2.40) states that at least one of the eigenvalues of $\tilde{\mathbf{R}}$ is actually equal to $\sigma_w^2$. Combining these two observations, the smallest eigenvalue of $\tilde{\mathbf{R}}$ must be equal to $\sigma_w^2$.

$$\lambda_1 = \sigma_w^2$$

A set of rules for the eigenvalues of $\tilde{\mathbf{R}}$ can be obtained by substituting (2.41) and (2.42) into (2.36) and (2.37).

$$\lambda_1 = \lambda_2 = \ldots = \lambda_{N-M} = \sigma_w^2$$

$$\sigma_w^2 < \lambda_{N-M+1} < \lambda_{N-M+2} < \ldots < \lambda_N$$

From (2.43), the multiplicity of the smallest eigenvalue is $N - M$ and this provides a means of determining $M$ from the covariance matrix $\tilde{\mathbf{R}}$. When $\tilde{\mathbf{R}}$ is computed by averaging
a finite number of snapshots using (2.24), the \( N - M \) smallest eigenvalues form a cluster as illustrated in Figure 2.5 rather than being precisely equal. The diagram shows the eigenvalues of a covariance matrix formed from 500 snapshots using the computer simulation system described later in this chapter.

It is not always straightforward to determine the number of eigenvalues in the cluster, particularly at poor signal to noise ratios or when partially correlated signals are present. No reliable method is known at present although statistical tests are emerging [87]-[91]. The problem has a similar flavour to that of model order determination in autoregressive spectral analysis [17], [18], [20], [92]-[94].

In view of the relationship between the rank of \( H R a H^H \) and the eigenvalues of \( R \), the estimated value of \( M \) is, at best, equal to the rank of \( H R a H^H \). Any of the problems discussed earlier which reduce the rank of \( H R a H^H \) cause \( M \) to be underestimated accordingly. In the following discussion, it is assumed that \( M \) is estimated correctly.
The number of large eigenvalues is equal to the number of signals being received. In this example, there is only one signal present.

The small eigenvalues are all approximately equal to the noise power.

Figure 2.5 Eigenvalues of covariance matrix
2.12 Signal and Noise Subspaces

The $N$ eigenvectors of $R$ are denoted by $v_1, \ldots, v_N$, where $v_n$ is the eigenvector corresponding to the eigenvalue $\lambda_n$. By definition, the eigenvalues and eigenvectors are related as follows.

$$ Ry_n = \lambda_n v_n $$  \hspace{1cm} (2.45)

The eigenvectors can be related to the data model by substituting (2.30) into (2.45).

$$ (H R a^H + \sigma_w^2 I) v_n = \lambda_n v_n = \lambda_n I v_n $$
$$ \Rightarrow H R a^H v_n = (\lambda_n - \sigma_w^2) v_n $$  \hspace{1cm} (2.46)

From (2.43), $\lambda_n - \sigma_w^2$ is equal to zero for the first $N - M$ eigenvalues since these eigenvalues are all equal to $\sigma_w^2$.

$$ H R a^H v_n = 0, \quad 1 \leq n \leq N - M $$  \hspace{1cm} (2.47)

Equation (2.47) states that the first $N - M$ eigenvectors of $R$ are orthogonal to the conjugates of the rows of $H R a^H$. Since $H R a^H$ is Hermitian, the conjugate of the $n$th row is equal to the $n$th column and it follows that the first $N - M$ eigenvectors of $R$ are also orthogonal to the columns of $H R a^H$. 
Since the columns of $\mathbf{H}^H \mathbf{a} \mathbf{H}$ are linear combinations of the columns of $\mathbf{H}$, they must lie in the subspace spanned by the columns of $\mathbf{H}$. Assuming that the two matrices have the same rank, the columns of $\mathbf{H}^H \mathbf{a} \mathbf{H}$ must also span that subspace. Since the first $N - M$ eigenvectors of $\mathbf{R}$ are orthogonal to the columns of $\mathbf{H}^H \mathbf{a} \mathbf{H}$, they must be orthogonal to any vector in the subspace, including the columns of $\mathbf{H}$.

$$\mathbf{H}^H \mathbf{v}_n = 0, \quad 1 \leq n \leq N - M \tag{2.48}$$

As discussed earlier, bearing estimation is essentially an attempt to recover the signal vectors $\mathbf{\hat{q}}_m$ which form the columns of $\mathbf{H}$. The significance of (2.48) is that it relates the eigenvectors of the covariance matrix obtained from the snapshots $\mathbf{s}(k)$ to the unknown signal vectors.

Since the $N$ eigenvectors of $\mathbf{R}$ are orthogonal to each other, they must span the whole of $\mathbb{C}^N$. Now, the discussion has shown that the signal vectors $\mathbf{\hat{q}}_m$ are orthogonal to the subspace spanned by the first $N - M$ eigenvectors. The signal vectors must therefore lie in the $M$-dimensional subspace spanned by the remaining $M$ eigenvectors $\mathbf{v}_{N-M+1}, \ldots, \mathbf{v}_N$, which is referred to as the signal subspace. The orthogonal subspace spanned by the first $N - M$ eigenvectors $\mathbf{v}_1, \ldots, \mathbf{v}_{N-M}$ is the noise subspace and has dimension $N - M$. 
2.13 The MUSIC Algorithm

Schmidt's MUSIC (Multiple Signal Classification) algorithm [11], [16], [22] is a bearing estimation technique which exploits the concept of signal and noise subspaces. The algorithm generates signal vectors for a range of bearings and tests each one to determine whether or not it lies in the signal subspace. If the signal vector for a particular bearing lies entirely in the signal subspace, it is assumed that a transmission is being received from that direction.

The signal vector for bearing \( \theta \) is \( \hat{q}(\theta) \), which is calculated in the same way as the unknown signal vectors in the data model, i.e. \( \hat{q}(\theta_m) = \hat{q}_m \). In Figure 2.6, \( p_s(\theta) \) and \( p_w(\theta) \) are the projections of \( \hat{q}(\theta) \) onto the signal and noise subspaces respectively. The axes have been omitted in order to simplify the diagram.

If \( \hat{q}(\theta) \) lies entirely in the signal subspace then the length (squared) of the projection onto the noise subspace, denoted by \( \|p_w(\theta)\|^2 \), is equal to zero. Meanwhile, the length (squared) of the projection onto the signal subspace, denoted by \( \|p_s(\theta)\|^2 \), reaches a maximum, being equal to \( \|\hat{q}(\theta)\|^2 \). If \( \theta \) is swept over a range of directions, the bearings of the signals being received are marked by peaks in \( \|p_s(\theta)\|^2 \) and notches in \( \|p_w(\theta)\|^2 \).
Signal vectors for different bearings
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Figure 2.6 Projections onto signal and noise subspaces
Consider the case where $\hat{q}(\theta)$ lies almost entirely in the signal subspace. If $\theta$ is varied so that $\hat{q}(\theta)$ moves even closer to the subspace, $\|P_s(\theta)\|^2$ decreases more rapidly than $\|P_w(\theta)\|^2$ increases. This happens because $\|P_w(\theta)\|^2$ is determined by the cosine of the angle between $\hat{q}(\theta)$ and the noise subspace whereas $\|P_s(\theta)\|^2$ depends on the sine. The gradient of the cosine function reaches its maximum in this area.

It follows that the notches in $\|P_w(\theta)\|^2$ are sharper than the peaks in $\|P_s(\theta)\|^2$, making $\|P_w(\theta)\|^2$ preferable when forming a bearing spectrum. Thus a signal vector is actually tested by measuring its orthogonality to the noise subspace rather than the extent to which it lies in the signal subspace. Another reason for this choice is that the noise subspace generally has a higher dimension, provided that the number of signals being received is small compared with the number of sensors.

The projection $P_w(\theta)$, which is the component of $\hat{q}(\theta)$ in the noise subspace, is calculated as follows [85].

$$P_w(\theta) = y_w(y_w^H y_w)^{-1} y_w^H \hat{q}(\theta)$$  \hspace{1cm} (2.49)

where

$$y_w = [ y_1 \; y_2 \; \ldots \; y_{N-M} ]$$  \hspace{1cm} (2.50)
\( \text{V}_w \) is an \( N \) by \( N - M \) matrix which has the \( N - M \) noise subspace eigenvectors as its columns. Since the eigenvectors are vectors of unit length which are all orthogonal to each other, the columns of \( \text{V}_w \) form an orthonormal set.

\[
\text{V}_w^H \text{V}_w = (\text{V}_w^H \text{V}_w)^{-1} = I \tag{2.51}
\]

The expression for the projection \( \text{p}_w(\theta) \) can be simplified by substituting (2.51) into (2.49).

\[
\text{p}_w(\theta) = \text{V}_w \text{V}_w^H \text{V}_w(\theta) \tag{2.52}
\]

The length of the projection, \( \| \text{p}_w(\theta) \|^2 \), is the inner product of \( \text{p}_w(\theta) \) and its Hermitian transpose.

\[
\| \text{p}_w(\theta) \|^2 = \text{p}_w^H(\theta) \text{p}_w(\theta) \tag{2.53}
\]

Substituting (2.52) into (2.53) and simplifying the result using (2.51), the final expression for \( \| \text{p}_w(\theta) \|^2 \) is as follows.

\[
\| \text{p}_w(\theta) \|^2 = \text{g}_\theta^H(\theta) \text{V}_w \text{V}_w^H \text{V}_w^H \text{g}_\theta(\theta) \\
= \text{g}_\theta^H(\theta) \text{V}_w \text{V}_w^H \text{g}_\theta(\theta) \tag{2.54}
\]

As explained earlier, \( \| \text{p}_w(\theta) \|^2 \) reaches a minimum whenever \( \theta \) is equal to the bearing of one of the signals being
received. It is conventional, however, for the bearings of the signals to be indicated by peaks in the spectrum rather than notches and this is achieved by defining the MUSIC spectrum to be the reciprocal of $\|p_e(e)\|^2$.

$$P_{\text{mu}}(e) = \frac{1}{\hat{q}^H(e)Y_wY^H_w(e)}$$ (2.55)

The bearing spectrum is generated by evaluating $P_{\text{mu}}(e)$ over a range of closely spaced values of $e$. $P_{\text{mu}}(e)$ is always real and is theoretically equal to infinity when $e$ equals one of the signal bearings $e_m$.

To summarize, the first step in the MUSIC algorithm is to gather the snapshots $s(k)$ and form the covariance matrix $R$. The eigenvalues $\lambda_n$ and eigenvectors $v_n$ of $R$ are calculated and the number of signals, $M$, is determined by inspecting the eigenvalues. The matrix $Y_w$ is then formed using the first $N - M$ eigenvectors and the bearing spectrum is plotted by evaluating $P_{\text{mu}}(e)$ over a range of bearings. For each bearing, the signal vector $\hat{q}(e)$ is calculated from the sensor positions $\hat{a}_n$ and the angle $e$. Peaks in $P_{\text{mu}}(e)$ are assumed to indicate the bearings of the signals being received.

The discussion has demonstrated the natural progression from the data model to the idea of signal and noise
subspaces and from there to MUSIC. The next two sections describe two other techniques for bearing estimation known as conventional beamforming and the minimum energy method. Both of these operate on the covariance matrix $R$ although the processing is somewhat different from that employed in MUSIC. Following this, the computer simulation system is introduced and bearing spectra for all three techniques are presented.

2.14 Conventional Beamforming

This section describes the conventional beamforming technique for bearing estimation [16], which is essentially a spatial Fourier transform similar in form to the discrete Fourier transform used in time series analysis [17], [18]. The discrete Fourier transform of the output from sensor $n$ is defined as follows.

$$\hat{S}(\omega) = \sum_{k=1}^{K} s_n(k) \exp\left\{-j2\pi(k - 1)\frac{\omega}{\omega_s}\right\}$$  \hspace{1cm} (2.56)

In the spatial Fourier transform, the sequence of samples $s_n(1), \ldots, s_n(K)$ obtained from one sensor at different times is replaced by the set of samples $s_1(k), \ldots, s_N(k)$.
collected from the N sensors at the same time.

The term $2\pi(k - 1)\omega/\omega_s$ in (2.56) is the phase angle of a sinusoid with frequency $\omega$ observed at the time of the $k$th sample and can be regarded as a phase shift due to the time which has elapsed since the first sample was taken. In the spatial Fourier transform, the term is replaced by $\hat{\Psi}_n(\theta)$, which is the phase shift from the position of the reference sensor (sensor 1) to that of sensor $n$. This is defined in the same way as the phase shifts used in the data model, i.e. $\hat{\Psi}_n(\theta_m) = \hat{\Psi}_{nm}$. Combining these observations, the definition of the spatial Fourier transform is as follows.

$$S(\theta) = \sum_{n=1}^{N} s_n(k) \exp(-j\hat{\Psi}_n(\theta))$$ (2.57)

Noting that $q_n^*(\theta) = \exp(-j\hat{\Psi}_n(\theta))$ where * denotes complex conjugation, (2.57) can be expressed in matrix form.

$$S(\theta) = \tilde{q}^H(\theta) \tilde{s}(k)$$ (2.58)

The conventional beamforming bearing spectrum is obtained by taking the expected value of $|S(\theta)|^2$. 
\[ P_{bf}(\theta) = \mathbb{E}[|S(\theta)|^2] \]
\[ = \mathbb{E}[\hat{q}^H(\theta)\hat{s}(k)\hat{s}^H(k)\hat{q}(\theta)] \]
\[ = \hat{q}^H(\theta)\mathbb{E}[\hat{s}(k)\hat{s}^H(k)]\hat{q}(\theta) \]  \hspace{1cm} (2.59)

Notice that (2.59) contains the expected value \( \mathbb{E}[\hat{s}(k)\hat{s}^H(k)] \), which is the definition of the covariance matrix \( \hat{R} \) given earlier in (2.23). This observation allows (2.59) to be re-written as follows.

\[ P_{bf}(\theta) = \hat{q}^H(\theta)\hat{R}\hat{q}(\theta) \]  \hspace{1cm} (2.60)

The bearing spectrum is generated by evaluating \( P_{bf}(\theta) \) over a range of values of \( \theta \). It can be shown that the resulting spectrum has units of power \([16]\) and this is confirmed by the analysis presented in Chapter 3.

Conventional beamforming is computationally less expensive than MUSIC since the eigenvalues and eigenvectors of the covariance matrix \( \hat{R} \) do not have to be computed. This reduction in cost is, however, accompanied by a reduction in the quality of the bearing spectrum \([16], [25]\) and the simulation results at the end of the chapter confirm the general superiority of the MUSIC technique.
2.15 The Minimum Energy Method

Like the discrete Fourier transform, conventional beamforming produces spectra with large sidelobes [16], meaning that \( P_{bf}(\theta) \) can be significantly influenced by signals with bearings other than \( \theta \). The choice of \( \hat{q}(\theta) \) as the steering vector in (2.60) sets the gain in the direction \( \theta \) without making any attempt to suppress signals being received from other directions.

This section describes the minimum energy method [16], which attempts to minimize the received power subject to the constraint that the gain in the direction \( \theta \) is equal to 1. The result is that the influence of signals from other directions is reduced and the quality of the bearing spectrum is improved. In the minimum energy method, \( \hat{q}(\theta) \) is replaced with a new steering vector \( \hat{b}(\theta) \). By analogy with the expression for \( P_{bf}(\theta) \) given in (2.60), the received power is as follows.

\[
P_{me}(\theta) = \hat{b}^H(\theta) R \hat{b}(\theta)
\]  

(2.61)

The vector \( \hat{b}(\theta) \), which is chosen so as to minimize \( P_{me}(\theta) \), can be regarded as a summation of signal vectors for different bearings using complex weights. Recalling the definition of the spatial Fourier transform given in (2.58), the product \( \hat{q}^H(\theta) \hat{b}(\theta) \) expresses the magnitude and
phase of the component of $\hat{\psi}(e)$ at the bearing $e$. If the weighting of this component is forced to be 1, the system must have unit gain in the direction $e$ and the constraint is therefore expressed as follows.

$$\hat{\psi}^H(e)\hat{\psi}(e) = 1 \quad (2.62)$$

The minimization of $P_me(e)$ subject to this constraint is performed using a Lagrange multiplier [16]. The aim is to minimize the following expression, which incorporates both the definition of $P_me(e)$ given in (2.61) and the constraint specified in (2.62).

$$F = \hat{\psi}^H(e)\hat{\psi}(e) + \beta(\hat{\psi}^H(e)\hat{\psi}(e) - 1) \quad (2.63)$$

$\beta$ is the Lagrange multiplier. The value of $\hat{\psi}(e)$ which minimizes $F$ is found by differentiating $F$ with respect to $\hat{\psi}(e)$ and setting the derivative to zero. Since the expression contains a reference to $\hat{\psi}^H(e)$, the derivative of $F$ with respect to the conjugate of $\hat{\psi}(e)$ must also be considered. The calculus can, however, be simplified by treating $\hat{\psi}(e)$ and its conjugate $\hat{\psi}^*(e)$ as independent variables [16]. The differentiation of $F$ with respect to $\hat{\psi}(e)$ splits naturally into the following two parts.

$$\frac{\partial}{\partial \hat{\psi}(e)} F = \frac{\partial}{\partial \hat{\psi}(e)} (\hat{\psi}^H(e)\hat{\psi}(e)) + \frac{\partial}{\partial \hat{\psi}(e)} (\beta(\hat{\psi}^H(e)\hat{\psi}(e) - 1)) \quad (2.64)$$
A similar expression is obtained for the derivative with respect to $\hat{b}^*(e)$. The first differentiation in the right hand side of (2.64) involves the quadratic form $\hat{b}^H(e)\hat{b}^*(e)$, which can be expanded as follows.

\[
\hat{b}^H(e)\hat{b}^*(e) = \sum_{i=1}^{N} \sum_{j=1}^{N} \hat{b}_i(e)R_{ij}\hat{b}_j(e) \quad (2.65)
\]

The next step is to find the partial derivatives of $\hat{b}^H(e)\hat{b}^*(e)$ with respect to the elements $\hat{b}_n(e)$ and $\hat{b}^*_n(e)$. According to the expansion given in (2.65), this involves differentiating $\hat{b}_n(e)$ with respect to $\hat{b}^*_n(e)$ and vice versa. These derivatives are normally considered to be undefined, there being no analytic function which relates a complex number to its conjugate [95].

However, since $\hat{b}_n(e)$ and $\hat{b}^*_n(e)$ are being treated as independent variables, the derivative of one with respect to the other can be assumed to be zero. A complex gradient operator whose properties support this assumption has been reported in the adaptive array literature [95]. The partial derivatives of $\hat{b}^H(e)\hat{b}^*(e)$ with respect to $\hat{b}_n(e)$ and $\hat{b}^*_n(e)$ are therefore as follows.

\[
\frac{\partial}{\partial \hat{b}_n(e)} \langle \hat{b}^H(e)\hat{b}^*(e) \rangle = \sum_{h=1}^{N} R_{hn}\hat{b}^*_n(e) \quad (2.66)
\]
Since $R$ is Hermitian, $R_{nh} = R_{hn}^*$ and it follows that the term $R_{nh} \hat{b}_n(t)$ on the right hand side of (2.67) is equal to $(R_{hn} \hat{b}_n^*(t))^*$, which is the complex conjugate of the corresponding term in (2.66). The derivatives of $\hat{b}^H(t) R \hat{b}(t)$ with respect to $\hat{b}_n(t)$ and $\hat{b}_n^*(t)$ are therefore complex conjugates and if one of them is set to zero then the other is guaranteed to be zero as well. It is thus sufficient to consider only the derivative with respect to $\hat{b}_n(t)$.

The derivative of $\hat{b}^H(t) R \hat{b}(t)$ with respect to $\hat{b}(t)$ is a vector containing the derivatives with respect to the individual elements $\hat{b}_n(t)$. Noting that the summation in (2.66) selects the elements $R_{1n}$, $R_{2n}$, ..., $R_{Nn}$, which form the $n^{th}$ column of $\hat{R}$, the derivative with respect to $\hat{b}(t)$ can be expressed as follows in matrix form.

\[
\frac{\partial}{\partial \hat{b}(t)} \left( \hat{b}^H(t) R \hat{b}(t) \right) = (\hat{b}^H(t) R)^T = R^T \hat{b}^*(t) \tag{2.68}
\]

There is a popular misconception that the right hand side of (2.68) should be $2R^T \hat{b}^*(t)$ by analogy with the case where $\hat{b}(t)$ is real and $\hat{R}$ is symmetric [95]. Although the
derivation presented here is more correct, both versions produce the same final answer since the superfluous factor of two is accommodated when solving for $\beta$. [95]

The differentiation of $\beta(qH(e)b(e) - 1)$ in (2.64) is more straightforward and the derivative with respect to $\hat{\beta}^*(e)$ is zero since the expression contains $\hat{\beta}(e)$ but not $\hat{\beta}H(e)$. The derivative with respect to $\hat{\beta}(e)$ is as follows.

$$\frac{\partial}{\partial \hat{\beta}(e)} (\beta(qH(e)b(e) - 1)) = \beta q^*(e)$$  \hspace{1cm} (2.69)

The derivative of $F$ with respect to $\hat{\beta}(e)$ is found by substituting (2.68) and (2.69) into (2.64) and the value of $\hat{\beta}(e)$ which minimizes $F$ and $P_{me}(e)$ is sought by setting the derivative to zero.

$$RT \hat{\beta}^*(e) + \beta q^*(e) = 0$$  \hspace{1cm} (2.70)

Since $R$ is Hermitian, $R^T = R^*$ and (2.70) can be solved for $\hat{\beta}(e)$ by conjugating both sides, pre-multiplying by $R^{-1}$, and rearranging.

$$\hat{\beta}(e) = -\beta R^{-1} q(e)$$  \hspace{1cm} (2.71)
The Lagrange multiplier $\beta$ can now be found by substituting (2.71) into the constraint equation (2.62) and rearranging.

$$\beta = - \frac{1}{\hat{\varphi}^H(e)R^{-1}\hat{\varphi}(e)} \tag{2.72}$$

The following expressions for $\hat{\varphi}(e)$ and $\hat{\varphi}^H(e)$ are obtained by substituting (2.72) into (2.71).

$$\hat{\varphi}(e) = \frac{R^{-1}\hat{\varphi}(e)}{\hat{\varphi}^H(e)R^{-1}\hat{\varphi}(e)} \tag{2.73}$$

$$\hat{\varphi}^H(e) = \frac{\hat{\varphi}^H(e)(R^{-1})^H}{\hat{\varphi}^H(e)(R^{-1})^H\hat{\varphi}(e)} \tag{2.74}$$

The final step in the derivation is to substitute the expressions for $\hat{\varphi}(e)$ and $\hat{\varphi}^H(e)$ obtained from (2.73) and (2.74) into the definition of $P_{me}(e)$ given in (2.61).

$$P_{me}(e) = \frac{1}{\hat{\varphi}^H(e)R^{-1}\hat{\varphi}(e)} \tag{2.75}$$

The bearing spectrum is produced by evaluating $P_{me}(e)$ over a range of values of $e$. Like conventional beamforming, the minimum energy method generates a spectrum which has units of power [16] and this is confirmed by the theoretical expressions derived in Chapter 3.
Since the inverse of the covariance matrix $R$ has to be computed, the minimum energy method is more computationally expensive than conventional beamforming although it is not as expensive as MUSIC. Not surprisingly, the minimum energy method tends to perform better than conventional beamforming but not as well as MUSIC [16], [25]. The remainder of this chapter compares the three techniques using computer simulations.

2.16 Computer Simulation of Bearing Estimation Techniques

A suite of computer programs was developed to allow the bearing estimation techniques described in this chapter to be evaluated over a range of operating conditions and to provide a means of checking the original work presented in Chapters 3 and 4. This section provides a brief description of the simulation system and includes a number of bearing spectra generated using the conventional beamforming, minimum energy, and MUSIC techniques. Features of the system which are specific to the work described in Chapters 3 and 4 are discussed in those chapters at the appropriate points.

The programs in the simulation suite may be broadly divided into those which model the sampling process and
those which apply the bearing estimation techniques. The simulation of the sampling process takes the sensor positions and signal parameters as its inputs and produces the covariance matrix $R$ as its output.

The $X$ and $Y$ coordinates of each sensor are specified in wavelengths and the array is always positioned so that the reference sensor (sensor 1) is at the origin. The sensor positions for linear and circular arrays are generated automatically from parameters such as the number of sensors in the array and the spacing between adjacent sensors. Arbitrary array geometries may be defined by specifying the sensor positions manually.

Each of the received signals is described by specifying the bearing $\theta_m$ in degrees, the power $\lambda_m^2$ in decibels, the initial phase angle $\alpha_m$ in degrees, and the relative frequency $\omega_m/\omega_c$. As noted earlier, the frequencies must all be slightly different in order to ensure that the signals drift with respect to each other. Finally, the noise power $\sigma_n^2$ is specified in decibels.

The covariance matrix $R$ is calculated by applying the data model developed earlier in this chapter. The unit vectors $z_m$ are obtained directly from the bearings $\theta_m$. The signal vectors $\hat{q}_m$ are then derived by combining the vectors $z_m$ with the sensor positions $\hat{u}_n$ using (2.5),
(2.6), (2.8), and (2.15). The matrix $\mathbf{H}$ is formed by placing the signal vectors $\mathbf{q}_m$ side by side as specified in (2.20).

The simulation system provides two different techniques for calculating the covariance matrix $\mathbf{R}$, the first of which involves averaging over a finite number of snapshots. In this case, the sampling rate $\omega_s/\omega_c$ and the number of snapshots $K$ must be specified. From (2.19), the $k$th snapshot $\mathbf{s}(k)$ is given by $\mathbf{s}(k) = \mathbf{H}_m(k) + \mathbf{w}(k)$ where $\mathbf{a}(k)$ is calculated using (2.3) and (2.21) from the signal frequencies $\omega_m/\omega_c$, the amplitudes $A_m$, the phase angles $\alpha_m$, the sampling rate $\omega_s/\omega_c$, and the sample number $k$.

The elements $w_n(k)$ of the noise vector $\mathbf{w}(k)$ are created using the `drand48` random number generator [96] which is supplied with the Unix operating system. This function produces random numbers with a flat distribution. Now, $w_n(k)$ is a complex number whose real and imaginary parts both have a normal distribution with a mean of zero and a variance of $\sigma_w^2$. It follows that the phase angle $\arg(w_n(k))$ has a flat distribution over the range $0$ to $2\pi$ while the magnitude $|w_n(k)|$ has a Rayleigh distribution [97].
The procedure for producing $w_n(k)$ using a random number generator with a flat distribution is therefore as follows. For each noise term $w_n(k)$, the drand48 function is called twice and the resulting values are scaled so as to produce two real numbers $\rho_1$ and $\rho_2$ such that $0 < \rho_1 < 1$ and $0 < \rho_2 < 1$. Thus $2\pi \rho_1$ has a flat distribution over the range $0$ to $2\pi$ while $\sqrt{-\ln(1 - \rho_2)}$ has a Rayleigh distribution [98]. The noise term $w_n(k)$ is therefore given by $w_n(k) = (\cos 2\pi \rho_1 + j\sin 2\pi \rho_1) \sigma_w \sqrt{-\ln(1 - \rho_2)}$.

Once the sequence of snapshots $\mathbf{s}(k)$ has been obtained, the covariance matrix $\mathbf{R}$ is calculated by averaging the product $\mathbf{s}(k)\mathbf{s}^H(k)$ over the $K$ snapshots using (2.24).

The simulation system also provides an alternative technique for calculating the covariance matrix in which the expected value $E[\mathbf{s}(k)\mathbf{s}^H(k)]$ is obtained directly from the signal parameters and sensor positions. In practical terms, this corresponds to averaging over an infinite number of snapshots and thus provides a way of eliminating the errors caused by using a finite number.

In this case, the covariance matrix is calculated using (2.30), which states that $\mathbf{R} = \mathbf{H}\mathbf{R}_a\mathbf{H}^H + \sigma_w^2 \mathbf{I}$. From (2.32), each element $(\mathbf{R}_a)_{mm}$ on the leading diagonal of $\mathbf{R}_a$ is set to the power $A_m^2$ of the corresponding signal. Normally, all of the signals have different frequencies and the
off-diagonal element $(R_a)_{hi}$ are all set to zero. If, however, signals h and i are specified as having the same frequency then $(R_a)_{hi}$ is set to $A_hA_i\exp(j(\alpha_h - \alpha_i))$.

Bearing spectra are produced by evaluating the expressions for $P_{bf}(\theta)$, $P_{me}(\theta)$, and $P_{mu}(\theta)$ given in (2.60), (2.75), and (2.55). All of the spectra in this thesis cover the full range of bearings from 0 to 360 degrees with a spacing of 0.5 degrees between adjacent points.

The matrix inversion required by the minimum energy method is provided using a standard Gaussian elimination procedure [85] while the eigenvalue decomposition for MUSIC is performed by an LZ algorithm [99]. The MUSIC algorithm also requires an estimate of the number of signals being received and this is obtained by inspecting the eigenvalues as discussed earlier. The ratio $\lambda_{n+1}/\lambda_n$ is calculated for each value of n in the range 1 to $N - 1$ and the value of n which maximises this ratio is assumed to be equal to $N - M$, thus allowing M to be determined.

As noted earlier, however, the estimation of M from the eigenvalues is somewhat unreliable, even when more sophisticated tests are used. The simulation system therefore allows the user to override the estimated value by stating the number of signals explicitly. All of the MUSIC spectra in this thesis were produced using this
facility, although the estimated value was actually correct in most cases.

For the sake of consistency, all of the simulation results in this chapter and Chapters 3 and 4 are based on the same array of sensors. This array, which is shown in Figure 2.7, consists of five sensors evenly spaced around the circumference of a circle of radius 0.5 wavelengths with a sixth sensor at the centre of the circle.

Figures 2.8(a), 2.9(a), and 2.10(a) show bearing spectra generated using the conventional beamforming, minimum energy, and MUSIC techniques when the array was receiving a signal with a bearing of 18 degrees. The power $A^2$ of the signal was 20dB, its phase angle $\alpha_1$ was zero degrees, and its relative frequency $\omega_1/\omega_c$ was 1. The noise power $\sigma_n^2$ was 0dB (giving a signal to noise ratio of 20dB) and the covariance matrix was formed using 500 snapshots obtained at a sampling rate $\omega_s/\omega_c$ of 3.4567 snapshots per cycle.

The quantity plotted vertically in each spectrum is $10\log_{10}P(\theta)$ where $P(\theta)$ is $P_{bf}(\theta)$, $P_{me}(\theta)$ or $P_{mu}(\theta)$ as appropriate. In the case of conventional beamforming and minimum energy, this results in a vertical axis which is calibrated in power in decibels. It should be clear from the discussion earlier that MUSIC does not produce a power
Figure 2.7 Array for computer simulations
Figure 2.8 Conventional beamforming bearing spectra
Figure 2.9 Minimum energy bearing spectra
Figure 2.10 MUSIC bearing spectra
spectrum, the peak height being theoretically equal to infinity. Thus the vertical axis of the MUSIC spectrum is merely $P_{mu}(\theta)$ plotted on a logarithmic scale. Marple [17] provides a detailed discussion of the units produced by various spectral estimators.

Figures 2.8(b), 2.9(b), and 2.10(b) show the bearing spectra obtained when a second signal with a bearing of 45 degrees was introduced. The second signal had a power $P_2$ of 20dB, a phase angle $\alpha_2$ of zero degrees, and a relative frequency $\omega_2/\omega_c$ of 1.001. The noise and sampling parameters were as before. Notice that the MUSIC spectrum is the only one which contains two distinct peaks corresponding to the signals being received. This confirms the superior resolution properties of the MUSIC technique compared with conventional beamforming and minimum energy [16], [25].

As noted earlier, these results are not original and are included only to illustrate the output from the simulation system. The application of the software to original work is considered in Chapters 3 and 4.
2.17 Summary

This chapter has described a number of techniques for performing bearing estimation using an array of sensors. The discussion started by developing a model for the snapshots obtained from the array, the main aim being to show how the bearings of the signals were embedded in the data.

The procedure for forming a covariance matrix from the snapshots was outlined and a number of properties of this matrix were derived, particular attention being given to its eigenvalues and eigenvectors. This led naturally to a discussion of signal and noise subspaces and a derivation of MUSIC, which is a bearing estimation algorithm based on subspace concepts.

This was followed by a description of the conventional beamforming approach to bearing estimation, which is essentially a spatial Fourier transform. The method is generally inferior to MUSIC, although it has the advantage of being less computationally expensive.

The minimum energy method was also described. This is a bearing estimation technique which attempts to improve the bearing spectrum by minimizing the received power subject to the constraint that the gain in the direction of
interest is unity. The result is that the influence of
signals from other directions is reduced. The technique
lies somewhere between conventional beamforming and MUSIC
in both performance and computational cost.

Finally, a number of bearing spectra produced by a
computer simulation system were presented. These
compared the three techniques and demonstrated the
superior resolution properties of the MUSIC algorithm.
CHAPTER 3 THE EFFECTS OF SENSOR POSITIONING ERRORS

3.1 Introduction

Setting up a direction finding array involves attempting to place each sensor at its intended position. In practice, it is impossible to do this with total accuracy and there are always small errors between the intended sensor positions and the true ones.

This chapter presents an original piece of research which investigates the effects of such errors on the bearing estimation process. This work is a natural extension to the background material presented in Chapter 2.

The analysis is based on a statistical model of the sensor positioning errors. Imagine that an array of sensors is set up several times and that the errors in the X and Y coordinates of the sensors are measured on each occasion. It is assumed that the error in each coordinate would be found to have a normal distribution with a mean of zero. Furthermore, all of the errors would have the same variance, denoted by $\sigma^2_p$. This variance expresses the accuracy to which the sensors can be positioned.
The errors are therefore random variables and a particular attempt at setting up the array is represented by a set of samples of these variables. Sensor positioning errors are essentially another noise source associated with each sensor although they are different from receiver noise in that they are sampled only when the array is set up instead of once every snapshot.

Figure 3.1 shows two sets of sensor positions for a linear array. The intended sensor positions define the ideal shape of the array while the true sensor positions show the result of one particular attempt at setting the array up. The true positions incorporate the sensor positioning errors.

Although the snapshots from the array depend on the true sensor positions, the bearing estimation algorithm used to analyze the snapshots is normally provided with signal vectors based on the intended positions. This presents no problems under the usual tacit assumption that the two sets of positions are identical. However, when the presence of sensor positioning errors is acknowledged, it becomes evident that the data model assumed by the bearing estimation algorithm does not match the one which generated the snapshots.
Figure 3.1 True and intended sensor positions
This chapter shows that the bearing spectrum is adversely affected if there are inconsistencies between the true sensor positions and the ones used for bearing estimation. Sensor positioning errors cause errors in the bearings of the peaks in the spectrum and a reduction in peak height.

The imaginary experiment introduced at the start of this section provides a good framework within which to describe the goals of the work presented in this chapter. In the experiment, an array of sensors is set up several times, producing a new set of true sensor positions on each occasion. For each set of true positions, a sequence of snapshots is obtained and a bearing spectrum is formed using one of the bearing estimation techniques described in Chapter 2. The signal vectors \( \hat{\mathbf{q}}(e) \) required by the bearing estimation algorithm are derived from the intended sensor positions and are the same on each occasion. The resulting spectrum is examined and values are noted for certain parameters, such as the height of a peak or the error between the bearing of the peak and the true bearing of the corresponding signal.

When several sets of true sensor positions have been processed in this way, a mean and variance can be calculated for each of the parameters and these means and variances can be viewed as functions of the variance of
the sensor positions, $\sigma_b^2$. For example, if the experiment was repeated with a larger value of $\sigma_b^2$, there would generally be larger errors in the bearing spectrum. Thus the results are statistical in nature rather than being restricted to a particular realization of the sensor positioning errors.

The layout of the chapter is as follows. The next section introduces the new notation required to describe sensor positioning errors. Following this, the relevant parameters of the bearing spectrum are identified. Finally, expressions are derived which relate the mean and variance of each parameter to $\sigma_b^2$ and the results are confirmed using computer simulations.

3.2 Modelling of Sensor Positioning Errors

The main purpose of this section is to establish a frame of reference within which sensor positioning errors can be described. It is important to realize that the degraded performance of a bearing estimation algorithm in the presence of such errors is caused not by the errors per se but by the mismatch created when the errors are not taken into account.
When performing bearing estimation, the fact that the intended sensor positions are the ideal values of the true ones is a philosophical point with no physical significance. From a practical standpoint, the intended positions are merely estimates of the true ones.

Indeed, this concept is taken to its natural conclusion in Chapter 4 by the array calibration algorithm, which updates the estimated sensor positions iteratively in an attempt to make them converge to the true ones. The intended positions are the initial estimates. After calibration, the estimated positions are used in place of the intended ones when performing bearing estimation, thus removing (or reducing) the mismatch.

The vector $\mathbf{u}_n$ introduced in Chapter 2 represents the intended position of sensor $n$. The error between the intended position and the true one is denoted by $\Delta u_n$, as shown in Figure 3.2. The X and Y components of the N vectors $\Delta u_n$ are assumed to be independent random variables, each of which has a normal distribution with a mean of zero and a variance of $\sigma_p^2$.

Since the X and Y components of $\Delta u_n$ have identical normal distributions, errors in all directions are equally likely to occur. It also follows that the length $\|\Delta u_n\|$ has a Rayleigh distribution [97].
Figure 3.2 Vectors for analysis of sensor positioning errors
The true position of sensor \( n \) relative to the true position of the reference sensor (sensor 1) is denoted by the vector \( \hat{u}_n \), which is defined as follows.

\[
\hat{u}_n = \hat{u}_n - \Delta u_n + \Delta u_1
\]  

(3.1)

By setting \( n \) to 1 in (3.1), it is straightforward to show that \( u_1 \), like \( \hat{u}_1 \), is always a null vector.

\[
\hat{u}_1 = \hat{u}_1 = 0
\]  

(3.2)

This is important because the displacement of the reference sensor from the origin in Figure 3.2 implies a translation of the whole array. However, the phase information obtained from the array depends only on the relative positions of the sensors and a translation of the array is therefore not observable from the snapshots. It is assumed that the sensor positioning errors are small enough for the plane wave assumption to remain valid over the entire area covered by both the true and intended positions.

Figure 3.3 shows an alternative view of the array in which the true and intended positions of the reference sensor are both at the origin. The absolute error in the true position of sensor 1 has been absorbed by the other sensors. In a sense, \( \sigma_\phi^2 \) has been set to zero for the
Figure 3.3 Alternative view of vectors for analysis of sensor positioning errors
reference sensor and doubled for all of the others.

The lengths of the components of $\Delta u_n$ and $u_n$ along the axis of propagation of signal $m$ are denoted by $\Delta \varepsilon_{nm}$ and $\varepsilon_{nm}$ respectively. They are calculated in the same way as $\varepsilon_{nm}$.

$$\Delta \varepsilon_{nm} = \Delta u_n \cdot \bar{z}_m$$

$$\varepsilon_{nm} = u_n \cdot \bar{z}_m$$

Using the distributive property of the scalar product [100], the relationship between $\varepsilon_{nm}$, $\Delta \varepsilon_{nm}$, and $\varepsilon_{1m}$ can be obtained from (3.1).

$$\varepsilon_{nm} = \varepsilon_{nm} - \Delta \varepsilon_{nm} + \Delta \varepsilon_{1m}$$

Setting $n$ to 1 in (3.5) confirms that $\varepsilon_{1m}$, like $\varepsilon_{1m}$, is always zero.

$$\varepsilon_{1m} = \varepsilon_{1m} = 0$$

Figure 3.4(a) shows $\varepsilon_{nm}$, $\varepsilon_{nm}$, $\Delta \varepsilon_{nm}$, and $\Delta \varepsilon_{1m}$ with the true position of the reference sensor displaced from the origin as in Figure 3.2. Figure 3.4(b) is based on the alternative construction from Figure 3.3 in which the true and intended positions of sensor 1 are both shown at the origin. Notice that $\varepsilon_{nm}$, $\varepsilon_{nm}$, $\Delta \varepsilon_{nm}$, and $\Delta \varepsilon_{1m}$ are the same in both cases although the measurements are shown at
Figure 3.4 Distances for analysis of sensor positioning errors
different positions along the axis of transmission.

Since the components of $\Delta \alpha_{mn}$ along the X and Y axes have the same distribution, the component along any axis must have that distribution as well. Thus $\Delta \epsilon_{nm}$, the component of $\Delta \alpha_{mn}$ along the axis of transmission of signal $m$, has a normal distribution with a mean of zero and a variance of $\sigma^2_p$.

The probability that $\Delta \epsilon_{nm}$ is equal to a particular value, say $\phi$, is obtained from the probability density function $g(\phi)$. Since $\Delta \epsilon_{nm}$ is normally distributed, $g(\phi)$ is as follows [97].

$$g(\phi) = \frac{1}{\sigma_p \sqrt{2\pi}} \exp\left(-\frac{\phi^2}{2\sigma^2_p}\right), \quad -\infty < \phi < \infty \quad (3.7)$$

### 3.3 Parameters of the Bearing Spectrum

The last section showed that the errors $\Delta \epsilon_{nm}$ in the distances $\hat{\epsilon}_{nm}$ could be characterized statistically by the variance $\sigma^2_p$. The next step is to consider the effects of these errors on the bearing spectrum itself.
This section introduces a small set of parameters which can be used to describe a bearing spectrum generated in the presence of sensor positioning errors. Later sections relate the mean and variance of each parameter to $\sigma_b^2$.

The analysis is restricted to the case where only one signal (plus sensor noise) is being received. Under these conditions, all of the bearing estimation techniques introduced in Chapter 2 are asymptotically unbiased [12], [16], [24]. This means that the bearing spectrum would have a peak at the correct bearing if the expected value of the covariance matrix was used and there were no sensor positioning errors.

When there are errors in the sensor positions, the peak is generally at the wrong bearing and the overall shape of the spectrum is changed slightly. Figure 3.5 shows the parameters used to describe these effects. The angle $\Delta e_1$ is the error in radians between the true bearing $e_1$ of the signal and the bearing $e_1 + \Delta e_1$ of the peak in the spectrum. $P(e_1 + \Delta e_1)$ is the height of the peak and $P(e_1)$ is the height of the spectrum at the true bearing of the signal.

Later sections of this chapter derive theoretical expressions for the means and variances of $\Delta e_1$ and $P(e_1)$.
Figure 3.5 Parameters of bearing spectrum
as functions of $\sigma_\phi^2$. The results obtained for $\Delta \theta_1$ apply to all of the bearing estimation techniques introduced in Chapter 2, while in the case of $P(\theta_1)$, different expressions are produced for the MUSIC, conventional beamforming, and minimum energy methods.

Computer simulations confirm these results and also record the behaviour of the peak height $P(\theta_1 + \Delta \theta_1)$, which is arguably of more interest than $P(\theta_1)$. Although no theoretical expressions are obtained for the peak height, it is evident from the simulation results that the expressions for $P(\theta_1)$ can be used to construct bounds for $P(\theta_1 + \Delta \theta_1)$.

3.4 Computer Simulation

The simulation system includes a program which models the process of setting up an array of sensors several times. The inputs to the program are the intended sensor positions $\hat{u}_n$, the variance $\sigma_\phi^2$, and a number which specifies how many times the array is to be set up. The output from the program consists of several sets of true sensor positions $\bar{u}_n$. 
The program simulates the act of setting up the array by creating the sensor positioning errors $\Delta u_n$ using the random number generator. Recall that the $X$ and $Y$ components of $\Delta u_n$ both have a normal distribution with a mean of zero and a variance of $\sigma_P^2$. The program can therefore create the sensor positioning error $\Delta u_n$ by generating a random complex number using the procedure described in Chapter 2 then assigning the real and imaginary parts of the complex number to the $X$ and $Y$ components of $\Delta u_n$. The true sensor positions $u_n$ are then produced by combining the intended positions $\hat{u}_n$ with the errors $\Delta u_n$ using (3.1).

For each set of true sensor positions $u_n$, a covariance matrix $R$ was formed by processing the sensor positions together with a set of signal parameters as described in Chapter 2. Each covariance matrix was then fed to the bearing estimation software and bearing spectra were produced using the conventional beamforming, minimum energy, and MUSIC techniques. However, the signal vectors $\hat{q}(\theta)$ which appear in the expressions for $P_{bf}(\theta)$, $P_{me}(\theta)$, and $P_{mu}(\theta)$ were derived from the intended sensor positions rather than the true ones used in forming the covariance matrix. As a result, the bearing spectra showed the effects of the inconsistencies between the intended sensor positions and the true ones.
All of the simulation results in this chapter are based on the circular array introduced in Chapter 2. This array defines the intended sensor positions. As an example, Figure 3.6 shows the result of generating 5 sets of true sensor positions (and hence 5 bearing spectra) with $\sigma^2$ set to 0.001. The bearing spectra were produced using MUSIC. In Figure 3.6(a) there is one signal present, while in Figure 3.6(b) the whole process has been repeated using two signals. The signal and sampling parameters were identical to those used in Chapter 2 and Figure 3.6 may therefore be compared directly with Figure 2.10.

To recap, the first signal had a bearing of 18 degrees and a relative frequency of 1.0 while the second signal had a bearing of 45 degrees and a relative frequency of 1.001. Both signals had a power of 20db and an initial phase angle of zero degrees. The noise power was 0dB and the covariance matrix was formed using 500 snapshots obtained at a sampling rate of 3.4567 samples per cycle.

Comparing Figure 3.6 with Figure 2.10, it is evident that the sensor positioning errors caused variations in the bearings of the peaks in the spectra and a general reduction in peak height. In Figure 3.6(b), notice how the errors considerably reduced the ability of the MUSIC technique to resolve the two signals.
Figure 3.6 MUSIC bearing spectra with sensor positioning errors
Although Figure 3.6 is useful as an illustration of the effects of sensor positioning errors, a sample of 5 true arrays is too small to allow reliable statistical results to be obtained. The main simulation results for this chapter are based on an experiment in which 1000 sets of true sensor positions were generated for each value of $\sigma_2^2$.

As noted earlier, the theoretical analysis is restricted to the case where only one signal is present. In the simulation, the bearing of this signal was 18 degrees, its power was 20dB, its relative frequency was 1.0, and its initial phase angle was zero degrees. The noise power was 0dB (resulting in a signal to noise ratio of 20dB).

For each of the 1000 sets of true sensor positions, the expected value of the covariance matrix was obtained using the procedure described in Chapter 2. The theoretical work does not take account of the effects of averaging over a finite number of snapshots and the use of the expected value of the covariance matrix allowed such effects to be excluded from the simulation results as well.

For each of the 1000 covariance matrices, bearing spectra were produced using the conventional beamforming, minimum energy, and MUSIC techniques. The spacing between adjacent points was 0.005 degrees. Rather than being plotted, however, these spectra were fed into a program
which gathers statistics on the parameters introduced in the last section.

The program searches through each spectrum to find the peak then calculates the bearing error $\Delta \theta_1$, the peak height $P(\theta_1 + \Delta \theta_1)$, and the height $P(\theta_1)$ of the spectrum at the true bearing of the signal. The program calculates the mean and variance of each of these parameters over the 1000 spectra.

Since there were three bearing estimation techniques, three parameters for each technique, and a mean and variance for each parameter, the program produced a total of 18 results. The final step in the simulation was to plot these 18 results against the variance of the sensor positioning errors $\sigma_P^2$. In the graphs shown later in the chapter, $\sigma_P^2$ runs from 0 to 0.001 in steps of 0.0001, producing 11 values in total. For each value of $\sigma_P^2$, 1000 sets of true sensor positions were produced and analyzed in the manner just described.

A further program was used to plot the theoretical results over the same range of values of $\sigma_P^2$. Each of the 18 graphs consists of a continuous theoretical curve and the 11 data points. These graphs are presented in later sections at the points where the corresponding theoretical results are derived.
3.5 A Geometric View of Bearing Estimation

The first step in understanding the behaviour of the bearing error $\Delta \theta_1$ is to develop a geometric interpretation of the bearing estimation process. Although bearing estimation algorithms are normally expressed in terms of phasors and matrix algebra, a much simpler analysis involving only distances and angles can be used to anticipate the bearing of the peak in the spectrum. This simplified view makes it possible to relate the mean and variance of the bearing error $\Delta \theta_1$ to the sensor positioning errors and hence to $\sigma_p^2$.

In Figure 3.7, sensors $h$ and $i$ are receiving one signal with a bearing of $\theta_1$ radians. The indices $h$ and $i$ both lie in the range 1 to $N$ and $h \neq i$. The diagram shows the general case where neither of the two sensors is the reference sensor (sensor 1) although all of the relationships derived in the following discussion apply equally well to cases where one of the sensors is the reference sensor.

The vector difference $\hat{u}_h - \hat{u}_i$ expresses the displacement from the intended position of sensor $i$ to that of sensor $h$. The length of the component of $\hat{u}_h - \hat{u}_i$ along the axis of propagation is $\hat{c}_{h1} - \hat{c}_{i1}$ as illustrated and this distance provides the link between the sensor positions.
Figure 3.7 Distances for intended positions of sensors h and i
and the bearing of the signal.

\[(\hat{\psi}_h - \hat{\psi}_i) \cdot \hat{\epsilon}_i = \hat{\epsilon}_h - \hat{\epsilon}_i \quad \text{(3.8)}\]

However, the sampling process produces information about phase differences rather than direct measurements of distance. From Chapter 2, the phase shifts from the reference sensor to sensors h and i are \(\hat{\psi}_h = 2\pi \hat{\epsilon}_h\) and \(\hat{\psi}_i = 2\pi \hat{\epsilon}_i\), which are represented by the phasors \(\hat{q}_h = \exp(j\hat{\psi}_h)\) and \(\hat{q}_i = \exp(j\hat{\psi}_i)\). The phase difference between sensors h and i is therefore as follows.

\[\hat{\psi}_h - \hat{\psi}_i = 2\pi(\hat{\epsilon}_h - \hat{\epsilon}_i) \quad \text{(3.9)}\]

The angle \(\hat{\psi}_h - \hat{\psi}_i\) is represented by the phasor \(\hat{q}_h/\hat{q}_i\).

\[\frac{\hat{q}_h}{\hat{q}_i} = \frac{\exp(j\hat{\psi}_h)}{\exp(j\hat{\psi}_i)} = \exp(j(\hat{\psi}_h - \hat{\psi}_i)) \quad \text{(3.10)}\]

Notice that information may be destroyed when converting from a phase difference to a phasor since any complete cycles of \(2\pi\) radians are lost. If, for example, the angle \(\hat{\psi}_h - \hat{\psi}_i\) was equal to \(5\pi/2\), \(\arg(\hat{q}_h/\hat{q}_i)\) would be equal to \(\pi/2\). It follows that there may be several values of \(\hat{\psi}_h - \hat{\psi}_i\) which could have produced a particular \(\hat{q}_h/\hat{q}_i\) and this fact makes it impossible for a bearing estimation algorithm to recover the distance \(\hat{\epsilon}_h - \hat{\epsilon}_i\).
unambiguously. The following relationship exists between \( \hat{q}_{h1}/\hat{q}_{i1} \) and \( \hat{e}_{h1} - \hat{e}_{i1} \).

\[
\hat{e}_{h1} - \hat{e}_{i1} = \frac{1}{2\pi} \arg\left[ \frac{\hat{q}_{h1}}{\hat{q}_{i1}} \right] + L \tag{3.11}
\]

\( L \) is an unknown integer which accommodates the ambiguity. Since \( \hat{e}_{h1} - \hat{e}_{i1} \) is the length of the component of \( \hat{u}_h - \hat{u}_i \) in a particular direction, the distance \( |\hat{e}_{h1} - \hat{e}_{i1}| \) cannot be greater than the separation between the two sensors.

\[
|\hat{e}_{h1} - \hat{e}_{i1}| < \|\hat{u}_h - \hat{u}_i\| \tag{3.12}
\]

Given particular values of \( \hat{u}_{h1}, \hat{u}_{i1}, \hat{q}_{h1}, \) and \( \hat{q}_{i1} \), it is possible to determine the feasible values of \( L \) by substituting (3.11) into (3.12).

\[
\left| \frac{1}{2\pi} \arg\left[ \frac{\hat{q}_{h1}}{\hat{q}_{i1}} \right] + L \right| < \|\hat{u}_h - \hat{u}_i\| \tag{3.13}
\]

In particular, if the distance between the sensors is less than or equal to half a wavelength, \( L \) must be equal to zero and \( \hat{e}_{h1} - \hat{e}_{i1} \) can be recovered unambiguously. Given \( \hat{e}_{h1} - \hat{e}_{i1} \), the bearing of the signal can, in principle, be found by solving (3.8) for \( z_1 \).
The equation can be solved using a graphical construction. Figure 3.8 identifies a set of right-angled triangles, all of which have the line joining sensors h and i as their hypotenuse. In other words, all of the triangles have one corner at the position of sensor h and another at the position of sensor i. Since the triangles are right-angled, the third corner must always lie on the circumference of a circle which has the line joining the two sensors as its diameter. There is an infinite number of such triangles.

Now, $\hat{e}_{hl} - \hat{e}_{i1}$ is the length of one of two orthogonal components of $\hat{y}_h - \hat{y}_i$. There must exist a right-angled triangle which has the line joining the two sensors as its hypotenuse and the other two sides equal to the two orthogonal components. This triangle must be a member of the set of triangles which has just been discussed.

The relevant triangle is found by drawing an arc of radius $\hat{e}_{hl} - \hat{e}_{i1}$ with its centre at the intended position of sensor i as illustrated in Figure 3.9. The point where the arc intersects the circle defines the third corner of the triangle.

Consider the direction of the line joining sensor i to the third corner of the triangle. The length of the component of $\hat{y}_h - \hat{y}_i$ in that direction is $\hat{e}_{hl} - \hat{e}_{i1}$ and
Figure 3.8 Set of right-angled triangles
Figure 3.9 Graphical construction to recover bearing from intended positions of sensors h and i
this is a necessary condition for the line to point in the same direction as the unknown vector $z_1$ which defines the bearing of the signal.

Although it is a necessary condition, it is not a sufficient one since the arc actually intersects the circle in two places as illustrated in Figure 3.10. The construction generates two right-angled triangles and there is no way of telling which one of them defines the bearing of the signal.

To summarize, if sensors $h$ and $i$ are separated by half a wavelength or less, the phasor $q_{h1}/q_{i1}$ reveals the distance $\hat{e}_{h1} - \hat{e}_{i1}$ unambiguously. A circle which has the line joining sensors $h$ and $i$ as its diameter is plotted and an arc of radius $\hat{e}_{h1} - \hat{e}_{i1}$ is drawn with its centre at the intended position of sensor $i$. The points of intersection between the circle and the arc suggest two possible bearings for the signal being received and one of these bearings is correct, although there is no way of telling which one.

When sensors $h$ and $i$ are more than half a wavelength apart, $q_{h1}/q_{i1}$ suggests more than one possible length for the component of $\hat{u}_h - \hat{u}_i$ along the axis of propagation. These lengths are of the form $\hat{e}_{h1} - \hat{e}_{i1} - L$ and only one of them has $L$ equal to zero. Each possible length
Figure 3.10 Ambiguity in recovery of bearing
suggests two possible bearings. For example, in Figure 3.11 there is an arc of radius $\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1}$ and another of radius $\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1} - 1$. Since both of the arcs cut the circle in two places, there are four possible bearings, one of which is correct.

Notice that $\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1}$ and $\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1} - L$ may be negative. If this happens, the graphical constructions look the same but $\pi$ radians must be added to (or subtracted from) all of the bearings produced.

So far, the discussion has shown that the information obtained from a single pair of sensors is not sufficient to identify the bearing of the signal unambiguously. The true bearing does not become apparent until the information from all of the sensor pairs in the array is combined. In an array of $N$ sensors, there are a total of $N(N - 1)/2$ unique pairs of sensors.

Each sensor pair contributes the true bearing plus one or more other possibilities. The key point is that the spurious bearings are generally different for each pair of sensors. When the information from all of the sensor pairs is combined, the correct bearing is reinforced while the spurious ones are not.
Figure 3.11 Further ambiguities in recovery of bearing
Figure 3.12 shows the bearings produced by the individual sensor pairs in the array used for the simulations. There is one signal present at a bearing of 18 degrees. Each row shows the bearings produced by one of the 15 unique pairs of sensors within the array and there are either two or four possible bearings in each case. Notice how a solid column is produced at 18 degrees whereas no other bearing is reinforced in this way.

3.6 The Mean of the Bearing Error

When sensor positioning errors are present, the process described in the last section can be repeated using the true sensor positions instead of the intended ones. $\hat{u}_h$, $\hat{u}_i$, and $\hat{e}_{h1} - \hat{e}_{i1}$ are replaced with $u_h$, $u_i$, and $e_{h1} - e_{i1}$ respectively. Recalling the definition of $e_{nm}$ given in (3.5), the difference $e_{h1} - e_{i1}$ is as follows.

$$e_{h1} - e_{i1} = (\hat{e}_{h1} - \Delta e_{h1} + \Delta e_{i1}) - (\hat{e}_{i1} - \Delta e_{i1} + \Delta e_{i1})$$

$$= \hat{e}_{h1} - \hat{e}_{i1} - (\Delta e_{h1} - \Delta e_{i1})$$

(3.14)

Figure 3.13 summarizes the relationship between $e_{h1} - e_{i1}$, $\hat{e}_{h1} - \hat{e}_{i1}$, and the true and intended sensor positions. In reality, only the true sensor positions exist and the
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Figure 3.12 Bearings produced by individual pairs of sensors
Figure 3.13 Distances for true and intended positions of sensors h and i
sampling process therefore reveals $\epsilon_{h1} - \epsilon_{i1}$ instead of $\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1}$.

If the true sensor positions were known, the bearing of the signal could be sought using the method introduced in the last section. Figure 3.14 shows an arc with a radius of $\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1} - (\Delta \epsilon_{h1} - \Delta \epsilon_{i1})$, or $\epsilon_{h1} - \epsilon_{i1}$, with its centre at the true position of sensor $i$ and a circle which has the line joining the true positions of the two sensors as its diameter. The point of intersection between the arc and the circle reveals the bearing of the signal as before.

The diagram also shows the corresponding construction for the intended sensor positions, which is copied directly from Figure 3.9. Notice that both constructions reveal the true bearing of the signal correctly. They both produce spurious bearings as well, although these have been omitted in order to simplify the diagram.

In practice, the sensor positioning errors are unknown and the true sensor positions are assumed to be identical to the intended ones. The result is that $\epsilon_{h1} - \epsilon_{i1}$ is assumed to be the length of the component of $\hat{u}_h - \hat{u}_i$ in the direction of propagation although it is really the length of the component of $u_h - u_i$. 
Figure 3.14 Graphical construction to recover bearing from true positions of sensors h and i.
Figure 3.15 shows how this misinterpretation of $\varepsilon_{h1} - \varepsilon_{i1}$ leads to an error in the bearing of the signal. Having drawn the circle which passes through the intended sensor positions, an arc of radius $\hat{\varepsilon}_{h1} - \hat{\varepsilon}_{i1}$ is required to identify the signal bearing correctly. However, an arc of radius $\hat{\varepsilon}_{h1} - \hat{\varepsilon}_{i1} - (\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1})$ is used instead and this intersects the circle at the wrong point, causing an error in the bearing of the signal.

The bearing error produced by sensors h and i is denoted by $(\Delta \theta_1)_{hi}$. There are also errors in the spurious bearings produced by the sensor pair, although these do not generally have the same sign and magnitude as $(\Delta \theta_1)_{hi}$.

The sign of $(\Delta \theta_1)_{hi}$ depends on the sign of $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$, as shown in Figure 3.16. The true signal bearing and the positions of the sensors relative to each other determine whether the sign of $(\Delta \theta_1)_{hi}$ is the same as or opposite to that of $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$, although it is always true that changing the sign of $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$ changes the sign of $(\Delta \theta_1)_{hi}$. For the situation illustrated, the sign of $(\Delta \theta_1)_{hi}$ is opposite to that of $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$.

The exaggerated errors used in the diagram reveal that changing the sign of $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$ changes the magnitude of $(\Delta \theta_1)_{hi}$ as well as its sign. Comparing Figures 3.16(a) and 3.16(b), the size of the bearing error $(\Delta \theta_1)_{hi}$ is
Figure 3.15 Bearing error
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Figure 3.16 Asymmetry in bearing error
slightly different even though the magnitude of the distance $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$ is the same in both cases. This asymmetry is a natural consequence of the construction used to find $(\Delta \theta_1)_{hi}$.

Notice, however, that the difference between the two magnitudes of $(\Delta \theta_1)_{hi}$ is much smaller than the magnitudes themselves. For small sensor positioning errors, and hence small values of $(\Delta \theta_1)_{hi}$, the difference becomes insignificant and the relationship between $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$ and $(\Delta \theta_1)_{hi}$ is symmetric. Thus negating $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$ negates $(\Delta \theta_1)_{hi}$ without changing its magnitude.

Since $\Delta \varepsilon_{h1}$ and $\Delta \varepsilon_{i1}$ both have a normal distribution with a mean of zero and a variance of $\sigma_p^2$, it follows that the combined error $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$ has a normal distribution with a mean of zero and a variance of $2\sigma_p^2$. Thus a particular value, say $\phi$, of $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$ has the same probability of occurring as $-\phi$. Since the values of $(\Delta \theta_1)_{hi}$ corresponding to $\phi$ and $-\phi$ have opposite signs but the same magnitude, $(\Delta \theta_1)_{hi}$ must also have a mean of zero.

$$E[(\Delta \theta_1)_{hi}] = 0 \quad (3.15)$$

Due to the non-linear relationship between $\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}$ and $(\Delta \theta_1)_{hi}$, the precise distribution of $(\Delta \theta_1)_{hi}$ is unknown. In the next section, this relationship is explored in
detail and an approximation for the distribution is developed. However, the fact that the mean of $(\Delta \theta_1)_{hi}$ is equal to zero is sufficient for the present discussion.

Figure 3.17 shows the effect of small sensor positioning errors on the bearings produced by the individual sensor pairs in the array used for the simulations. There is one signal present at a bearing of 18 degrees as before and the variance of the sensor positions, $\sigma_b^2$, is equal to 0.001. Comparing this diagram with Figure 3.12, there is still a well-defined cluster of points in the region of the true bearing. There are, however, small errors in the bearings and each pair of sensors, $h$ and $i$, produces a point at $\theta_1 + (\Delta \theta_1)_{hi}$ rather than $\theta_1$.

The next step is to relate this diagram to the bearing spectrum, which has a peak at $\theta_1 + \Delta \theta_1$. Two assumptions are required in order to make the problem manageable.

The first assumption is that the cluster over the true bearing in Figure 3.17 contains the same set of $N(N - 1)/2$ points as the column in Figure 3.12, although the bearing of each point has changed slightly. In other words, no point which identifies the true bearing may have such a large bearing error that it is mistaken for a spurious point. Similarly, no spurious point may move so close to the true bearing that it is mistaken for a member of the
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Figure 3.17 Bearing errors produced by individual pairs of sensors
main cluster.

The second, and most important, assumption is that the bearing of the peak in the spectrum is the average of the bearings indicated by the individual pairs of sensors. The error $\Delta \theta_1$ in the bearing of the peak is therefore the average of the $N(N - 1)/2$ errors $(\Delta \theta_1)_{hi}$ produced by the individual sensor pairs.

$$\Delta \theta_1 = \frac{2}{N(N - 1)} \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} (\Delta \theta_1)_{hi}$$

From (3.15), the mean of $(\Delta \theta_1)_{hi}$ is zero and it is straightforward to show that the mean of $\Delta \theta_1$ is also zero.

$$E[\Delta \theta_1] = E\left[\frac{2}{N(N - 1)} \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} (\Delta \theta_1)_{hi}\right]$$

$$= \frac{2}{N(N - 1)} \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} E[(\Delta \theta_1)_{hi}]$$

$$= 0$$

In conclusion, bearing estimation algorithms remain unbiased in the presence of sensor positioning errors with
the assumed statistics. It must be stressed that the array would have to be set up several times to observe this effect. For any particular realization of the sensor positioning errors, there will generally be an error in the bearing of the peak.

These deductions are confirmed by the results from the computer simulation experiment described earlier in the chapter. When the bearing error $\Delta \theta_1$ was averaged over several sets of true sensor positions, the resulting estimate of $E[\Delta \theta_1]$ was close to zero. As the number of true arrays was increased, the average of $\Delta \theta_1$ moved even closer to zero, suggesting that the true value of $E[\Delta \theta_1]$ was indeed zero as predicted.

Figure 3.18 shows the results obtained using 1000 sets of true sensor positions over a range of values of $\sigma_p^2$. As anticipated, the results produced by the three bearing estimation techniques were identical.

### 3.7 The Variance of the Bearing Error

This section develops an expression for the variance of the bearing error $\Delta \theta_1$ in terms of the variance of the sensor positions $\sigma_p^2$. The expression is found to depend
Figure 3.18 Results for mean of bearing error
on the intended sensor positions \( \hat{u}_m \) and the bearing of the signal \( \theta_1 \) as well as \( \sigma_\hat{\theta}^2 \).

Although a geometric view of the relationship between the distance \( \Delta \epsilon_{h1} - \Delta \epsilon_{i1} \) and the angle \( (\Delta \theta_1)_h \) was sufficient in the last section to discover that the mean of \( (\Delta \theta_1)_h \) was zero, a mathematical expression for the relationship is required to allow the variance of \( (\Delta \theta_1)_h \) to be calculated.

The first step is to derive a precise expression for \( (\Delta \theta_1)_h \) in terms of \( \hat{\epsilon}_{h1} - \hat{\epsilon}_{i1}, \Delta \epsilon_{h1} - \Delta \epsilon_{i1}, \) and the separation \( \|\hat{u}_h - \hat{u}_i\| \) between the two sensors. This expression is found to be intractable due to the presence of non-linear functions of \( \Delta \epsilon_{h1} - \Delta \epsilon_{i1} \), which is itself a random variable and the next step is therefore to find an approximation with a form which allows the analysis to proceed. The precise expression is used to check the approximation. Finally, the variance of \( \Delta \epsilon_{h1} - \Delta \epsilon_{i1} \) is related to the variance of \( (\Delta \theta_1)_h \), and hence to that of \( \Delta \theta_1 \).

The precise expression for \( (\Delta \theta_1)_h \) is based on the construction shown in Figure 3.19, which is identical to the diagrams used in the last section except that some further angles and distances have been identified. In particular, the angle between the true bearing of the
Figure 3.19 Graphical construction for precise bearing error
signal and the line joining sensors h and i is denoted by \((\tilde{e}_1)_{hi}\).

In the illustration, \(\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}\) is negative. As explained in the last section, the relationship between \(\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}\) and \((\Delta \theta_1)_{hi}\) is assumed to be symmetric for small sensor positioning errors and it follows that cases where \(\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}\) is positive are also accommodated. For the sensor positions and the signal bearing shown, the sign of \((\Delta \theta_1)_{hi}\) is opposite to that of \(\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}\). It is not, however, necessary to generalize this relationship since \((\Delta \theta_1)_{hi}\) is squared when calculating the variance, thus losing the sign.

The diagram shows two right-angled triangles, both of which have a hypotenuse of length \(\|\hat{u}_h - \hat{u}_i\|\). The triangle which generates the true bearing has one side with a length of \(\hat{e}_{h1} - \hat{e}_{i1}\) and it follows from Pythagoras' theorem that the remaining side of this triangle has a length of \(\sqrt{(\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2)}\). Similarly, the lengths of the shorter sides of the other triangle are found to be \(\hat{e}_{h1} - \hat{e}_{i1} - (\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1})\) and \(\sqrt{(\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1} - (\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}))^2)}\).

Having obtained the lengths of the sides of the triangles, it is possible to write expressions for the sines and cosines of the angles \((\tilde{e}_1)_{hi}\) and \((\tilde{e}_1)_{hi} + (\Delta \theta_1)_{hi}\).
The sine and cosine of \((\theta_1)_{hi}\) can be related to the sines and cosines of \((\theta_1)_{h}\) and \((\Delta \theta_1)_{h}\) using double-angle formulae.

\[
\sin[(\theta_1)_{hi} + (\Delta \theta_1)_{hi}] = \sin[(\theta_1)_{hi}]\cos[(\Delta \theta_1)_{hi}]
+ \cos[(\theta_1)_{hi}]\sin[(\Delta \theta_1)_{hi}]
\]

\[
\cos[(\theta_1)_{hi} + (\Delta \theta_1)_{hi}] = \cos[(\theta_1)_{hi}]\cos[(\Delta \theta_1)_{hi}]
- \sin[(\theta_1)_{hi}]\sin[(\Delta \theta_1)_{hi}]
\]

Substitute (3.18), (3.19), (3.20), and (3.21) into (3.22) and (3.23).
\[ \sqrt{(\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i)^2 - (\hat{e}_{h1} - \hat{e}_{i1} - (\Delta e_{h1} - \Delta e_{i1}))^2} \]

\[ \frac{\sqrt{(\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i)^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2}}{\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|} \cos[(\Delta \theta_1)_{hi}] \]

\[ + \frac{\hat{e}_{h1} - \hat{e}_{i1}}{\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|} \sin[(\Delta \theta_1)_{hi}] \quad (3.24) \]

\[ \frac{\hat{e}_{h1} - \hat{e}_{i1} - (\Delta e_{h1} - \Delta e_{i1})}{\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|} \]

\[ = \frac{\hat{e}_{h1} - \hat{e}_{i1}}{\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|} \cos[(\Delta \theta_1)_{hi}] \]

\[ - \frac{\sqrt{(\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2)}}{\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|} \sin[(\Delta \theta_1)_{hi}] \quad (3.25) \]

Now multiply (3.24) by \( \|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|(\hat{e}_{h1} - \hat{e}_{i1}) \) and (3.25) by \( \|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|\sqrt{(\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2)} \).

\[ (\hat{e}_{h1} - \hat{e}_{i1})\sqrt{(\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1} - (\Delta e_{h1} - \Delta e_{i1}))^2)} \]

\[ = (\hat{e}_{h1} - \hat{e}_{i1})\sqrt{(\|\hat{\mathbf{u}}_h - \hat{\mathbf{u}}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2)}\cos[(\Delta \theta_1)_{hi}] \]

\[ + (\hat{e}_{h1} - \hat{e}_{i1})^2\sin[(\Delta \theta_1)_{hi}] \quad (3.26) \]
\[(\hat{e}_{h1} - \hat{e}_{i1} - (\Delta \epsilon_{h1} - \Delta \epsilon_{i1})) \vee (\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2)\]

\[= (\hat{e}_{h1} - \hat{e}_{i1}) \vee (\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2) \cos[(\Delta \theta_1)_{hi}]\]

\[- (\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2) \sin[(\Delta \theta_1)_{hi}] \quad (3.27)\]

Subtract (3.27) from (3.26), thus eliminating \(\cos[(\Delta \theta_1)_{hi}]\).

\[(\hat{e}_{h1} - \hat{e}_{i1}) \vee (\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1} - (\Delta \epsilon_{h1} - \Delta \epsilon_{i1}))^2)\]

\[- (\hat{e}_{h1} - \hat{e}_{i1} - (\Delta \epsilon_{h1} - \Delta \epsilon_{i1})) \vee (\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2)\]

\[= \|\hat{u}_h - \hat{u}_i\|^2 \sin[(\Delta \theta_1)_{hi}] \quad (3.28)\]

Now rearrange (3.28) to find \(\sin[(\Delta \theta_1)_{hi}]\).

\[
\sin[(\Delta \theta_1)_{hi}] = \frac{1}{\|\hat{u}_h - \hat{u}_i\|^2} \left[ (\hat{e}_{h1} - \hat{e}_{i1}) \vee (\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1} - (\Delta \epsilon_{h1} - \Delta \epsilon_{i1}))^2) \right]
\]

\[- (\hat{e}_{h1} - \hat{e}_{i1} - (\Delta \epsilon_{h1} - \Delta \epsilon_{i1})) \vee (\|\hat{u}_h - \hat{u}_i\|^2 - (\hat{e}_{h1} - \hat{e}_{i1})^2) \right]\]

\[= (\hat{e}_{h1} - \hat{e}_{i1})^2 \]  
(3.29)
For particular values of $\Delta \varepsilon_{h_1}$ and $\Delta \varepsilon_{i_1}$, $\sin[(\Delta \theta_1)_{hi}]$ can be calculated precisely using (3.29). Results of this type, however, are not sufficiently general in the context of the statistical analysis being attempted. $\Delta \varepsilon_{h_1}$ and $\Delta \varepsilon_{i_1}$ are random variables with a known distribution and it should, in principle, be possible to express the variance of $\sin[(\Delta \theta_1)_{hi}]$, denoted by $V[\sin[(\Delta \theta_1)_{hi}]]$, in terms of $\|\hat{u}_h - \hat{u}_i\|$, $\hat{\varepsilon}_{h_1} - \hat{\varepsilon}_{i_1}$, and the variance $\sigma^2$ of the sensor positions. Since $(\Delta \theta_1)_{hi}$ is a small angle, it is approximately equal to its own sine and the variance of the sine is a good approximation to the variance of the angle.

\[(\Delta \theta_1)_{hi} = \sin[(\Delta \theta_1)_{hi}]\] (3.30)

\[V[(\Delta \theta_1)_{hi}] = V[\sin[(\Delta \theta_1)_{hi}]]\] (3.31)

However, the form of the expression for $\sin[(\Delta \theta_1)_{hi}]$ given in (3.29) makes it difficult, if not impossible, to obtain $V[\sin[(\Delta \theta_1)_{hi}]]$. The problem is caused by the presence of a non-linear function of $\Delta \varepsilon_{h_1} - \Delta \varepsilon_{i_1}$ (i.e. the square within the square root), which distorts the distribution of $\Delta \varepsilon_{h_1} - \Delta \varepsilon_{i_1}$, creating a complicated relationship between the variance of $\Delta \varepsilon_{h_1} - \Delta \varepsilon_{i_1}$ and that of the whole expression.

Although the precise expression for $(\Delta \theta_1)_{hi}$, or rather $\sin[(\Delta \theta_1)_{hi}]$, is intractable, it is possible to form an
approximation which leads to a much simpler expression. The precise expression in (3.29) is still useful, however, as it can be used to check the approximation numerically.

Figure 3.20 highlights the shape formed by the two arcs and the two straight lines enclosing the angle \((\Delta \theta_1)_{hi}\). This shape is a segment of an annulus, although when the distance \(\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}\) and the angle \((\Delta \theta_1)_{hi}\) are small, the shape closely resembles a rectangle. Figure 3.21(a) shows a construction in which tangents to the arcs have been used in place of the arcs themselves, resulting in a rectangle which has a tangent to the circle as its diagonal.

An isosceles triangle is formed by drawing a radius of the circle which is perpendicular to the diagonal of the rectangle. By inspection, the angles at the corners of this triangle are \((\tilde{\theta}_1)_{hi}\), \((\tilde{\theta}_1)_{hi}\), and \(\pi - 2(\tilde{\theta}_1)_{hi}\) and it follows that the angles between the diagonal of the rectangle and its sides are \((\tilde{\theta}_1)_{hi}\) and \(\pi/2 - (\tilde{\theta}_1)_{hi}\).

The sides of the rectangle which lie along the axis of propagation of the signal are equal to \(-(\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1})\) in length. The length of the other two sides is initially unknown and is denoted by \(\tau_{hi}\). The diagram also introduces a new angle \((\tilde{\theta}_1)_{hi}\), which is the estimate of \((\Delta \theta_1)_{hi}\) produced by the approximation.
Figure 3.20 Segment of annulus
Figure 3.21 Graphical construction for approximate bearing error
Figure 3.21(b) shows the elements of the construction required to solve for \((\varepsilon_1)_{hi}\). The first step is to find \(\tau_{hi}\) by applying the sine rule in the small triangle. Notice that the sine of \(\pi/2 - (\tilde{e}_1)_{hi}\) is equal to the cosine of \((\tilde{e}_1)_{hi}\).

\[
\frac{\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}}{\sin[(\tilde{e}_1)_{hi}]} = \frac{\tau_{hi}}{\sin[\pi/2 - (\tilde{e}_1)_{hi}]} = \frac{\tau_{hi}}{\cos[(\tilde{e}_1)_{hi}]} \tag{3.32}
\]

It is straightforward to obtain an expression for \(\tau_{hi}\) by rearranging (3.32).

\[
\tau_{hi} = \frac{(\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}) \cos[(\tilde{e}_1)_{hi}]}{\sin[(\tilde{e}_1)_{hi}]} = \frac{\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}}{\tan[(\tilde{e}_1)_{hi}]} \tag{3.33}
\]

An expression for \(\tan[(\tilde{e}_1)_{hi}]\) can be obtained from Figure 3.19.

\[
\tan[(\tilde{e}_1)_{hi}] = \frac{\sqrt{||\hat{u}_h - \hat{u}_i||^2 - (\varepsilon_{h1} - \varepsilon_{i1})^2}}{\varepsilon_{h1} - \varepsilon_{i1}} \tag{3.34}
\]
Now substitute (3.34) into (3.33).

\[ T_{hi} = \frac{(\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1})(\hat{\varepsilon}_{h1} - \hat{\varepsilon}_{i1})}{\sqrt{(\|\hat{\gamma}_{h} - \hat{\gamma}_{i}\|^2 - (\hat{\varepsilon}_{h1} - \hat{\varepsilon}_{i1})^2)}} \]  

(3.35)

Returning to Figure 3.21(b), an expression for \( \tan((\theta_{hi})_{h}) \) can be obtained from the large triangle. Since \( (\theta_{hi})_{h} \) is a small angle, it is approximately equal to its own tangent.

\( (\theta_{hi})_{h} = \tan((\theta_{hi})_{h}) = \frac{\epsilon_{hi}}{\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1}} \)  

(3.36)

Substitute (3.35) into (3.36).

\[ (\theta_{hi})_{h} = \frac{\Delta \varepsilon_{h1} - \Delta \varepsilon_{i1}}{\sqrt{(\|\hat{\gamma}_{h} - \hat{\gamma}_{i}\|^2 - (\hat{\varepsilon}_{h1} - \hat{\varepsilon}_{i1})^2)}} \]  

(3.37)

Equation (3.37) is the approximation for \( (\theta_{hi})_{h} \). The main advantage of this expression over (3.29) is that it is linearly proportional to \( \Delta \varepsilon_{h1} - \Delta \varepsilon_{i1} \).

Figure 3.22 compares the precise expression with the approximation when \( \|\hat{\gamma}_{h} - \hat{\gamma}_{i}\|^2 = 1 \) and \( \hat{\epsilon}_{h1} - \hat{\epsilon}_{i1} = 0.5 \). The angles \( (\theta_{hi})_{h} \) and \( (\theta_{hi})_{h} \) are plotted as functions of \( \Delta \varepsilon_{h1} - \Delta \varepsilon_{i1} \), which ranges from -0.5 to 0.5. The solid curve, which shows the true bearing error \( (\theta_{hi})_{h} \), was
Figure 3.22 Comparison of precise bearing error \((\Delta \theta_1)_{hi}\) with approximation \((\theta_1)_{hi}\)
produced by finding \( \sin[(\Delta \theta_1)_{hi}] \) using (3.29) then taking the inverse sine. The dashed line shows the approximation \( (\theta_1)_{hi} \) produced using (3.37). The diagram confirms that \( (\theta_1)_{hi} \) is a good approximation to \( (\Delta \theta_1)_{hi} \) when \( \Delta \theta_1 - \Delta \theta_{i1} \) is small.

It is now possible to estimate the variance of \( (\Delta \theta_1)_{hi} \).

From (3.37), the variance of \( (\theta_1)_{hi} \) is as follows.

\[
V[(\theta_1)_{hi}] = V\left[ \frac{\Delta \epsilon_{h1} - \Delta \epsilon_{i1}}{\sqrt{(\|\hat{\epsilon}_h - \hat{\epsilon}_{i1}\|^2 - (\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1})^2)}} \right]
\]

\[
= \frac{V[\Delta \epsilon_{h1} - \Delta \epsilon_{i1}]}{\|\hat{\epsilon}_h - \hat{\epsilon}_{i1}\|^2 - (\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1})^2} \quad (3.38)
\]

Since \( \Delta \epsilon_{h1} \) and \( \Delta \epsilon_{i1} \) both have a normal distribution with a variance of \( \sigma^2 \), the variance of \( \Delta \epsilon_{h1} - \Delta \epsilon_{i1} \) is \( 2\sigma^2 \).

\[
V[(\theta_1)_{hi}] = \frac{2\sigma^2}{\|\hat{\epsilon}_h - \hat{\epsilon}_{i1}\|^2 - (\hat{\epsilon}_{h1} - \hat{\epsilon}_{i1})^2} \quad (3.39)
\]

\( \Delta \theta_1 \) is calculated according to (3.16) except that \( (\Delta \theta_1)_{hi} \) is replaced with \( (\theta_1)_{hi} \). The variance of \( \Delta \theta_1 \) is therefore as follows.
\[ V[\Delta \theta_1] = V \left[ \frac{2}{N(N - 1)} \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} (\hat{\theta}_i)_{hi} \right] \]

\[ = \frac{4}{N^2(N - 1)^2} \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} V[(\hat{\theta}_i)_{hi}] \quad (3.40) \]

The final expression for the variance of \( \Delta \theta_1 \) is obtained by substituting (3.39) into (3.40).

\[ V[\Delta \theta_1] = \frac{8\sigma_p^2}{N^2(N-1)^2} \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} \frac{1}{||\hat{\theta}_h - \hat{\theta}_i||^2 - (\hat{\theta}_{hi} - \hat{\theta}_{i1})^2} \quad (3.41) \]

(3.41) shows that for small sensor positioning errors, the variance of the bearing error \( \Delta \theta_1 \) is directly proportional to the variance \( \sigma_p^2 \) of the sensor positions. The variance of \( \Delta \theta_1 \) also depends on the number of sensors in the array, \( N \). It is somewhat disappointing that (3.41) also makes reference to the array geometry (through \( \hat{\theta}_h \) and \( \hat{\theta}_i \)) and the true bearing of the signal (through \( \hat{\theta}_{h1} \) and \( \hat{\theta}_{i1} \)).

Figure 3.23 compares the simulation results with the curve predicted using (3.41) and there is evidently a close correspondence. As in the last section, the results produced by the three bearing estimation techniques are identical.
Figure 3.23 Results for variance of bearing error
3.8 A General Quadratic Form for the Spectrum Value at the True Bearing

In Chapter 2, the following expressions were derived for the bearing spectra produced by the conventional beamforming, minimum energy, and MUSIC bearing estimation techniques.

\[
\begin{align*}
P_{bf}(\theta) &= \hat{\mathbf{q}}^H(\theta)\hat{\mathbf{R}}\hat{\mathbf{q}}(\theta) \\
P_{me}(\theta) &= \frac{1}{\hat{\mathbf{q}}^H(\theta)(\hat{\mathbf{q}}(\theta))^2} \\
P_{mu}(\theta) &= \frac{1}{\hat{\mathbf{q}}^H(\theta)\mathbf{V}_W\mathbf{V}_W^H\hat{\mathbf{q}}(\theta)}
\end{align*}
\] (3.42) (3.43) (3.44)

The remaining sections of this chapter are devoted to an algebraic analysis of the behaviour of \(P_{bf}(\theta), P_{me}(\theta),\) and \(P_{mu}(\theta)\) in the presence of sensor positioning errors. This leads to a set of theoretical expressions for the means and variances of \(P_{bf}(\theta_1), P_{me}(\theta_1),\) and \(P_{mu}(\theta_1),\) which are the spectrum values obtained at the true bearing of the signal.

In the case of MUSIC, it is helpful to express \(P_{mu}(\theta)\) in a slightly different form. Recall from Chapter 2 that the denominator in (3.44) is equal to \(\|\mathbf{R}_W(\theta)\|^2\), which is the
length (squared) of the component of $\hat{q}(e)$ in the noise subspace. The component of $\hat{q}(e)$ in the signal subspace is denoted by $p_s(e)$ and, by Pythagoras' theorem, the sum of $\|p_w(e)\|^2$ and $\|p_s(e)\|^2$ must be equal to $\|\hat{q}(e)\|^2$. Since the $N$ elements of $\hat{q}(e)$ all have unit magnitude, $\|\hat{q}(e)\|^2$ must be equal to $N$ and the denominator in (3.44) can therefore be expressed as follows.

$$
\hat{q}_s^H(e) v_s y_s^* \hat{q}_s(e) = \|p_w(e)\|^2 \\
= \|\hat{q}(e)\|^2 - \|p_s(e)\|^2 \\
= N - \|p_s(e)\|^2 \\
= N - \hat{q}_s^H(e) v_s v_s^H \hat{q}_s(e) 
$$

$V_s$ is a matrix which has the $M$ signal subspace eigenvectors as its columns.

Setting $e$ equal to $e_1$ in the expressions for the bearing spectra given in (3.42), (3.43), and (3.45), $\hat{q}(e)$ becomes equal to the signal vector $\hat{q}_1$ corresponding to the true bearing of the signal. The expressions used to investigate the performance of the three techniques at the bearing $e_1$ are as follows.

$$
P_{bf}(e_1) = \hat{q}_s^H \hat{q}_1 
\tag{3.46}
$$

$$
P_{me}(e_1) = \hat{q}_s^H \hat{q}_1^{-1} \hat{q}_1 
\tag{3.47}
$$
\[ P_{\text{mu}}^{-1}(\theta_1) = N - \hat{q}_1 H_s V H_s^T \] (3.48)

Notice that (3.47) and (3.48) describe the reciprocals of \( P_{\text{me}}(\theta_1) \) and \( P_{\text{mu}}(\theta_1) \), denoted by \( P_{\text{me}}^{-1}(\theta_1) \) and \( P_{\text{mu}}^{-1}(\theta_1) \). The main reason for choosing to work with the reciprocal of the bearing spectrum rather than the spectrum itself is that the results obtained for the means and variances of \( P_{\text{me}}^{-1}(\theta_1) \) and \( P_{\text{mu}}^{-1}(\theta_1) \) do not couple through the reciprocal function. These results cannot be extended to \( P_{\text{me}}(\theta_1) \) and \( P_{\text{mu}}(\theta_1) \) without resorting to inequalities.

Furthermore, \( P_{\text{mu}}(\theta_1) \) is theoretically equal to infinity when there are no sensor positioning errors present as demonstrated in Chapter 2. The function is very unstable since a small increase in the value of the denominator in (3.44) causes a large decrease in the value of \( P_{\text{mu}}(\theta_1) \). \( P_{\text{mu}}^{-1}(\theta_1) \), however, is much more well-behaved, being theoretically equal to zero when there are no sensor positioning errors.

Notice that (3.46), (3.47), and (3.48) all contain quadratic forms in \( \hat{q}_1 \). In other words, all three equations contain an expression of the form \( \hat{q}_1 H_s \hat{q}_1 \), which is denoted by \( P_\Omega(\theta_1) \).

\[ P_\Omega(\theta_1) = \hat{q}_1 H_s \hat{q}_1 \] (3.49)
The matrix $\Omega$ is equal to $R$, $R^{-1}$, or $V_sV_S^H$ depending on which bearing estimation technique is being used.

$$P_{bf}(\theta_1) = \hat{q}H_{bf}\hat{q}^*_1 \quad (3.50)$$

$$P_{me}^{-1}(\theta_1) = \hat{q}H_{me}\hat{q}^*_1 \quad (3.51)$$

$$P_{\mu}^{-1}(\theta_1) = N - \hat{q}H_{\mu}\hat{q}^*_1 \quad (3.52)$$

where

$$\hat{q}_{bf} = R \quad (3.53)$$

$$\hat{q}_{me} = R^{-1} \quad (3.54)$$

$$\hat{q}_{\mu} = V_sV_S^H \quad (3.55)$$

The next three sections of this chapter discuss the effects of sensor positioning errors on the matrices $\hat{q}_{bf}$, $\hat{q}_{me}$, and $\hat{q}_{\mu}$. Following this, the mean and variance of $P_\Omega(\theta_1)$ are derived and the means and variances of $P_{bf}(\theta_1)$, $P_{me}^{-1}(\theta_1)$ and $P_{\mu}^{-1}(\theta_1)$ are then obtained by substituting $\hat{q}_{bf}$, $\hat{q}_{me}$, or $\hat{q}_{\mu}$ for $\Omega$ as appropriate.
3.9 The Quadratic Form for Conventional Beamforming

From the discussion earlier in this chapter, the lengths of the components of \( \Delta u_n \) and \( u_n \) in the direction of \( z_m \) are \( \Delta \epsilon_{nm} \) and \( \epsilon_{nm} \). The phase shifts corresponding to \( \Delta \epsilon_{nm} \) and \( \epsilon_{nm} \) are denoted by \( \Delta \psi_{nm} \) and \( \psi_{nm} \) respectively and are calculated in the same way as \( \hat{\psi}_{nm} \).

\[
\Delta \psi_{nm} = 2\pi \Delta \epsilon_{nm} \tag{3.56}
\]

\[
\psi_{nm} = 2\pi \epsilon_{nm} \tag{3.57}
\]

Recalling the relationship between \( \epsilon_{nm} \), \( \hat{\epsilon}_{nm} \), and \( \Delta \epsilon_{nm} \) given in (3.5), \( \psi_{nm} \), \( \hat{\psi}_{nm} \), and \( \Delta \psi_{nm} \) must be related to each other as follows.

\[
\psi_{nm} = \hat{\psi}_{nm} - \Delta \psi_{nm} + \Delta \psi_{1m} \tag{3.58}
\]

Like \( \hat{\psi}_{1m} \), \( \psi_{1m} \) is always zero and this can be confirmed by setting \( n \) equal to 1 in (3.58).

\[
\psi_{1m} = \hat{\psi}_{1m} = 0 \tag{3.59}
\]

A similar set of equations can be derived for the phasors corresponding to \( \Delta \psi_{nm} \) and \( \psi_{nm} \). These are denoted by \( \Delta q_{nm} \) and \( q_{nm} \) and are calculated as follows.
\[ \Delta q_{nm} = \exp(j\Delta \psi_{nm}) \quad (3.60) \]

\[ q_{nm} = \exp(j\psi_{nm}) \quad (3.61) \]

The relationship between \( q_{nm}, \hat{q}_{nm}, \) and \( \Delta q_{nm} \) can be obtained by substituting (3.58) into (3.61). Since the phasors are all of unit magnitude, addition of phase shifts can be achieved by multiplying the corresponding phasors.

\[
q_{nm} = \exp(j(\hat{\psi}_{nm} - \Delta \psi_{nm} + \Delta \psi_{1m})) \\
= \exp(j\hat{\psi}_{nm})\exp(-j\Delta \psi_{nm})\exp(j\Delta \psi_{1m}) \\
= \hat{q}_{nm}\Delta q_{nm}\Delta q_{1m} \quad (3.62)
\]

Like \( \hat{q}_{1m}, q_{1m} \) is always equal to 1.

\[
q_{1m} = \hat{q}_{1m}\Delta q_{1m}\Delta q_{1m} \\
= \hat{q}_{1m}|\Delta q_{1m}|^2 \\
= \hat{q}_{1m} \\
= 1 \quad (3.63)
\]

As explained in Chapter 2, the covariance matrix \( \mathbf{R} \) is related to the bearings of the signals through the matrix \( \mathbf{H} \), which has the \( M \) signal vectors \( \hat{q}_{m} \) as its columns.

\[
\mathbf{R} = \mathbf{H}\mathbf{R}_x\mathbf{H}^H + \sigma^2 \mathbf{I} \quad (3.64)
\]
When sensor positioning errors are present, \( \hat{q}_m \) is replaced with the (unknown) signal vector corresponding to the true sensor positions. This vector is denoted by \( q_m \) and is defined as follows.

\[
q_m = [1 \ q_{2m} \ q_{3m} \ ... \ q_{Nm}]^T
\]  

(3.65)

When there is only one signal present, \( H \) only has one column, this being the signal vector \( q_1 \). The signal correlation matrix \( R_a \) is reduced to a one by one matrix whose only element is \( (R_a)_{11} \). Recall from Chapter 2 that an element \( (R_a)_{mm} \) on the leading diagonal of \( R_a \) is equal to the power of signal \( m \), denoted by \( \Lambda_m^2 \). It follows that \( (R_a)_{11} \) is equal to \( \Lambda_1^2 \). These observations allow (3.64) to be simplified as follows when there is only one signal present.

\[
\mathbf{\Sigma} = \Lambda_1^2 q_1 q_1^H + \sigma_\phi^2 I
\]  

(3.66)

When \( \mathbf{\Sigma} \) is evaluated according to (3.66), an element \( R_{nn} \) on the leading diagonal can be expressed in terms of \( \Lambda_1^2 \) and \( \sigma_\phi^2 \) as follows.

\[
R_{nn} = \Lambda_1^2 |q_{n1}|^2 + \sigma_\phi^2
= \Lambda_1^2 + \sigma_\phi^2
\]  

(3.67)
An off-diagonal element $R_{hi}$ is as follows.

$$R_{hi} = \Delta q_{hi} q_{i}^*, \quad h \neq i$$  \hspace{1cm} (3.68)

Combining (3.67) and (3.68), the definition of the matrix $\Omega_{bf}$, which is equal to $R$, can be written in the following form.

$$(\Omega_{bf})_{hi} = R_{hi} = \begin{cases} 
\Delta_{bf}, & h = i \\
\zeta_{bf} q_{hi} q_{i}^*, & h \neq i 
\end{cases}$$  \hspace{1cm} (3.69)

where

$$\Delta_{bf} = A_i^2 + \sigma_w^2$$  \hspace{1cm} (3.70)

$$\zeta_{bf} = A_i^2$$  \hspace{1cm} (3.71)

3.10 The Quadratic Form for Minimum Energy

There is a matrix identity [16] which states that if a matrix is of the form $R = STU^H + I$ then its inverse is given by $R^{-1} = I - SWU^H$ where $W = [I + TUH^3]^{-1}$. This can be used to gain some insight into the inverse of the covariance matrix $R$, which is required for the minimumn
energy method. The first step is to divide both sides of (3.66) by \( \sigma_W^2 \).

\[
\frac{1}{\sigma_W^2} R = \frac{A^2_f}{\sigma_W^2} q_1 q_h^H + I
\]

(3.72)

Now apply the matrix identity, setting \( S = I \) and \( U = \begin{pmatrix} A_1 \\ A_1 \end{pmatrix} \), and \( T = I \).

\[
\begin{bmatrix} \frac{1}{\sigma_W^2} R \end{bmatrix}^{-1} = I - \frac{A_1}{\sigma_W^2} q_1 \left[ I + \frac{A_1}{\sigma_W^2} q_h^H \frac{A_1}{\sigma_W^2} q_1 \right]^{-1} \frac{A_1}{\sigma_W^2} q_h^H
\]

\[
= I - \frac{A_1^2}{\sigma_W^2} q_1 \left[ 1 + \|q_1\|^2 \frac{A_1^2}{\sigma_W^2} \right]^{-1} q_h^H
\]

\[
= I - \frac{A_1^2}{\sigma_W^2} q_1 \left[ 1 + \frac{NA_1^2}{\sigma_W^2} \right]^{-1} q_h^H
\]

\[
= I - \frac{A_1^2}{\sigma_W^2} q_1 \frac{1}{1 + \frac{NA_1^2}{\sigma_W^2}} I q_h^H
\]

\[
= I - \frac{A_1^2}{\sigma_W^2 + NA_1^2} q_1 q_h^H
\]

(3.73)

The matrix \( R^{-1} \) is therefore as follows.
Thus an element \((R^{-1})_{nn}\) on the leading diagonal of \(R^{-1}\) can be expressed as follows.

\[
(R^{-1})_{nn} = \frac{1}{\sigma_W^2} \left[ 1 - \frac{A_i^2}{\sigma_W^2 + N A_i^2} \right] q_{n1} q_{n1}^* \]

Similarly, an off-diagonal element \((R^{-1})_{hi}\) has the following form.

\[
(R^{-1})_{hi} = -\frac{A_i^2}{\sigma_W^2 (\sigma_W^2 + N A_i^2)} q_{h1} q_{i1}, \quad h \neq i \quad (3.76)
\]

The definition of the matrix \(\Omega_{me}\), which is equal to \(R^{-1}\), is obtained by combining (3.75) and (3.76).

\[
(\Omega_{me})_{hi} = (R^{-1})_{hi} = \begin{cases} 
\Lambda_{me}, & h = i \\
\epsilon_{me} q_{h1} q_{i1}, & h \neq i 
\end{cases} \quad (3.77)
\]
where

\[ \Lambda_{me} = \frac{1}{\sigma^2_w} \left[ 1 - \frac{A_i^2}{\sigma^2_w + N \Lambda_i^2} \right] \]  
(3.78)

\[ \zeta_{me} = -\frac{A_i^2}{\sigma^2_w (\sigma^2_w + N \Lambda_i^2)} \]  
(3.79)

3.11 The Quadratic Form for MUSIC

As noted earlier, the matrix \( Y_s \) has the M signal subspace eigenvectors as its columns. The M signal vectors \( q_m \) also span the signal subspace, although they are not normally collinear with the corresponding eigenvectors. However, the signal subspace is one-dimensional when there is only one signal present. In this case, \( Y_s \) only contains the eigenvector \( y_N \), which must be collinear with the signal vector \( q_1 \).

\[ Y_s = y_N = \frac{1}{\sqrt{N}} q_1 \]  
(3.80)

The division by \( \sqrt{N} \) is necessary because eigenvectors have unit length whereas signal vectors are of length \( \sqrt{N} \). The matrix product \( Y_s Y_s^H \), which is required for MUSIC, is
therefore as follows.

\[ \psi_s \psi^H_s = \frac{1}{\sqrt{N}} g_1 \frac{1}{\sqrt{N}} q^H_i = \frac{1}{N} q_1 q_i^H \quad (3.81) \]

An element \((\psi_s \psi^H_s)_{nn}\) on the leading diagonal of \(\psi_s \psi^H_s\) has the following form.

\[ (\psi_s \psi^H_s)_{nn} = \frac{1}{N} q_{n1} q_{n1}^* = \frac{1}{N} |q_{n1}|^2 = \frac{1}{N} \quad (3.82) \]

An off-diagonal element \((\psi_s \psi^H_s)_{hi}\) is as follows.

\[ (\psi_s \psi^H_s)_{hi} = \frac{1}{N} q_{h1} q_{i1}^* \quad (3.83) \]

Combining (3.82) and (3.83), the definition of the matrix \(\Omega_{\mu}\), which is equal to \(\psi_s \psi^H_s\), can be written as follows.

\[ (\Omega_{\mu})_{hi} = (\psi_s \psi^H_s)_{hi} = \begin{cases} \Lambda_{\mu}, & h = i \\ \epsilon_{\mu} q_{h1} q_{i1}^*, & h \neq i \end{cases} \quad (3.84) \]

where

\[ \Lambda_{\mu} = \epsilon_{\mu} = \frac{1}{N} \quad (3.85) \]
The expressions for $E[P_\Omega(\theta_1)]$ and $V[P_\Omega(\theta_1)]$ derived later in this chapter are found to contain references to $E[\cos \Delta \psi_{nm}]$ and $E[\cos 2\Delta \psi_{nm}]$. This section relates the expected values of $\cos \Delta \psi_{nm}$ and $\cos 2\Delta \psi_{nm}$ to the variance of the sensor positions $\sigma_\Omega^2$.

Since the cosine is a non-linear function, it is difficult to derive a precise relationship between the distribution of $\Delta \psi_{nm}$ and that of $\cos \Delta \psi_{nm}$ (or $\cos 2\Delta \psi_{nm}$). A good approximation can, however, be obtained by using the series expansion of the cosine function up to the sixth order term [101].

$$\cos \Delta \psi_{nm} = 1 - \frac{(\Delta \psi_{nm})^2}{2!} + \frac{(\Delta \psi_{nm})^4}{4!} - \frac{(\Delta \psi_{nm})^6}{6!} \quad (3.86)$$

$$\cos 2\Delta \psi_{nm} = 1 - \frac{(2\Delta \psi_{nm})^2}{2!} + \frac{(2\Delta \psi_{nm})^4}{4!} - \frac{(2\Delta \psi_{nm})^6}{6!} \quad (3.87)$$

For example, if $\Delta \psi_{nm}$ is $\pi/2$, $\cos \Delta \psi_{nm}$ should be zero. When $\cos \Delta \psi_{nm}$ is approximated using (3.86), the result is $-0.001$.

Expressions for $E[\cos \Delta \psi_{nm}]$ and $E[\cos 2\Delta \psi_{nm}]$ are obtained by taking the expected value of both sides of (3.86) and
Recall that the error $\Delta \varepsilon_{nm}$ has a normal distribution with a mean of zero and a variance of $\sigma^2_{\varepsilon}$. Since $\Delta \psi_{nm}$ is equal to $2\pi \Delta \varepsilon_{nm}$, $\Delta \psi_{nm}$ has a normal distribution with a mean of zero and a variance of $4\pi^2 \sigma^2_{\varepsilon}$. The moment generating function [97] of $\Delta \psi_{nm}$, denoted by $G(\phi)$, is therefore as follows.

$$G(\phi) = \exp(2\pi^2 \sigma^2_{\varepsilon} \phi^2)$$

(3.90)

The moment generating function allows the expected values of powers of $\Delta \psi_{nm}$ to be obtained using the following relationship.

$$E[(\Delta \psi_{nm})^i] = G(i)(0)$$

(3.91)
\( G^{(i)}(0) \) denotes the \( i \)th derivative of \( G(\phi) \) with respect to \( \phi \) evaluated at \( \phi = 0 \). The following expressions for \( E[(\Delta \psi_{nm})^2] \), \( E[(\Delta \psi_{nm})^4] \), and \( E[(\Delta \psi_{nm})^6] \) are obtained through repeated differentiation of (3.90).

\[
E[(\Delta \psi_{nm})^2] = G^{(2)}(0) = 4\pi^2 \sigma_P^2
\]

(3.92)

\[
E[(\Delta \psi_{nm})^4] = G^{(4)}(0) = 48\pi^4 \sigma_P^4
\]

(3.93)

\[
E[(\Delta \psi_{nm})^6] = G^{(6)}(0) = 960\pi^6 \sigma_P^6
\]

(3.94)

The approximations for \( E[\cos \Delta \psi_{nm}] \) and \( E[\cos 2\Delta \psi_{nm}] \) are obtained by substituting (3.92), (3.93), and (3.94) into (3.88) and (3.89).

\[
E[\cos \Delta \psi_{nm}] = 1 - 2\pi^2 \sigma_P^2 + 2\pi^4 \sigma_P^4 - \frac{1}{3} \pi^6 \sigma_P^6
\]

(3.95)

\[
E[\cos 2\Delta \psi_{nm}] = 1 - 8\pi^2 \sigma_P^2 + 32\pi^4 \sigma_P^4 - \frac{256}{3} \pi^6 \sigma_P^6
\]

(3.96)

(3.95) and (3.96) can be checked (partially) by setting \( \sigma_P^2 \) to zero, in which case \( E[\cos \Delta \psi_{nm}] \) and \( E[\cos 2\Delta \psi_{nm}] \) both evaluate to 1. This is to be expected since \( \Delta \epsilon_{nm} \) and \( \Delta \psi_{nm} \) are always equal to zero when there are no sensor positioning errors present.
3.13 The Mean of the General Quadratic Form

It has been shown that the matrices $\Omega_{bf}$, $\Omega_{me}$, and $\Omega_{mu}$ all have the following general form.

$$
\Omega_{hi} = \begin{cases} 
\Lambda, & h = i \\
\zeta q_{hi} q_{i1}, & h \neq i
\end{cases} \quad (3.97)
$$

$\Lambda$ and $\zeta$ are set to $\Lambda_{bf}$ and $\zeta_{bf}$, $\Lambda_{me}$ and $\zeta_{me}$, or $\Lambda_{mu}$ and $\zeta_{mu}$ depending on which bearing estimation technique being used. This section derives an expression for the mean of $P_\Omega(\Theta_1)$ in terms of $\Lambda$ and $\zeta$ and it is then straightforward to obtain the means of $P_{bf}(\Theta_1)$, $P_{me}(\Theta_1)$, and $P_{mu}(\Theta_1)$ by setting $\Lambda$ and $\zeta$ to the appropriate values. The first step in finding the mean of $P_\Omega(\Theta_1)$ is to expand the matrix multiplications in (3.49).

$$
P_\Omega(\Theta_1) = \hat{q}_1^H \hat{\Omega} \hat{q}_1
$$

$$
= \sum_{h=1}^{N} \sum_{i=1}^{N} \hat{q}_{hi} \Omega_{hi} \hat{q}_{i1} \quad (3.98)
$$

Notice that whenever $h = i$ in (3.98), a reference an element on the leading diagonal of $\Omega$ is produced. These elements can be isolated from the off-diagonal elements by re-writing (3.98) as follows.
The qualifier $i \neq h$ indicates that $i$ takes all values in the range 1 to $N$ except the current value of $h$ and it follows that $O_{hi}$ in (3.99) always refers to an off-diagonal element. The next step is to substitute the definition of $\mathcal{G}$ given in (3.97) into (3.99).

\[ P_\Omega(\theta_1) = \sum_{h=1}^{N} \left\{ |\hat{q}_{h1}|^2 \Omega_{hh} + \sum_{i=1, i \neq h}^{N} \hat{q}_{hi}^* \Omega_{hi} \hat{q}_{i1} \right\} \]

(3.99)

Recalling the definition of the phasor $q_{nm}$ given in (3.62), $q_{h1} = \hat{q}_{h1} \Delta q_{h1}^* \Delta q_{11}$ and $q_{i1} = \hat{q}_{i1} \Delta q_{i1}^* \Delta q_{11}$ and (3.100) can therefore be expanded as follows.
Consider the sequence of terms of the form $\Delta q_{h1}^* \Delta q_{i1}$ produced by the nested summations in (3.101). If, for example, there is a term in which $h = 3$ and $i = 7$ there must also be a term in which $h = 7$ and $i = 3$. Thus each term $\Delta q_{h1}^* \Delta q_{i1}$ is accompanied by its conjugate $\Delta q_{i1}^* \Delta q_{h1}$, allowing (3.101) to be re-written as follows.

$$P_\Omega(\theta_1) = \sum_{h=1}^{N} \left\{ \lambda + \zeta \sum_{i=1}^{N} |\hat{q}_{h1}^\ast| \Delta q_{h1}^* \Delta q_{i1}^* \Delta q_{i1}^\ast \Delta q_{h1} \hat{q}_{h1} \hat{q}_{i1} \right\}$$

$$= \sum_{h=1}^{N} \left\{ \lambda + \zeta \sum_{i=1}^{N} |\hat{q}_{h1}|^2 |\hat{q}_{i1}|^2 |\Delta q_{h1}|^2 |\Delta q_{i1}|^2 \right\}$$

$$= \sum_{h=1}^{N} \left\{ \lambda + \zeta \sum_{i=1}^{N} \Delta q_{h1}^\ast \Delta q_{i1} \right\}$$

$$= N \lambda + \zeta \sum_{h=1}^{N} \sum_{i=1}^{N} \Delta q_{h1}^\ast \Delta q_{i1} \quad (3.101)$$

Consider the sequence of terms of the form $\Delta q_{h1}^* \Delta q_{i1}$ produced by the nested summations in (3.101). If, for example, there is a term in which $h = 3$ and $i = 7$ there must also be a term in which $h = 7$ and $i = 3$. Thus each term $\Delta q_{h1}^* \Delta q_{i1}$ is accompanied by its conjugate $\Delta q_{i1}^* \Delta q_{h1}$, allowing (3.101) to be re-written as follows.

$$P_\Omega(\theta_1) = N \lambda + \zeta \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} \{ \Delta q_{h1}^\ast \Delta q_{i1} + \Delta q_{i1}^\ast \Delta q_{h1} \} \quad (3.102)$$
Now, a complex number plus its own conjugate is equal to twice the real part of the number.

\[ \Delta q_{h1}^* \Delta q_{i1} + \Delta q_{i1}^* \Delta q_{h1} = 2 \text{Re}[\Delta q_{h1}^* \Delta q_{i1}] \]  

(3.103)

Recall that \( \Delta q_{h1} \) and \( \Delta q_{i1} \) both represent phasors of unit length. The phase angles of \( \Delta q_{h1}^* \) and \( \Delta q_{i1} \) are \( -\Delta \psi_{h1} \) and \( \Delta \psi_{i1} \) respectively, so the product \( \Delta q_{h1}^* \Delta q_{i1} \) represents a phasor with unit length and phase angle \( \Delta \psi_{i1} - \Delta \psi_{h1} \). It follows that the real part of \( \Delta q_{h1}^* \Delta q_{i1} \) is equal to the cosine of \( \Delta \psi_{i1} - \Delta \psi_{h1} \).

\[ \text{Re}[\Delta q_{h1}^* \Delta q_{i1}] = \cos(\Delta \psi_{i1} - \Delta \psi_{h1}) \]  

(3.104)

The expression for \( P_\Omega(\theta_1) \) can now be simplified by substituting (3.103) and (3.104) into (3.102).

\[ P_\Omega(\theta_1) = N \Lambda + 2 \zeta \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} \cos(\Delta \psi_{i1} - \Delta \psi_{h1}) \]  

(3.105)

The expected value of \( P_\Omega(\theta_1) \) is therefore as follows.

\[ E[P_\Omega(\theta_1)] = N \Lambda + 2 \zeta \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} E[\cos(\Delta \psi_{i1} - \Delta \psi_{h1})] \]  

(3.106)
The expected value of \( \cos(\Delta \psi_{i1} - \Delta \psi_{h1}) \) can be expanded using a double-angle formula.

\[
E[\cos(\Delta \psi_{i1} - \Delta \psi_{h1})] = E[\cos \Delta \psi_{i1} \cos \Delta \psi_{h1} + \sin \Delta \psi_{i1} \sin \Delta \psi_{h1}]
\]  

(3.107)

Since \( h \) and \( i \) are always different, \( \Delta \psi_{h1} \) and \( \Delta \psi_{i1} \) are independent random variables and (3.107) can therefore be re-written as follows.

\[
E[\cos(\Delta \psi_{i1} - \Delta \psi_{h1})] = E[\cos \Delta \psi_{i1}] E[\cos \Delta \psi_{h1}] + E[\sin \Delta \psi_{i1}] E[\sin \Delta \psi_{h1}]
\]  

(3.108)

Now, \( \Delta \psi_{h1} \) has a normal distribution with a mean of zero, so a particular value of \( \Delta \psi_{h1} \), say \( \phi \), has the same probability of occurring as \(-\phi\). Since \( \sin(-\phi) = -\sin(\phi) \), \( E[\sin \Delta \psi_{h1}] \) must be equal to zero. The same argument applies to \( E[\sin \Delta \psi_{i1}] \). Thus the sine terms in (3.108) vanish.

\[
E[\cos(\Delta \psi_{i1} - \Delta \psi_{h1})] = E[\cos \Delta \psi_{i1}] E[\cos \Delta \psi_{h1}]
\]  

(3.109)

The expression for \( P_0(\theta_1) \) can be simplified by substituting (3.109) into (3.106).
\[
E[P_{\Omega}(\theta_1)] = N\Lambda + 2\zeta \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} E[\cos \Delta \Psi_{i1}] E[\cos \Delta \Psi_{h1}] \\
= N\Lambda + N(N - 1) \zeta (E[\cos \Delta \Psi_{nm}])^2
\]  
(3.110)

Since the angles \(\Delta \Psi_{h1}\) and \(\Delta \Psi_{i1}\) have the same statistics as the general angle \(\Delta \Psi_{nm}\), \(E[\cos \Delta \Psi_{h1}]\) and \(E[\cos \Delta \Psi_{i1}]\) are both equal to \(E[\cos \Delta \Psi_{nm}]\).

\[
E[P_{\Omega}(\theta_1)] = N\Lambda + 2\zeta \sum_{h=1}^{N-1} \sum_{i=h+1}^{N} (E[\cos \Delta \Psi_{nm}])^2 \\
= N\Lambda + N(N - 1) \zeta (E[\cos \Delta \Psi_{nm}])^2
\]  
(3.111)

3.14 The Mean of the Spectrum Value at the True Bearing

From (3.49), \(P_{\Omega}(\theta_1)\) is the quadratic form \(\tilde{Q}_{hi}^2 \tilde{Q}_{1i}\), which appears in the definitions of \(P_{bf}(\theta_1)\), \(P_{me}^{-1}(\theta_1)\), and \(P_{\mu}^{-1}(\theta_1)\) given in (3.50), (3.51), and (3.52). The matrix \(\tilde{Q}\) is set to \(\tilde{Q}_{bf}\), \(\tilde{Q}_{me}\), or \(\tilde{Q}_{mu}\) as appropriate. From (3.97), \(\tilde{Q}\) is characterized by by \(\Lambda\) and \(\zeta\). For example, \(\tilde{Q}\) is set to \(\tilde{Q}_{bf}\) by setting \(\Lambda\) equal to \(\Lambda_{bf}\) and \(\zeta\) equal to \(\zeta_{bf}\). The expected values of \(P_{bf}(\theta_1)\), \(P_{me}^{-1}(\theta_1)\), and \(P_{\mu}^{-1}(\theta_1)\) can therefore be expressed in terms of the expected value of \(P_{\Omega}(\theta_1)\).
\[ E[P_{bf}(e_1)] = E[P_\Omega(e_1)], \quad \Lambda = \Lambda_{bf}, \quad \zeta = \zeta_{bf} \] (3.112)

\[ E[P_{me}(e_1)] = E[P_\Omega(e_1)], \quad \Lambda = \Lambda_{me}, \quad \zeta = \zeta_{me} \] (3.113)

\[ E[P_{mu}(e_1)] = N - E[P_\Omega(e_1)], \quad \Lambda = \Lambda_{mu}, \quad \zeta = \zeta_{mu} \] (3.114)

Now, an expression for \( E[P_\Omega(e_1)] \) in terms of \( \Lambda \) and \( \zeta \) is given in (3.111) and \( \Lambda_{bf}, \zeta_{bf}, \Lambda_{me}, \zeta_{me}, \Lambda_{mu}, \) and \( \zeta_{mu} \) are defined by (3.70), (3.71), (3.78), (3.79), and (3.85).

The expected values of \( P_{bf}(e_1) \), \( P_{me}(e_1) \), and \( P_{mu}(e_1) \) are therefore as follows.

\[ E[P_{bf}(e_1)] = N(A_f^2 + \sigma_w^2) + N(N - 1)A_f^2(E[\cos\Delta\psi_{nm}]^2) \] (3.115)

\[ E[P_{me}(e_1)] = \frac{N}{\sigma_w^2} \left[ 1 - \frac{A_f^2}{\sigma_w^2 + NA_f^2} \right] \]

\[ - \frac{N(N - 1)A_f^2}{\sigma_w^2(\sigma_w^2 + NA_f^2)} \left( E[\cos\Delta\psi_{nm}]^2 \right) \] (3.116)

\[ E[P_{mu}(e_1)] = (N - 1)(1 - (E[\cos\Delta\psi_{nm}]^2)) \] (3.117)

The expected values of \( P_{bf}(e_1) \), \( P_{me}(e_1) \), and \( P_{mu}(e_1) \) are related to the variance of the sensor positions \( \sigma_f^2 \) through (3.95), which defines \( E[\cos\Delta\psi_{nm}] \) in terms of \( \sigma_f^2 \).
Figure 3.24 shows the close agreement between the simulation results and the curves predicted using (3.115), (3.116), and (3.117). Recalling that the results for minimum energy and MUSIC correspond to the reciprocals of $P_{\text{me}}(e)$ and $P_{\text{mu}}(e)$, it is evident that $E[P_{bf}(e)]$, $E[P_{\text{me}}(e)]$, and $E[P_{\text{mu}}(e)]$ all decrease as $\sigma_p^2$ increases.

The effect is most pronounced when the minimum energy and MUSIC techniques are used. When $\sigma_p^2 = 0$, $E[P^{-1}_{\text{me}}(e_1)]$ and $E[P^{-1}_{\text{mu}}(e_1)]$ are both close to zero and $E[P_{\text{me}}(e)]$ and $E[P_{\text{mu}}(e)]$ must therefore have large values. As $\sigma_p^2$ is increased, $E[P^{-1}_{\text{me}}(e_1)]$ and $E[P^{-1}_{\text{mu}}(e_1)]$ both increase and $E[P_{\text{me}}(e)]$ and $E[P_{\text{mu}}(e)]$ decrease rapidly since the gradient of the reciprocal function has its largest (negative) value in this area.

It should be stressed, however, that there is no simple quantitative relationship between $E[P_{\text{me}}(e_1)]$ and $E[P^{-1}_{\text{me}}(e_1)]$. In particular, $E[P_{\text{me}}(e_1)] \neq 1/E[P^{-1}_{\text{me}}(e_1)]$ since the reciprocal function distorts the distribution of $P_{\text{me}}(e_1)$ [97]. The same applies to $E[P_{\text{mu}}(e)]$ and $E[P^{-1}_{\text{mu}}(e_1)]$.

When there are no sensor positioning errors, there are no errors in the bearings of the peaks in the spectra. In this case, $P_{bf}(e_1)$, $P^{-1}_{\text{me}}(e_1)$, and $P^{-1}_{\text{mu}}(e_1)$ describe the peak heights (or their reciprocals). These values are
Figure 3.24 Results for mean of spectrum height at true bearing
calculated by evaluating (3.115), (3.116), and (3.117) with $\sigma_p^2$ set to zero. From (3.95), $E[\cos\Delta \psi_{nm}] = 1$ when $\sigma_p^2$ is zero.

\[ P_{bf}(e_1) = N^2 \lambda_1^2 + N\sigma_w^2, \quad \sigma_p^2 = 0 \quad (3.118) \]

\[ P_{me}(e_1) = \frac{N}{\sigma_w^2 + N\lambda_1^2}, \quad \sigma_p^2 = 0 \quad (3.119) \]

\[ P_{mu}(e_1) = 0, \quad \sigma_p^2 = 0 \quad (3.120) \]

The expressions given in (3.118), (3.119), (3.120) are in agreement with results published elsewhere [16]. Notice that $P_{bf}(e_1)$ and the reciprocal of $P_{me}(e_1)$ are both linearly proportional to the signal power $\lambda_1^2$ and the noise power $\sigma_w^2$, thus confirming the statement made in Chapter 2 that conventional beamforming and minimum energy both produce bearing spectra which have units of power.

3.15 The Variance of the General Quadratic Form

This section derives an expression for the variance of $P_\Omega(e_1)$, which is then used in the next section to obtain the variances of $P_{bf}(e_1)$, $P_{me}(e_1)$, and $P_{mu}(e_1)$. The first step is to produce expressions for $(P_\Omega(e_1))^2$ and
hence the mean square value $E[(P_\Omega(e_1))^2]$. From the expression for $P_\Omega(e_1)$ given in (3.101), $(P_\Omega(e_1))^2$ is as follows.

$$
(P_\Omega(e_1))^2 = \left\{N\Lambda + \zeta \sum_{h=1}^{N} \sum_{\substack{i=1 \atop i \neq h}}^{N} \Delta q^*_h \Delta q_{i1}\right\}^2
$$

$$
= N^2\Lambda^2 + 2N\Lambda\zeta \sum_{h=1}^{N} \sum_{\substack{i=1 \atop i \neq h}}^{N} \Delta q^*_h \Delta q_{i1}
$$

$$
+ \zeta^2 \sum_{h=1}^{N} \sum_{\substack{i=1 \atop i \neq h}}^{N} \left[\Delta q^*_h \Delta q_{i1} \sum_{p=1}^{N} \sum_{\substack{r=1 \atop r \neq p}}^{N} \Delta q^*_p \Delta q_{r1}\right]
$$

(3.121)

The nested summations in the square brackets must be treated with care. Although there are some terms in which $h$, $i$, $p$, and $r$ are all different, there are several terms in which $p$ and/or $r$ duplicates $h$ and/or $i$.

As in (3.99), the approach is to re-write the summations so that the special terms are isolated.
\[
(P_{\Omega(e_1)})^2 = N^2 \Lambda^2 + 2N^2 \zeta \sum_{h=1}^{N} \sum_{i=1, i \neq h}^{N} \Delta q_{h1}\Delta q_{i1} + \zeta^2 \sum_{h=1}^{N} \sum_{i=1, i \neq h}^{N} \left[(\Delta q_{h1}^{*}\Delta q_{i1})^2 + 1 \right] + \sum_{p=1}^{N} \left\{ (\Delta q_{h1}^{*})^2 \Delta q_{i1}^{*}\Delta q_{p1} \right\} + \Delta q_{h1}^{*}(\Delta q_{i1})^2 \Delta q_{p1} + \Delta q_{h1}\Delta q_{p1} + \Delta q_{i1}\Delta q_{p1} \right\}
\]

\[
\sum_{p=1}^{N} \sum_{r=1}^{N} \Delta q_{h1}^{*}\Delta q_{i1}\Delta q_{p1}\Delta q_{r1}
\]

It is straightforward to show that (3.122) evaluates to a real number, the argument being the same as the one which was applied to (3.101). Consider the two summations in which \(h\) and \(i\) run from 1 to \(N\). If there is a step at which, say, \(h = 3\) and \(i = 7\), there must also be a step at which \(h = 7\) and \(i = 3\). The terms produced when \(h = 7\) and \(i = 3\) are the complex conjugates of the ones produced when \(h = 3\) and \(i = 7\). Inside the curly brackets, the conjugate of each term is actually produced by a different term. For example, when \(h\) and \(i\) are reversed, \((\Delta q_{h1}^{*})^2 \Delta q_{i1}\Delta q_{p1}\) becomes \((\Delta q_{i1}^{*})^2 \Delta q_{h1}\Delta q_{p1}\), which is the
conjugate of $\Delta q_{h1}^* (\Delta q_{i1})^2 \Delta q_{p1}^*$. Similar rules apply to the other terms.

As in (3.101), the sum of a term and its conjugate is equal to twice the real part of the term. In (3.122), the real part of each term can be expressed using the sines and cosines of the angles $\Delta \psi_{h1}$, $\Delta \psi_{i1}$, $\Delta \psi_{p1}$, and $\Delta \psi_{r1}$. When the expected value is taken, the sines vanish as before. The following expressions are needed to obtain the expected value of $(\rho_0(\theta_1))^2$.

\[
E[\Delta q_{h1}^* \Delta q_{i1} + \Delta q_{i1}^* \Delta q_{h1}] = 2E[\text{Re}(\Delta q_{h1}^* \Delta q_{i1})] \\
= 2E[\cos(\Delta \psi_{i1} - \Delta \psi_{h1})] \\
= 2E[\cos \Delta \psi_{i1}]E[\cos \Delta \psi_{h1}] \\
= 2(E[\cos \Delta \psi_{nm}])^2 \quad (3.123)
\]

The terms $\Delta q_{h1}^* \Delta q_{p1}$ and $\Delta q_{i1}^* \Delta q_{p1}$ have the same form as $\Delta q_{h1}^* \Delta q_{i1}$.

\[
E[\Delta q_{h1}^* \Delta q_{p1} + \Delta q_{p1}^* \Delta q_{h1}] = 2(E[\cos \Delta \psi_{nm}])^2 \quad (3.124)
\]

\[
E[\Delta q_{i1}^* \Delta q_{p1} + \Delta q_{p1}^* \Delta q_{i1}] = 2(E[\cos \Delta \psi_{nm}])^2 \quad (3.125)
\]
\[ E[(\Delta q_{h1}^* \Delta q_{i1})^2 + (\Delta q_{i1}^* \Delta q_{h1})^2] \]
\[ = 2E[\text{Re}((\Delta q_{h1}^* \Delta q_{i1})^2)] \]
\[ = 2E[\cos(2\Delta \psi_{i1} - 2\Delta \psi_{h1})] \]
\[ = 2E[\cos 2\Delta \psi_{i1}]E[\cos 2\Delta \psi_{h1}] \]
\[ = 2(E[\cos 2\Delta \psi_{nm}])^2 \] (3.126)

\[ E[(\Delta q_{h1}^*)^2 \Delta q_{i1} \Delta q_{p1} + \Delta q_{i1}^* (\Delta q_{h1})^2 \Delta q_{p1}^*] \]
\[ = 2E[\text{Re}((\Delta q_{h1}^*)^2 \Delta q_{i1} \Delta q_{p1})] \]
\[ = 2E[\cos(\Delta \psi_{i1} + \Delta \psi_{p1} - 2\Delta \psi_{h1})] \]
\[ = 2E[\cos \Delta \psi_{i1}]E[\cos \Delta \psi_{p1}]E[\cos 2\Delta \psi_{h1}] \]
\[ = 2(E[\cos \Delta \psi_{nm}])^2 E[\cos 2\Delta \psi_{nm}] \] (3.127)

The term \( \Delta q_{h1}^* (\Delta q_{i1})^2 \Delta q_{p1}^* \) plus its conjugate has the same form as (3.127).

\[ E[\Delta q_{h1}^* (\Delta q_{i1})^2 \Delta q_{p1}^* + (\Delta q_{i1})^2 \Delta q_{h1} \Delta q_{p1}] \]
\[ = 2(E[\cos \Delta \psi_{nm}])^2 E[\cos 2\Delta \psi_{nm}] \] (3.128)

\[ E[\Delta q_{h1}^* \Delta q_{i1} \Delta q_{p1}^* \Delta q_{r1} + \Delta q_{h1} \Delta q_{i1} \Delta q_{p1} \Delta q_{r1}^*] \]
\[ = 2E[\text{Re}(\Delta q_{h1}^* \Delta q_{i1} \Delta q_{p1}^* \Delta q_{r1})] \]
\[ = 2E[\cos(\Delta \psi_{i1} - \Delta \psi_{h1} + \Delta \psi_{r1} - \Delta \psi_{p1})] \]
\[ = 2E[\cos \Delta \psi_{i1}]E[\cos \Delta \psi_{p1}]E[\cos \Delta \psi_{h1}]E[\cos \Delta \psi_{r1}] \]
\[ = 2(E[\cos \Delta \psi_{nm}])^4 \] (3.129)

Applying these expressions to (3.122), the mean square value of \( P_\Omega(\theta_1) \) is as follows.
\[ E[(P_\Omega(\theta_1))^2] = N^2 \lambda^2 + 2N^2(N - 1) \lambda \xi (E[\cos \Delta \psi_{nm}])^2 \]
\[ + N(N - 1) \xi^2 (E[\cos \Delta \psi_{nm}])^2 + N(N - 1) \xi^2 \]
\[ + 2N(N - 1)(N - 2) \xi^2 \left( (E[\cos \Delta \psi_{nm}])^2 E[\cos 2\Delta \psi_{nm}] \right) \]
\[ + (E[\cos \Delta \psi_{nm}])^4 \]
\[ + N(N - 1)(N - 2)(N - 3) \xi^2 (E[\cos \Delta \psi_{nm}])^4 \]  
(3.130)

The calculation of the variance of \( P_\Omega(\theta_1) \) also requires the square of the mean. From (3.111), \( (E[P_\Omega(\theta_1)])^2 \) is as follows.

\[ (E[P_\Omega(\theta_1)])^2 = \left[ N\lambda + N(N - 1) \xi (E[\cos \Delta \psi_{nm}])^2 \right]^2 \]
\[ = N^2 \lambda^2 + 2N^2(N - 1) \lambda \xi (E[\cos \Delta \psi_{nm}])^2 \]
\[ + N^2(N - 1)^2 \xi^2 (E[\cos \Delta \psi_{nm}])^4 \]  
(3.131)

The variance of \( P_\Omega(\theta_1) \) is the mean square value minus the square of the mean [97].

\[ \text{Var}[P_\Omega(\theta_1)] = E[(P_\Omega(\theta_1))^2] - (E[P_\Omega(\theta_1)])^2 \]  
(3.132)

Substituting (3.130) and (3.131) into (3.132), the variance of \( P_\Omega(\theta_1) \) is as follows.
\[ V[\Delta \Omega(e_1)] = N(N - 1)\zeta^2 \left[ 2(3 - 2N)(E[\cos \Delta \psi_{nm}])^4 + 2(N - 2)\left\{ E[\cos 2\Delta \psi_{nm}] + 1 \right\} (E[\cos \Delta \psi_{nm}])^2 + (E[\cos \Delta \psi_{nm}])^2 + 1 \right] \] (3.133)

(3.133) can be checked (partially) by setting \( \zeta \) to zero, in which case \( E[\cos \Delta \psi_{nm}] = E[\cos 2\Delta \psi_{nm}] = 1 \) and \( V[\Delta \Omega(e_1)] \) evaluates to zero. This confirms that the variance of the peak height (or its inverse) due to sensor positioning is zero when there are no errors present.

3.16 The Variance of the Spectrum Value at the True Bearing

The variances of \( P_{bf}(e_1) \), \( P_{me}^{-1}(e_1) \), and \( P_{mu}^{-1}(e_1) \) can be can be expressed in terms of \( V[\Delta \Omega(e_1)] \) in much the same way that the means were related to \( E[\Delta \Omega(e_1)] \).

\[ V[P_{bf}(e_1)] = V[\Delta \Omega(e_1)], \quad \zeta = \zeta_{bf} \] (3.134)

\[ V[P_{me}^{-1}(e_1)] = V[\Delta \Omega(e_1)], \quad \zeta = \zeta_{me} \] (3.135)

\[ V[P_{mu}^{-1}(e_1)] = V[\Delta \Omega(e_1)], \quad \zeta = \zeta_{mu} \] (3.136)
An expression for $V[P_\Omega(e_1)]$ in terms of $\xi$ is given in (3.133) and $\xi_{bf}$, $\xi_{me}$, and $\xi_{mu}$ are defined by (3.71), (3.79), and (3.85). The variances of $P_{bf}(e_1)$, $P_{me}^{-1}(e_1)$, and $P_{mu}^{-1}(e_1)$ are therefore as follows.

$$V[P_{bf}(e_1)] = N(N - 1)A_1^4 \left[ 2(3 - 2N)(E[\cos \Delta \psi_{nm}])^4 + 2(N - 2)\left\{E[\cos 2\Delta \psi_{nm}] + 1\right\}(E[\cos \Delta \psi_{nm}])^2 + \left(\frac{E[\cos \Delta \psi_{nm}]}{\sigma_{W}^2} + 1\right) \sigma_{W}^2 \right]$$

(3.137)

$$V[P_{me}^{-1}(e_1)] = \frac{N(N - 1)A_1^4}{\sigma_{W}^4(\sigma_{W}^2 + NA_1^2)^2} \left[ 2(3 - 2N)(E[\cos \Delta \psi_{nm}])^4 + 2(N - 2)\left\{E[\cos 2\Delta \psi_{nm}] + 1\right\}(E[\cos \Delta \psi_{nm}])^2 + \left(\frac{E[\cos \Delta \psi_{nm}]}{\sigma_{W}^2} + 1\right) \sigma_{W}^2 \right]$$

(3.138)

$$V[P_{mu}^{-1}(e_1)] = \frac{1}{N} (N - 1) \left[ 2(3 - 2N)(E[\cos \Delta \psi_{nm}])^4 + 2(N - 2)\left\{E[\cos 2\Delta \psi_{nm}] + 1\right\}(E[\cos \Delta \psi_{nm}])^2 + \left(\frac{E[\cos \Delta \psi_{nm}]}{\sigma_{W}^2} + 1\right) \sigma_{W}^2 \right]$$

(3.139)
Figure 3.25 compares the simulation results for the variances of $P_{bf}(e_1)$, $P_{-\hat{\delta}}(e_1)$, and $P_{-\mu}(e_1)$ with the curves predicted using (3.137), (3.138), and (3.139). In all three cases, the variance increases with $\sigma_P^2$.

3.17 The Mean and Variance of the Peak Height

Although the theoretical work discussed in this chapter does not predict the means and variances of $P_{bf}(e_1 + \Delta e_1)$, $P_{-\hat{\delta}}(e_1 + \Delta e_1)$, and $P_{-\mu}(e_1 + \Delta e_1)$, it is possible to produce bounds for these means and variances using the expressions for the means and variances of $P_{bf}(e_1)$, $P_{-\hat{\delta}}(e_1)$, and $P_{-\mu}(e_1)$ derived earlier.

Since the peak is, by definition, the highest point in the spectrum, the peak height $P(e_1 + \Delta e_1)$ must be greater than $P(e_1)$ whenever $\Delta e_1 \neq 0$. When $\Delta e_1 = 0$, $e_1 + \Delta e_1 = e_1$ and $P(e_1 + \Delta e_1)$ must be equal to $P(e_1)$. It follows that in the general case $P(e_1 + \Delta e_1) > P(e_1)$, which in turn implies that $P^{-1}(e_1 + \Delta e_1) \prec P^{-1}(e_1)$. These observations lead to the following inequalities for the peak heights (or their inverses).
Figure 3.25 Results for variance of spectrum height at true bearing
Taking the expected value of both sides in (3.140), (3.141), and (3.142), the following expressions for the mean of the peak height are obtained.

\[ E[P_{bf}(e_1 + \Delta e_1)] > E[P_{bf}(e_1)] \]  
\[ (3.143) \]

\[ E[P_{me}^{-1}(e_1 + \Delta e_1)] < E[P_{me}^{-1}(e_1)] \]  
\[ (3.144) \]

\[ E[P_{mu}^{-1}(e_1 + \Delta e_1)] < E[P_{mu}^{-1}(e_1)] \]  
\[ (3.145) \]

As \( \sigma_0^2 \) increases, \( V[\Delta e_1] \) increases (as shown earlier) and large values of \( \Delta e_1 \) become more common. As a result, the spectrum point represented by \( P(e_1) \) tends to be further from the peak. Thus the gap between \( E[P(e_1 + \Delta e_1)] \) and \( E[P(e_1)] \) widens as \( \sigma_0^2 \) increases.

These predictions are confirmed by Figure 3.26, which compares the simulation results for \( E[P_{bf}(e_1 + \Delta e_1)] \), \( E[P_{me}^{-1}(e_1 + \Delta e_1)] \), and \( E[P_{mu}^{-1}(e_1 + \Delta e_1)] \) with the theoretical curves for \( E[P_{bf}(e_1)] \), \( E[P_{me}^{-1}(e_1)] \), and \( E[P_{mu}^{-1}(e_1)] \).
Figure 3.26 Results for mean of peak height
A similar set of inequalities is obtained for the variances of $P_{bf}(e_1 + \Delta e_1)$, $P_{me^-1}(e_1 + \Delta e_1)$, and $P_{mu^-1}(e_1 + \Delta e_1)$. Figure 3.27 compares the simulation results for $V[P_{bf}(e_1 + \Delta e_1)]$, $V[P_{me^-1}(e_1 + \Delta e_1)]$, and $V[P_{mu^-1}(e_1 + \Delta e_1)]$ with the theoretical curves for $V[P_{bf}(e_1)]$, $V[P_{me^-1}(e_1)]$, and $V[P_{mu^-1}(e_1)]$. By inspection, the bounds on the variance of the peak height are as follows.

\begin{align*}
V[P_{bf}(e_1 + \Delta e_1)] &< V[P_{bf}(e_1)] \quad (3.146) \\
V[P_{me^-1}(e_1 + \Delta e_1)] &< V[P_{me^-1}(e_1)] \quad (3.147) \\
V[P_{mu^-1}(e_1 + \Delta e_1)] &< V[P_{mu^-1}(e_1)] \quad (3.148)
\end{align*}

Comparing the results for the mean of the peak height with the results for the variance, notice that (3.146), (3.147), and (3.148) all define upper bounds whereas (3.143), (3.144), and (3.145) specify a lower bound for conventional beamforming and upper bounds for the other two techniques. The reason for this is that as $\sigma_{\hat{P}}^2$ increases, $E[P_{bf}(e_1)]$ decreases and $V[P_{bf}(e_1)]$ increases. Thus an increase in $E[P_{bf}(e_1)]$ is accompanied by a decrease in $E[P_{bf}(e_1)]$. Since $E[P_{bf}(e_1 + \Delta e_1)]$ is greater than $E[P_{bf}(e_1)]$, the corresponding value of $V[P_{bf}(e_1 + \Delta e_1)]$ is less than $V[P_{bf}(e_1)]$. 
Figure 3.27 Results for variance of peak height
In the case of minimum energy, however, $E[P_{\text{me}}(\theta_1)]$ and $V[P_{\text{me}}(\theta_1)]$ both increase as $\sigma_\theta^2$ is increased. Since $E[P_{\text{me}}(\theta_1 + \Delta\theta_1)]$ is less than $E[P_{\text{me}}(\theta_1)]$, it follows that $V[P_{\text{me}}(\theta_1 + \Delta\theta_1)]$ is less than $V[P_{\text{me}}(\theta_1)]$. The same argument applies to MUSIC.

3.18 Summary

This chapter has considered the effects of sensor positioning errors on the bearing estimation process. The first step was to define notation for the errors in the sensor positions and the resulting errors in the phase measurements obtained from the array.

The bulk of the chapter was devoted to two pieces of theoretical work, the first of which derived expressions for the mean and variance of the error in the estimated bearing of a signal in terms of the variance of the sensor positions. This material was based on a geometric view of bearing estimation which was explained through a series of graphical constructions.

The second piece of work addressed the behaviour of the bearing spectrum at the true bearing of the signal. This material was mainly algebraic in nature and showed how the
sensor positioning errors coupled through the conventional beamforming, minimum energy, and MUSIC spectral estimators introduced in Chapter 2.

Computer simulations were used to confirm the theoretical results and also to achieve some insight into effects which were not covered by the theoretical work. In particular, it was shown that the theoretical expressions describing the spectrum at the true bearing of the signal could be used to construct bounds on the mean and variance of the peak height.
CHAPTER 4 AN ARRAY CALIBRATION ALGORITHM

4.1 Introduction

This chapter develops an array calibration algorithm to compensate for sensor positioning errors in direction finding arrays, the aim being to provide a solution to the problems identified in the last chapter. Like the material presented in Chapter 3, the calibration algorithm is an original piece of research.

As explained earlier, there are two distinct sets of sensor positions, referred to as the intended positions and the true ones. The intended positions model the ideal array geometry, while the (unknown) true positions incorporate the sensor positioning errors and are the result of one particular attempt at setting the array up.

Although the snapshots obtained from the array are influenced by the true sensor positions, the bearing estimation algorithm used to analyze the snapshots normally operates on signal vectors derived from the intended positions. This inconsistency lowers the quality of the bearing spectrum as demonstrated in Chapter 3.
If the true sensor positions could be discovered, the bearing estimation algorithm could be given signal vectors corresponding to these positions rather than the intended ones and the inconsistency would be removed.

The calibration algorithm described in this chapter attempts to deduce the true sensor positions by analyzing snapshots obtained while signals with known bearings are being received. If the errors in the sensor positions are small, the intended positions provide good initial estimates of the true ones and the accuracy to which the true positions can be estimated is limited only by the quality of the covariance matrix, which depends on factors such as the signal to noise ratio and the number of snapshots processed.

Once the estimated sensor positions have been obtained, they are used in place of the intended ones when performing bearing estimation on unknown signals. Provided that the estimated positions are closer to the true positions than the intended ones were, some improvement can be expected in the performance of the bearing estimation algorithm.

The general layout of this chapter is similar to that of Chapter 3. The problem is approached initially from an intuitive standpoint using a series of graphical
constructions which in turn suggest a more mathematical treatment. Computer simulations are used to investigate the performance of the calibration algorithm.

4.2 Array Calibration and Bearing Estimation

Since array calibration and bearing estimation are essentially inverse problems, it is instructive to consider the similarities and differences between them. In both cases, the presence of signal $m$ reveals the component $e_{nm}$ of the true position $u_n$ of each sensor in the direction of the vector $z_m$.

In bearing estimation, $z_m$ is initially unknown and it is necessary to explore a range of bearings as shown in Figure 4.1(a). In general, it is only possible to reconcile all of the distances $e_{nm}$ with the assumed sensor positions when the axis of transmission of signal $m$ has been identified correctly as illustrated in Figure 4.1(b).

The exception to this rule arises when ambiguities are present as in the linear array example described in Chapter 2. In this case, the observed distances $e_{nm}$ can be accounted for by bearings other than the true one.
Figure 4.1 Bearing estimation
In array calibration, the signal bearings are assumed to be known already. Figure 4.2(a) shows an array receiving a single transmission from the direction $z_1$. The vector $z_1$ and the distance $e_{n1}$ provide information about the position of sensor $n$ since the sensor must lie on the line perpendicular to $z_1$ passing through the point $e_{n1}z_1$ as shown by the dashed line in the diagram.

In principle, there is an ambiguity in the value of $e_{nm}$ since the measurement is made indirectly through the phasor $q_{nm}$, which contains an unknown number of $2\pi$ cycles. However, the distance $\hat{e}_{nm}$ derived (unambiguously) from the intended sensor positions is likely to be very close to $e_{nm}$ and the matter can therefore be resolved by identifying the possible values for $e_{nm}$ based on $q_{nm}$ then choosing the one closest to $\hat{e}_{nm}$.

The construction shown in Figure 4.2(a) only reveals the components of the sensor positions in one direction. To determine the positions completely, a signal from a second direction $z_2$ must be processed as shown in Figure 4.2(b). This provides the additional information that sensor $n$ lies on the line perpendicular to $z_2$ passing through the point $e_{n2}z_2$.

Combining the two constraints, it follows that the true position of sensor $n$ is at the intersection of the two
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Figure 4.2 Array calibration
dashed lines as illustrated. The process is essentially a novel application of triangulation. In common with other forms of triangulation, processing of more than two directions provides increased confidence about the point of intersection. The next section describes a particular advantage of using three or more signals for array calibration.

4.3 Sources of Error in Array Calibration

Although the calibration procedure is based on the assumption that the signal bearings are known accurately, it is important to understand how the performance of the method degrades when this assumption is false. Any errors in the directions of the vectors $z_m$ cause the sensor positions to be estimated incorrectly.

By analogy with the approach used in Chapter 3 for bearing estimation, it is possible to identify true and intended bearings for the calibration signals. Snapshots from the array are determined by the true bearings but are analyzed using the intended ones.

Figure 4.3(a) shows the effect of bearing errors if there are only two calibration signals present. When
Figure 4.3 Errors in bearings of calibration signals
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Figure 4.3 Errors in bearings of calibration signals
triangulation is performed to locate sensor n, the dashed lines intersect at the wrong point. There is no way to detect this error.

Figure 4.3(b) demonstrates the advantage of using more than two signals. When bearing errors are present, the dashed lines generally enclose an area rather than intersecting at a point and this provides a warning that the triangulation has failed.

Even if the vectors $Z_m$ are known accurately, errors can arise in the measurement of the distances $\epsilon_{nm}$, which are obtained from the off-diagonal elements of the covariance matrix $R$. As explained in Chapter 2, the effect of received noise is confined to the leading diagonal of $R$ when the expected value is calculated. However, for practical measurements based on a finite number of snapshots, some corruption of the off-diagonal elements is inevitable. These errors are most pronounced when the signal to noise ratio is low and/or a small number of snapshots are used.

Errors in the distances $\epsilon_{nm}$ are similar in effect to errors in the vectors $Z_m$, causing the triangulation to be performed using inappropriate lines. As before, the problem can usually be detected if more than two calibration signals are present. Indeed, if the
triangulation does produce an area rather than a point, the errors could be in the vectors $z_m$, the distances $\epsilon_{nm}$, or both.

Throughout this discussion, it is acknowledged that the lines used for triangulation are unlikely to intersect perfectly at one point even under favourable conditions. Thus references to the lines crossing at a point also include the case of the lines enclosing a very small area.

To summarize, the performance of the calibration procedure depends on factors such as the accuracy to which the bearings of the signals are known, the signal to noise ratio, and the number of snapshots used to form the covariance matrix. Problems in any of these areas produce errors which affect the triangulation process in similar ways and this is demonstrated using computer simulations at the end of the chapter.

4.4 An Iterative Approach to Array Calibration

Having established the basic idea of using triangulation to discover the true sensor positions, the next step is to develop a precise mathematical interpretation of the process. The observations made in the previous section
regarding the effects of errors have some influence on the choice of algorithm.

Since triangulation involves calculating the point of intersection of a number of lines, the problem could be expressed in terms of solving simultaneous equations. However, the fact that the lines might fail to cross at a single point creates serious difficulties for this approach. When more than two calibration signals are present, the problem is over-determined and the system of equations becomes inconsistent if the lines enclose an area rather than intersecting at a point.

As noted in the previous section, the lines would normally be expected to enclose at least a small area. Although a stable solution might be possible using pseudo-inverse techniques [85], the following iterative scheme is preferred.

The technique to be described is based on a gradient search algorithm [102]. Extending the notation used in Chapter 3, $\hat{u}_n$ is considered to be an estimate of the true sensor position $u_n$. The value of $\hat{u}_n$ at the $i$th step in the iteration is denoted by $\hat{u}_n(i)$ and the initial value $\hat{u}_n(0)$ is set to the intended position of sensor $n$. 
The algorithm adjusts the estimated sensor positions \( \hat{u}_n \) in an attempt to make them converge to the unknown true positions \( u_n \). Figure 4.4 shows the true and estimated positions of sensor \( n \) at steps \( i \) and \( i+1 \) in the iteration. The aim is to update the estimate so that \( \hat{u}_n(i + 1) \) is closer to \( u_n \) than \( \hat{u}_n(i) \) was. It follows that if a circle is drawn with \( \hat{u}_n(i) \) on its circumference and its centre at \( u_n \) then \( \hat{u}_n(i + 1) \) should lie inside the circle as illustrated.

The optimal direction in which to move the estimate is given by the vector difference \( u_n - \hat{u}_n(i) \), which is the error between the true value and the estimate, but this vector is unavailable since \( u_n \) is unknown. However, the components \( \varepsilon_{nm} \) of \( u_n \) along the axes of transmission are available and these can be used to guide the estimate towards \( u_n \) in a non-optimal manner.

The component of \( \hat{u}_n(i) \) in the direction of \( z_m \) is \( \hat{e}_{nm}(i) \). Recalling the definition of \( \Delta \varepsilon_{nm} \) given in Chapter 3, the component of the error \( \hat{u}_n(i) - u_n \) is \( \Delta \varepsilon_{nm}(i) - \Delta \varepsilon_{1m}(i) \) as shown in the diagram. If the algorithm manages to reduce \( \Delta \varepsilon_{nm}(i) - \Delta \varepsilon_{1m}(i) \) to zero for all of the \( M \) signals simultaneously then \( \hat{u}_n(i) \) must have become equal to \( u_n \). More precisely, \( \hat{u}_n(i) \) will have become equal to the estimate of \( u_n \) implied by the assumed signal bearings \( z_m \) and the measured distances \( \varepsilon_{nm} \).
Estimated position of sensor \( n \) will be inside circle at step \( i+1 \) if estimate has improved.

Figure 4.4 Distances for calibration algorithm
At each step, the algorithm updates the estimated position $\hat{u}_n(i)$ of each sensor by adding or subtracting a small amount of each vector $z_m$.

$$\hat{u}_n(i + 1) = \hat{u}_n(i) - \mu \sum_{m=1}^{M} \eta_{nm}(i)z_m$$

(4.1)

$\mu$ is a small constant which determines the step size in the iteration. The weight $\eta_{nm}(i)$ depends on the error $\Delta \epsilon_{nm}(i) - \Delta \epsilon_{1m}(i)$ in the estimated position of sensor $n$ along the axis of transmission of signal $m$. If the error is zero then the weight is zero as well. Otherwise, the weight is a small number whose sign is the same as that of the error. For example, if the error in $\hat{u}_n(i)$ in the direction of $z_m$ was positive, $\eta_{nm}(i)$ would also be positive, causing a small amount of $z_m$ to be subtracted from $\hat{u}_n(i)$ in an attempt to reduce the error.

For non-zero errors, the precise magnitude of $\eta_{nm}(i)$ is related to $\Delta \epsilon_{nm}(i) - \Delta \epsilon_{1m}(i)$ in some non-linear way through the gradient of the cost function, which is introduced in the next section. However, an understanding of the sign of $\eta_{nm}(i)$ is sufficient for the present discussion.
Although the subtraction of \( w_{nm}(i)z_m \) from \( \hat{u}_n(i) \) is performed specifically to reduce the error along the axis of signal \( m \), it also changes the error in every other direction except for the one perpendicular to \( z_m \). In the straightforward case where two signals are being received from perpendicular directions, it is clear that the iteration can minimize the errors along the two axes independently. However, in the general case where the directions are not perpendicular, all \( M \) of the \( w_{nm}(i)z_m \) terms subtracted from \( \hat{u}_n(i) \) affect all \( M \) of the errors \( \Delta \epsilon_{nm}(i + 1) - \Delta \epsilon_{1m}(i + 1) \) at the next step in the iteration. The aim of the following analysis is to demonstrate that the algorithm converges despite this interaction.

Figure 4.5 shows an enlarged view of the true position of sensor \( n \) and the estimated positions at steps \( i \) and \( i + 1 \) of the iteration. The large circle, shown only partly in the diagram, is the one discussed earlier. If it can be shown that \( \hat{u}_n(i + 1) \) is consistently placed inside this circle then the estimate must improve at each step.

The argument is as follows. Although \( z_m \) can point in any direction, the vector \( (\Delta \epsilon_{nm}(i) - \Delta \epsilon_{1m}(i))z_m \) is limited to a range of bearings covering \( \pi \) radians. The reason for this is that if \( z_m \) was replaced with \( -z_m \), the sign of \( \Delta \epsilon_{nm}(i) - \Delta \epsilon_{1m}(i) \) would change and \( (\Delta \epsilon_{nm}(i) - \Delta \epsilon_{1m}(i))z_m \)
The vectors of the form $-\mu n_{nm}(i)z_m$ must lie in this range of bearings.

The vectors of the form $(\Delta \epsilon_{nm}(i) - \Delta \epsilon_{1m}(i))z_m$ must lie in this range of bearings.

Figure 4.5 Graphical construction for convergence analysis
would be unaltered.

If the vectors \((\Delta \varepsilon_{nm}(i) - \Delta \varepsilon_{1m}(i))z_m\) are drawn starting at the true position of sensor \(n\), they form chords of a circle as illustrated. The limits of the range of bearings which the vectors can cover are obtained from the tangent to the circle at the true sensor position. At both ends of the range, \(z_m\) lies along the tangent, causing \(\Delta \varepsilon_{nm}(i) - \Delta \varepsilon_{1m}(i)\), and hence \(n_{nm}(i)\), to vanish to zero.

When \(\Delta \varepsilon_{nm}(i) - \Delta \varepsilon_{1m}(i)\) is not equal to zero, the vector 
\[-\mu n_{nm}(i)z_m\]
always points in the opposite direction to 
\((\Delta \varepsilon_{nm}(i) - \Delta \varepsilon_{1m}(i))z_m\) and it follows that the direction of 
\[-\mu n_{nm}(i)z_m\]
always lies in the range of bearings from which 
\((\Delta \varepsilon_{nm}(i) - \Delta \varepsilon_{1m}(i))z_m\) is excluded.

From (4.1), the vector \(\hat{u}_n(i + 1) - \hat{u}_n(i)\) giving the displacement from \(\hat{u}_n(i)\) to \(\hat{u}_n(i + 1)\) is the resultant formed by summing 
\[-\mu n_{nm}(i)z_m\]
over the \(M\) signals as illustrated in Figure 4.6(a). Although the precise direction of the resultant depends on the magnitudes of the vectors in the summation, the direction always lies within limits determined only by the set of vectors \(z_m\) and the signs of the weights \(n_{nm}(i)\). In Figure 4.6(b), the vectors \[-\mu n_{nm}(i)z_m\] have been re-drawn so that they all start at the same point. These vectors define a range of bearings, which is from \[-\mu n_{n1}(i)z_1\] to \[-\mu n_{n3}(i)z_3\] in the
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\[ \hat{u}_n(i) \]

Resultant:

\[ \hat{u}_n(i+1) - \hat{u}_n(i) \]
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Figure 4.6 Limits on bearing of resultant
example, and the direction of the resultant formed by summing the vectors must lie within this range.

Returning to Figure 4.5, for $\mathbf{u}_n(i + 1)$ to lie outside the large circle, there would have to be at least one vector $-\mathbf{u}_n \mathbf{z}_m$ pointing out of the circle. However, this could only happen if $\mathbf{z}_m$ was a tangent (to both circles), in which case $\mathbf{n}_n \mathbf{z}_m$ would be zero, thus excluding $\mathbf{z}_m$ from the summation in (4.1).

It follows that the resultant can never lie along the tangent to the large circle at the estimated sensor position and must therefore point into the circle. This guarantees that the estimated sensor position moves towards the true one at each step in the iteration.

In this discussion, it has been assumed that the length of the resultant is small compared with the radius of the large circle. Otherwise, the estimated sensor position could overshoot the true one and land outside the circle as shown in Figure 4.7. This problem is most likely to occur close to convergence when the radius, which is the remaining error in the estimate, becomes small.

It follows that the calibration algorithm, in common with many other iterative processes, is sensitive to the choice of the step size $\mu$. A smaller step size causes slower
Estimated position of sensor n at step i

True position of sensor n

Estimated position of sensor n outside circle at step i+1 due to large step size

Figure 4.7 Failure due to large step size
convergence but may reduce the error remaining between the true and estimated sensor positions after calibration.

4.5 The Array Calibration Algorithm

This section shows how the signal subspace concepts developed in Chapter 2 can be used to produce the coefficients $n_{nm}(i)$ required by the calibration algorithm. The approach described here produces a calibration algorithm that is closely related to the MUSIC technique for bearing estimation.

While the calibration signals are present, snapshots are obtained from the array and the covariance matrix $R$ is calculated in the usual manner. The eigenvalues and eigenvectors of $R$ are calculated and the eigenvectors corresponding to the $M$ largest eigenvalues form the columns of the matrix $V_w$ as before.

The $X$ and $Y$ components of $\hat{z}_n(i)$ and $z_m$ are denoted by $X(\hat{u}_n(i)), Y(\hat{u}_n(i)), X(z_m), \text{ and } Y(z_m)$. For each of the $M$ calibration signals, $\hat{q}_m(i)$ is the signal vector calculated from the bearing of the signal and the estimated sensor positions $\hat{z}_n(i)$. Since the sensor positioning errors are assumed to be small, $\hat{q}_m(i)$ is very close to the (unknown)
signal vector $q_m$ which would be obtained using the true sensor positions.

At each step in the iteration, the calibration algorithm must assess the current estimated sensor positions $\hat{q}_m(i)$ and adjust them so that they improve at the next step. The key is to use the signal subspace approach adopted in MUSIC. The length of the projection of $\hat{q}_m(i)$ on to the noise subspace is denoted by $\|P_m(i)\|^2$. From Chapter 2, $\|P_m(i)\|^2$ is calculated as follows.

$$\|P_m(i)\|^2 = \hat{q}_m(i) V_W V_W^H \hat{q}_m(i) \quad (4.2)$$

Since $q_m$ is a true signal vector, it must lie entirely in the signal subspace. Thus $q_m$ has no component in the noise subspace. If there were no sensor positioning errors along the axis of transmission of signal $m$, $\hat{q}_m(i)$ would be equal to $q_m$ and would therefore lie entirely in the signal subspace. In this case, $\hat{q}_m(i)$ would have no component in the noise subspace and $\|P_m(i)\|^2$ would be equal to zero.

$$\|P_m(i)\|^2 = 0, \quad \hat{q}_m(i) = q_m \quad (4.3)$$

If, however, there are errors along the axis of signal $m$, $\hat{q}_m(i)$ generally fails to lie completely in the signal subspace and must therefore have some component in the
noise subspace. It follows that \( \| \mathbf{p}_m(i) \| ^2 \) is greater than zero.

\[
\| \mathbf{p}_m(i) \| ^2 > 0, \quad \mathbf{\hat{g}}_m(i) \neq \mathbf{g}_m \tag{4.4}
\]

Thus \( \| \mathbf{p}_m(i) \| ^2 \) is a measure of the sensor positioning errors along the axis of transmission of signal \( m \), being (theoretically) equal to zero when there are no errors in that direction. The cost function \( J(i) \) is defined to be the sum of \( \| \mathbf{p}_m(i) \| ^2 \) over all \( M \) signals.

\[
J(i) = \sum_{m=1}^{M} \| \mathbf{p}_m(i) \| ^2 \tag{4.5}
\]

The algorithm manipulates the estimated sensor positions \( \mathbf{\hat{u}}_n(i) \) in a way which minimizes \( J(i) \), thus reducing the \( \| \mathbf{p}_m(i) \| ^2 \) terms together. In terms of the graphical constructions used earlier, varying \( \mathbf{\hat{u}}_n(i) \) so as to minimize \( \| \mathbf{p}_m(i) \| ^2 \) tends to steer the sensor on to the dashed line perpendicular to \( \mathbf{z}_m \) passing through the point \( \epsilon_{nm} \mathbf{z}_m \). Similarly, minimizing \( J(i) \) guides the sensor towards the point of intersection of the \( M \) dashed lines, thus achieving the triangulation.

If the lines enclose an area rather than crossing at a point then the sensor cannot lie on all of the dashed
lines at the same time and the $\|\mathbf{p}_m(i)\|^2$ terms cannot all be zero simultaneously. In this case, it is impossible to reduce $J(i)$ to zero.

The iteration used to minimize $J(i)$ is a gradient search algorithm. The $N$ estimated sensor positions $\hat{u}_n(i)$ are updated in parallel as follows.

$$\hat{u}_n(i + 1) = \hat{u}_n(i) - \mu \frac{\partial}{\partial \hat{u}_n(i)} J(i) \quad (4.6)$$

To implement (4.6), it is necessary to differentiate the cost function $J(i)$ with respect to each of the estimated sensor positions $\hat{u}_n(i)$. This differentiation is possible since $J(i)$ is a function of the $\|\mathbf{p}_m(i)\|^2$ terms, which are themselves related to the positions $\hat{u}_n(i)$ through the signal vectors $\mathbf{q}_m(i)$.

The first step is to differentiate $\|\mathbf{p}_m(i)\|^2$ with respect to $X(\hat{u}_n(i))$ and $Y(\hat{u}_n(i))$. The matrix multiplications in (4.2) can be expanded as follows.

$$\|\mathbf{p}_m\|^2 = \sum_{h=1}^{N-M} \left[ \left\{ \sum_{p=1}^{N} \mathbf{q}_m^h \mathbf{v}_{ph} \right\} \sum_{p=1}^{N} \mathbf{v}_{ph} \mathbf{q}_m^h \right] \quad (4.7)$$
In the interests of compactness, the iteration count \( i \) has been omitted. \( \hat{q}_{pm} \) is the \( p^{th} \) element of the signal vector \( \hat{q}_m(i) \) and \( v_{ph} \) is an element of \( V_{w} \). Since \( q_{nm} \) and \( q^*_{nm} \) are the only terms affected by \( X(\hat{u}_n(i)) \) and \( Y(\hat{u}_n(i)) \), it is sufficient to consider only the influence of these terms when forming the partial derivatives. By inspection, the coefficients of \( q_{nm} \) and \( q^*_{nm} \) in \( \|p_m\|^2 \) are as follows.

Coefficient of \( \hat{q}_{nm} \):

\[
\sum_{h=1}^{N-M} \sum_{p=1}^{N} \{v_{nh} \hat{q}^*_{pm} v_{ph}\} \quad (4.8)
\]

Coefficient of \( q^*_{nm} \):

\[
\sum_{h=1}^{N-M} \sum_{p=1}^{N} \{v_{nh} v_{ph} \hat{q}_{pm}\} \quad (4.9)
\]

Notice that when \( p \) is equal to \( n \) in (4.8), the coefficient of \( \hat{q}_{nm} \) contains a reference to \( \hat{q}^*_{nm} \). However, multiplying the coefficient by \( \hat{q}_{nm} \) produces a constant.

\[
(v_{nh} \hat{q}^*_{nm} v_{nh}) \hat{q}_{nm} = |\hat{q}_{nm}|^2 |v_{nh}|^2 = |v_{nh}|^2 \quad (4.10)
\]

The same result is obtained when \( p \) is equal to \( n \) in (4.9). Since the derivative of a constant is zero, the differentiation can be simplified by excluding the constants altogether. The partial derivative of \( \|p_m(i)\|^2 \) with respect to \( X(\hat{u}_n(i)) \) is then as follows.
\[ \frac{\partial}{\partial X(\hat{u}_n)} \| P_m \|^2 = \left[ \sum_{h=1}^{N-M} \left\{ v_{n}^{*h} \sum_{p=1}^{N} q_{pm}^* v_{ph} \right\} \right] \frac{\partial}{\partial X(\hat{u}_n)} \hat{q}_{nm} \]

\[ + \left[ \sum_{h=1}^{N-M} \left\{ v_{nh} \sum_{p=1, p \neq n}^{N} q_{pm}^* \right\} \frac{\partial}{\partial X(\hat{u}_n)} \hat{q}_{nm}^* \right] \quad (4.11) \]

\( \hat{q}_{nm} \) is related to \( X(\hat{u}_n) \) and \( Y(\hat{u}_n) \) as follows.

\[ \hat{q}_{nm} = \exp[j\psi_{nm}] \]
\[ = \exp[j2\pi \hat{v}_{nm}] \]
\[ = \exp[j2\pi \hat{u}_n \cdot \hat{z}_m] \]
\[ = \exp[j2\pi(X(\hat{u}_n)X(\hat{z}_m) + Y(\hat{u}_n)Y(\hat{z}_m))] \quad (4.12) \]

Having expressed \( \hat{q}_{nm} \) in this form, it is straightforward to find the partial derivatives of \( \hat{q}_{nm} \) and \( \hat{q}_{nm}^* \) with respect to \( X(\hat{u}_n) \).

\[ \frac{\partial}{\partial X(\hat{u}_n)} \hat{q}_{nm} = j2\pi X(\hat{z}_m) \hat{q}_{nm} \quad (4.13) \]

\[ \frac{\partial}{\partial X(\hat{u}_n)} \hat{q}_{nm}^* = -j2\pi X(\hat{z}_m) \hat{q}_{nm}^* \quad (4.14) \]

The partial derivative of \( \| P_m \|^2 \) with respect to \( X(\hat{u}_n) \) is obtained by substituting (4.13) and (4.14) into (4.11).
\[
\frac{\partial}{\partial X(\hat{u}_n)} \|\mathcal{P}_m\|^2 = j2\pi X(\hat{z}_m) \left[ \hat{q}_{nm} \sum_{h=1}^{N-M} \left\{ v_{nh}^* \sum_{p=1}^{N} \hat{q}_{pm}^* v_{ph} \right\} \right. \\
N-M \quad N \\
\left. - \hat{q}_{nm}^* \sum_{h=1}^{N-M} \left\{ v_{nh} \sum_{p=1}^{N} v_{ph}^* \hat{q}_{pm} \right\} \right] \\
p=1 \\
p\neq n \\
\right) 
\]

Noting that the two expressions in the square brackets are complex conjugates of each other, (4.15) can be re-written as follows.

\[
\frac{\partial}{\partial X(\hat{u}_n)} \|\mathcal{P}_m\|^2 = -4\pi X(\hat{z}_m) \text{Im} \left[ \hat{q}_{nm} \sum_{h=1}^{N-M} \left\{ v_{nh}^* \sum_{p=1}^{N} \hat{q}_{pm}^* v_{ph} \right\} \right] \\
N-M \quad N \\
\left. - \hat{q}_{nm}^* \sum_{h=1}^{N-M} \left\{ v_{nh} \sum_{p=1}^{N} v_{ph}^* \hat{q}_{pm} \right\} \right] \\
p=1 \\
p\neq n \\
\right) 
\]

\text{Im}[\cdot] denotes the imaginary part (which is itself a real number). The partial derivative with respect to \(Y(\hat{u}_n(i))\) is identical to the right hand side of (4.16) except that \(X(\hat{z}_m)\) is replaced with \(Y(\hat{z}_m)\). Re-introducing the iteration count \(i\), \(n_{nm}(i)\) is defined as follows.

\[
n_{nm}(i) = -4\pi \text{Im} \left[ \hat{q}_{nm}(i) \sum_{h=1}^{N-M} \left\{ v_{nh}^* \sum_{p=1}^{N} \hat{q}_{pm}(i) v_{ph} \right\} \right] \\
N-M \quad N \\
\left. - \hat{q}_{nm}^* \sum_{h=1}^{N-M} \left\{ v_{nh} \sum_{p=1}^{N} v_{ph}^* \hat{q}_{pm}(i) \right\} \right] \\
p=1 \\
p\neq n \\
\right) 
\]
The partial derivatives of $\|P_m(i)\|^2$ with respect to $X(\hat{\mu}_n(i))$ and $Y(\hat{\mu}_n(i))$ can now be expressed in terms of $X(\bar{Z}_m), Y(\bar{Z}_m)$, and $\eta_{nm}(i)$.

\[
\frac{\partial}{\partial X(\hat{\mu}_n(i))} \|P_m(i)\|^2 = \eta_{nm}(i)X(\bar{Z}_m) \tag{4.18}
\]

\[
\frac{\partial}{\partial Y(\hat{\mu}_n(i))} \|P_m(i)\|^2 = \eta_{nm}(i)Y(\bar{Z}_m) \tag{4.19}
\]

Combining (4.18) and (4.19), the derivative with respect to the vector $\hat{\mu}_n(i)$ is as follows.

\[
\frac{\partial}{\partial \hat{\mu}_n(i)} \|P_m(i)\|^2 = \eta_{nm}(i)\bar{Z}_m \tag{4.20}
\]

Recalling the definition of the cost function $J(i)$ given in (4.5), the derivative of $J(i)$ is the sum of the derivatives of the individual $\|P_m(i)\|^2$ terms.

\[
\frac{\partial}{\partial \hat{\mu}_n(i)} J(i) = \sum_{m=1}^{M} \frac{\partial}{\partial \hat{\mu}_n(i)} \|P_m(i)\|^2 = \sum_{m=1}^{M} \eta_{nm}(i)\bar{Z}_m \tag{4.21}
\]

The final step in the derivation is to substitute (4.21) into the gradient search algorithm defined in (4.6).
\[
\hat{u}_n(i+1) = \hat{u}_n(i) - \mu \sum_{m=1}^{M} \eta_{nm}(i) z_m
\]  

(4.22)

When combined with the definition of \( \eta_{nm}(i) \) given in (4.17), equation (4.22) specifies how the estimated sensor positions should be updated during the array calibration procedure. Notice that (4.22) is identical to the scheme originally proposed in (4.1), although the form of the weights \( \eta_{nm}(i) \) was unknown at that point. Figure 4.8 provides a summary of the algorithm.

The remainder of this chapter demonstrates the performance of the array calibration algorithm using computer simulations.

4.6 Computer Simulation of the Array Calibration Algorithm

The simulation system includes a program which models the calibration algorithm described in this chapter. The main inputs to the program are the intended sensor positions \( \hat{u}_n \), the vectors \( z_m \) describing the bearings of the calibration signals, and the eigenvectors \( \psi_n \) of a covariance matrix formed while the calibration signals are present. The main output from the program is a set of
Initialize

\[
\text{for } n = 1, \ldots, N \\
\hat{u}_n(0) = \hat{u}_n \\
i = 0
\]

Update sensor positions

\[
\text{for } n = 1, \ldots, N \\
\text{for } m = 1, \ldots, M \\
\hat{q}_{nm}(i) = \exp[j2\pi \hat{u}_n(i) \cdot \mathbf{z}_m] \\
n_{nm}(i) = -4\pi \text{Im} \left[ \hat{q}_{nm}(i) \sum_{h=1}^{N-M} \left\{ v_{nh}^{*} \sum_{p=1}^{N} \hat{q}_{pm}(i) v_{ph} \right\} \right] \\
\hat{u}_n(i + 1) = \hat{u}_n(i) - \mu \sum_{m=1}^{M} n_{nm}(i) \mathbf{z}_m
\]

Evaluate cost function

\[
\text{for } m = 1, \ldots, M \\
\|P_m(i)\|^2 = \hat{q}_m(i) v_w^H \hat{\mathbf{w}}_m(i) \\
J(i) = \sum_{m=1}^{M} \|P_m(i)\|^2 \\
i = i + 1
\]

Converged?

No

Yes

Figure 4.8 The array calibration algorithm
estimated sensor positions $\hat{u}_n(i)$, which are approximations of the unknown true sensor positions $u_n$.

Although the true sensor positions would be unknown in a real application, they are available in the simulation system. The calibration program takes the true positions $u_n$ as additional inputs and measures the errors between these positions and the estimates $\hat{u}_n(i)$. The overall error between the two sets of positions after the $i$th step in the iteration is denoted by $D(i)$, which is defined to be the magnitude $\|u_n - \hat{u}_n(i)\|$ summed over the $N$ sensors.

$$D(i) = \sum_{n=1}^{N} \|u_n - \hat{u}_n(i)\|$$  \hspace{1cm} (4.23)

The program outputs the error $D(i)$ and the cost function $J(i)$ after each step, thus allowing $D(i)$ and $J(i)$ to be plotted against the step number, $i$. This provides a means of investigating the convergence properties of the calibration algorithm.

The convergence test shown in Figure 4.8 is implemented by stopping the iteration whenever the counter $i$ reaches a specified limit, the cost function $J(i)$ falls below a given value, or the improvement $|J(i-1) - J(i)|$ in the cost function falls below a certain threshold.
All of the simulation results presented in this chapter are based on the circular array used in Chapters 2 and 3. This array defines the intended sensor positions \( \hat{\mathbf{u}}_n \). A set of true sensor positions \( \mathbf{u}_n \) was formed by modelling the process of setting up the array with the variance of the sensor positions \( \sigma^2_\mathbf{u} \) set to 0.001. This was performed using the program described in Chapter 3, resulting in an initial overall error of \( D(0) = 0.218 \) wavelengths.

The first set of results consists of a series of bearing spectra which demonstrate the improvements obtained using the calibration algorithm. The array was calibrated using three signals with bearings of -108, 18, and 90 degrees and relative frequencies of 0.999, 1.0, and 1.001 respectively. All three signals had a power of 20dB and an initial phase angle of zero degrees. The noise power \( \sigma^2_\mathbf{w} \) was set to 10dB.

Figures 4.9 and 4.10 show MUSIC bearing spectra for the calibration signals themselves. The spectra were generated using the same covariance matrix but different sets of sensor positions. The covariance matrix was formed using 1600 snapshots obtained at a sampling rate of 3.4567 samples per cycle. In the bearing spectrum obtained from the true sensor positions, which is shown in Figure 4.9(a), there are no errors in the bearings of the
Figure 4.9 MUSIC bearing spectra for calibration signals
Figure 4.10 MUSIC bearing spectra for calibration signals
signals. It should be stressed, however, that this spectrum would only be available if the true sensor positions were known.

Figure 4.9(b) shows the spectrum obtained using the intended sensor positions. The bearings of the peaks are -102, 22.5, and 88.5 degrees, giving an overall bearing error of 12 degrees summed over the three signals. This is the bearing spectrum which would be produced by a conventional (i.e. uncalibrated) bearing estimation system.

The bearing spectrum shown in Figure 4.10(a) was generated using a set of estimated sensor positions produced by the calibration algorithm with the step size $\mu$ set to 0.005. The iteration stopped after 627 steps when $|J(i-1) - J(i)|$ fell below the specified limit of $10^{-12}$. The final value of the cost function $J(i)$ was $4.90 \times 10^{-4}$ and the algorithm reduced the overall error from 0.218 to 0.0299 wavelengths. The bearings of the peaks in the resulting spectrum are all correct (within the 0.5 degree granularity of the plot).

The calibration process was repeated with a covariance matrix formed using 6400 snapshots. All of the other parameters remained unchanged. The algorithm terminated after 455 steps, $|J(i-1) - J(i)|$ having fallen below $10^{-12}$. The improved quality of the covariance matrix
allowed the algorithm to form a better approximation of the true sensor positions. The final value of the cost function $J(i)$ was $7.52 \times 10^{-5}$ and the overall error $D(i)$ was reduced from 0.218 to 0.00896 wavelengths. Figure 4.10(b) shows the bearing spectrum obtained by combining the estimated sensor positions with the original covariance matrix. The bearings of the peaks in the spectrum are all correct.

As anticipated, the use of the estimated sensor positions in place of the intended ones yielded improved bearing spectra for signals with unknown bearings. In Figures 4.11 and 4.12, the three calibration signals have been replaced with two new signals with bearings of $-45$ and $-18$ degrees and relative frequencies of 1.001 and 1.0 respectively. Both signals had a power of 20dB and an initial phase angle of zero degrees. The noise power was 0dB and the covariance matrix was formed using 500 snapshots obtained at a sampling rate of 3.4567 samples per cycle. Figure 4.11(a) shows the bearing spectrum which would be produced if the true sensor positions were available.

The spectrum obtained using the intended sensor positions is shown in Figure 4.11(b). The peaks are at $-48$ and $-13.5$ degrees, giving an overall bearing error of 7.5 degrees. Figure 4.12 demonstrates the improvement.
Figure 4.11 MUSIC bearing spectra for signals with unknown bearings
Figure 4.12 MUSIC bearing spectra for signals with unknown bearings.
achieved by replacing the intended sensor positions with the estimated positions derived from the three calibration signals. Using the estimates obtained from 1600 snapshots, the bearings of the peaks are -46 and -17.5 degrees, meaning that the overall bearing error has been reduced from 7.5 to 1.5 degrees. When the estimated sensor positions based on 6400 snapshots are used, the bearings of the peaks are correct (to within 0.5 degrees).

The next set of results investigates the behaviour of the cost function $J(i)$ and the error $D(i)$ while the iteration is converging. It should be stressed that $D(i)$ would not be available in a real application since the calculation involves the true sensor positions.

As noted at the start of the chapter, the use of three or more calibration signals has the advantage that errors in the bearings of the signals can be detected. If there are only two signals present, such errors cannot be discovered. This effect is demonstrated by the simulation results.

In Figure 4.13, the cost function $J(i)$ and the overall error $D(i)$ are plotted on a logarithmic scale against the step number $i$. The error $D(i)$ is normalized so that the original error $D(0)$ is at zero on the vertical axis. There were two calibration signals with bearings of 18 and
Figure 4.13 Convergence plots obtained using two calibration signals
90 degrees and relative frequencies of 1.0 and 1.001. Both of the signals had a power of 20dB and an initial phase angle of zero degrees and the noise power was 0dB. The covariance matrix was calculated by finding the expected value using the procedure described in Chapter 2, thus allowing the errors caused by averaging over a finite number of snapshots to be eliminated.

The step size $\mu$ in the iteration was set to 0.005. As anticipated, the cost function decreased at each step in the iteration. In this example, the convergence of $J(i)$ to a small value accurately reflects the behaviour of the unknown error $D(i)$.

Figure 4.14 shows the effects of errors in the bearings of the signals. The calibration algorithm was supplied with the same covariance matrix again but the bearings of the signals were specified incorrectly as being 20 and 87 degrees. Under these conditions, the improvement in the error $D(i)$ was extremely small. Notice, however, that the cost function $J(i)$ converged to a small value as before. Since $D(i)$ would not be available in a real application, the problem would remain undetected.

To demonstrate the advantage of using more than two signals, the process was repeated using three calibration signals with bearings of -108, 18 and 90 degrees and
Figure 4.14 Convergence plots obtained using two calibration signals with inaccurate bearings
relative frequencies of 0.999, 1.0, and 1.001 respectively. All of the signals had a power of 20dB and an initial phase angle of zero degrees. The noise power was 0dB and the covariance matrix was calculated by taking the expected value as before.

Figures 4.15(a) and 4.15(b) show the behaviour of the cost function \( J(i) \) and the error \( D(i) \). Notice the shape of the \( D(i) \) curve close to convergence. Having attained a minimum value, the estimate then gets slightly worse again before finally settling down. This effect is caused by inaccuracies in the computation of the eigenvectors of the covariance matrix. In principle, a MUSIC spectrum derived from the expected value of the covariance matrix would have peaks of infinite height for the reasons discussed in Chapter 2. In practice, however, the peaks are large but finite due to imperfections in the eigenvectors.

Since the calibration algorithm relies on the eigenvectors of the covariance matrix, it is also affected by such errors. In practice, the weight \( n_{nm}(i) \) is not precisely equal to zero even when the estimated position of sensor \( n \) is correct with respect to signal \( m \). The effect on the estimated sensor positions is small, although it is exaggerated somewhat by the logarithmic scale used in the diagram. It is worth pointing out that the problem is
Figure 4.15 Convergence plots obtained using three calibration signals
not related to the step size used in the iteration. If a smaller step size is adopted, the error D(i) traces out the same curve over a larger number of steps.

Figure 4.16 shows the effects of errors in the bearings of the signals. The calibration algorithm was supplied with the same covariance matrix again but the bearings of the signals were specified incorrectly as being -107, 87, and 20 degrees. As in the example where two signals were present, the improvement in the error D(i) was very small.

However, with three calibration signals the cost function J(i) also showed a small reduction, thus providing a warning that the calibration had not been successful. This happened because the iteration was unable to optimize the estimated sensor positions with respect to all three signals simultaneously. These results confirm that the cost function J(i) provides a more faithful indication of the error D(i) when the number of calibration signals is greater than two.

The next set of results explores the relationship between the quality of the covariance matrix $\mathbf{R}$ and the final values of $J(i)$ and $D(i)$ achieved by the iteration. As discussed earlier in the chapter, the effect of received noise is to add random errors to the off-diagonal elements of the covariance matrix. These errors are most
Figure 4.16 Convergence plots obtained using three calibration signals with inaccurate bearings
pronounced when the signal to noise ratio is low and/or a small number of snapshots are used. The only way to eliminate such errors completely is to obtain the expected value of the covariance matrix, although this is clearly impossible in practice.

To investigate the effects of noise, the calibration algorithm was applied to a large number of covariance matrices formed using different numbers of snapshots over a range of signal to noise ratios. There were three calibration signals with bearings of -108, 18, and 90 degrees and relative frequencies of 0.999, 1.0, and 1.001 respectively. All of the signals had a power of 20dB and an initial phase angle of zero degrees.

The signal to noise ratio was defined to be the ratio of the power of one of the signals to the noise power, meaning that a noise power of 20dB corresponded to a signal to noise ratio of 0dB. The signal to noise ratio covered a range from 0dB to 60db in steps of 10dB. At each signal to noise ratio, 20 covariance matrices were formed using 400 snapshots, another 20 using 1600 snapshots, and a further 20 using 6400 snapshots.

For each block of 20 covariance matrices, the calibration algorithm was applied to each matrix in turn and the averages of the final values of the cost function J(i) and
the error $D(i)$ were calculated. The calibration algorithm was also applied to the expected value of the covariance matrix at each signal to noise ratio. The step size $\mu$ was set to $0.005$ and each calibration was terminated when the improvement in the cost function $|J(i+1) - J(i)|$ fell below $10^{-9}$.

The results are shown in Figure 4.17. As anticipated, the error $D(i)$ after calibration decreased when the signal to noise ratio or the number of snapshots was increased. When the expected value of the covariance matrix was used, there were no errors in the off-diagonal elements of the covariance matrix and the results were therefore independent of the signal to noise ratio.

The final set of results relates the finishing values of $J(i)$ and $D(i)$ to the accuracy to which the bearings of the calibration signals are stated. This was investigated by generating a single covariance matrix then applying the calibration algorithm several times with random errors added to the bearings of the signals.

There were three calibration signals with bearings of $-108$, $18$, and $90$ degrees and relative frequencies of $0.999$, $1.0$, and $1.001$ respectively. All of the signals had a power of $20\text{dB}$ and an initial phase angle of zero degrees. So as to ensure that the results were not
Figure 4.17 Influence of signal to noise ratio and number of snapshots
influenced by errors in the off-diagonal elements, the covariance matrix was formed by taking the expected value. The noise power was 0dB.

Sets of incorrect signal bearings were generated by adding random numbers to the true bearings of the calibration signals. The random numbers had a normal distribution with a mean of zero. The variance assumed a number of values in the range from 0 to 0.5 degrees (squared). For each variance, 20 sets of incorrect signal bearings were generated and the calibration algorithm was applied to each one in turn. The final values of the cost function $J(i)$ and the error $D(i)$ were averaged over the 20 sets of bearings. The step size $\mu$ was set to 0.005 and each calibration was terminated when $|J(i-1) - J(i)|$ fell below $10^{-9}$.

The results are shown in Figure 4.18. Although the calibration algorithm only achieved dramatic reductions in $D(i)$ when the signal bearings were specified accurately, the error was reduced by approximately one order of magnitude across the entire range of variances. As the bearing spectra at the start of this section demonstrated, an improvement of this size is big enough to make a significant difference to the bearing spectrum.
Figure 4.18 Influence of inaccurate signal bearings
4.7 Summary

This chapter has developed a calibration algorithm to compensate for sensor positioning errors in direction finding arrays. The key point is that the degraded performance of an uncalibrated array is caused by the mismatch between the true sensor positions and the ones assumed by the bearing estimation algorithm. If the true sensor positions can be discovered, the performance of the system can be improved considerably.

The array calibration algorithm attempts to identify the true sensor positions by analyzing snapshots obtained while two or more signals with known bearings are being received. The positions are deduced through a process of triangulation.

The algorithm takes the form of an iteration in which a set of estimated sensor positions is steered towards the (unknown) true positions, the intended sensor positions being the initial estimates. This goal is achieved by minimizing a cost function which is based on the signal subspace concepts presented in Chapter 2.

The improvements obtained using the calibration algorithm were demonstrated using computer simulations.
CHAPTER 5 CONCLUSIONS

5.1 Material Covered

This thesis has examined some of the signal processing algorithms used for bearing estimation with particular attention to the MUSIC technique. A derivation of MUSIC from first principles produced an understanding of the signal subspace approach to bearing estimation and introduced many of the concepts required for the original research.

This was followed by an analysis of the effects of sensor positioning errors on the bearing spectrum. A statistical approach produced theoretical results, most of which were independent of the particular array geometry being used. These results were confirmed using computer simulations.

Having identified the effects of sensor positioning errors, an array calibration algorithm was developed to reduce the sensitivity of the bearing estimation process to such errors. The algorithm estimated the true sensor positions by exploiting two or more signals with known bearings. Computer simulations demonstrated the
improvements obtained after calibration.

5.2 Specific Achievements

Recalling the aims of this work stated in Chapter 1, the two main objectives were to characterize the sensitivity of bearing estimation algorithms to sensor positioning errors and to reduce this sensitivity through array calibration. These two areas were addressed in Chapters 3 and 4 respectively.

In Chapter 3, the conventional beamforming, minimum energy, and MUSIC bearing estimation techniques were compared in the presence of small sensor positioning errors. With only one signal present, all of these methods are normally unbiased estimators of signal bearing and the analysis demonstrated that they remain unbiased in the presence of sensor positioning errors with the assumed statistics.

However, the variability of the bearing indicated by the spectrum increased with the size of the sensor positioning errors and it was shown that the variance of the bearing was directly proportional to the variance of the sensor positions. If the array geometry was taken into account,
the constant of proportionality could be calculated for a particular bearing. It would be straightforward to average this over a range of bearings in order to produce a figure of merit for a particular array. The constant was independent of the bearing estimation technique being used.

Further results provided insight into the behaviour of the mean and variance of the peak height. As the variance of the sensor positions increased, the mean peak height decreased while the variance of the peak height increased. Although the theoretical results described the height of the spectrum at the correct bearing rather than the true peak height, they provided theoretical limits for the peak height. Results for all three bearing estimation techniques were produced.

Computer simulations verified the theoretical curves which had been predicted. The simulations were also used in areas not covered by theoretical work, such as demonstrating the decreased resolution of the MUSIC method in the presence of sensor positioning errors.

In Chapter 4, an array calibration algorithm to compensate for sensor positioning errors was developed. It was shown that when two or more signals with known bearings are present, the true sensor positions are observable from
the array snapshots provided that each sensor is within half a wavelength of its intended position.

An iterative scheme was used to guide a set of estimated sensor positions towards the true ones, taking the theoretical sensor positions as initial values. Computer simulations demonstrated the effectiveness of the technique in reducing the errors in the estimates.

The errors remaining after calibration were summed over all of the sensors and expressed on a logarithmic scale. It was found that the overall error decreased as the signal to noise ratio or the number of snapshots was increased.

Although the algorithm relied on accurate signal bearings, the effects of incorrect bearings were considered. Errors in the bearings caused the sensor positions to be estimated incorrectly and in extreme cases the estimated positions were worse than the intended ones.

However, the behaviour of the cost function provided a warning of this problem if more than two signals were present. Computer simulations showed the tolerance required for the signal bearings in a particular scenario.

The author has presented two conference papers on the
calibration algorithm [103], [104].

5.3 Limitations

The results obtained in Chapter 3 for the spectrum height in the minimum energy and MUSIC methods are somewhat awkward in that they apply to the reciprocal of the function used in forming the spectrum. It would, however, have been extremely difficult to take the analysis any further without resorting to an inequality as $E[1/X] \neq 1/E[X]$. Since the results are precise as far as they go, the mental adjustment required to think in terms of the reciprocal seems worthwhile.

An obvious limitation of the work described in Chapter 4 is the reliance on signals with known bearings. Indeed, this will render the method impractical in some situations.

It is worth noting, however, that one of the radio direction finding systems marketed by the company sponsoring this work incorporates a very rudimentary calibration mechanism which was requested by the customer. A portable transmitter is moved around to provide calibration signals from different directions. It appears that users are willing to accept such
procedures if they offer an improvement in performance.

5.4 Suggestions for Further Research

In Chapter 4, the possibility of implementing the calibration algorithm using matrix inversion was mentioned briefly. It might be worthwhile to investigate this approach and compare it with the iterative scheme adopted.

As noted in Chapter 1, a number of papers describing other calibration algorithms were discovered while this thesis was being prepared and these techniques should be compared with the method described in Chapter 4. Some authors have described algorithms which are claimed to operate on calibration signals with unknown bearings, thus making the process more practical.

It would be interesting to extend the analysis presented in Chapter 3 to include theoretical results for the peak height as well as the height of the spectrum at the correct bearing. This would require a more sophisticated approach than the one adopted in Chapter 3 since the peak height depends on the incorrect bearing, which is itself a random variable.
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This section contains copies of two conference papers which the author presented during 1987.

The first paper, "A new calibration algorithm to detect sensor positioning errors in direction finding arrays" [103], was given at the IEE Colloquium on Digital Signal Processing on 26th January 1987 (IEE Digest Number 1987/14).

The second paper, "Bearing estimation in the presence of sensor positioning errors" [104], was presented at the 1987 International Conference on Acoustics, Speech, and Signal Processing (ICASSP).
A NEW CALIBRATION ALGORITHM TO DETECT SENSOR POSITIONING ERRORS IN DIRECTION FINDING ARRAYS

L.P.H.K. Seymour, C.F.N. Cowan, and P.M. Grant

Introduction

In bearing estimation, the outputs from a set of sensors are analysed to determine the bearings of signals arriving at the array [1,2,3]. The positions of the sensors are normally assumed to be known precisely. However, if there are errors in the positions then these assumptions are false and the bearing estimation is less accurate. Brandwood [4] presents examples of bearing spectra obtained using incorrect positions.

This paper compares the effects of sensor positioning errors on the conventional beamforming, Minimum Energy, and MUSIC bearing estimation techniques. High resolution methods, such as MUSIC, are shown to be the most sensitive. A new calibration algorithm to compensate for such errors is outlined. The new method is an extension of MUSIC in which transmissions with known bearings are analysed to determine the true sensor positions. These are subsequently used by a conventional bearing estimation algorithm to determine the angles of arrival of unknown transmissions. Simulation results illustrate the effects of sensor positioning errors and the improvements obtained using the new algorithm.

Comparison of Bearing Estimation Techniques

The simulation results described below were obtained using an array consisting of five sensors evenly spaced around a circle of radius 0.5\(\lambda\) with a sixth sensor at the centre. These "theoretical" sensor positions describe the intended array geometry. A second set of positions was produced by adding small errors to the theoretical coordinates. The total sensor positioning error, expressed as the sum of the \(X\) and \(Y\) displacements over all of the sensors, was 0.05\(\lambda\). These "true" sensor positions represent the actual array geometry in the presence of sensor positioning errors.

The covariance matrix was formed using 1500 snapshots based on the true sensor positions. The sampling rate was approximately 8.3 samples per cycle. Two transmissions, with bearings of 0° and 123°, were present throughout the sampling period. Each had a power of 0dB. The SNR was 10dB. This is defined to be the ratio of the power in one of the transmissions to the power of the additive noise component in the output from one of the sensors. The noise level is the same for all of the sensors and is uncorrelated between sensors.

The conventional beamforming [2], Minimum Energy [2], and MUSIC [3] techniques were compared in the presence of sensor positioning errors. Bearing spectra were generated using the following expressions.

\[
P_{BF}(\theta) = e^H(\theta) R e(\theta)
\]

\[
P_{ME}(\theta) = \frac{1}{e^H(\theta) R^{-1} e(\theta)}
\]

\[
P_{MU}(\theta) = \frac{1}{e^H(\theta) V^W W^H e(\theta)}
\]

where \(e(\theta)\) is the signal vector for bearing \(\theta\), \(R\) is the covariance matrix, and \(V^W\) is a matrix having the noise subspace eigenvectors as its columns.
Normally, the true sensor positions are unknown and the theoretical ones must be used instead. The effect of this substitution was investigated by generating bearing spectra using signal vectors corresponding to the theoretical sensor positions. The results are plotted in Figures 1(a), 1(b), and 1(c). These should be compared with Figures 1(d), 1(e), and 1(f), which show the corresponding spectra obtained using the true sensor positions.

The conventional beamforming and Minimum Energy techniques are seen to be relatively insensitive to sensor positioning errors. The use of the theoretical positions in place of the true ones has very little effect on the bearing spectra. When the true sensor positions are used, MUSIC performs significantly better than the other two methods. However, the use of the theoretical sensor positions has a dramatic effect on the MUSIC spectrum. The peak heights are reduced considerably and there are small errors in the measured bearings.

The poor performance in the presence of sensor positioning errors is not caused by the incorrect positions \textit{per se} but by the inconsistency between these positions and the theoretical ones assumed in the bearing estimation process. If the true positions could be discovered and used in place of the theoretical ones then the performance of the system would be improved.

In the proposed calibration method, the array is illuminated with transmissions from known directions and the sensor outputs are analysed to determine the true sensor positions. This "position estimation" problem is closely related to the normal bearing estimation one.

The system thus has two modes of operation. In the calibration mode, transmissions with known bearings are provided and the new calibration algorithm is used to estimate the true positions of the sensors. In the normal operational mode, the estimated sensor positions are used by a bearing estimation algorithm to measure the bearings of unknown transmissions. Since the calibration algorithm is based on MUSIC, it is recommended that MUSIC should be used to perform the bearing estimation.

**Calibration Algorithm**

The calibration algorithm uses triangulation to determine the true positions of the sensors. A detailed mathematical description of the technique has been published elsewhere [5]. The following discussion presents a brief outline of the method.

In Figure 2, two transmissions with bearings $\theta_1$ and $\theta_2$ are being received simultaneously. The unit vectors $z_1$ and $z_2$ point towards the transmitters. Thus the directions of propagation are $-z_1$ and $-z_2$. Each sensor position is described by a vector giving the displacement from the origin. The position of sensor $n$ is $u_n$. To simplify the diagram, only one sensor is shown.

During calibration, the bearings of the transmissions, $\theta_1$ and $\theta_2$, are known precisely. Thus the vectors $z_1$ and $z_2$ are available. The aim of the calibration process is to determine the true position, $u_n$, of each sensor. A transmission with a bearing of $\theta_1$ can only reveal the component of $u_n$ in the direction of the vector $z_1$. In order to measure the position completely we require components in at least two different directions. The process is thus one of triangulation. Clearly, the technique is more reliable if several directions are processed rather than only two. The maximum permissible number of calibration transmissions is limited by the number of sensors in the array.

The calibration algorithm exploits the fact that the signal vectors $e(\theta_1)$ and $e(\theta_2)$ should lie entirely in the signal subspace [3]. However, this will only be the case if the signal vectors are calculated using the true sensor positions. Signal vectors corresponding to incorrect sensor positions will generally have some component in the noise subspace.

We define a cost function for a set of sensor positions by summing the lengths of the projections of the signal vectors onto the noise subspace. The cost function can be differentiated with respect to the $X$ and $Y$ coordinate of each sensor. The calibration algorithm manipulates the sensor positions in an attempt to minimise the cost function. The process is performed iteratively using a gradient search algorithm. The iteration is initialised using the theoretical sensor positions. In practice, these are likely to be very good estimates of the true positions.
Figure 1. The Effect of Sensor Positioning Errors
Figure 3 shows the MUSIC spectrum obtained after calibration using the new algorithm. The array was calibrated using the signals at 0° and 123°. The spectrum was generated using signal vectors corresponding to the estimated sensor positions produced by the calibration algorithm. The total sensor positioning error has been reduced from 0.05λ to 0.002λ. The resulting spectrum is very similar to the one that would be produced using the true positions as shown in Figure 1(f). The improved performance is maintained for transmissions from other bearings.

Conclusions

The use of a calibration algorithm to compensate for sensor positioning errors in direction finding arrays has been considered. The method relies on calibration transmissions with known bearings and is related to MUSIC. Simulation results have been presented to demonstrate the improved performance of the bearing estimation process when the new algorithm is used.
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ABSTRACT
A new calibration algorithm to compensate for sensor positioning errors in direction finding (DF) arrays is introduced. Transmissions with known bearings are analysed to determine the true sensor positions, which are subsequently used by a conventional bearing estimation algorithm to determine the angles of arrival of unknown transmissions. The proposed calibration algorithm is based on Schmidt's MUSIC method for bearing estimation. Simulation results illustrate the effects of sensor positioning errors, the improvements obtained using the new algorithm, and its robustness in the presence of other sources of error, such as uncorrelated noise and finite averaging.

INTRODUCTION
In bearing estimation, the outputs from a set of sensors are analysed to determine the bearings of signals arriving at the array [1,2,3]. The positions of the sensors are normally assumed to be known precisely. However, if there are errors in the positions then these assumptions are false and the bearing estimation is less accurate. Brandwood [4] presents examples of bearing spectra obtained using incorrect positions. However, no solution to the problem has been reported. This paper introduces a new algorithm to compensate for sensor positioning errors.

A comparison of the conventional beamforming [2], Minimum Energy [2], and MUSIC [3] bearing estimation techniques showed that the errors in the bearing spectrum depend on the choice of bearing estimation algorithm as well as factors such as the size of the positional errors and the bearings of the transmissions. Small errors tend to cause a reduction in peak heights while larger ones can produce bias in the bearings as well. The algorithms have inferior resolution and detection properties in the presence of sensor positioning errors. Unfortunately, methods such as MUSIC, which can offer excellent performance under favourable conditions, tend to be the least robust.

This effect is illustrated in Figures 1 and 2. Figure 1 shows the MUSIC spectrum obtained under normal conditions. In Figure 2, small errors have been introduced into the positions of some of the sensors. These results are described in detail below.

The poor performance in the presence of sensor positioning errors is not caused by the incorrect positions per se but by the inconsistency between these positions and the "theoretical" ones assumed in the bearing estimation process. If the true positions could be discovered and used in place of the theoretical ones then the performance of the system would be improved.

In the proposed calibration method, the array is illuminated with transmissions from known directions and the sensor outputs are analysed to determine the true sensor positions. This "position estimation" problem is closely related to the normal bearing estimation one.

The system thus has two modes of operation. In the calibration mode, transmissions with known bearings are provided and the new calibration algorithm is used to estimate the true positions of the sensors. In the normal operational mode, the estimated sensor positions are used by a bearing estimation algorithm to measure the bearings of unknown transmissions. Since the calibration algorithm is based on MUSIC, it is recommended that MUSIC should be used to perform the bearing estimation.
CALIBRATION ALGORITHM

Figure 3 shows an array of $N$ sensors receiving $M$ calibration transmissions simultaneously. Each sensor position is described by a vector giving the displacement from the origin. The theoretical position of sensor $a$ is $\mathbf{r}_a$ while $\mathbf{u}_a$ is its true position. Additionally, we shall use $\hat{\mathbf{u}}_a$ to denote an estimate of the true position. The array is always positioned so that sensor 1 lies at the origin.

\[ \mathbf{u}_1 = \mathbf{u}_2 = \mathbf{0} \]  

(1)

The bearing of transmission $m$ is $\theta_m$. The unit vector $\mathbf{e}_m$ points towards the transmitter. Thus the direction of propagation is $-\mathbf{e}_m$. During calibration, the number of transmissions, $M$, and the bearing of each transmitter, $\theta_m$, are known precisely.

The following symbols are used to indicate the $X$ and $Y$ components of $\mathbf{r}_a$, $\mathbf{u}_a$, and $\mathbf{e}_m$.

\[ \mathbf{r}_a = \begin{bmatrix} x_a \\ y_a \end{bmatrix}, \quad \mathbf{u}_a = \begin{bmatrix} u_x \\ u_y \end{bmatrix}, \quad \mathbf{e}_m = \begin{bmatrix} e_x \\ e_y \end{bmatrix} \]  

(2)

The column vectors $\hat{\mathbf{u}}_a$ and $\tilde{\mathbf{u}}_a$ contain the $X$ and $Y$ components of the estimated sensor positions, $\hat{\mathbf{u}}_a$.

\[ \hat{\mathbf{u}}_a = \begin{bmatrix} \hat{u}_x \\ \hat{u}_y \end{bmatrix} \]  

(3)

\[ \tilde{\mathbf{u}}_a = \begin{bmatrix} \tilde{u}_x \\ \tilde{u}_y \end{bmatrix} \]  

(4)

There are three possible signal vectors for transmission $m$. These correspond to the theoretical sensor positions $\mathbf{r}_a$, the true ones $\mathbf{u}_a$, and the estimates $\hat{\mathbf{u}}_a$, and are denoted by $\mathbf{e}_m$, $\mathbf{q}_m$, and $\mathbf{q}_m$ respectively. They are defined as follows.

\[ \mathbf{e}_m = \begin{bmatrix} 1 & e_{2m} & \cdots & e_{Nm} \end{bmatrix}^T \]  

(5)

\[ \mathbf{q}_m = \begin{bmatrix} 1 & q_{2m} & \cdots & q_{Nm} \end{bmatrix}^T \]  

(6)

\[ \hat{\mathbf{q}}_m = \begin{bmatrix} 1 & \hat{q}_{2m} & \cdots & \hat{q}_{Nm} \end{bmatrix}^T \]  

(7)

where

\[ \mathbf{e}_m = \exp(j2\pi f_m \mathbf{e}_m) \]  

(8)

\[ \mathbf{q}_m = \exp(j2\pi f_m \mathbf{q}_m) \]  

(9)

\[ \hat{\mathbf{q}}_m = \exp(j2\pi f_m \hat{\mathbf{q}}_m) \]  

(10)

The matrix $\mathbf{V}_w$ has the $N - M$ noise subspace eigenvectors as its columns.

\[ \mathbf{V}_w = \begin{bmatrix} y_1 & y_2 & \cdots & y_h & \cdots & y_{N-M} \end{bmatrix} \]  

(11)

where

\[ y_a = \begin{bmatrix} y_{1a} & y_{2a} & \cdots & y_{ha} & \cdots & y_{Na} \end{bmatrix}^T \]  

(12)

The length of the projection of an estimated signal vector, $\hat{\mathbf{q}}_m$, onto the noise subspace is given by

\[ \| \mathbf{e}_m \|^2 = \mathbf{e}_m^H \mathbf{V}_w \mathbf{V}_w^H \mathbf{e}_m \]  

(13)

where $H$ denotes the Hermitian transpose.
The true signal vectors, $q_m$, produce projections with a length of zero since they lie entirely in the signal subspace [3].

$$\|p_m\|^2 = 0 \quad \text{with} \quad \hat{q}_m = q_m$$ (8)

However, an estimated signal vector corresponding to incorrect sensor positions will not lie entirely in the signal subspace. Therefore it must have some component in the noise subspace.

$$\|p_m\|^2 > 0 \quad \text{with} \quad \hat{q}_m \neq q_m$$ (9)

In particular, conventional MUSIC processing assumes that the theoretical sensor positions are correct by setting $\hat{q}_m = q_m$.

We can define a cost function for a set of estimated sensor positions, $\hat{x}_m$ and $\hat{y}_m$, by summing $\|p_m\|^2$ over the $M$ calibration transmissions.

$$J(\hat{x}_m, \hat{y}_m) = \sum_{m=1}^{M} \|p_m\|^2$$ (10)

The notation emphasizes that $J(\hat{x}_m, \hat{y}_m)$ is a function of the estimated sensor positions only. The transmitter bearings, $x_m$, are known constants. The eigenvectors, $y_m$, are assumed to be correct provided that a number of conditions regarding the number of calibration transmissions, $M$, and their bearings, $y_m$, are satisfied.

From (4), if there is an error in the position of sensor $n$ then transmission $m$ can only reveal the component of that error in the direction of the vector $q_m$. In order to measure the error completely we require components in at least two different directions. The process is thus one of triangulation.

Clearly, the technique is more reliable if several directions are processed rather than only two. In the case of the calibration algorithm, the maximum permissible number of calibration transmissions is limited by the number of sensors in the array.

The algorithm manipulates the estimated sensor positions, $\hat{x}_m$ and $\hat{y}_m$, in an attempt to minimise the cost function, $J(\hat{x}_m, \hat{y}_m)$. The process is performed iteratively using a gradient search algorithm. The estimates at step $i$ are denoted by $\hat{x}_m(i)$ and $\hat{y}_m(i)$. The process is initialised using the theoretical sensor positions. In practice, these are likely to be very good estimates of the true positions.

$$\hat{x}_n(0) = x_n, \quad \hat{y}_n(0) = y_n, \quad n = 1, \ldots, N$$ (11)

At each step, the estimates are updated as follows.

$$\hat{x}_m(i + 1) = \hat{x}_m(i) + \mu \left( \frac{\partial}{\partial \hat{x}_m} J(\hat{x}_m, \hat{y}_m) \right)_{\hat{x}_m = \hat{x}_m(i)}$$ (12)

$$\hat{y}_m(i + 1) = \hat{y}_m(i) + \mu \left( \frac{\partial}{\partial \hat{y}_m} J(\hat{x}_m, \hat{y}_m) \right)_{\hat{y}_m = \hat{y}_m(i)}$$

$\mu$ is the step size in the iteration. The partial derivatives of $J(\hat{x}_m, \hat{y}_m)$ with respect to $\hat{x}_m$ and $\hat{y}_m$ are obtained analytically and are as follows.

$$\frac{\partial}{\partial \hat{x}_m} J(\hat{x}_m, \hat{y}_m) = \sum_{m=1}^{M} \left[ \begin{array}{c} -2 \Re(\hat{y}_m^\dagger \sum_{h=1}^{H} \hat{x}_m x_h q_m^\dagger) \\ 0 \end{array} \right]$$

where $\dagger$ denotes the complex conjugate.

## RESULTS

### Scenario

The simulation results described below were obtained using an array consisting of five sensors evenly spaced around a circle of radius 0.5 wavelengths with a sixth sensor at the centre. These were the theoretical sensor positions.

SNRs of between 15dB and 60dB were investigated. The covariance matrix was formed using either 1600 snapshots, 6400 snapshots, or analytically through mathematical expectations. When snapshots were used, the sampling rate was approximately 8.21 samples per cycle.

The total sensor positioning error for a particular array was expressed as the sum of the $X$ and $Y$ displacements over all of the sensors. This measure is plotted on a logarithmic scale in the graphs.

Three calibration transmissions were present throughout the sampling period. The bearings of the transmissions were -127, 0, and 123 degrees. Each had a power of 0dB.

### MUSIC with Calibration

Figures 1, 2, and 4 illustrate the improved bearing estimation achieved by the new algorithm. The plots are all produced using MUSIC, however a different set of sensor positions has been used for each spectrum as discussed below.

The total sensor positioning error is so small, the error has been reduced from 0.02 to 0.0002 wavelengths. The SNR is 40dB and the covariance matrix was formed using 6400 snapshots.

Figure 1 shows the spectrum obtained using the true sensor positions. This is a typical MUSIC spectrum with large, sharp peaks at the correct bearings. Clearly, this spectrum could not be obtained in practice since the true sensor positions are unknown.

The spectrum produced using the theoretical sensor positions is presented in Figure 2. This illustrates the performance that would be obtained using conventional MUSIC processing. The peak heights have been significantly reduced and there are small errors in the measured bearings.

Figure 4 shows the spectrum obtained after calibration using the new algorithm. The total sensor positioning error has been reduced from 0.02 to 0.0002 wavelengths. Since the error is so small, the resulting spectrum is very similar to the one that would be produced using the true positions as shown in Figure 1.
Performance with Noise

Figure 5 shows the relationship between the SNR and the performance of the calibration algorithm. The SNR is defined to be the ratio of the power in one of the transmissions to the power of the additive noise component in the output from one of the sensors. The noise level is the same for all of the sensors and is uncorrelated between sensors. The vertical axis shows the total sensor positioning error after calibration. This is normalised so that zero corresponds to the original error of 0.02 wavelengths.

The three lines in Figure 5 were produced by computing the covariance matrix in different ways. When the mathematical expectation is used, the noise only affects the elements on the leading diagonal since the noise signals from different sensors are uncorrelated. A change in the SNR has the effect of adding a constant to each of the eigenvalues. However, the eigenvectors are unaffected. Thus the performance of the calibration algorithm is independent of the SNR. Note that this level of performance cannot be achieved in practice since an infinite number of snapshots would be required to approach the expectation whereas the signal environment is likely to be stationary only for a finite period of time.

The Figure also shows the performance obtained when the covariance matrix is formed using a relatively small number of snapshots. Results are plotted for 1600 and 6400 snapshots. The performance of the calibration algorithm improves with increasing SNR. The logarithmic scale reveals an approximately linear relationship.

CONCLUSIONS

The use of a calibration algorithm to compensate for sensor positioning errors in direction finding arrays has been considered. The method relies on calibration transmissions with known bearings and is related to Schmidt's MUSIC technique.

Simulation results have been presented to demonstrate the improved performance of the bearing estimation process when the new algorithm is used. The robustness of the method in the presence of uncorrelated noise has also been illustrated.
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